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Preface to ”Remote Sensing of Volcanic Processes and

Risk”

Remote sensing data and methods are increasingly implemented in assessments of volcanic

processes and risk. This happens thanks to their ability to provide a spectrum of observation and

measurement opportunities to accurately sense the dynamics, magnitude, frequency, and impacts of

volcanic activity in the ultraviolet (UV), visible (VIS), infrared (IR), and microwave domains.

This book includes research papers published in the Special Issue “Remote Sensing of Volcanic

Processes and Risk” of the journal Remote Sensing.

Launched in mid-2018, the Special Issue comprises 1 editorial and 19 research papers on the

use of satellite, aerial, and ground-based remote sensing to detect thermal features and anomalies,

investigate lava and pyroclastic flows, predict the flow path of lahars, measure gas emissions and

plumes, and estimate ground deformation.

The strong multi-disciplinary character of the approaches employed for volcano monitoring

and the combination of a variety of sensor types, platforms, and methods that emerge from the

papers testify the current scientific and technology trends toward multi-data and multi-sensor

monitoring solutions.

The research advances presented in the published papers are achieved thanks to a wealth

of data including but not limited to the following: thermal IR from satellite missions (e.g.,

MODIS, VIIRS, AVHRR, Landsat-8, Sentinel-2, ASTER, TET-1) and ground-based stations (e.g., FLIR

cameras); digital elevation/surface models from airborne sensors (e.g., light detection and ranging

(LiDAR), or 3D laser scans) and satellite imagery (e.g., tri-stereo Pléiades, SPOT-6/7, PlanetScope);

airborne hyperspectral surveys; geophysics (e.g., ground-penetrating radar, electromagnetic

induction, magnetic survey); ground-based acoustic infrasound; ground-based scanning UV

spectrometers; ground-based and satellite synthetic aperture radar (SAR) imaging (e.g., TerraSAR-X,

Sentinel-1, Radarsat-2).

Data processing approaches and methods include change detection, offset tracking,

interferometric SAR (InSAR), photogrammetry, hotspots and anomalies detection, neural networks,

numerical modeling, inversion modeling, wavelet transforms, and image segmentation. Some

authors also share codes for automated data analysis and demonstrate methods for post-processing

standard products that are made available for end-users, and are expected to stimulate the research

community to exploit them in other volcanological application contexts.

The geographic scope is global, with case studies in Chile, Peru, Ecuador, Guatemala, Mexico,

Hawai’i, Alaska, Kamchatka, Japan, Indonesia, Vanuatu, Réunion Island, Ethiopia, Canary Islands,

Greece, Italy, and Iceland.

The added value of the published research lies in the demonstration that remote sensing

technologies can improve our knowledge of volcanoes that pose a threat to local communities;

back-analysis and critical revision of recent volcanic eruptions and unrest periods; and improvement

of modeling and prediction methods. Therefore, this Special Issue provides not only a collection

of forefront research in remote sensing applied to volcanology, but also a selection of case studies

demonstrating the societal impact that this scientific discipline can potentially have in volcanic hazard

and risk management.

Francesca Cigna, Deodato Tapete , Zhong Lu, Susanna K. Ebmeier

                                                                                                                            Editors
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Abstract: Remote sensing data and methods are increasingly being embedded into assessments
of volcanic processes and risk. This happens thanks to their capability to provide a spectrum of
observation and measurement opportunities to accurately sense the dynamics, magnitude, frequency,
and impacts of volcanic activity in the ultraviolet (UV), visible (VIS), infrared (IR), and microwave
domains. Launched in mid-2018, the Special Issue “Remote Sensing of Volcanic Processes and Risk”
of Remote Sensing gathers 19 research papers on the use of satellite, aerial, and ground-based remote
sensing to detect thermal features and anomalies, investigate lava and pyroclastic flows, predict the
flow path of lahars, measure gas emissions and plumes, and estimate ground deformation. The strong
multi-disciplinary character of the approaches employed for volcano monitoring and the combination
of a variety of sensor types, platforms, and methods that come out from the papers testify the
current scientific and technology trends toward multi-data and multi-sensor monitoring solutions.
The research advances presented in the published papers are achieved thanks to a wealth of data
including but not limited to the following: thermal IR from satellite missions (e.g., MODIS, VIIRS,
AVHRR, Landsat-8, Sentinel-2, ASTER, TET-1) and ground-based stations (e.g., FLIR cameras); digital
elevation/surface models from airborne sensors (e.g., Light Detection And Ranging (LiDAR), or 3D laser
scans) and satellite imagery (e.g., tri-stereo Pléiades, SPOT-6/7, PlanetScope); airborne hyperspectral
surveys; geophysics (e.g., ground-penetrating radar, electromagnetic induction, magnetic survey);
ground-based acoustic infrasound; ground-based scanning UV spectrometers; and ground-based and
satellite Synthetic Aperture Radar (SAR) imaging (e.g., TerraSAR-X, Sentinel-1, Radarsat-2). Data
processing approaches and methods include change detection, offset tracking, Interferometric SAR
(InSAR), photogrammetry, hotspots and anomalies detection, neural networks, numerical modeling,
inversion modeling, wavelet transforms, and image segmentation. Some authors also share codes
for automated data analysis and demonstrate methods for post-processing standard products that
are made available for end users, and which are expected to stimulate the research community to
exploit them in other volcanological application contexts. The geographic breath is global, with case
studies in Chile, Peru, Ecuador, Guatemala, Mexico, Hawai’i, Alaska, Kamchatka, Japan, Indonesia,
Vanuatu, Réunion Island, Ethiopia, Canary Islands, Greece, Italy, and Iceland. The added value of the
published research lies on the demonstration of the benefits that these remote sensing technologies
have brought to knowledge of volcanoes that pose risk to local communities; back-analysis and
critical revision of recent volcanic eruptions and unrest periods; and improvement of modeling and
prediction methods. Therefore, this Special Issue provides not only a collection of forefront research in
remote sensing applied to volcanology, but also a selection of case studies proving the societal impact
that this scientific discipline can potentially generate on volcanic hazard and risk management.

Keywords: volcano monitoring; gas emissions; magma accumulation; edifice growth and collapse;
volcanic unrest; lava flows; pyroclastic flows; ash plumes; thermal anomalies; volcano deformation

Remote Sens. 2020, 12, 2567; doi:10.3390/rs12162567 www.mdpi.com/journal/remotesensing1



Remote Sens. 2020, 12, 2567

1. Aims and Goals

Understanding volcanic processes and hazards, assessing the associated risk for exposed
communities, critical infrastructure, and business, and enhancing risk awareness are activities of vital
importance toward risk mitigation (e.g., [1]). Remote sensing observations are increasingly being
embedded into assessments of volcanic processes and risk, thanks to their capability to provide a
spectrum of opportunities to accurately sense the dynamics, magnitude, frequency, and impacts of
volcanic activity in the ultraviolet (UV), visible (VIS), infrared (IR), and microwave domains (e.g., [2–4]).
Crucial is their potential to monitor volcanoes where no ground sensor networks exist, as well as
otherwise inaccessible locations.

Launched in mid-2018, the Special Issue “Remote Sensing of Volcanic Processes and Risk” [5]
of Remote Sensing aimed to gather original research articles, reviews, technical notes, and letters on
the use of satellite, aerial, and ground-based remote sensing data and methods to sense volcanic
processes (e.g., deformation, lava and pyroclastic flows, gas emissions and plumes) and assess the
associated hazard and risk. One of the key goals of the Special Issue was to collect research studies
combining two or more remote sensing methods or types of data, integrating remote sensing with in
situ observations (e.g., GPS benchmark surveying, topographic leveling, seismic and geochemical data)
or embedding remotely sensed information into volcanic processes, hazard and risk assessment models,
near-real-time monitoring, early warning, and decision-making. Submissions of articles and/or review
papers on global or continental volcano databases, monitoring, and models were equally encouraged.

Developed as part of a successful series of thematic volumes promoted by the “Remote Sensing in
Geology, Geomorphology and Hydrology” section of Remote Sensing, this project follows on from the
Special Issue “Volcano Remote Sensing” published in 2015–2016 [6], and it was collaboratively led by
an international team of four Guest Editors based in Europe and the USA: Dr Francesca Cigna and Dr
Deodato Tapete from the Italian Space Agency in Italy, Prof Zhong Lu from the Southern Methodist
University in Texas, and Dr Susanna K. Ebmeier from the University of Leeds in the UK.

This editorial provides an overview of the research papers composing the Special Issue, an outline
of the data and methods used by the contributing authors (see Section 2), and some statistics on
the editorial and peer-review process, as well as on the initial scientific impact made during the
first months following the closure of the Call for Papers (see Section 3). Conclusions and an outlook to
the future are also provided (see Section 4), together with directions to other thematic issues on volcano
remote sensing and opportunities in MDPI journals for further reading and specialist contributions on
this topic.

2. Overview, Data and Methods

The Special Issue comprises 19 research papers, namely 17 articles, 1 technical note, and 1 letter.
Figure 1 shows a pictorial word cloud of the thematic keywords used by the 19 papers, where the strong
multi-disciplinary character of the approaches employed for volcano monitoring, and the combination
of a variety of sensor types and platforms are apparent. A summary of the remote sensing data and
methods used, and the areas of interest investigated, is provided in Table 1.
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Table 1. Summary of remote sensing data, methods, and areas of interest discussed in the 19 research
papers composing the Special Issue (sorted in ascending order, according to the publication date).
Notation: DEM, Digital Elevation Model; IR, InfraRed; TIR, Thermal IR; SAR, Synthetic Aperture
Radar; InSAR, Interferometric SAR; Ground-Based InSAR, GBInSAR; NDVI, Normalized Difference
Vegetation Index; NN, Neural Networks; UV, UltraViolet; VIS, Visible; VHR, Very High Resolution.

Paper Reference Data and Methods Areas of Interest

Plank et al.
2018 [7] 1

satellite TIR data (TET-1, MODIS, VIIRS); ash
coverage, change detection (TET-1, Landsat-8) Villarrica (Chile)

Bredemeyer et al.
2018 [8] 1

ground-based scanning UV spectrometer
(Mini-DOAS; SO2); multi-component Gas Analyzer
System (Multi-GAS) survey (molar H2O/SO2 ratio);
satellite SAR data, differential InSAR (TerraSAR-X)

Láscar (Chile)

Marchese et al.
2018 [9] 1

satellite TIR data (MODIS, AVHRR, Sentinel-2,
Landsat-8 OLI); volcanic hotspot detection

(RSTVOLC algorithm)
Etna (Italy)

Di Traglia et al.
2018 [10] 1

TIR and VIS cameras; GBInSAR; ground-based
seismic signals and NN-based analysis to detect

incipient landslides; high-resolution DEM (LiDAR,
tri-stereo Pléiades imagery), topographic

change detection

Stromboli (Italy)

Papageorgiou et al.
2019 [11] 1

satellite SAR data, Multi-Temporal InSAR,
MT-InSAR (Sentinel-1, Radarsat-2, TerraSAR-X,

ERS-1/2, ENVISAT); inversion modeling (Volcano
and Seismic source Model, VSM)

Santorini (Greece)

Aufaristama et al.
2019 [12] 1

airborne hyperspectral data (AisaFENIX sensor,
NERC Airborne Research Facility); VHR

airborne photographs
Holuhraun (Iceland)

Sansivero and Vilardo
2019 [13] 2

ground-based TIR data (FLIR cameras), thermal
anomalies detection (Matlab© code ASIRA,

Automated System of IR Analysis)

Phlegraean Fields and Vesuvius
(Italy)

Rogic et al.
2019 [14] 1

satellite TIR data (Landsat-5/7, ASTER Global
Emissivity Database); numerical modeling

(MAGFLOW); sample chemical composition (X-Ray
Fluorescence), reflectance spectra (Fourier Transform

IR, FTIR spectroscopy)

Etna (Italy)

Lombardo et al.
2019 [15] 1

geostationary satellite IR data (Meteosat Second Gen.
SEVIRI); IR wavelet transform; radiance time

series analysis
Etna (Italy)

Gomez-Ortiz et al.
2019 [16] 1

ground-penetrating radar; electromagnetic induction;
magnetic survey; detection of geothermal anomalies Timanfaya (Canary Islands, Spain)

Cando-Jácome and Martínez-Graña
2019 [17] 1

satellite SAR, differential InSAR (Sentinel-1); satellite
optical data (Sentinel-2); morphometric indices

(SAGA GIS), mass movement analysis (SHALSTAB);
lahars flow path prediction

Fuego (Guatemala)

de Michele et al.
2019 [18] 3

satellite optical data, volcanic cloud-top height
(VCTH) estimation (Landsat-8, Meteosat Second Gen.

SEVIRI, MODIS)
Etna (Italy)

Dávila et al.
2019 [19] 1

satellite optical data, image segmentation for lava
flow mapping (SPOT-6/7, EO-1 ALI); digital surface

model (SPOT-6)
Colima (Mexico)

Laiolo et al.
2019 [20] 1

satellite TIR data (MODIS MIROVA, Sentinel-2);
infrasound arrays; seismic tremor data Etna (Italy)

Delle Donne et al.
2019 [21] 1

UV camera data (SO2 flux monitoring); satellite
(MODIS MIROVA) and ground-based (monitoring

cameras) TIR data; seismic tremor data
Etna (Italy)

Mania et al.
2019 [22] 1

satellite SAR, pixel offset (TerraSAR-X); webcam
imagery; ground-based seismic data Bezymianny (Kamchatka, Russia)

De Angelis et al.
2019 [23] 1

ground-based acoustic infrasound; ash
plume modeling

Etna (Italy), Santiaguito and Fuego
(Guatemala), Tunghurahua

(Ecuador), Sakurajima (Japan),
Sabancaya (Peru), Augustine and

Redoubt (Alaska, USA)

Valade et al.
2019 [24] 1

satellite optical and SAR data, tropospheric
monitoring (Sentinels); ground-based seismic data;

artificial intelligence (Convolutional NN)

Erta Ale (Ethiopia), Fuego
(Guatemala), Kilauea (Hawai’i,

USA), Anak Krakatau (Indonesia),
Ambrym (Vanuatu), Piton de la

Fournaise (Réunion Island, France)
Aldeghi et al.

2019 [25] 1
satellite optical data (CubeSats, i.e., PlanetScope);

NDVI; visual analysis Fuego (Guatemala)

1 Article. 2 Technical note. 3 Letter.
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Figure 1. Thematic keywords of the 19 research papers composing the Special Issue “Remote Sensing
of Volcanic Processes and Risk” [5] of Remote Sensing (created with wordclouds.com).

Short accounts for each paper are also provided in the next sections, according to the following
subdivision:

• Remote sensing of thermal features and anomalies
• Investigation, mapping, and prediction of lava flows and lahars
• Monitoring gas emissions and volcanic plumes
• Ground deformation analysis based on SAR and InSAR
• Multi-data and multi-sensor monitoring of volcanoes

This subdivision is an attempt to organize the papers by the dominant scope, main character of the
research, and/or peculiar type of remote sensing approach exploited. Therefore, such subdivision may
appear a simplification for those papers encompassing more than one volcanological aspect or focusing
on more than one volcanic parameter or observable. Consequently, the last group collects those papers
that encompass multi-disciplinary approaches and encourage the integration of multi-sensor data.

It is worth noting that a common ground across the papers is the promotion of novel, integrated,
or improved monitoring solutions to increase the existing observation capabilities based on either
satellite, aerial, or terrestrial devices. Remote sensing, in this regard, represents an opportunity, in the
context that less than 10% of the approximately 1500 active subaerial volcanoes around the world are
monitored regularly on the ground, as recalled in [14].

2.1. Remote Sensing of Thermal Features and Anomalies

Satellite sensors such as MODerate resolution Imaging Spectroradiometer (MODIS), Meteosat
Second Generation Spinning Enhanced Visible and InfraRed Imager (SEVIRI), Advanced
Very-High-Resolution Radiometer (AVHRR), and Landsat-8 Thermal InfraRed Sensor (TIRS), currently
provide effective means for the thermal remote sensing of volcanoes at the global scale. Several papers
published in the Special Issue demonstrate how these satellite data are nowadays well established
across the volcanological community for research and the operational monitoring of volcanic thermal
features (e.g., vents, geysers, hot springs, lava flows, lava domes).

SEVIRI is among the most used satellite sensors, owing to its high temporal resolution ranging
from 15 min (Earth’s full disk) to 5 min (rapid scan mode over Europe and Northern Africa). Exploiting
the time series collected in real time from a Meteosat-8 ground station antenna operating since 2010 at
the National Institute of Geophysics and Volcanology (INGV) in Rome, Lombardo et al. [15] tested a
new detection method based on the wavelet transform of SEVIRI InfraRed (IR) data, to investigate
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eruptive processes and discriminate different styles of volcanic activity. In particular, a statistical
analysis was performed on wavelet smoothed data derived from SEVIRI Mid-IR (MIR) radiance
collected over Mount Etna in Italy from 2011 to 2017, when the volcano changed its eruptive style from
predominantly effusive to more explosive (2011–2015), and a vigorous Strombolian activity started
from the south-east crater producing a small lava flow (February 2017). The results (validated through
ground-based information and literature references) suggested a relationship between the rate of
increment in radiance (and thus temperature) and the nature of the volcanic process causing that
increment. Statistical analysis of SEVIRI MIR radiance trends highlighted the involvement of at least
two different heating mechanisms for eruptions at Mount Etna. Since the methodology applies to
data acquired at the onset of the eruption, prediction of what will be its dominant eruptive style at
later stages is feasible, with a degree of trustworthiness in the first eight hours from the beginning of
the eruption.

Instead, Marchese et al. [9] integrated AVHRR and MODIS observations in the Robust Satellite
Techniques–volcanoes (RSTVOLC) algorithm within the satellite-based system developed at the Institute
of Methodologies for Environmental Analysis (IMAA) of the National Research Council (CNR) of Italy
to monitor Italian volcanoes in near-real time. The authors investigated the eruptive events occurring
in May 2016 at Mount Etna, and the fumarolic emissions recorded before a small degassing vent (of
approximately 20–30 m in diameter) opened within the Voragine crater (VOR). AVHRR and MODIS
observations were integrated in RSTVOLC to generate hotspot products (i.e., JPG, Google Earth KML,
and ASCII files) a few minutes after the sensing time. The detection of volcanic thermal anomalies is
based on two local variation indices. The first identifies anomalous signal variations in the MIR band
of the AVHRR (channel 3: 3.55–3.93 μm) and MODIS (channels 21/22: 3.929–3.989 μm) sensors, where
hot magmatic surfaces reach the peak of thermal emissions. The second index allows the minimization
of spurious effects associated with non-volcanological signal fluctuations. The results indicated that
the Strombolian eruption of 21 May 2016 lasted longer than reported by field observations, or that a
short-lived event occurred in the late afternoon of the same day. Furthermore, the intensity of fumarolic
emissions changed before 7 August 2016, as a possible preparatory phase of the hot degassing activity
occurring at VOR. These outcomes matched with the evidence found in Sentinel-2 MSI (Multispectral
Instrument) and Landsat-8 OLI (Operational Land Imager) data.

While the above space missions remain reference data sources for the community, the paper by
Plank et al. [7] is an excellent example of the advances in space-borne sensor development, to achieve
higher spatial resolution and sensitivity with regard to thermal anomalies. The authors demonstrated
the applicability of the Technology Experiment Carrier-1 (TET-1), i.e., the first of two small experimental
satellites of the German Aerospace Center (DLR)’s FireBIRD mission. TET-1 was launched in July 2012,
followed by BIROS (Berlin IR Optical System) in June 2016. Both satellites are flying sun-synchronously
in a low-Earth orbit at approximately 500 km altitude, with a repetition rate of approximately five days
for one satellite, depending on its geographic location, and up to less than 3 days with± 30◦ across-track
acquisitions. The sensors operate two IR cameras, one in the Mid Wave IR (MWIR) and one in the Long
Wave IR (LWIR), as well as a three-channel camera in the visible (VIS: RED and GREEN) and Near
IR (NIR). The MWIR, LWIR, and RED channel are installed in the nadir position, while the GREEN
and NIR channel are oriented off-nadir. TET-1 operates a push broom sensor system with a ground
sampling distance of 178 m for the thermal channels, corresponding to a pixel resolution of 356 m due to
staggering. The MWIR channel of TET-1 is more suitable for the detection of high-temperature events
than LWIR (higher temperature events have a higher radiant power at shorter wavelengths according
to Wien’s displacement law). In particular, the authors analyzed a time series of nine TET-1 thermal
images acquired before and during the March/April 2015 eruption of Villarrica volcano (Chile), which
is one of the most active volcanoes in the South Andes Volcanic Zone. The temperature, area coverage,
and radiant power of the detected thermal hotspots were derived at the subpixel level and compared
with observations derived from MODIS and Visible IR Imaging Radiometer Suite (VIIRS) data. TET-1
images allowed thermal anomalies to be detected nine days before the eruption. After the decrease of

5



Remote Sens. 2020, 12, 2567

the radiant power following the 3 March 2015 eruption, a stronger increase of the radiant power was
observed on 25 April 2015. Since the eruption caused ash coverage of the glacier at the eastern flank,
surface changes were also investigated. The comparison with higher resolution multispectral data
from Landsat-8 highlighted that the event was well captured in TET-1 imagery.

Alongside satellite observations, Thermal IR (TIR) ground-based observations are another
important source of information to investigate thermal features, as well as volcanic plumes and gases,
lava flows, lava lakes, and fumarole fields. Sansivero and Vilardo [13] rightly pointed out that, in
the past, such observations were mostly collected during a limited time span (e.g., eruption phases,
field campaigns). The evidence that thermal precursors can be successfully detected before eruptions
based on more continuous TIR observations has recently stimulated the increasing installation of
permanent ground TIR stations at active volcanoes across the globe. However, such augmented
availability of data has not yet been followed by an equal development of software packages allowing
the processing of continuous TIR time series and near real-time automated analysis of large datasets.
In this context, Sansivero and Vilardo [13] aimed to fill the gap by presenting an operational processing
chain developed in the Matlab© environment (Automated System of IR Analysis, ASIRA) that allows
the detection and quantification of possible changes in time and space of the ground-surface thermal
features. ASIRA allows effective removal of the seasonal component of IR temperature time series,
and an estimation of radiative heat fluxes of thermal anomaly areas. The ASIRA code was applied to
process TIR frames acquired at night by the stations of the TIRNet surveillance network operated by
INGV’s Osservatorio Vesuviano (INGV-OV) at Phlegraean Fields volcanic area in Italy. The results
show the effectiveness of this method. The Matlab© code of ASIRA and the Operative Manual are
included in the Supplementary Materials of the paper, thus offering a tool for scholars to implement
the analysis elsewhere with similar data.

Finally, it is important to not forget the impact that geophysical techniques can have on the detection
of thermal anomalies associated to volcanic geothermal systems. Active volcanic areas are characterized
by high-enthalpy geothermal systems that exhibit high-temperature zones (>150–200 ◦C) at ground
level. While convective hydrothermal systems are most common, Hot Dry Rock (HDR) geothermal
systems consisting of subsurface zones with very low fluid content are rarer. Gomez-Ortiz et al. [16]
focused their attention on HDR, thus providing an original contribution to the still very few studies on
such geothermal systems based on magnetotellurics, transient electromagnetics, electrical resistivity,
magnetics, self-potential, and seismic. The reason for this paucity of specialist literature is that the
presence of vapor as the dominant phase (instead of hot water) makes this kind of system more
difficult to interpret using electromagnetic methods. The authors demonstrate how near-surface
geophysical modeling can be implemented to image thermal anomalies in HDR geothermal systems
through a case study in the Timanfaya volcanic area in Lanzarote, Canary Islands. There, thermal
anomalies are still present as a consequence of the historical eruptive activity that occurred between
1730 and 1736. In particular, the authors combined ground-penetrating radar (GPR), electromagnetic
induction (EMI), and magnetic prospecting to characterize the geophysical signature of the high
ground temperature areas. GPR revealed that when the material is homogeneous, the signature of
the reflections is more intense in the areas with high temperature values. Similarly, a variation in the
subsurface distribution of the thermal anomaly was detected for the first time through the analysis of
GPR at different periods. The resistivity models obtained from the inversion of EMI data demonstrated
that high-resistive areas are associated with high-temperature zones. Magnetic data showed that the
zones with high-temperature values are associated with magnetic lows due to the demagnetization of
the volcanic materials when they are heated to temperatures close to or higher than the Curie point of
the involved magnetic minerals. Therefore, the authors conclude that the combined use of GPR, EMI,
and magnetic prospecting methods is effective to locate and study both the geometry at depth and
seasonal variability of geothermal areas associated with HDR systems.
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2.2. Investigation, Mapping, and Prediction of Lava Flows and Lahars

Aufaristama et al. [12] recalled that in high eruption frequency areas, lava flows often overlap each
other and may exhibit similar spectral signatures, which makes their discrimination difficult. Spectral
range and resolution (i.e., number of spectral bands), as well as the spatial resolution of satellite images,
can further constrain the success of separation between different spectral signatures. Hyperspectral
satellite data still provide limited spatial resolution (e.g., Earth Observing-1 or EO-1 Hyperion with a
ground resolution of 30 m), so airborne sensors may help, but dedicated acquisition surveys are needed.
A demonstration of such capabilities is discussed by the authors based on the analysis of hyperspectral
data that they collected in 622 channels with spectral range from approximately 400 to 2500 nm by
using the AisaFENIX sensor onboard the Natural Environment Research Council (NERC) Airborne
Research Facility, five months after the Holuhraun 2014–2015 lava flow, in NE Iceland. This event lasted
about six months (31 August 2014 to 27 February 2015) and produced a bulk volume of approximately
1.44 km3 of basaltic lava, i.e., a diverse surface environment to investigate and characterize lava deposits.
The objective was to retrieve the main lava surface type contributing to the signal recorded by airborne
hyperspectral data at the very top surface of Holuhraun, on the area around the eruptive fissures
vent, for which very high-resolution aerial photographs of the lava field (0.5 m spatial resolution)
were available for comparison, and validation of the unmixing results. The data were atmospherically
corrected using the QUick Atmospheric Correction (QUAC) algorithm, and the Sequential Maximum
Angle Convex Cone (SMACC) method was used to find spectral endmembers and their abundances
throughout the airborne hyperspectral image. In total, 15 endmembers (i.e., representing pure surface
materials in a hyperspectral image) were estimated and categorized into six groups based on the shape
of the endmembers: (1) basalt; (2) hot material; (3) oxidized surface; (4) sulfate mineral; (5) water;
and (6) noise. This was required, since the amplitude varied due to illumination conditions, spectral
variability, and topography. The respective abundances from each endmember group were retrieved
using fully constrained Linear Spectral Mixture Analysis (LSMA). The authors conclude that the
combination of SMACC and LSMA methods offers an optimum and a fast selection for volcanic
products segregation. However, ground-truthing spectra are recommended for further analysis.

Instead, Dávila et al. [19] relied on satellite images to revise and improve the chronological
reconstruction of the different eruptive phases that occurred from September 2014 to September
2016 at Volcán de Colima in Mexico, including the eruption on 10–11 July 2015, which was the most
violent since the 1913 Plinian eruption. Their analysis mainly relied on satellite products. SPOT-6
dual-stereoscopic and tri-stereopair images were used to generate the Digital Surface Models (DSMs)
and therefore estimate the volumes of lava flows and the main pyroclastic flow deposits. SPOT-6/7
and EO-1 ALI (Advanced Land Imager) data were in parallel combined to better define the spatial
distribution of the lava flows prior to and after the volcanic activity of July 2015. Then, pre- and
post-eruption DSMs were used as topographic inputs to calibrate lava flow simulation software (i.e., the
Etna Lava Flow Model, ELFM) to simulate different paths that lava might follow when emitted from a
volcanic vent. Through this methodology, the authors were able to estimate that the total volume of
the magma that erupted during the 2014–2016 event was approximately 40 × 107 m3, i.e., one order of
magnitude lower than that of the 1913 Plinian eruption. A larger magma volume stored in the magma
chamber would have been necessary, and, as observed in the precursory activity of the 1913 eruption,
dome destruction would have been accompanied by explosive events for the 2015 event to be similar
to the 1913 one.

In the context of recent advances in space-borne sensors, the research by Aldeghi et al. [25] is
relevant in its attempt to demonstrate the novel Earth Observation (EO) technology of PlanetScope
images with 3 m pixel size in an operational scenario of “rapid response” mapping of eruption deposits,
which could be eroded or removed by rainfall soon after emplacement, and thus trigger secondary
volcanic hazards such as lahars. Constellations of small satellites (‘CubeSats’) such as PlanetScope
are bringing a new paradigm in the EO arena, given that they achieve very high spatial resolution at
high cadence (up to less than 1 h) by means of numerous cheap satellites allowing for multiple scene
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acquisitions within a few minutes in the overlapping region. Aldeghi et al. [25] tested PlanetScope
16-bit calibrated orthorectified surface reflectance data with a positional accuracy of better than 10 m,
which was collected during the 31 January–2 February 2018 eruption of the Fuego volcano in Guatemala,
to map lava flows, Pyroclastic Density Currents (PDCs), and tephra falls through visual analysis, the
Normalized Difference Vegetation Index (NDVI) difference method, and trial-and-error approach using
single bands. The authors found that high-resolution visible images can be a good alternative for lava
flow mapping, provided that enough contrast with the background is achieved, and they allow for the
detailed mapping of structural and morphological changes associated with the volcanic activity. In
particular, the scar at the head of Barranca Honda was immediately identified after the eruption and
could be interpreted as either a collapse or erosion feature associated with the generation or transit of
PDCs through that area. As expected, the NDVI difference approach was not suitable for detecting
changes in areas that were originally non-vegetated, and thus, no good results could be achieved for
PDCs confined to the channels on the flanks of the volcanic edifice. On the contrary, for tephra fall
mapping analysis, the method provided a much better alternative than visual mapping, given that the
gradational boundaries of the tephra fall deposits (i.e., the transition from areas with heavy tephra fall
to areas with no tephra fall) are smooth and may be difficult to define visually.

The Fuego volcano is also the subject of the paper by Cando-Jácome and Martínez-Graña [17],
who discussed the integrated results of satellite remote sensing and geospatial analysis to complement
hazard maps generated in the aftermath of an eruption. In particular, the authors focused on the strong
eruption occurred on 3 June 2018, when a dense cloud of 10 km-high volcanic ash and destructive
pyroclastic flows caused approximately 200 deaths and huge economic losses in the nearby region.
After the eruption, two scenarios of lahars for medium and heavy rains based on the numerical models
were produced using the LAHARZ software, which was developed at the United States Geological
Survey. To improve lahar mapping, Sentinel-1 Synthetic Aperture Radar (SAR) data were processed
by means of Differential Interferometric SAR (DInSAR) to locate areas of ground deformation on
the volcano flanks, where lahars could have formed and been triggered. To determine the trajectory
of the lahars, parameters and morphological indices—accumulation of flow, topographic wetness
index, length–magnitude factor of the slope—were analyzed with the software System for Automated
Geoscientific Analysis (SAGA), and a slope stability analysis was performed using the SHAllow
Landslide STABility software (SHALSTAB) based on the Mohr–Coulomb theory and its parameters.
The application of this complementary methodology provided a more accurate response of the areas
destroyed by primary and secondary lahars in the vicinity of the volcano.

For crisis management of effusive volcanic events, lava flow ‘distance-to-run’ is a key parameter
to predict. However, lava flow is a complex surface feature to observe using remote sensing, given
that temperature, texture, vesicularity, and thickness vary across the moving material. Rogic et al. [14]
focused their attention on the emissivity—the efficiency with which a surface radiates its thermal
energy at various wavelengths—that is in close relationship with land surface temperatures and
radiant fluxes and, as such, impacts directly on the prediction of lava flow behavior. Since emissivity is
seldom measured and mostly assumed, the authors attempted a multi-stage experiment, combining
laboratory-based Fourier Transform IR (FTIR) analyses, remote sensing data, and numerical modeling.
In particular, they tested the capacity for reproducing emissivity using the ASTER Global Emissivity
Database (GED) built by NASA’s Jet Propulsion Laboratory, while assessing the spatial heterogeneity
of emissivity. To this purpose, the chemical composition of 10 rock samples was analyzed through
X-Ray Fluorescence (XRF), and emissivity was retrieved from both reflectance and radiance data at
ambient/low and high temperatures using FTIR spectroscopy. The laboratory–satellite emissivity
values were used to establish a realistic land surface temperature from Landsat-7 ETM+ to obtain an
instant temperature–radiant flux and eruption rate results for the 2001 Mount Etna eruption, which
gave rise to an outstanding pattern of seven different fast-developing lava flows. Forward-modeling
tests were conducted on the 2001 ‘aa’ lava flow by means of the MAGFLOW Cellular Automata
code. Good correlation was found between laboratory (FTIR) and space-borne (ASTER GED) data
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for the same target area, and at specific TIR wavelengths, by exhibiting an emissivity range/error
of ≤0.03. However, the authors concluded that this emissivity information is ‘static’, relates to the
solidified (cooled) product, and does not reflect the range of temperatures involved at an active lava
flow or the emissivity/temperature trend seen in the high-temperature FTIR results. Furthermore,
the theoretical empirical approaches and modeling indicated that a 0.2 variation in emissivity may
result in significant changes to the prediction of lava flow ‘distance-to-run’ estimates. Indeed, the tests
conducted by the authors provided differences of up to approximately 600 m in the simulated lava flow
‘distance-to-run’ for a range of emissivity values. Therefore, this study highlighted the need to assess
the role and significance of emissivity, not only as a ‘static’ and uniform value across all wavelengths
and temperatures, but also to take its response to thermal gradient into account.

2.3. Monitoring Gas Emissions and Volcanic Plumes

Dissolved gases in magmas are the main drivers of most volcanic eruptions. Changes in their
composition and fluxes can be proxies of subtle changes in the rate of magma ascent and degassing
within shallow volcano plumbing systems. For example, this is the case of volcanic sulfur dioxide
(SO2) emissions in plumbing systems located at less than 3 km depth.

In this regard, the paper by Delle Donne et al. [21] provided an innovative contribution through a
robust experimental demonstration to constrain the degassing regimes and eruptive behavior of the
Mount Etna volcano in 2016. The technological focus of the paper is the development and testing
of a novel algorithm for the real-time automatic processing of UltraViolet (UV) camera data and
visualization of SO2 flux time-series. Automation is meant to solve a known limitation of permanent
UV camera systems that are extensively used to monitor volcanic SO2 emissions, but produce streams
of data whose processing is still time-consuming and labor-intensive. To obtain SO2 emissions
associated with diverse volcanic processes and dynamics—including quiescent (passive) degassing,
explosive eruptions (Strombolian activity/lava fountaining), and effusive eruptions, and therefore
capture switches between these different phases—the authors exploited the UV camera system installed
at the Montagnola site, at about a 3 km distance from the active summit vents, and streaming real-time
SO2 flux results through a Wi-Fi data link. Measurements were also carried out during an ongoing lava
fountaining event, which is not so common to find in the specialist literature. The results were validated
through MODIS satellite-based thermal data obtained from the MIROVA (Middle IR Observation of
Volcanic Activity) system, ground-based thermal data streamed by monitoring cameras of INGV’s
Osservatorio Etneo (INGV-OE), and seismic tremor data. All these independent datasets showed
coherent temporal variations that validated the use of UV cameras for detecting subtle changes in
volcanic and degassing activity. Pre-paroxysm SO2 fluxes were found to have consistent values
(of approximately 2000 t/d) during the three episodes. Similarly, the highest SO2 fluxes (from 3000
up to 5200 t/d on a daily average basis) were identified during the three eruptive sequences, while
post-eruptive fluxes were systematically characterized by reduced degassing (<1000 t/d). If confirmed
by future observations, these results may bring implications for identifying switches in volcanic activity
regime. Therefore, this paper is novel because it has demonstrated a recent advance in instrumental
volcanic gas monitoring as well as for the quantitative information published therein.

Since (at least) the 2010 eruption of Eyjafjallajökull in Iceland, even non-experts know that airborne
volcanic ash represents a direct threat to aviation that can cause disruption to flight operations and
damage infrastructure. During eruptions, warnings can be issued based on the outputs of models of
atmospheric ash transport which, among other parameters, exploit the rate at which the material is
ejected from volcanic vents.

Large-scale eruptions involving the injection of hot gas-laden pyroclasts into the atmosphere
generate infrasound acoustic waves with frequencies typically <20 Hz, which can travel distances of
up to several thousands of kilometers. Such low-frequency waves can be detected with ground-based
acoustic infrasound instrumentation. Given the increasing implementation of this instrumentation
by researchers and practitioners, the review by De Angelis et al. [23] is timely in that it provides
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an insightful assessment of the developments and lessons learnt in this field. Focusing on acoustic
infrasound at local distances (i.e., within 10–15 km from eruptive vents), the authors review near-field
(<10 km from the vent) linear acoustic wave theory, evaluate recent advances in volcano infrasound
modeling and inversion, and comment on the advantages and current limitations of these methods.
Among the highlights, it is worth mentioning the recent introduction of numerical modeling to
approximate the atmosphere’s impulse response in the presence of realistic topography, and how this
approach has been integrated within inversion workflows. The authors also stress that the temporal
resolution offered by acoustic infrasound in retrieving eruption source parameters in order to inform
ash plume rise and transport models remains unmatched, and how this capability can be exploited for
the rapid assessment of airborne eruption hazards.

Volcanic Cloud-Top Height (VCTH), as a Plume Elevation Model (PEM), is one of the most critical
parameters to retrieve, because it affects the quantitative estimation of volcanic cloud ash and gases
parameters, the mass eruption rate needed for the transport and deposition models, and the definition
of the most dangerous zone for air traffic.

In a logic sequence with their previous publication focused on Landsat-8 OLI Level 0 raw data [26],
de Michele et al. [18] presented a method to extract VCTH from orthorectified Level 1 data, i.e., the
standard product available free of charge for end users. The concept behind this retrieval method is
that the physical distance between the panchromatic sensor (PAN) and the multispectral sensors (MS),
both onboard Landsat-like satellites, yields a baseline and a time lag between the PAN and MS image
acquisitions during a single passage of the satellite. This information can be used to extract a spatially
detailed map of VCTH from virtually any multispectral push broom system, namely PEM. While
adapting such PEM methodology to the standard Landsat-8 products, the authors aimed to simplify the
procedure for routine monitoring, offering an opportunity to produce PEM maps. They implemented
this approach on the episodes that occurred at Mount Etna on 26 October 2013 and compared the results
with independent VCTH measures from the geostationary SEVIRI and the polar MODIS. The analysis
highlighted a good agreement with the Landsat-8 VCTH product, thus corroborating the accuracy and
reliability of the proposed method.

2.4. Ground Deformation Analysis Based on SAR and InSAR

Owing to their capability to collect data in all weather conditions, SAR sensors, either space-borne
or ground-based, are undoubtedly advantageous for monitoring volcanic activity. Countless examples
can be found in the specialist literature on the use of SAR images and their derived products by
means of Interferometric SAR (InSAR) processing. According to a recent estimate, over 500 volcanoes
worldwide have now been the subject of InSAR measurements [2].

In this Special Issue, SAR and InSAR are well represented to monitor the growth of lama domes [22],
examine a post-unrest period [11], and to investigate the radar path delays due to the water vapor
contained in volcanic gas plumes [8].

Monitoring the growth of lava domes is crucial, given that explosive eruptions can make outer
flanks unstable until they collapse and cause pyroclastic flows, which may move very quickly down the
slopes and impact on regions several kilometers away and/or pose threat for aviation. An interesting
contribution toward an effective monitoring solution is presented by Mania et al. [22]. The authors
combined seismic data, camera monitoring, and Mimatsu diagrams with change detection maps and pixel
offset tracking based on TerraSAR-X SpotLight SAR images to understand the dome growth mechanisms
acting during the January 2016–June 2017 eruption sequence at Bezymianny, an andesitic dome-building
volcano in Kamchatka, Russia. In particular, camera monitoring allowed the approximate identification of
topographic changes at Bezymianny’s flank. This assessment was refined using ground motion estimated
from the pixel offset tracking algorithm, owing to the pixel spacing of 0.9 × 1.25 m in the slant-range
and azimuth directions provided by TerraSAR-X, alongside the selected descending viewing geometry
overcoming visibility issues due to the foreshortening and shadowing of the flanks. The results revealed
clear morphometric changes preceding eruptions that were associated with intrusions and extrusions.
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In particular, seven to nine months of precursory ground motion were captured and were interpreted
as a rigid body extruded at the summit prior to the first documented effusive December 2016–February
2017 eruption. Besides exogenous growth, the SAR amplitude images also unveiled distinct, recurrent
endogenous growth stages as Bezymianny’s dome bulged northwards multiple times. Based on this
evidence, the authors developed a conceptual model of volcanic growth at Bezymianny, thus proving
how the integration of satellite observations with other remote sensing data can generate an improved
understanding of lava dome building processes.

Papageorgiou et al. [11] exploited multi-sensor satellite SAR datasets (i.e., Sentinel-1, Radarsat-2,
and TerraSAR-X, and previously published ERS-1/2 and ENVISAT) processed with Multi-Temporal
InSAR (MT-InSAR), as well as inversion modeling based on Volcano and Seismic source Model (VSM),
to examine the post-unrest period of the Santorini volcano in Greece in 2012–2017. In the last century,
volcanic activity up to the most recent eruption in 1950 was intertwined with the building of the
intra-caldera islets of Palea and Nea Kameni. The latest volcano reactivation was followed by the
restless period of 2011, but this did not produce an eruption. The geodetic analysis of the MT-InSAR
data confirmed the new volcano state after the unrest period. The post-unrest response to the 2011–2012
inflation episode is well explained by a shallow sill-like source at 2 km depth. This is located just
above the approximately 4 km-deep inflation source responsible for the 2011–2012 uplift. The authors
also used ERS-1/2 and ENVISAT data from 1992 to 2010 in order to interpret the similarity between
the pre- and post-unrest volcano deformation. The presence of a steady subsidence source at Nea
Kameni, in accordance with the pre-unrest period, led to the re-evaluation of the 2011–2012 unrest.
The interpretation model suggested the co-existence of the Kameni source during the unrest, although
having a lower impact compared to the larger deformation induced by the inflation source.

If the above paper is a further demonstration of what can be achieved with InSAR to understand
volcanoes, it is to be acknowledged that this technique is largely affected by changes in atmospheric
refractivity, in particular changes in distribution of water vapor (H2O) in the atmospheric column.
Atmospheric contributions to Differential InSAR (DInSAR) data often have similar magnitudes and
wavelengths as the actual ground deformation signal. To remove such interference from interferograms,
scholars usually either implement time-space-based filtering or model atmospheric contribution, with
the latter being based on prediction of the atmospheric phase delay along the satellite line-of-sight and its
compensation by means of high-resolution numerical weather models. However, Bredemeyer et al. [8]
rightly pointed out that weather models are typically not able to capture atmospheric disturbances due
to continuously degassing volcanoes. Consequently, the large and variable amounts of water vapor in
volcanic plumes may cause differential phase errors in InSAR measurements due to the reduction of
radar propagation velocity within the plume above and downwind of the volcano, which are notably
well captured by short-wavelength X-band SAR systems (e.g., TerraSAR-X). In turn, this may lead
to the misinterpretation of ground motions from an interferogram. Inversely, the estimation of the
Precipitable Water Vapor (PWV) content in the plume at the time of SAR acquisitions is the key to
overcome this limitation.

To investigate the radar path delays due to water vapor contained in the volcanic gas plume,
Bredemeyer et al. [8] selected Láscar volcano, in the dry Atacama Desert of Northern Chile. This choice
proved to be very effective, given that Láscar is among the most active volcanoes of the central Andes,
the second largest emission source of volcanic gases in Northern Chile, and is located in one of the
driest areas on the Earth, where background atmospheric PWV is very low most of the year with
generally less than 1 mm total water column. The authors estimated water vapor contents based on
SO2 emission measurements from a scanning UV spectrometer (Mini-DOAS) station installed at Láscar
volcano, which were scaled by H2O/SO2 molar mixing ratios obtained during a Multi-component Gas
Analyzer System (Multi-GAS) survey on the volcano crater rim. This methodological approach was
justified in light of challenging direct measurements of volcanic water vapor emissions by means of
optical remote sensing. Based on these estimates, the authors obtained daily average PWV contents
inside the volcanic gas plume of a 0.2–2.5 mm equivalent water column, which translates to a Slant
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Wet Delay (SWD) in DInSAR data of 1.6–20 mm. By combining these estimates with high-resolution
TerraSAR-X DInSAR observations at Láscar volcano, the authors demonstrated that gas plume-related
refractivity changes are significant and detectable in DInSAR measurements.

2.5. Multi-Data and Multi-Sensor Monitoring of Volcanoes

In the last decade, the scientific literature on the remote sensing of volcanic hazard and risk
is increasingly exploiting the integration of different observation capabilities, instrumentation and
devices, and data (e.g., [27,28]). This trend is also observed in this Special Issue, particularly with the
papers by Valade et al. [24], Laiolo et al. [20], and Di Traglia et al. [10].

From a satellite data point of view, in the context of the EO revolution that the European
Commission’s Copernicus Programme has opened with free accessibility to an increasingly large
volume of data and observations from different satellite platforms, the volcano monitoring platform
MOUNTS (Monitoring Unrest from Space) presented by Valade et al. [24] is among the best examples
of current operational infrastructure enabling users to understand the temporal evolution of volcanic
activity and eruptive products based on the integration of multi-sensor satellite imagery with in situ
and other remote sensing data. MOUNTS monitors 17 volcanoes, and its results are published in the
form of both geocoded images and time series of relevant parameters through an open-access website,
as they are generated from processing Sentinel-2 VIS and Short-Wave IR (SWIR) and Sentinel-5P
TROPOspheric Monitoring Instrument (TROPOMI) data for thermal and SO2 monitoring purposes,
respectively. Additionally, one of the most interesting features is the pre-trained Convolutional Neural
Network (CNN) that is incorporated into the processing pipeline to detect large deformation in InSAR
interferograms and generate wrapped interferograms, coherence maps, unwrapped interferograms,
SAR intensity image, deformation, and decorrelation time series in less than 24 h. The CNN approach
is compared with methods published in the literature, and its performance is tested on the same
volcanoes (i.e., Erta Ale in Ethiopia and Mount Etna in Italy). The paper also provides a portfolio
of recent eruptions (Erta Ale 2017, Fuego 2018, Kilauea 2018, Anak Krakatau 2018, Ambrym 2018,
and Piton de la Fournaise 2018–2019) to demonstrate the MOUNTS products and the utility of its
interdisciplinary approach.

At Mount Etna, Laiolo et al. [20] tested the hypothesis that the combination of multiple datasets
can help for the detection of short- and long-term precursors preceding these events. Open-vent
basaltic volcanoes can indeed alternate continuous emissions of magmatic-related products into
the atmosphere with sporadic more energetic phenomena, such as paroxysmal explosions or flank
eruptions. The authors chose the main effusive event that occurred on 24 December 2018 and the
successive resumption of the summit explosive activity, and they combined heat flux data derived
by the MODIS MIROVA sensor to calculate and track the evolution of time-averaged lava discharge
rates and erupted volumes. Instead, they used the high spatial resolution of Copernicus Sentinel-2
multispectral images to locate the thermal activity at the multiple active summit vents. Infrasonic
arrays and tremor amplitude measures were used to track the intensity, the frequency, and the source
of the explosive events occurring at summit craters. Based on such data integration, the authors could
record the shifting from open-vent conditions, represented by sustained summit Strombolian activity,
to the 24–26 December flank effusion promoted by a 2 km-long feeder dyke intrusion. The dyke
propagation lasted for almost 3 h, during which magma migrated from the central conduit system to
the lateral vent, at a mean speed of 0.15–0.20 m/s. An accurate estimate of the lava volume from the
summit outflows and lateral effusive episode was achieved.

Remaining in southern Italy, Di Traglia et al. [10] conceived a well-structured multi-sensor
study combining in situ and remote sensing measurements to characterize the run-up phase and the
phenomena that occurred during the August–November 2014 flank eruption at Stromboli volcano
in Italy. In particular, the authors relied on TIR and VIS cameras from the Camera Monitoring
Network of INGV-OE; ground displacement recorded by the permanent-sited Ku-band Ground-Based
InSAR (GBInSAR) device; seismic signals (band 0.02–10 Hz) from INGV-OV network, including
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amplitude of volcanic tremor, amplitude of explosion quakes, inclination of the seismic polarization
in the Very-Long-Period (VLP) band (0.05–0.5 Hz), and a neural network-based analysis of seismic
signals to detect signals related to landslides occurring along the Sciara del Fuoco slope; and finally
high-resolution Digital Elevation Models (DEMs) reconstructed based on pre-eruptive 2012 LiDAR
data and post-eruptive 2017 tri-stereo Pléiades-1 imagery, and related topographic change detection.
With such a wealth of data, the authors found that the explosive activity peaked between 5 and
6 August 2014, whereas the GBInSAR device recorded a drastic increase in the displacement rate
since the morning of 6 August, which was consistent with a strong inflation of the crater terrace.
Ground displacement started to show evidence of sliding in the crater terrace after the 6 August 2014
evening, and this was also corroborated by seismic signals. The breaching of the summit cone with
emplacement of a landslide along the Sciara del Fuoco was anticipated by the GBInSAR measurements,
as observed by the live camera and recorded by the seismic data. Based on topographic change
detection, a total volume of 3.07 ± 0.37 × 106 m3 of lava flow field emplaced on the steep Sciara del
Fuoco slope was estimated. This volume was below the limit of 6.5 ± 1 × 106 m3 expected for triggering
a paroxysmal explosion.

3. Statistics, Altmetrics, and Impact

3.1. Editorial and Peer-Review Process

The four Guest Editors handled a total of 25 manuscript submissions over the 10 months when
the Call for Papers was disseminated and the system was open for submissions, namely from 22 June
2018 to 30 April 2019 [5]. One more manuscript was handled by another Editorial Board Member of
Remote Sensing and later added to the Special Issue given its very good fit with the thematic goals of
the Special Issue.

In total, more than 100 authors contributed to the submitted manuscripts, and a few of them
co-authored more than one submission.

A team of 48 anonymous experts in the field of volcano remote sensing helped the Guest Editors
to ensure a rigorous peer-reviewing process during the course of the 15 month-long Special Issue
project (i.e., June 2018–September 2019 [29,30]), for both the 19 manuscripts that were finally published
and those that were not. At least 3 reviewers provided feedback on each manuscript on average,
and some of them were called upon to assess more than one manuscript in their specialist field of
expertise. These numbers provide a quantitative metric of the enormous effort behind this Special
Issue and the active engagement of the scientific community who voluntarily contributed to review
the research papers.

The average time from submission to acceptance was 46 days, while the average time from
acceptance to online publication was 8 days. The first paper was published on 30 August 2018 [7],
while the last was published on 16 September 2019 [25].

3.2. Altmetrics and Impact

To gather an understanding of the impact of the 19 published papers as of mid July 2020,
i.e., 10 months after the publication of the last paper of the Special Issue, MDPI’s article metrics
powered by TrendMD were exploited. TrendMD uses technologies such as Google Analytics by Google
Inc. to track visitors’ use of and interaction with webpages, and it therefore allows the monitoring of
views and downloads of each paper.

The analysis of metrics for the 19 papers showed that since the publication of the first article
in August 2018, the Special Issue received more than 25,500 views in total and was reached by
37 readers per day on average over the 22 month-long time span between August 2018 and July 2020.
These numbers provide a sense of the visibility that this Special Issue has gathered across the journal
readership. Detailed metrics for each research paper are shown in Figure 2.
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Figure 2. Views and citations attracted by the 19 research papers composing the Special Issue “Remote
Sensing of Volcanic Processes and Risk” [5] of Remote Sensing.

While it is reasonable to imagine that the majority of the readers are researchers and scientists
and not necessarily staff from organizations with statutory responsibilities that include monitoring
volcanic hazards (the so-called “volcano observatories” according to [2]), it is also true that the open
access policy with which this Special Issue is published at least removes one of the common barriers
to the accessibility of scientific papers. Therefore, it is hoped that this would facilitate stakeholders
to come across these publications and take some benefit from the knowledge about state-of-the-art
technologies and up-to-date scientific insights into some of the most studied volcanoes in the world.

The immediate impact of the research published in the Special Issue, at least across the scientific
community, can be inferred from the overall 84 citations in the indexed literature received as of mid
July 2020, in the first few months after publication. Many of the citations of the 19 papers were made by
articles published in Remote Sensing, while others were made by articles in different scientific journals in
the fields of natural hazards, applied Earth sciences, remote sensing, Earth observation, environmental
and Earth sciences. While generally most papers received 1 to 5 citations, four apparent positive
outliers are the research articles by Laiolo et al. [20], Marchese et al. [9], Di Traglia et al. [10], and
Valade et al. [24], with 9, 12, 12, and 15 citations received so far, respectively.

In particular, metrics for the article by Valade et al. [24] show a boosted performance in terms of
total views, with more than 3600 reached since its publication in June 2019 and as of mid July 2020,
i.e., nearly 300 views/month (Figure 2). The article was also mentioned among the ‘highly cited papers’
of Remote Sensing at the beginning of March 2020. Moreover, this research has attracted attention in
news media and, among others, it has been featured in a dedicated article by National Geographic [31].

4. Conclusions and an Outlook to the Future

The present Special Issue provides a collection of papers, the scientific quality and reliability
of which has been assessed by a multidisciplinary network of expert and authoritative scientists in
different fields including, but not limited to, volcanology, risk assessment, geophysics, and remote
sensing applied to volcanic hazard and risk.

While the variety of the methods and case studies discussed in the papers cannot be exhaustive
and representative of the whole spectrum of scientific research on this topic, this Special Issue definitely
provides an assortment of the most recent achievements in monitoring techniques and scientific
knowledge of volcanoes that, for different reasons, are not only scientifically interesting to study,
but more importantly are of potential concern for the safety of the local communities that could
be impacted.

Volcanic hazard and risk has been for long a topical theme for MDPI journals. Therefore, this
Special Issue should be considered as a contribution (from the remote sensing point of view) to a
wider editorial series. In this regard, a number of opportunities for scholars interested in volcano
remote sensing are currently available, and they can be considered both to access further articles and to
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contribute to the scientific literature on this specialist topic. These include the following Special Issues
of MDPI journals Remote Sensing, Sensors, and Applied Sciences that are currently open for submissions:

• “Data Processing and Modeling on Volcanic and Seismic Areas” in Applied Sciences [32]
• “Applications of Remote Sensing in Earthquakes, Volcanic and Tsunami Events” in Remote

Sensing [33]
• “Quantitative Volcanic Hazard Assessment and Uncertainty Analysis in Satellite Remote Sensing

and Modeling” in Remote Sensing [34]
• “Volcano Monitoring: From the Magma Reservoir to Eruptive Processes” in Applied Sciences [35]
• “Ground-Based Imaging of Active Volcanic Phenomena” in Remote Sensing [36]
• “Satellite Remote Sensing for Volcanic Applications” in Sensors [37]
• “Remote Sensing for Volcano Systems Monitoring” in Remote Sensing [38]
• “Volcanic Processes Monitoring and Hazard Assessment Using Integration of Remote Sensing

and Ground-Based Techniques” in Remote Sensing [39]
• “Volcanic Impacts on the Environment and Health Hazards” in Remote Sensing [40]

The articles already published and soon to be published in the above thematic volumes will
definitely contribute, together with the 19 papers published in the present Special Issue, to the
exceptionally lively and stimulating discussion on the use of EO and remote sensing data and
technology to monitor volcanic processes and risks, and to the consolidation of a topical theme
that is increasingly being investigated across MDPI publications at the level that it has become a
cross-journal topic.
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Abstract: Villarrica Volcano is one of the most active volcanoes in the South Andes Volcanic Zone.
This article presents the results of a monitoring of the time before and after the 3 March 2015 eruption
by analyzing nine satellite images acquired by the Technology Experiment Carrier-1 (TET-1), a small
experimental German Aerospace Center (DLR) satellite. An atmospheric correction of the TET-1
data is presented, based on the Advanced Spaceborne Thermal Emission and Reflection Radiometer
(ASTER) Global Emissivity Database (GDEM) and Moderate Resolution Imaging Spectroradiometer
(MODIS) water vapor data with the shortest temporal baseline to the TET-1 acquisitions. Next, the
temperature, area coverage, and radiant power of the detected thermal hotspots were derived at
subpixel level and compared with observations derived from MODIS and Visible Infrared Imaging
Radiometer Suite (VIIRS) data. Thermal anomalies were detected nine days before the eruption. After
the decrease of the radiant power following the 3 March 2015 eruption, a stronger increase of the
radiant power was observed on 25 April 2015. In addition, we show that the eruption-related ash
coverage of the glacier at Villarrica Volcano could clearly be detected in TET-1 imagery. Landsat-8
imagery was analyzed for comparison. The information extracted from the TET-1 thermal data is
thought be used in future to support and complement ground-based observations of active volcanoes.

Keywords: volcanic thermal anomalies; change detection; Villarrica Volcano; small satellites;
FireBIRD; TET-1

1. Introduction

1.1. Villarrica Volcano

Villarrica Volcano (39◦25′12”S, 71◦55′48”W) is one of the most active volcanoes of the South Andes
Volcanic Zone. This volcano belongs to the currently eight volcanoes on Earth with confirmed active
lava lakes [1]. The other seven are Kilauea (Halema’uma’u crater, Hawaii [2]), Ambrym (Vanuatu [3]),
Masaya (Nicaragua [4]), Nyiragongo (Democratic Republic of Congo [5]), Erta ‘Ale (Ethiopia [6]),
Erebus (Antarctica [7]), and recently observed since 2014 Nyamuragira (Democratic Republic of
Congo [8,9]).

Villarrica Volcano is a basaltic-andesitic stratovolcano with a height of 2847 m above sea level
(a.s.l.). Its summit is covered by approximately 30 km2 of large glaciers, according to measurements
taken in 2007 [10]. Based on infrasound measurements performed by Ripepe et al. [11] and gas
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composition investigations performed by Shinohara and Witter [12] both aforementioned groups
suggest that at Villarrica Volcano degassing occurs very close to equilibrium with the magma and not
by bursting of small gas bubbles at the surface of the magma column as occurs at other open-system
volcanoes e.g., Stromboli. Over 50 historical eruptions are reported at Villarrica Volcano since the 16th
century. These historic eruptions have ranged from effusive lava-producing eruptions to explosive
eruptions up to the Volcanic Eruption Index (VEI) ‘3’ [13]. According to Palma et al. [14], spattering and
associated Strombolian eruptions as well as fire fountains have been observed at Villarrica Volcano.

Since the last eruptive episode in 1984, an actively degassing lava lake of width approximately
20 m to 30 m, located at depths of 50 m to over 150 m within the funnel shaped summit crater [15],
has filled the crater [1,9,10]. Although the summit crater of Villarrica Volcano has a diameter of
approximately 150 m, measurements based on inclinometer and laser range finder performed in 2000
and 2001 showed that the vent in the crater floor that leads to the surface of the lava lake has a diameter
of only approximately 2 m to 30 m [9]. Measurements by Goto and Johnson [16], performed in January
2010, showed that the lava lake was located within a cylindrical cavity approximately 24 m below a
65 m diameter spatter roof overhang, which grew from the repeated agglutination and accumulation
of ejected spatter. The diameter of the vent in the roof was approximately 10 m [16].

In this article we analyzed the active period before and after the 3 March 2015 eruption. During
the eruption, which began at 03:08 on 3 March 2015 local Chile time (07:08 Coordinated Universal Time
UTC) and lasted 55 min, a volume of approximately 4.7 ± 1.0 million m3 erupted [17]. This is classified
as a VEI ‘2’ eruption, and produced intense tephra fallout, scoria flows, and a 20 km long lahar [18].

1.2. Satellite-Based Thermal Remote Sensing of Volcanoes

Satellite-based thermal remote sensing of volcanoes aims at (1) the early detection of volcanic
activity to support decision makers and civil security authorities with respect to early warning
activities [19,20] and (2) the monitoring of the spatiotemporal evolution of the volcanic eruptions to
enhance our understanding of volcanic processes (see the reviews [21–24]).

To perform the first aim on a global scale, Earth observation satellite missions with a high
temporal repetition rate and a large spatial coverage, such as the Moderate Resolution Imaging
Spectroradiometer (MODIS) or Sentinel-3, are required. For instance, Wright et al. [25] described an
automated MODIS data-based hotspots detection processor for near real-time thermal monitoring
of volcanoes (MODVOLC). Kervyn et al. [26] proposed an updated version (MODLEN) that is
also able to detect cooler lava, which was not possible with MODVOLC. For example, MODLEN
enables the monitoring of the Tanzanian volcano Oldoinyo Lengai which erupts natro-carbonite
lava at temperatures of ~585 ◦C. Coppola et al. [27,28] developed the Middle InfraRed Observation
of Volcanic Activity (MIROVA) system, an enhancement of the aforementioned MODVOLC and
MODLEN approaches.

Spampinato et al. [29] compared, at the Nyiragongo lava lake, ground measurements of FLIR
infrared cameras and Spinning Enhanced Visible and Infrared Imager (SEVIRI) satellite data. Both
observations showed similar values of the measured radiant power.

Blackett [30] showed the capabilities of thermal Landsat-8 imagery for analysis of volcanic activity,
based on a case study of the Paluweh Volcano, Indonesia in April 2013.

The Technology Experiment Carrier-1 (TET-1), a small experimental German Aerospace Center
(DLR) satellite, does not provide a continuous global coverage. However, due to its higher spatial
resolution and higher sensitivity with regards to thermal anomalies, a more detailed analysis of volcanic
activity is possible than with data from the aforementioned satellite missions. Section 2.1 provides more
details on TET-1. Fischer et al. [31] demonstrated the high temperature event detection capabilities
of TET-1 by showing the detection of the volcanic hotspot at the 22 February 2015 acquisition as one
example. Zakšek et al. [32] investigated the August–November 2014 Stromboli Volcano eruption by
combining TET-1 imagery and thermal ground-based observations.
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In this study we analyzed a time series of nine TET-1 thermal images that were acquired before
and after the 3 March 2015 Villarrica Volcano eruption (cf. Table 1). The temperature, area coverage,
and radiant power of the detected thermal hotspots were derived at subpixel level and compared
with observations derived from MODIS and Visible Infrared Imaging Radiometer Suite (VIIRS) data.
In addition, to show a further application of TET-1 imagery in the field of volcano monitoring, the
eruption-related ash coverage of the glacier at Villarrica Volcano was investigated by means of TET-1
imagery and the results were compared with higher resolution multispectral data from Landsat-8.

Table 1. Satellite imagery analyzed; MS = Multispectral.

Acquisition Date & Time Local Time, Chile Satellite Sensor Type
MODIS Water Vapor

Acquisition Date & Time

22 February 2015, 14:29 UTC 10:29 Landsat-8 MS, thermal -
22 February 2015, 17:23 UTC 13:23 TET-1 Thermal 22 February 2015, 18:10 UTC

9 March 2015, 04:32 UTC 00:32 TET-1 Thermal 9 March 2015, 03:45 UTC
9 March 2015, 17:31 UTC 13:31 TET-1 Thermal 9 March 2015, 19:05 UTC

10 March 2015, 14:29 UTC 10:29 Landsat-8 MS, thermal -
12 March 2015, 04:35 UTC 00:35 TET-1 Thermal 12 March 2015, 04:15 UTC
12 March 2015, 17:32 UTC 13:32 TET-1 Thermal 12 March 2015, 15:20 UTC

21 March 2015, 04:36 UTC 1 00:36 TET-1 Thermal 21 March 2015, 04:10 UTC
26 March 2015, 14:29 UTC 10:29 Landsat-8 MS, thermal -
27 March 2015, 17:33 UTC 14:33 TET-1 Thermal 27 March 2015, 18:50 UTC
25 April 2015, 04:35 UTC 00:35 TET-1 Thermal 25 April 2015, 03:05 UTC

25 April 2015, 17:49 UTC 1 13:49 TET-1 Thermal 25 April 2015, 18:20 UTC
1 TET-1 scenes used for calibration (cf. Section 2.2.2).

2. Materials and Methods

2.1. Satellite Data

A time series of nine TET-1 thermal images acquired before and during the March/April 2015
eruption of Villarrica Volcano were analyzed (Table 1). In addition, three Landsat-8 scenes were used
for validation purposes. Moreover, the thermal hotspots derived by the VIIRS and by MODIS were
used as reference for the comparison described in Section 3.2.

TET-1 is the first of two satellites of DLR’s FireBIRD mission. TET-1 was launched in July
2012, followed by BIROS (Berlin InfraRed Optical System) in June 2016. Both satellites are flying
sun-synchronously in a low-Earth orbit at approximately 500 km altitude. The repetition rate of one
satellite was approximately five days, depending on its geographic location. Nowadays, with both
satellites in orbit, the potential repetition rate is less than three days with ±30◦ across track acquisitions.
The sensors operate two infrared cameras, one in the mid wave infrared (MWIR) and one in the long
wave infrared (LWIR), as well as a three-channel camera in the visible (VIS: RED and GREEN) and
near infrared (NIR). The MWIR, LWIR, and RED channel are installed in nadir position, while the
GREEN and NIR channel are oriented off-nadir (Table 2).

Table 2. Characteristics of the TET-1 cameras.

Channel Wavelength (μm) Looking Angle (◦)

GREEN 0.460–0.560 6◦ forward
RED 0.565–0.725 Nadir
NIR 0.790–0.930 6◦ backward

MWIR 3.400–4.200 Nadir
LWIR 8.500–9.300 Nadir

TET-1 operates a push broom sensor system with a ground sampling distance of 178 m for the
thermal channels. This corresponds to a pixel resolution of 356 m due to staggering. The MWIR
channel of TET-1 is more suitable for the detection of high temperature events than LWIR, since higher
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temperature events have a higher radiant power at the shorter wavelengths according to the Wien’s
displacement law.

Landsat-8 is the latest satellite of the Landsat series launched on 11 February 2013 by the National
Aeronautics and Space Administration (NASA) and operated by the United States Geological Survey
(USGS). Landsat-8 acquires multispectral (VIS, NIR, and short wave infrared (SWIR)) imagery with
a 30 m spatial resolution, panchromatic imagery with 15 m resolution, and LWIR imagery with
100 m resolution.

2.2. Methods

Figure 1 shows the processing workflow which is described in the Sections 2.2.1–2.2.3 in
more detail.

 

Figure 1. Workflow of the TET-1 image processing.

2.2.1. Atmospheric Correction of TET-1 Thermal Imagery

Radiometrically calibrated top-of-atmosphere (TOA) radiance data of TET-1 are used as input for
the processing. The imagery is a stack of the coregistered nadir looking channels, i.e., the LWIR band
and also the RED band in case of day time scenes, using the MWIR band as a master image.

To achieve surface radiances and temperatures in the MWIR and LWIR, the TET-1 data has to be
atmospherically corrected. The atmospheric correction is based on look-up tables derived from the
MODTRAN-5 radiative transfer code [33]. Moreover, the following additional external information is
used for the atmospheric correction. (1) Atmospheric water vapor strongly influences the signal. Due
to the available channels of TET-1 (Table 2), water vapor cannot be derived directly from TET-1 data.
Therefore, an external source was used to get information about the water vapor content during the
time of the TET-1 acquisition. The MODIS water vapor product of the MODIS acquisition with the
shortest temporal baseline to TET-1 acquisition is used for this purpose (Table 1). (2) Moreover, the
Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Global Digital Elevation
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Model (GDEM) is used during the atmospheric correction, as the water vapor also depends on the
topographical elevation of the ground pixel.

(3) Another important factor in order to derive the TET-1 surface radiance is the emissivity of the
surface. This data can be derived from the ASTER Global Emissivity Database (GED). Since ASTER
has no MWIR channel, the emissivity can only be derived from data in the LWIR. For the applied
processing, the emissivity of the ASTER bands 8.6 μm and 9.1 μm is used, because these bands match
best with the LWIR of TET-1. Since a high spatial resolution global MWIR emissivity database is
not available, the assumption of emissivity ε(MWIR) = 1 is often made. However, Salisbury and
D’Aria [34], as well as Giglio et al. [35], indicate that the approximation ε(MWIR) = ε(LWIR) is more
realistic than ε(MWIR) = 1. Therefore, we employ this approximation, i.e., for the final processing
of the surface radiance in LWIR and MWIR the same emissivity values are used. The atmospheric
correction of the thermal TET-1 imagery is described in more detail in a past paper [36]. Next, according
to the Planck’s equation the surface radiance in LWIR and in MWIR is converted into the corresponding
surface temperatures.

2.2.2. Calibration by means of MODIS Sea Surface Temperature

To control the radiometric quality of the TET-1 thermal imagery, the atmospherically corrected
TET-1 surface temperature was tested against the MODIS sea surface temperature (SST); as the
temperature over sea surfaces is more homogenous than over land surfaces. Two of the nine TET-1
scenes analyzed in this study cover cloud-free areas over the sea. For these two TET-1 scenes, one
was derived during day time and one during night time (bold in Table 1); the optimal scale factor was
derived by minimizing the difference between the TET-1 and the MODIS SST and consecutively applied
to the radiometry. This was performed by an empirical test of different scale factors (cf. Section 3.1).
These optimal scale factors for day and night time TET-1 scenes (cf. Section 3.1) were applied to all
other day or night time TET-1 scenes, respectively (Table 1).

2.2.3. Hotspot Detection and Subpixel Analysis

Next, by using the background temperature Tb and the bi-spectral approach from Dozier [37] one
can estimate (I1) the subpixel temperature Tsub of the hot areas and (2) the pixel fraction p which is
covered by a hot object. Thus, despite the relatively coarse resolution of TET-1 (around 356 m), it is
possible to derive the temperature of hot objects much smaller than a pixel (subpixel).

In addition, the radiant power Φ in watts [W] is derived as the difference of the power due to the
subpixel temperature Tsub and the background temperature Tb using Wien’s law (Equation (1)).

Φ = σ ε
(

T4
sub − T4

b

)
Asub, (1)

with σ being the Stefan–Boltzmann constant
[

W
m2K4

]
, ε being the LWIR emissivity and Asub (m2) being

the subpixel area of the hot object, which is obtained from the pixel size and the fractional subpixel
area p.

We compared the results of the proposed method with the results of the Zhukov approach [38]
for different case studies and found a good agreement of the results of both approaches, e.g.,
Halle et al. [39].

2.2.4. Detection of Surface Changes

Besides the detection and analysis of high temperature events, the imagery of the TET-1 mission
is also suited for detection of larger changes on the Earth’s surface due to volcanic eruptions. The
March 2015 Villarrica eruption caused ash coverage of the glacier at the eastern flank. To detect the
changes within the area covered by the glacier, the difference of the RED bands and the difference of
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the MWIR surface temperatures of the latest pre-event (22 February 2015, 17:23 UTC) and the next
post-event, acquired at the same daytime (9 March 2015, 17:31 UTC), were computed.

3. Results

3.1. Optimal Scale Factors

The Tables 3 and 4 show the difference of the TET-1 SST and the MODIS SST for a day time and
a night time TET-1 scene regarding different scale factors. The best suited scale factors, i.e., the ones
with the lowest difference of TET-1 and MODIS SST, are marked in bold. These optimal scale factors
were then applied to all the other day or night time TET-1 scenes, respectively. Prior to this study,
we compared SST from TET-1 and MODIS for a series of other study sites.

Table 3. Difference of the TET-1 and MODIS SST for day time TET-1 scene 25 April 2015 17:49 UTC,
using a MODIS SST dataset acquired 23 min later.

Scale Factor MWIR Δ MODIS SST to TET-1 SST (K) LWIR Δ MODIS SST to TET-1 SST (K)

1.00 +2.84 +2.33
1.05 +1.04 −0.62
1.10 +0.02 −3.48

Table 4. Difference of the TET-1 and MODIS SST for night time TET-1 scene 21 March 2015 04:36 UTC,
using a MODIS SST dataset acquired 26 min earlier.

Scale Factor MWIR Δ MODIS SST to TET-1 SST (K) LWIR Δ MODIS SST to TET-1 SST (K)

1.00 +4.07 +4.98
1.05 +2.85 +2.17
1.10 +1.54 −0.73
1.15 +0.28 −3.52

Figure 2a shows the pre-eruption (22 February 2015) surface temperature derived from the MWIR
channel after applying the atmospheric correction described in Section 2.2.1 in a 3D representation,
using the optimal scale factors (cf. Tables 3 and 4). A TanDEM-X digital elevation model (DEM) is used
as a source for the topographic information. At this daytime TET-1 scene, the cool glacier can very well
be distinguished from the much warmer bare rock areas which are located at a lower elevation. The
even lower elevated areas are covered by vegetation. For comparison, also see the false color Landsat-8
image acquired on the same date (Figure 2b).

Snow and ice are characterized by a very high reflectivity of solar irradiation. In contrast to this,
bare rocks have a much lower reflectivity and therefore a much higher absorption of solar irradiation.
The absorbed solar energy shifted to longer wavelengths and was emitted as thermal energy. The
reflectivity of vegetation lies in between the reflectivity of snow/ice and bare rocks. Therefore, bare
rocks show a higher temperature.

Figure 3 shows the derived surface temperature for all nine TET-1 acquisitions (cf. Table 1). The
corresponding optimal scale factors of the Tables 3 and 4 were applied. One clearly sees a difference
between the daytime and the night time acquisitions (cf. also Table 1). In contrast to the daytime image,
the vegetation covered area shows slightly higher temperatures at night time than the bare rock areas,
which cool down during the night. It is important to note that for all TET-1 MWIR surface temperature
images the same minimum-maximum stretch was used, which makes the separation of bare rocks
and vegetated areas in night time images more complicated, but enables a better comparison of the
different acquisitions.

The change of the glacier coverage, visible when comparing Figure 3a,c is analyzed in Section 3.3.
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Figure 2. Villarrica Volcano observed on 22 February 2015: (a) The surface temperature
derived from the atmospherically corrected TET-1 MWIR channel, overlaid on a TanDEM-X DEM.
A minimum-maximum stretch over the observed values was applied. (b) Landsat-8 false color
(SWIR2/NIR/GREEN) image, overlaid on a TanDEM-X DEM. The thermal hotspot at the Volcano
summit is shown by red colors. Snow and ice covered areas appear in blue, bare rocks in black, and
vegetated areas in green.
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Figure 3. Surface temperature derived from the atmospherically corrected TET-1 MWIR channel.
(a,c,e,g,i) daytime acquisitions. (b,d,f,h) Night time acquisitions. The same minimum-maximum
stretching of the surface temperature was applied to all images. The legend of figure (a) is valid for all
TET-1 acquisitions.

3.2. Hotspot Detection and Subpixel Analysis

The MWIR surface temperature images (Figure 3) show the highest temperatures at the summit
crater, with a strong temporal variation. We can see a strong signal in the 22 February 2015 image
which was acquired nine days before the 3 March 2015 Villarrica Volcano eruption. After this first
eruption, the summit crater still shows higher temperatures than the remaining part of the area of
interest during all nine acquisitions dates. The 27 March 2015 scene and the two acquisitions on
25 April 2015, especially the one on 17:49 UTC, show a temperature increase at the summit crater.
Figure 3 shows the surface temperature averaged within the area of each pixel.

The subpixel analysis, described in Section 2.2.3, provides more details on the temperature of
the hot parts, such as liquid lava at the summit crater lava lake. Figure 4 shows the temperatures at
subpixel level for the detected hot objects. Three hotspots with temperatures up to 572 K were detected
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at the pre-eruption TET-1 acquisition (22 February 2015). The hotspot temperatures measured from 9
to 12 March 2015 vary from 486 K to 592 K. For the 21 March 2015 TET-1 acquisition, also showing
the lowest MWIR surface temperatures (Figure 3f), no hotspots were detected. The acquisition of
27 March 2015 and the two acquisitions on 25 April 2015 show higher subpixel temperatures with up
to 715 K, 828 K, and 956 K, respectively.

 

Figure 4. Subpixel temperatures of the hot areas at the summit crater derived from the nine TET-1
acquisitions (cf. Table 1). Background TanDEM-X DEM © DLR.

Figure 5 shows the corresponding subpixel area for the aforementioned hotspots, i.e., the fraction
of a pixel which is covered by the hotspot. Finally, the radiant power, derived from the subpixel
temperature and the pixel fraction (cf. Section 2.2.3), is shown in Figure 6. The highest radiant
power of a single pixel, amounting to 97 MW, was detected at the 25 April 2015 17:49 UTC TET-1
acquisition. Table 5 summarizes the radiant power integrated over all hotspot pixels detected within
each TET-1 acquisition, restricted to the area of Villarrica Volcano. The integrated radiant power for
the 25 April 2015, 17:49 UTC TET-1 acquisition is higher by the order of one magnitude compared to
the other acquisitions.
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Figure 5. Subpixel area (percentage fraction of a pixel) of the hot areas at the summit crater derived
from the nine TET-1 acquisitions (cf. Table 1). Background TanDEM-X DEM © DLR.

Table 5. Radiant power integrated over all detected hotspots. NO = No hotspots detected on that date
by the corresponding sensors.

TET-1 Acquisition Date & Time
[UTC]; Off-Nadir Angle

TET-1
Integrated

Radiant Power
[MW]

MODIS
Acquisition:

Time
Difference to

TET-1

MODIS
Integrated

Radiant Power
[MW]

VIIRS
Acquisition:

Time
Difference to

TET-1

VIIRS
Integrated

Radiant Power
[MW]

22 February 2015, 17:23; +19.4◦ 96.7 −11 h 12 min 24.3 −11 h 45 min 32.7
9 March 2015, 04:32; −21.9◦ 15.7 - NO +1 h 25 min 4.1
9 March 2015, 17:31; +6.0◦ 76.5 - NO - NO

12 March 2015, 04:35; −20.5◦ 63.9 - NO +26 min 1.9
12 March 2015, 17:32; +5.0◦ 24.5 - NO - NO

21 March 2015, 04:36; −28.5◦ NO - NO - NO
27 March 2015, 17:33; +4.2◦ 56.7 −11 h 47 min 18.0 - NO

25 April 2015, 04:35; +8.4◦ 62.4 - NO
−4 min 1.9

+1 h 40 min 110.5
25 April 2015, 17:49; −18.0◦ 599.0 +23 min 211.6 - NO
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Figure 6. Radiant power of the hot areas at the summit crater derived from the nine TET-1 acquisitions
(cf. Table 1). Background TanDEM-X DEM © DLR.

In addition, Table 5 and Figure 7 show the integrated radiant power of the MODIS [40] and
VIIRS [41] acquisitions (derived from [42]) of the corresponding TET-1 acquisition dates. This table is
discussed in detail in Section 4.
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Figure 7. Temporal evolution of the radiant power integrated over all detected hotspots (cf. Table 5).
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3.3. Detection of Surface Changes

Figure 8 shows the RED band and the MWIR surface temperature of the latest pre-event
(22 February 2015, 17:23 UTC) and the next post-event TET-1 scene acquired at the same daytime
(9 March 2015, 17:31 UTC). Snow and ice coverage is generally characterized by high reflectivity in
the RED band and lower thermal emission in the MWIR band. In the post-event images (Figure 8,
second row), one clearly sees the decrease in the snow and ice covered area at the eastern flank of
Villarrica Volcano. Figure 8g,h highlight this area in red, which was derived from the difference of the
pre- and post-event MWIR surface temperature by setting a empirically derived threshold of Δ ≥ 30 K.
An additional criterion was the decrease of the reflectivity of the RED TET-1 channel.

 

Figure 8. (a,d) RED band of the TET-1 pre-event (22 February 2015) and post-event (9 March 2015)
acquisitions. (b,e) MWIR surface temperature of the TET-1 pre-event (22 February 2015) and post-event
(9 March 2015) acquisitions. (c,f) False color composite (SWIR2/NIR/GREEN) of the Landsat-8
pre-event (22 February 2015) and post-event (10 March 2015) acquisitions. (g) Difference of the surface
temperature of the pre- and post-event TET-1 MWIR bands. Detected change overlaid on the difference
of the surface temperature of the pre- and post-event TET-1 MWIR bands (h) and on the post-event
Landsat-8 acquisition (i).
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The third column shows a false color composite of a pre-event (22 February 2015) and a post-event
(10 March 2015) Landsat-8 acquisition as a reference. An overlay of the changed area derived from
TET-1 MWIR data onto the Landsat-8 post-event scene acquired one day later shows a very good
agreement between the detected change area and the area where the glacier was covered by ash due to
the volcanic eruption.

4. Discussion

4.1. Calibration by Means of MODIS Sea Surface Temperature

To control the radiometric quality of the TET-1 data, a scale factor was applied as described
in Section 2.2.2. By empirically testing different scale factors, the optimal scale factor was derived
by minimizing the difference between the atmospherically corrected TET-1 and the MODIS SST. We
assume stable temperatures during the short time differences of less than 26 min between the TET-1
and the corresponding MODIS acquisitions.

In the ideal case individual optimal scale factors should have been obtained from and applied to
all single TET-1 acquisitions. However, for only two of the nine TET-1 acquisitions an area over the sea
was free of clouds. Thus, optimal scale factors could be obtained only for these two TET-1 acquisitions.
The optimal scale factor of the 25 April 2015, 17:49 UTC day time scene was applied to all other day
time acquisitions. The optimal scale factor of the 21 March 2015, 04:36 UTC night time image was
applied to all other night time scenes. Nevertheless, the Tables 3 and 4 show a very small derivation of
the temperature differences between the two optimal scale factors for the day and night time scene.
In addition, we see that even in the worst case of scale factor 1.00, meaning no ‘correction’ of the
radiometry, the maximum difference between the TET-1 and the MODIS SST was 5K. Therefore, we
assume that reasonable scale factors were applied to all nine TET-1 acquisitions analyzed in this study.

4.2. Comparison with MODIS and VIIRS Hotspots

Table 5 showed the integrated radiant power for each TET-1 acquisition and also the one of the
MODIS and VIIRS scenes acquired on the same dates for comparison. There are different reasons for a
“missed” hotspot by MODIS or VIIRS, while thermal activity could be detected by TET-1. First, the
volcano might be covered by clouds or a volcanic ash plume during an overfly of MODIS or VIIRS.
Second, TET-1 is more sensitive for detection of thermal activity than the two other sensors, especially
MODIS. Third, a different volcanic thermal activity can be assumed at the different acquisition times
of the three sensors.

The following discusses the single acquisitions in more detail. The radiant power of the 22
February 2015, 17:23 UTC and the 27 March 2015 TET-1 acquisitions were not comparable with the
corresponding radiant power derived from MODIS or VIIRS data, since the TET-1 acquisitions were
taken more than 11 h later. However, the MODIS and VIIRS hotspots confirm the activity of Villarrica
Volcano at these two dates.

The radiant power derived from the 9 March 2015, 04:32 UTC TET-1 acquisition is in the same order
of magnitude as the one derived from the corresponding VIIRS acquisition (05:57 UTC). In contrast to
this, for the 12 March 2015, 04:35 UTC TET-1 scene there is a stronger difference with the corresponding
VIIRS scene which was acquired 26 min later. However, both sensors, TET-1 and VIIRS, confirm the
thermal activity of Villarrica Volcano for that date.

On 21 March 2015, no hotspot was detected by TET-1. This matches the observations by VIIRS
and MODIS. The TET-1 25 April 2015, 04:35 UTC shows a higher radiant power than the one derived
from the VIIRS scene acquired 4 min earlier (04:31). However, a second VIIRS acquisition taken 1.5 h
later shows a strong increase of the radiant power compared to the first VIIRS acquisition of that date.
The radiant power measured by TET-1 is in the middle between these two VIIRS acquisitions. Finally,
the high thermal activity detected at the 25 April 2015, 17:49 UTC TET-1 acquisition was confirmed by
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the MODIS scene acquired 23 min later. However, the radiant power detected by TET-1 is more than
twice as high as the one measured by MODIS.

Overall, these aspects show the major differences of the obtained results, due to the different
resolution (and sensitivity), and thus underlines the potential of high resolution thermal infrared
sensor systems for this kind of investigation.

4.3. Comparison with Independent Observations

Moussallam et al. [1] reported that the lava lake at the Villarrica summit crater briefly disappeared
on 25 February 2015 and reappeared at the surface on 28 March 2015. The analysis of the TET-1
imagery showed lower radiant power values after the 3 March 2015 eruption than at the TET-1 scene 22
February 2015, three days before the disappearance of the crater lava lake at the surface (cf. Section 3.2).
Higher radiant power was again observed on the 25 April 2015, 17:49 UTC acquisition. The subpixel
temperatures already showed for the 27 March 2015 TET-1 scene, i.e., one day before the reappearance
of the crater lava lake at the surface, and the two following TET-1 acquisitions on 25 April 2015, higher
values than before.

4.4. Influence of the Off-nadir Angle and the Depth/Width of the Crater

As mentioned in Section 1.1, the lava lake at the funnel shaped summit crater of Villarrica Volcano
is approximately 20 m to 30 m wide and located at depths of 50 m to over 150 m [15]. As the crater
lava lake disappeared on 25 February 2015 (cf. Section 4.3) [1], these conditions are valid for the time
before the 3 March 2015 eruption, i.e. for the 22 February 2015 TET-1 acquisition. The off-nadir angle
of the center line of this TET-1 acquisition, where Villarrica Volcano is located, is 19.4◦. The deeper the
location of the crater lava lake, the smaller is the percentage of the crater lava lake which is visible for
the TET-1 sensor. When assuming a crater lava lake width of 30 m, the maximum depth of the crater
lava lake (after which the full crater lava lake is in the shadow and not directly visible anymore for the
TET-1 sensor under the aforementioned off-nadir angle) is approximately 90 m (maximum 60 m depth,
for a width of 20 m). Consequently, we can assume that a part of the crater lava lake was covered
by shadow and not visible for the TET-1 sensor. Therefore, there is a high probability that the values
of the radiant power presented in Section 3.2 were underestimated. Except for the aforementioned
disappearance of the crater lava lake on 25 February 2015 and reappearance at the surface on 28 March
2015 [1], no further information about the depth of the crater lava lake was available for the time
after the 3 March 2015 eruption. Nevertheless, we can also assume an influence of the depth of the
crater lava lake on the measured radiant power at the other TET-1 acquisitions. Besides the depths
of the crater lava lake, the type of volcanic activity (spanning from the lava lake to Strombolian) also
influences the detectability from spaceborne sensors [43].

4.5. Detection of Surface Changes

Regarding the spatial resolution of the thermal channels and the repetition rate, the TET-1 satellite
is in between the class of the low spatial resolution/high repetition rate sensors, such as MODIS and
Sentinel-3, and the class of high spatial resolution/lower repetition rate sensors such as Landsat-8. Its
high flexibility and the aforementioned characteristics make the TET-1 satellite well-suited for rapid
detection of larger changes at the Earth’s surface. Section 3.3 showed the application of TET-1 data for
the detection of the ash coverage of the Villarrica glacier caused by the 3 March 2015 eruption. This
flexibility allowed TET-1 to acquire the first image after the 3 March 2015 eruption earlier than the first
available post-eruption Landsat-8 acquisition.

We found that the difference of the pre- and post-event MWIR surface temperature is much better
suited for the detection of changes in the glacier area than the difference of the reflectivity of the pre-
and post-event RED bands. The best results could be obtained by a combined analysis of both channels.
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5. Conclusions

Villarrica Volcano is, with over 50 eruptions reported since the 16th century, one of the most
active volcanoes of the South Andes Volcanic Zone. A time series of nine thermal images of the first
satellite Technology Experiment Carrier-1 (TET-1) of the German Aerospace Center’s (DLR) FireBIRD
mission was analyzed to study the time before and after the 3 March 2015 eruption. We presented an
atmospheric correction of the TET-1 data. The emissivity information was derived from the Advanced
Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Global Emissivity Database and the
corresponding water vapor data from the Moderate Resolution Imaging Spectroradiometer (MODIS)
acquisition with the shortest temporal baseline to the TET-1 acquisitions.

The detected thermal anomalies were investigated at subpixel level by deriving the subpixel
temperature, the percentage area coverage of a pixel, and the radiant power. These observations were
compared with hotspot information derived from MODIS and Visible Infrared Imaging Radiometer
Suite (VIIRS) data. Analysis of TET-1 data showed thermal activity of Villarrica Volcano nine days
before the 3 March 2015 eruption. The measured radiant power showed a decrease after this first
eruption. An increase of the volcanic activity was again observed on 25 April 2015.

In addition to the analysis of the thermal hotspots at subpixel level, also the eruption-related
ash coverage of the glacier at Villarrica Volcano was investigated by means of TET-1 imagery. The
changes detected using TET-1 imagery matched well with the reference information derived from
higher spatial resolution Landsat-8 imagery.

In summary, the information extracted from the thermal data of the flexible FireBIRD mission
could be used in future to support and complement ground-based observations of active volcanoes.
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Abstract: Modern volcano monitoring commonly involves Interferometric Synthetic Aperture Radar
(InSAR) measurements to identify ground motions caused by volcanic activity. However, InSAR
is largely affected by changes in atmospheric refractivity, in particular by changes which can be
attributed to the distribution of water (H2O) vapor in the atmospheric column. Gas emissions from
continuously degassing volcanoes contain abundant water vapor and thus produce variations in
the atmospheric water vapor content above and downwind of the volcano, which are notably well
captured by short-wavelength X-band SAR systems. These variations may in turn cause differential
phase errors in volcano deformation estimates due to excess radar path delay effects within the
volcanic gas plume. Inversely, if these radar path delay effects are better understood, they may
be even used for monitoring degassing activity, by means of the precipitable water vapor (PWV)
content in the plume at the time of SAR acquisitions, which may provide essential information on
gas plume dispersion and the state of volcanic and hydrothermal activity. In this work we investigate
the radar path delays that were generated by water vapor contained in the volcanic gas plume of
the persistently degassing Láscar volcano, which is located in the dry Atacama Desert of Northern
Chile. We estimate water vapor contents based on sulfur dioxide (SO2) emission measurements from
a scanning UV spectrometer (Mini-DOAS) station installed at Láscar volcano, which were scaled by
H2O/SO2 molar mixing ratios obtained during a multi-component Gas Analyzer System (Multi-GAS)
survey on the crater rim of the volcano. To calculate the water vapor content in the downwind
portion of the plume, where an increase of water vapor is expected, we further applied a correction
involving estimation of potential evaporation rates of water droplets governed by turbulent mixing
of the condensed volcanic plume with the dry atmosphere. Based on these estimates we obtain
daily average PWV contents inside the volcanic gas plume of 0.2–2.5 mm equivalent water column,
which translates to a slant wet delay (SWD) in DInSAR data of 1.6–20 mm. We used these estimates in
combination with our high resolution TerraSAR-X DInSAR observations at Láscar volcano, in order to
demonstrate the occurrence of repeated atmospheric delay patterns that were generated by volcanic
gas emissions. We show that gas plume related refractivity changes are significant and detectable in
DInSAR measurements. Implications are two-fold: X-band satellite radar observations also contain
information on the degassing state of a volcano, while deformation signals need to be interpreted
with care, which has relevance for volcano observations at Láscar and for other sites worldwide.

Keywords: gas emission monitoring; X-band InSAR; scanning Mini-DOAS; Multi-GAS; volcanic
gases; precipitable water vapor; radar path delay; Láscar volcano
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1. Introduction

Volcano monitoring is effectively based on multi-parametric datasets, often characterizing surface
deformation, degassing, seismicity and temperature changes in time and space. However, even
though comparison of independent datasets is common, they are only rarely integrated into a common
evaluation scheme to enhance the relative strengths of the individual applied methods. Seismic and
deformation data for instance are increasingly being integrated to improve spatio-temporal localization
of magma movement beneath a volcano, which enables to better constrain the geometries of magma
pathways and reservoirs, and to derive more precise physical models of the associated processes [1,2].
Gas emission and deformation data, however, have not yet been deeply considered as integrated
information, though it has been shown that variations in degassing and deformation are often
intimately coupled [3]. A combined analysis of time series measurements of volcanic degassing
and deformation rates proved to be a powerful tool for the evaluation of volumetric changes in magma
reservoirs due to the accumulation or discharge of volcanic gases (e.g., [4,5]). Dynamics of degassing
are furthermore critical for understanding pressure fluctuations in a magmatic and hydrothermal
system, which additionally may manifest as temporary deformation of the volcanic edifice [6–8].
However, these datasets are commonly considered separately, and the fate of gas emissions downwind
of the emission source is typically not taken into account, which is why the contribution of gas
emissions on the radar signal used for deformation measurements has not been comprehensively
demonstrated. Differential interferometric synthetic aperture radar (DInSAR) measurements allow for
the detection of mm-scale line of sight (LOS) displacements of the observed surface [9]. It has been
well demonstrated that the accuracy of satellite radar ground deformation measurements is affected
by changes in atmospheric refractivity, in particular by changes which can be attributed to the highly
variable distribution of water vapor in the observed atmospheric column [10,11].

Atmospheric contributions to DInSAR data often have similar magnitudes and wavelengths as
the actual ground deformation signal, and thus they need to be removed from interferograms, when
deformation measurements are the purpose of monitoring. There have been two main strategies for
this, (i) time-space-based filtering, and (ii) modeling of atmospheric contribution [12]. In particular,
the latter is highly successful, as interfering contributions from a moist atmosphere can coarsely
be predicted and compensated by means of high-resolution numerical weather models (e.g., MM5,
and WRF), which provide the information required to predict the atmospheric phase delay in the LOS
of an interferometric measurement [13–16].

Degassing volcanoes; however, produce their own atmospheric disturbances, which are typically
not well captured by weather models [17,18]. The large and variable amounts of water vapor in
volcanic plumes may cause differential phase errors in interferometric measurements due to reduction
of radar propagation velocity within the plume above and downwind of the volcano [19–22].

The leeward sector of a degassing volcano is hence prone to be affected by pronounced differential
phase signatures, which can be misinterpreted as a deforming ground surface, and may thus obscure
the real ground deformation information of an interferogram. Rosen et al. [19] described the possible
consequences that such propagation delays would have on DInSAR measurements using the examples
of phase signatures that occurred on Kilauea volcano, Hawaii. Similarly, Wadge et al. [20] observed
enhanced tropospheric delays in radar data of Soufrière Hills. Instead of using weather models for the
correction of their DInSAR data, these authors exploited data from Global Positioning System (GPS)
measurements on the leeward side of the volcano. Based on local SO2 flux and gas compositional
measurements, and assuming a homogeneous distribution of water vapor inside the volcanic gas
plume, they however obtained an estimate of the gas plume related radar delay of only about
0.05 mm, which is far below, and thus negligible with respect to InSAR resolution. Gas plume related
disturbances are nevertheless also identified elsewhere in interferograms of degassing volcanoes (e.g.,
at Pico do Fogo as described in González et al. [21]), but remained to be quantitatively demonstrated
and validated for a selected showcase.

38



Remote Sens. 2018, 10, 1514

To reach this aim, the precipitable water vapor (PWV) content in the plume at the time of SAR
acquisitions has to be determined. PWV is the amount of water vapor (in kg·m−2 or mm) vertically
integrated in an atmospheric column. Space borne radar interferometric delay measurements in
principle can be used to map the spatial distribution of water vapor in the atmosphere [23–25], if the
contributions from topographic phase and ground deformation are known, or when independent PWV
estimates are used as a reference. Accordingly, those measurements also enable to map the spatial
extent of a volcanic gas plume when the strength of the degassing source is known, and independent
PWV estimates are integrated into analysis.

Even though water vapor by far is the largest and most abundant component in the gas emissions
of most volcanoes, volcanic water vapor emissions to date only rarely have been measured and
quantified by means of remote sensing (and preferentially by means of indirect methods as e.g.,
in [26]), due to the missing contrast relative to the high water vapor concentrations in the ambient
atmosphere, which commonly preclude its quantification in the volcanic cloud. During the present
decade, however, some progress has been made in this respect, and volcanologists have adopted and
adjusted several technologies known from meteorological applications to remotely map and quantify
volcanic water vapor emissions despite a variable background atmosphere. Fiorani et al. [27] for
instance, successfully measured water vapor fluxes of Stromboli volcano in Italy using a ground-based
LiDAR system, and Bryan et al. [28] introduced a combined millimeter-wave radar/radiometer system
(also ground-based), which enables 3-dimensional mapping of the spatial distribution of ash and water
vapor in eruptive clouds. These methods have in common that they use active sensors, which transmit
a signal that is able to penetrate the volcanic cloud and thus allow measuring the reflection, refraction,
or scattering of the signal occurring inside the cloud. Such methods thus are largely superior to
methods deploying passive optical imaging sensors (such as UV- and IR-spectroscopical methods),
which typically are strongly affected by the presence of liquid water and aerosols [29], and therefore
fail to work in very dense clouds. Ground-based active sensors are, however, rather exotic, and are
cost- and labor-intensive, and thus have not yet routinely been used for permanent gas emission
monitoring purposes.

We thus used a combination of more common sensors, which enable unsupervised continuous
monitoring. Because direct measurements of volcanic water vapor emissions by means of optical
remote sensing are challenging [30], we measured SO2 column density profiles in conjunction with
molar H2O/SO2 ratios in this work, in order to estimate the apparent PWV contents in the gas plume
above a volcano. These estimates were integrated as an a-priori knowledge into the analysis of
DInSAR observations in order to investigate the propagation delay that was generated by volcanic gas
emissions. We demonstrate the repeated contribution of the volcanic gas plume to the radar delay in
the interferometric measurements and thus determine the plume-induced delay variations which can
be falsely interpreted as a deformation signal.

2. Study Area

The study was conducted at Láscar volcano, one of the most active volcanoes of the central
Andes [31,32], which has been identified as the second largest emission source of volcanic gases in
Northern Chile [33]. The volcano is located east of the Salar de Atacama basin (23.37◦S, 67.73◦W),
on the western margin of the Puna plateau (Figure 1a), which is one of the driest areas on Earth.
Much of the plateau around the 5592 m high Láscar volcano has an altitude of more than 4 km above
sea level. Background atmospheric PWV over the region is very low most of the year, and generally
less than 1 mm total water column [34]. Cloudless skies, an extremely low atmospheric water content,
and the high altitude lead to an exceptionally high atmospheric transparency [35], which in general is
conducive for remote sensing applications and hence for the purpose of our study.

The volcanic edifice of Láscar comprises two truncated intersecting composite cones, termed
Western and Eastern edifice hereafter, and hosts 5 nested craters, which are aligned along an ENE–WSW
trending lineament [31,36,37]. During the past two decades Láscar exhibited several periods of cyclic
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dome growth and collapses, which were punctuated by occasional explosive vulcanian to plinian
eruptions [38]. Recent activity is characterized by gradual subsidence [39,40] and persistently strong
fumarolic degassing from the remnants of a dacitic dome [41] located in the westernmost crater of
the Eastern edifice (Figure 1b,c). The dome remnants cover an area of about 40,000 m2 (about 230 m
in diameter) in the central depression of the 800 m wide and 400 m deep crater. Numerous high
temperature fumaroles (about 300 ◦C) are distributed on top of the dome and the surrounding inner
crater walls [41–43]. Several low temperature fumaroles and diffuse vent sites are located in the eastern
craters of the Eastern edifice and on the southern crater rim, but the high temperature gases ascending
from the dome and the fumaroles in the active crater are the main emission source [41]. These hot gas
emissions produce a persistent thermal anomaly in the middle of the crater, which has been subject of
numerous remote sensing studies using infrared satellite imagery (e.g., [44–48]). Gas emissions from
Láscar volcano are very moist in contrast to the dry atmospheric background. Water vapor emissions
from Láscar account for more than 90% of its total gas emissions, approaching rates of several metric
kilotons per day [33]. The persistently degassing, and largely unvegetated stratovolcano (Figure 1d)
thus provides ideal conditions to examine radar propagation delays caused by refractivity variations
in volcanic gas.

 

Figure 1. Láscar and adjacent Aguas Calientes volcanoes. The location of the scanning Mini-DOAS
station is indicated by the white dot on the southern flank of Aguas Calientes volcano. (a) Aster
visible range composite of 29 April 2013 draped onto SRTM-1 grid; (b) Close-up of high temperature
fumaroles in the active crater; (c) View from the southern crater rim towards NNW into the active
crater of Láscar showing fumarolic activity during the Multi-GAS survey on the Southern crater rim on
2 December 2012. The white bounding box framing the area shown in (b) roughly spans 200 m in width
and 100 m in height; (d) Panoramic view from South towards NNW showing a dispersed gas plume
emanating from Láscars’ active crater on 5 December 2012, and drifting towards SE, which corresponds
to the main transport direction during daylight time. Distance between Mini-DOAS in the foreground
and active crater in the background of the image is about 6 km.
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3. Data and Methods

In this section, we will introduce a method that enables us to isolate and map gas plume related
phase delay contributions in interferometric radar measurements by means of correlating a-priori
information on the temporal variations of PWV contents in the volcanic gas plume with the signal
strength variations at each range azimuth position of a DInSAR time series. Application of the method
further requires involving several different prior constraints encompassing the temporal variations of
all other processes that potentially contribute to total DInSAR phase in order to derive an estimate
of the gas plume related interferometric signal in the DInSAR time series. In the following we will
specify which data were used for our case study spanning the period October 2013 to February 2014
(later often simply referred to as the considered period), present the techniques used to derive the
necessary a-priori knowledge, and describe how the estimation technique works.

3.1. SO2 Column Density Retrieval

SO2 path-length concentrations were measured in the plume of Láscar volcano using a
NOVAC-type stationary scanning Mini-DOAS instrument (Figure 1; [49]; NOVAC: Network for the
Observation of Volcanic and Atmospheric Change) that was permanently installed in April 2013 by the
Chilean Observatorio Volcanológico De los Andes del Sur (OVDAS). The DOAS station (Lejía DOAS)
was deployed east of Láscar (at Lat −23.387◦, Long −67.678◦), according to prevailing westerly wind
directions. The DOAS-instrument scans across the sky from horizon to horizon along a semi-conical
surface (Figure 2a) and measures the spectra of the incoming scattered sunlight at 51 angular steps of
3.6◦ [49]. Each complete scan takes about 5–10 min and yields a crosswind SO2 total column profile,
i.e., perpendicular to the transport direction of the volcanic gas plume. Measurements are conducted
during daylight, i.e., when UV intensities are sufficiently high to achieve an acceptable signal-to-noise
ratio. At these latitudes the required conditions are met during a time interval approximately ranging
from about 11:00 a.m. to 10:00 p.m. (UTC) in austral summer, and 12:00 a.m. to 09:00 p.m. (UTC) in
austral winter.

SO2 differential slant column densities (SCDs) were retrieved from the sunlight spectra by
means of the DOAS method [50], as implemented in an automated evaluation routine of the
NOVAC-software [49]. Evaluation was performed in the wavelength range 310–325 nm using
absorption cross sections of SO2 [51], and O3 [52], which were convolved to the spectral resolution
of the instrument. In addition, a Ring spectrum was included in the DOAS-fit, in order to avoid the
filling in of the Fraunhofer lines of the solar spectrum as a result of rotational Raman scattering [53].
Shift correction was applied to the measured spectra using the known features of a pixel-wavelength
calibrated solar spectrum, which was derived from the Solar flux atlas of Kurucz et al. [54].
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Figure 2. Spatio-temporal relationships between the methods used for the gas plume estimate.
(a) Sketch showing the measurement geometry and location of the Multi-GAS and scanning Mini-DOAS
instruments at Láscar volcano during an overpass of TerraSAR-X. Refractive delay of the radar occurs
inside the volcanic plume, which is heading towards East, due to predominantly westerly winds.
See text for discussion; (b) Date versus time plot depicting acquisition times of scanning DOAS
measurements and SAR images. Measurement times are indicated using Coordinated Universal
Time (UTC), which is offset by +3 h with respect to Chile Summer Time (CLST). Red arrows indicate
the temporal offset between SAR images and scanning DOAS data chosen for analysis; (c) Spatial
and temporal baselines of SAR images used in DInSAR time series subsets 01 (blue) and 02 (red).
Master scenes of subset 01 and subset 02 are from 18 October 2013 and 12 December 2013, respectively,
and each computed interferogram is represented by a line between the corresponding two images.
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3.2. Estimation of Water Vapor Contents in the Láscar Plume

Water vapor contents in the Láscar gas plume were obtained by scaling the SO2 SCDs with the
molar H2O/SO2 ratio determined from gas concentration measurements, which were in turn conducted
using a multi-component Gas Analyzer System [55] during a field survey on 2 December 2012 (see [33]
for details), that is roughly one year in advance of the period that we consider here for the analysis of
our SAR and Mini-DOAS observations (Figure 2b). The Multi-GAS instrument basically consists of an
air pump feeding ambient air into a suite of electrochemical sensors for the measurement of SO2, H2S
and H2, and a non-dispersive closed-path IR spectrometer for measuring CO2 and H2O concentrations.
Gas concentrations were measured for several hours in a dilute and partly condensed volcanic plume
crossing the southern rim of the active crater (roughly at Lat −23.366◦, Long −67.734◦; see Figure 2a),
and the signals of all sensors were recorded at 0.5 Hz by a data-logger, yielding a large number of
measurements. The raw data was processed according to [56,57], in order to identify the characteristic
molar gas ratios [33].

Multi-GAS instruments, however, exclusively measure gaseous water vapor and do not take into
account the liquid water content (LWC) in the volcanic cloud. Due to the obvious condensed nature
of the plume at the crater rim, our PWV contents were thus estimated on the basis of the maximum
molar H2O/SO2 ratio obtained for the measurement period, which was used to scale the SO2 SCDs
yielding a first PWV estimate. This first estimate, we however consider to be representative solely for
the proximal portion of the volcanic plume (see Appendix A for details on the conversion of SO2 SCDs
to PWV contents).

To estimate PWV contents also from the distal portion of the volcanic plume, we additionally
consider condensation and evaporation processes, which change the liquid-to-vapor ratio during
transport of the volcanic plume. LWCs are typically elevated close to the emission source and
decrease with increasing downwind distance, due to gradual entrainment of dry ambient air, causing
evaporation of cloud droplets (e.g., [58]). This in turn results in an increase of water vapor in
the downwind portion of the volcanic cloud, which may further be promoted by the presence
of aerosols [59], and which is expected to be reflected as an enhancement of the radar delay in
interferometric measurements.

Potential evaporation rates were thus determined for the measurement periods of the scanning
DOAS and then used to upscale our fixed molar gas ratio, which was thereby adjusted to increase
proportionally to evaporation rates, which on the other hand strongly depend on wind speeds over
arid areas (see Appendix B for details on evaporation calculation). The resulting variable ratio was
used to upscale the SO2 SCDs at each scan angle of the plume cross sections as described above (and
in Appendix A), yielding a second PWV estimate, which we deem to be representative for the distal
part of the gas plume.

3.3. SAR Data and InSAR Methods

The aforementioned water vapor maps into the used DInSAR data, which are now briefly
described. TerraSAR-X was tasked to acquire high resolution spotlight SAR scenes covering a
10 × 10 km large area around Láscar volcano on both ascending and descending passes of the
orbit. TerraSAR-X flies along the day-night boundary of the Earth in a near-polar sun-synchronous
dusk-dawn orbit with an 11-day repeat cycle. SAR observations of a given point on Earth’s surface are
thus conducted within fixed time windows, which at Láscar correspond to day times of about 10:00 a.m.
(UTC) on descending nodes and 11:00 p.m. (UTC) on ascending nodes of the orbit. The DInSAR time
series considered here covers a 5 months period from 18 October 2013 to 16 February 2014 (Figure 2b).
DInSAR preparation and analysis was done using the dedicated modular InSAR software system
GENESIS from DLR [60]. A set of 9 SAR images from descending track 111 was chosen according
to availability of complementary scanning DOAS data (Figure 2b), and these images were used to
create two temporally overlapping disjoint interferogram time series, termed subset 01 and subset 02
hereafter. The subsets consist of 3 and 4 temporally interconnected interferograms, respectively, i.e.,
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the interferograms of each subset are based on a common master scene (Figure 2c; Table 1). SAR images
were combined to form interferograms with very small spatial baselines, which accordingly resulted in
different temporal baselines for each interferometric pair as depicted in Figure 2c and Table 1. The very
small spatial baselines chosen here minimize phase contributions from topography and prevent from
unwrapping failures due to a coarse digital elevation model (DEM).

Table 1. Combinations of SAR acquisitions used in DInSAR time series subsets 01 & 02, and their
respective spatial and temporal baselines.

Master Scene Date
(yyyy-mm-dd)

Slave Scene Date
(yyyy-mm-dd)

Spatial Baseline (m)
Temporal Baseline

(Days)

Subset 01
2013-12-12 2013-11-20 11.8 −22
2013-12-12 2013-12-01 6.2 11
2013-12-12 2014-02-05 −0.5 55

Subset 02
2013-10-18 2013-12-23 16.6 66
2013-10-18 2014-01-03 −23.5 77
2013-10-18 2014-01-14 6 88
2013-10-18 2014-02-16 −1.3 121

3.4. Determination of Gas Plume Related Phase Delays

PWV contents determined for the gas plumes of each SAR acquisition were used to compute the
corresponding differential phase delays encountered in each interferogram. For this purpose we first
determined the slant wet delay (SWD) that such PWV contents theoretically would produce in the LOS
of a SAR image. Determination of the theoretical SWD is straightforward, since it can be inferred from
the zenith path delay (ZPD), which is linearly related to the vertically integrated water vapor (IWV)
contents, where 1 mm in PWV contents roughly results in a 6.5 mm ZPD of microwave signals [61,62],
and the ZPD accordingly is

δZP = Π−1
TS

IWV, (1)

where δZP is the ZPD in (mm), IWV is the columnar integrated water vapor in (kg·m−2), which is
approximately equal to PWV contents in (mm), and Π−1

TS
(≈ 6.5) is a dimensionless conversion factor

that is approximated using surface temperature TS in (K). Calculation of the SWD thus merely requires
further conversion of the ZPD, taking into account the incidence angle of acquisitions, in order to
obtain the corresponding delay along the LOS. The conversion factor used for the calculation of the
theoretical SWD is

δSW = δZP 1
cos(θ)

, (2)

where δSW corresponds to the path delay along the LOS, and θ to the incidence angle of SAR
observations. The incidence angle of the SAR acquisitions we used in this work (TerraSAR-X
descending track 111, see Section 3.3 for details) was inclined 37◦ with respect to zenith path resulting
in a conversion factor of 1/cos(37) = 1.25.

Finally, the differences between PWV contents estimated for the acquisition dates of the master
image and the slave images were calculated (PWVDIFF = PWVmaster − PWVslave), and used to
determine the differential SWD (dSWD) that such differential PWV contents theoretically would
produce in the gas plumes of each interferogram.
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3.5. DInSAR Preparation

Estimation of the gas plume related radar path delays in interferometric SAR measurements
requires several pre-processing steps, involving the removal of large-scale phase contributions related
to topography and refractivity changes in the troposphere, the latter of which are commonly referred to
as the atmospheric phase screen (APS). First, the raw interferograms were corrected using the baseline
information of the interferograms in conjunction with a DEM from the Shuttle Radar Topography
Mission (SRTM-1), which provides elevation data at a resolution of one arc second grid spacing (i.e.,
a relative horizontal precision of ±15 m) and a relative vertical precision of ±6 m. The results are
terrain corrected differential interferograms (DInSARs), which however still contain some small-scale
topographical errors, due to the coarse resolution of the DEM.

The terrain corrected DInSARs were then unwrapped and further corrected by means of path
delay difference maps obtained from numerical weather hindcasts of the WRF, using a horizontal grid
spacing of 900 m and a vertical division of 51 eta levels for the simulations. The WRF simulations were
initialized with the ERA interim dataset from ECMWF at 06:00 a.m. (UTC) of each SAR acquisition
date, and the 900 m fine-resolution domain covering the area of interest further was embedded into
two larger coarse-resolution domains using 2700 and 13,500 m grids, respectively, which were used to
update the boundary conditions of the inner high resolution domain. This correction was done in order
to reduce atmospheric phase contributions, and in particular to avoid altitude correlated distortions
known as stratification effect, which is the most prominent atmospheric disturbance in the presence of
strong topography [15]. After removal of the linearly stratified atmosphere, the resulting DInSARs,
however, still contain phase contributions that were caused by small-scale lateral refractivity variations
of a turbulent atmosphere and the volcanic steam plume, which we decomposed as described in the
following section.

3.6. DInSAR Decomposition

To extract the gas plume related phase contribution from our interferograms, we used a
wavelet-based DInSAR decomposition (WBDD) technique, which enabled us to integrate our estimates
of the PWV contents in the volcanic gas plume into DInSAR analysis and thus allowed for the separate
evaluation of gas plume related phase delays and their comparison with respect to all other phase
contributions. The WBDD technique [63] was developed to deal with temporally unconnected DInSAR
time series subsets and small stack sizes, and does not use the isotropy assumption to mitigate the
atmospheric effect. The algorithm is based on Dual-tree complex wavelet transform (DT-CWT),
which is being used in a wide range of applications in the field of signal and image processing [64].
The DT-CWT calculates the complex transform of a signal using two separate discrete wavelet
transform decompositions (tree a and tree b), which may be regarded as equivalent to filtering the
input signal with two separate banks of bandpass filters, that separately produce the real and imaginary
coefficients of the complex wavelet. The DT-CWT allows to capture both frequency and location
information of a multidimensional signal, i.e., the times and locations at which these frequencies occur.

The WBDD technique requires at least two temporally interconnected interferograms as an input
and the workflow is as follows (Figure 3). First, the DT-CWT representations of all interferograms in
the DInSAR time series are derived, i.e., complex wavelet coefficients are determined for each range
azimuth position, where the phase of the coefficient determines the exact position of the wavelet
in the interferogram and the modulus of the coefficient corresponds to the strength of the wavelet
at given position. Second, each of these complex wavelet time series is analyzed using so-called
priors, respectively prior time series containing information on the temporal evolution of any of the
processes that possibly contributed to the total phase of the interferograms. That is, we are including
prior information on the signal strength variations related to (i) inaccuracies of the DEM, (ii) linear
deformation of the ground surface, and (iii) changing refractive properties of the ambient atmosphere
and (iv) the volcanic gas plume (details on the determination and compilation of these priors are
given in the following section). This prior information allows assigning each complex wavelet to their
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likely causes, depending on their best temporal correlation with the prior knowledge, and therefore
enables to decompose the interferograms into signals related to the priors. The decomposition thus
yields one separate radar propagation path delay estimate for each prior that was incorporated in the
decomposition analysis of the DInSAR time series.

 

Figure 3. Technical diagram depicting the processing steps of the WBDD algorithm. In a DInSAR
time series each DInSAR pixel (respectively range azimuth position) is characterized by a certain
temporal evolution of its differential signal strength. Computation of the DT-CWT representations of
each DInSAR enables to capture the temporal evolution of the signal strength of all SAR pixels of the
DInSAR time series by means of a small number of complex wavelet coefficients. Similarly each process
which causes changes in SAR signal strength can be described by a time series, which reflects the
temporal variations of the process (e.g., variations of water vapor contents in the volcanic gas plume,
variations in spatial baseline, relative humidity, ground temperature, and pressure). The algorithm
uses the time series of these processes as an a priori knowledge of a related possible change in SAR
signal strength and assigns the SAR signals to their likely causes by comparison of the prior time series
with the temporal evolution of SAR signal strength at each range azimuth position, which decomposes
the interferograms into different phase screens.

3.7. Priors Used for DInSAR Decomposition

To model the signal strength variations associated with different sources/processes affecting the
interferometric measurements we used the following prior time series reflecting the temporal behavior of
the corresponding processes. The dSWD time series, which were determined following the descriptions
given in Section 3.4, were used as prior information for our algorithm, aiming to determine exclusively
those interferometric phase variations, which are characterized by a similar temporal evolution as that
of the PWV contents in the gas plume. As a result, we obtained the intersecting set of all gas plume
related phase contributions contained in the DInSAR time series. Thus, our gas plume related phase
delay estimates exclusively cover the area in which gas plumes of the different interferograms overlap.

The spatial and temporal baseline histories of the interferograms were included as prior
information in order to capture small-scale topography related phase contributions, which were
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caused by errors in the DEM, and respectively by linear ground surface deformation. This works,
because the effect of the DEM error typically evolves proportionally to the spatial baseline history
of a DInSAR time series [65], and linear ground surface deformation evolves proportionally to the
temporal baseline history. The values of the baseline histories were taken as they are and did not
require any further computation, since these already represent differential values.

Furthermore, we estimated the refractivity related phase contributions of the ambient atmosphere
in order to prevent them from leaking into the gas plume estimate, which involved incorporation
of several priors in the analysis. In our approach we separately consider non-repeating phase
contributions, which are caused by turbulent mixing of the atmosphere, and repeating phase
contributions, which are rather related to the vertical stratification of the atmosphere and orographic
effects, and thus typically correlate with the underlying topographic relief. Dirac-function priors were
used to model APS spatial variation at each SAR acquisition, encompassing all non-recurrent phase
contributions, which e.g., resulted from the turbulent transport of atmospheric and volcanic water
vapor in the lower part of the troposphere, and thus were exclusively present at the times of single SAR
observations. For this purpose one Dirac-function prior was included for each of the SAR scenes (using
positive Dirac-functions for master scenes, and negative Dirac-functions for slave scenes), providing
the benefit that no external information is required for this type of estimate, which in the following
will be referred to as so-called single event APS estimate. In addition to single event APS estimation, we
incorporated prior time series containing information on the differential temporal variations of relative
humidity, surface temperature and surface pressure, which were derived from the detailed WRF
simulation (described in Section 3.5) over a single spot on the summit of the volcano. This was done in
order to also cover repeatedly occurring small-scale disturbances, which are related to stratification
and to recurring formation of localized orographic clouds, and thus had not yet been captured by the
single event APS estimates. Moreover, this approach decomposes the refractivity related propagation
delay into different contributions of the single physical processes, which contribute to the variations of
the tropospheric delay (compare with Equation (1) in Smith and Weintraub [66]), and thus enables
us to separately examine the small-scale phase delay effects of the different physical processes in
the troposphere.

4. Results

4.1. PWV Contents in the Volcanic Gas Plume of Láscar

During the days of the Multi-GAS survey in December 2012 and in the investigated period,
the activity of Láscar volcano was characterized by quiescent degassing from the active crater (Figure 1).
Webcam and visual on-site observations confirmed the frequent wind-blown dispersal of a white gas
plume in south-easterly direction over the Puna plateau (Figure 1d). This gas plume therefore very often
is also fully captured by the well-located scanning DOAS station. SO2 SCDs measured within the gas
plume on the days with TerraSAR-X acquisitions ranged from 2.5 × 1016 to 2.8 × 1018 molecules·cm−2

and averaged at 7.2 × 1017 molecules·cm−2. SO2 SCDs exhibited diurnal variations, which were on
average slightly enhanced during the early morning and evening hours.

The Multi-GAS measurements conducted during the field survey in December 2012 showed
considerable fluctuations of the water contents at nearly constant CO2/S molar ratios, suggesting
variable water loss due to condensation of water inside the cooling plume prior to the sampling by
the instrument [33]. This in turn resulted in a particularly low average molar H2O/SO2 ratio of 9.37:1,
as Multi-GAS instruments exclusively measure gaseous water vapor and do not take into account the
LWC in the volcanic cloud. Using the values of Tamburello et al. [33] we thus determined a maximum
molar H2O/SO2 ratio of 34:1, by means of which we finally arrived at a water content constituting
roughly 90 mol.% of total gas emissions, which is in the range of typical values (85–99 mol.%) for high
temperature gases from arc volcanoes elsewhere (e.g., Table 5 in Oppenheimer et al. [67]).
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Our PWV estimates were thus obtained by conversion of SO2 SCDs at each scan angle of the
plume cross sections using the fixed molar H2O/SO2 ratio of 34:1 (Figure 4a; see Appendix A for
details). The amount of water vapor in the centerline of the plume was determined by finding the
maximum PWV contents of each DOAS scan, and these were used to constrain the daily average PWV
contents for days with TerraSAR-X acquisitions. Estimated daily average PWV contents obtained from
the centerline of the plume ranged from 0.007 to 0.015 mm at the times of SAR observations (Figure 4b),
translating to SWDs of 0.07 to 0.1 mm (Table 2, columns 3 and 8). Additionally, the average amount
of water vapor in each DOAS scan was determined and used to calculate the daily average PWV
contents of the bulk plume, i.e., by taking into account the whole plume cross sections at this time.
Daily average bulk plume PWV contents ranged from 0.002 to 0.0035 mm (Figure 4b), corresponding
to SWDs of 0.02 to 0.03 mm. Differential SWDs from the plume center were used as a prior time series
(Table 3, column 3) for the estimation of the gas plume related phase contribution in the proximal
portion of the gas plume. These values reflect H2O vapor contents at the crater rim, and are thus not
representative for PWV contents arriving at the scanning plane of the scanning DOAS (Figure 2a),
since they do not take into account downwind evaporation.

Potential evaporation rates were thus determined for the measurement periods of the scanning
DOAS (Figure 4c; see Appendix B for details on evaporation calculation), and used to upscale the
H2O/SO2 ratio, which was thereby adjusted to increase proportionally to evaporation rates, which in
turn strongly depend on wind speeds (Figure 4d) over arid areas. The resulting variable ratio was
then used to upscale the SO2 SCDs at each scan angle of the plume cross sections as described above
(and in Appendix A), at this time, however, taking into account the effect of downwind evaporation
(Figure 4e).

We assume that such adjusted estimates provide a more reasonable approximation of the temporal
variations in PWV encountered above various points of the plume cross sections. Estimated daily
average PWV contents obtained from the centerline of the plume ranged from 0.8 to 9.6 mm at the
times of SAR observations (Figure 4f), translating to SWDs of 6.4 to 77.0 mm (Table 2, columns 4 and 9).
Daily average bulk plume PWV contents ranged from 0.2 to 2.5 mm (Figure 4f), which correspond to
SWDs of 1.6 to 20 mm (Table 2, columns 5 and 10). The daily average bulk plume PWV contents were
used for the determination of the second dSWD prior time series (Table 3, column 4), which in turn was
used for the estimation of the gas plume related phase contribution in the distal portion of the volcanic
gas plume.
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Figure 4. (a) Time series of PWV contents determined for plume cross-sections recorded by scanning
DOAS on days with TerraSAR-X acquisitions (18 December 2013 to 16 February 2014). The time scale
is not linear. Result without consideration of evaporation; (b) Daily average PWV contents in the
centerline of the plume (stippled line) and the bulk plume (solid line), which are representative for the
moisture distribution above the crater rim on days with available SAR acquisitions; (c) Time series of
potential evaporation rates at plume height above the summit of Láscar volcano. Evaporation rates at
the times of SAR observations are indicated by red (master scenes) and blue (slave scenes) dots; (d) Time
series of wind speeds at summit altitude used for calculation of potential evaporation rates; (e) Time
series of PWV contents in plume cross-sections considering downwind evaporation; (f) Daily average
PWV content in the centerline of the plume (stippled line) and the bulk plume (solid line) downwind of
the volcano on days with available SAR acquisitions.
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4.2. Gas Plume Related Phase Delays

PWV contents obtained for the distal portion of the volcanic gas plume (Figure 5a) were used to
exemplify how the DInSAR decomposition analysis can be used to map the corresponding refractivity
anomalies in the DInSAR time series. To this end, we used the entire DInSAR data set described in
Section 3.3, and applied all priors listed in Section 3.7. The differential interferograms, which were
coarsely corrected according to the steps described in Section 3.5, show a relatively large amount of
coherent pixels (Figure 5b). Pronounced phase changes are visible around the summit and on the
flanks of the volcano, representing the sum of phase contributions from individual sources including
slow and linear ground surface deformation [40], residual topography due to errors in the DEM,
and refractivity fluctuations in atmosphere and volcanic gas plume.

The coarsely corrected DInSARs were decomposed (Section 3.6) in order to obtain the intersecting
set of repeating gas plume related phase contributions, which are present in all interferograms of the
analyzed DInSAR time series. Owing to the different temporal development of PWV contents which
were determined for the two different sections of the plume (Figure 4b,f), we accordingly retrieved
two contrasting phase delay results for the ascending part of the plume above the crater (Figure 6a)
and the downwind portion of the gas plume (Figure 6b). The phase delay map obtained for the
prior time series of the gas plume related SWDs above the crater rim (Table 3, column 3) displays a
weak altitude correlated shortening of the delay over an area which is largely confined to the summit
region of the volcano (Figure 6a). The phase delay map obtained for the downwind portion of the
gas plume (Figure 6b) in contrast shows a lenticular pattern that indicates lengthening of the radar
propagation path over an area that agrees well with the most common eastward plume transport
directions observed during spring and late summer of that period (see Appendix A, Figure A1c,d).

DInSAR decomposition further yielded phase delay maps for each of the other priors that were
included in the analysis. A detailed description of these maps (which are displayed in Figures 6 and A4)
would however go beyond the scope of this paper and thus can be found in the Appendixs E and F.
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Figure 5. (a) PWV contents in plume cross-sections obtained for the downwind portion of the volcanic
gas plume on acquisition dates of SAR master and slave scenes, and (b–e) corresponding DInSAR maps
(10 × 10 km in azimuth and range direction). Scales of the DInSAR maps indicate range change in units
of mm, and are unique to each image using the same scale bounds for the sake of comparability with
other phase contributions. Incoherent areas are masked out; (b) Coarsely corrected DInSAR maps used
for decomposition analysis and retrieval of the gas plume estimate. DEM and major APS contributions
derived from WRF were removed; (c) Phase difference maps of the gas plume estimates obtained for
the downwind portion of the volcanic gas plume. Corresponding theoretical dSWDs are indicated in
the upper right corner of each map; (d) DInSAR maps from 5b, where the phase contributions of the
gas plume were removed; (e) Linear deformation estimates obtained from the refined correction using
the delay estimates obtained from WBDD analysis.
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Figure 6. (a–h) Delay correlation maps depicting the estimated repeating patterns of SAR delays
obtained from priors included in the WBDD analysis. Location of active crater is indicated by the red
circle; (a) Delay estimate for the gas plume aloft the crater (b–d) Delay estimates for the downwind
portion of the gas plume (b) with and (c) without additional removal of pressure and temperature
dependent phase screens by including/excluding respective priors in the WBDD analysis; (d) Gas
plume estimate as in c), however omitting the SAR observation of 3 January 2014. Scales correspond to
estimated delay (mm) per theoretical delay (mm). Scale bar limits of the gas plume estimate obtained
for the proximal part of the plume above the crater indicate that theoretical delays are by a factor
100 smaller than the delay estimate. Upper and lower limits of the scale bars of the estimates obtained
for the downwind portion of the gas plume are equal to unity, indicating concurrence of theoretical and
estimated delay. The red to yellow colored signature in the lower right corner of the image indicates a
lengthening of the delay, where the effect of H2O emissions is large. The affected area corresponds to
the most common plume transport directions (see Appendix D, Figure A3a,b) and locations where the
volcanic plume regularly touches the ground (fumigation); (e) Estimates of surface temperature and
(f) surface pressure related delays. Scales indicate mm estimated delay per Kelvin, respectively hPa of
the input prior; (g) Delay estimate obtained for the relative humidity prior (h) Delay estimate for the
spatial baseline prior; (i) Scatter plot of theoretical delay (mm) versus determined signal strength of the
gas plume contribution in the DInSARs used for the gas plume estimate in (b). Each asterisk symbol
represents one of the DInSARs and corresponding slave dates (mm-dd) are indicated.
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4.3. Isolation of the Gas Plume Related Signal in DInSARs

The phase delay map obtained for the downwind portion of the gas plume (Figure 6b) was used to
determine the gas plume related phase contributions in each DInSAR image of the time series. For this
purpose the theoretical dSWDs, which were used as a prior for this estimate (Table 3, column 4), were
multiplied by the respective phase delay estimate, which resulted in simple phase difference maps
depicting the repeating gas plume related phase contribution present in each of the DInSAR maps
(Figure 5c). The phase difference maps use the same scale bounds as those used in Figure 5b in order
to display the relative effect of the gas plume related phase delay on the interferometric measurements
with respect to other phase contributions. Each of these maps reveals a lenticular phase difference
pattern, which equals the pattern that was already observed in the corresponding phase delay map
(Figure 6b), and which persists throughout the entire DInSAR time series. As a consequence of the
mathematical operation used to retrieve these maps, the amplitude of the pattern varies in proportion
to the a-priori constraints on the differences in gas plume PWV content and is most pronounced in
those DInSARs, in which the differential PWV contents determined for the epochs of master and slave
SAR acquisitions were the highest (compare Figure 5a,c). Moreover, it is interesting to note that the
contrast between plume related and atmospheric signals was more pronounced in the DInSAR images
of subset 01.

As a next step, the gas plume related phase difference maps depicted in Figure 5c were subtracted
from the coarsely corrected DInSAR maps depicted in Figure 5b in order to mitigate the gas plume
related phase contribution. The resulting DInSAR maps (Figure 5d) differ clearly from the coarsely
corrected DInSAR maps, which still contain the gas plume related signal. As expected, the removal of
the gas plume related signal is most obvious in the DInSARs of subset 01, where the mitigation in two
cases (DInSARs 1 and 3) even resulted in a change to the opposite delay direction over the area which
was affected by the gas plume (Figure 5d, rows 1 and 3).

4.4. Residuals of the Refractivity Related Phase Delay and Ground Deformation

To verify the efficiency of our decomposition analysis, we now examine the residual phase,
which persists when all estimated refractivity and DEM error related phase contributions have been
removed from the DInSAR maps. To this end, the complete set of refractivity and DEM error related
phase delay estimates obtained from WBDD analysis as shown in Figures 6 and A4 (and further detailed
in Sections 4.2 and 5.3 and the Appendix) were multiplied with the values of their respective input prior
time series to obtain phase difference maps corresponding to each of the DInSARs. Similarly the single
event APS estimates of individual SAR acquisitions (Figure A4) were combined to form phase difference
maps for each interferogram by subtraction of the slave APS from the master APS. The resulting phase
difference maps were then subtracted from the coarsely corrected DInSARs (Figure 5b) obtaining
interferograms, which mainly contain the residual phase and topographic contributions attributed
to a deforming ground surface (Figure 5e). This refined correction more or less efficiently removed
small-scale phase delay patterns, which were caused by the volcanic gas plume and a turbulent
atmosphere, as well as small-scale DEM errors related to acquisition geometry, respectively spatial
baseline, leaving only some faint and blurry signatures of low amplitude.

In between the blurry residuals of non-deformation related phase contributions a putative
small-scale ground deformation signal can be observed in the central of the three north-eastern summit
craters of Láscar. The signature occurs in each of the DInSARs, and indicates a progressively subsiding
crater floor confined to an arcuate fault, where Pavez et al. [39] detected co-eruptive subsidence of the
crater floor during the 1995 eruption, and where Richter et al. [40] identified linear subsidence during
the period 2012–2016.
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4.5. Validation of the Gas Plume Signal Estimate

The phase delay estimates which were obtained by decomposition analysis can be validated
by means of relating the position and strength of the estimated DInSAR signal to the input prior
information. We thus compared the signal strength of the lens-shaped gas plume pattern in each of the
DInSAR maps (Figure 5b) to the strength of the theoretical dSWDs (Table 3, column 4), which served as
a prior for the corresponding gas plume estimate (Figure 6b). For this purpose the signal strength S of
the gas plume related phase contribution was determined for each interferogram using the amplitude
of the gas plume pattern in the phase delay estimate obtained for the downwind portion of the plume
(orange color in Figure 6b) by means of following Equation (3).

S = sgn(
→
X·

→
Y)

√
|→X·

→
Y | (3)

here sgn denotes the sign function and
→
X·

→
Y = ∑i XiYi is the dot product of vectors

→
X and

→
Y , where

→
X

corresponds to the amplitude of the gas plume estimate obtained from WBDD and
→
Y is the associated

measured signal in each of the DInSARs, which were used in the analysis. The comparison revealed
a moderate positive linear relationship between signal strength S and theoretical strength (Table 3,
column 4), which is fairly well represented by the regression line depicted in Figure 6i, since 61%
(R2 = 0.61) of the total variation in measured signal strength can be explained by the linear relationship
between theoretical strength and signal strength. Thus, in principle, this regression line can be used to
determine the gas plume related phase delays even of those DInSARs for which no corresponding
ground-based gas emission measurements are available.

5. Discussion

5.1. Why the Distinction between Periods of Volcano Deformation and Enhanced Degassing is Important

This work constitutes the first serious attempt to quantify gas plume related phase delays in
differential interferometric radar measurements of a persistently degassing and deforming volcano.
We propose a method that enables us to attain gas plume detection by means of satellite-based radar
interferometry and demonstrate that gas plume related phase delays in DInSARs can be isolated
and mapped, if a-priori constraints on the gas plume PWV contents obtained from independent gas
measurements are included in the analysis of DInSAR data.

The distinction between periods of local volcano deformation and enhanced degassing
can be of vital importance both for early warning purposes and for a better understanding
of volcano-tectonic processes. Degassing and deforming volcanoes often display a variety of
deformation sources, which reflect the complex interplay between (i) magma emplacement/retreat,
(ii) accumulation/discharge of volcanic gases and (iii) changes in hydrothermal activity, as e.g., was
observed at Campi Flegrei in Italy [68,69], or at Lastarria in Northern Chile [70]. Retention and loss
of magmatic and hydrothermal volatiles play a central role in virtually any of the processes that
lead to volcano deformation. Gas emission measurements on deforming volcanoes thus provide
essential auxiliary information on the ultimate cause of individual deformation observations [71,72],
and deformation measurements likewise may deliver explanations for observed changes in the amount
and composition of gas emissions [73].

5.2. How Methodological Limitations Can be Turned into Benefit

Area-wide precise ground deformation measurements by means of InSAR require adequate
mitigation of atmospheric phase contributions, which may be challenging in small SAR datasets.
In particular, repeatedly occurring spatially correlated errors, which e.g., may be caused by orographic
clouds and volcanic gas plumes, are difficult to remove [74,75]. Insufficient resolution of meteorological
and DEMs used for correction of DInSAR data adds further uncertainties to retrievals of ground
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deformation. Moreover, most modern SAR satellites revolve Earth on a sun-synchronous dusk-dawn
orbit, and record their data along the day-night boundary, i.e., at a time, when emission rates of
continuously degassing volcanoes typically are the highest [76–78], which in turn increases the risk
of having disturbances due to volcanic water vapor emissions in InSAR measurements. Such noise
may, however, be transformed into data, as soon as phase contributions of different sources can be
distinguished, which can be accomplished by integration of a-priori constraints.

In our approach we derive prior constraints of volcanic H2O emissions using measurement
techniques, which are commonly used in volcano monitoring, hence providing the benefit of data
availability for a comparatively large number of volcanoes. Volcano monitoring generally demands
rapid response, in order to assess the volcanic hazard in a timely manner, and the specific information
which would be relevant to identify more rapid ground deformations often may be confined to a limited
number of available SAR observations. Therefore it seems highly desirable to develop a method that
allows removing disturbances of any kind even from small sets of interferograms, where conventional
methods as persistent scatterer interferometry and the small baseline subset algorithm would fail.
The presented method addresses the problems of the different measurement methods mentioned
above, and exploits the fact that DInSAR analysis allows for mapping of water vapor distribution.

In the following subsections, we will discuss the phase delay effects that can be observed in the
phase delay maps which were obtained for the proximal and distal sections of the plume, and relate
our observations to variations in gas emission rates. Furthermore, we will examine the relative and
absolute effects of these phase delays with respect to (seasonal) variations in water vapor contents of the
ambient atmosphere. Finally, we will assess the benefits and drawbacks associated with our approach.

5.3. Phase Delay Effects above the Crater and Downwind of Láscar

We now elucidate the contrasting phase delay effects that are observed in the phase delay estimates
obtained for the proximal and distal portions of the gas plume (Figure 6a,b).

The phase delay map determined for the downwind portion of the gas plume (Figure 6b) shows a
lenticular pattern that indicates lengthening of the radar propagation path due to enhanced moisture
over an area that agrees well with the most common eastward plume transport directions observed
during spring and late summer of that period (see Appendix D, Figure A1c,d). Westward drifting
plumes, which generally may have occurred during early summer (see Appendix D, Figure A1c,d
and Figure A2), did obviously not occur at times of the SAR acquisitions we used to obtain our
gas plume related phase delay estimates, as these would have prohibited detection of a repeatedly
occurring phase delay pattern. Moreover, such westward drifting plumes would less likely leave any
repeating traces in the SAR signal, due to a less pronounced humidity/refractivity contrast between
plume and surrounding atmosphere in early summer. This is further supported by the fact that
easterly winds over the Atacama region typically have a lower velocity (see Appendix D, Figure A2),
and tend to be less stable with respect to their direction (see Appendix D, Figure A1c,d), resulting in
unsteady plume transport directions, which additionally impedes formation of pronounced repeating
patterns. Wind speeds were generally larger during periods with eastward plume transport (spring
and late summer; see Appendix D, Figures A1a and A2), causing plume transport to be more turbulent,
and thus the volcanic plume was very likely less condensed, and instead contained more vapor during
that period.

Additional phase delay estimates of the distal portion of the gas plume were processed without
(Figure 6c,d) additionally including prior information on the temporal behavior of surface temperature
and pressure in order to show the effect of APS mitigation by the corresponding temperature and
pressure phase screens (Figure 6e,f). For the computation of the estimate displayed in Figure 6d we
furthermore reduced the number of input DInSARs omitting the interferogram that was formed from
SAR acquisitions of 18 October 2013 and 03 January 2014 (Figure 5, row 5). Prior information on
relative humidity variations were included in all of the mentioned cases, yielding a relative humidity
related phase delay estimate (Figure 6g), which was mitigated from all other phase delay estimates.
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Comparison of the resulting gas plume phase delay estimates clearly shows that the repeating patterns
of the gas plume signal (Figure 6c,d) can readily be reduced (Figure 6b), when a surface temperature
and air pressure correction (Figure 6e,f) is included in the WBDD analysis. The gas plume related
phase delay estimate depicted in Figure 6b thus clearly represents the result in which the separation of
gas plume related phase delays from other phase contributions was most successful.

The phase delay map obtained for the prior time series of the gas plume related SWDs above the
crater rim (Table 3, column 3) shows a weak altitude correlated shortening of the delay over an area
which is largely confined to the summit region of the volcano (Figure 6a). The location of this phase
delay signature is thus consistent with the assumption that the dSWDs, which were used as a prior for
this estimate (Table 3, column 3), are representative for the temporal evolution of SAR signal strength
variations measured above the crater. The observed shortening of the delay, however, contradicts the
hypothesis that this signature can be ascribed to enhanced moisture over the respective area, since
a water vapor field would produce a lengthening of the delay (compare Equation (1) in Smith and
Weintraub [66]). Furthermore, the phase delay patterns in this estimate strongly resemble the patterns
observed in the DEM error related phase delay estimate (Figure 6h), which was obtained using the
temporal history of the spatial baseline (Table 3, column 8), suggesting that the phase delays, that the
algorithm attributed to the gas plume above the crater, are in fact rather related to errors in the DEM
(detailed in Appendix F). This suspicion is further substantiated, if one compares the shape of the two
corresponding priors, which strongly resemble each other in appearance. As a consequence of this
similarity, the signal obviously was assigned to both priors by the WBDD algorithm, since this signal
does not perfectly match to any of the priors. This phase delay estimate thus is a good example for a
case in which the algorithm failed to isolate possible gas plume related phase delays from other phase
contributions. Thus, care must be taken to avoid misinterpretation of model results.

5.4. Gas Emission Rates from Láscar Volcano

Gas emission rates from Láscar volcano were determined and compared to our PWV estimates
(Figure 4b,f), in order to illustrate how much water vapor has been emitted from the volcano to produce
the corresponding PWV contents in the gas plume, and to relate our observations to variations in
volcanic degassing activity. SO2 emission rates were calculated from scanning DOAS measurements
using wind field information obtained from GDAS1 soundings provided in the web-based archive
of the National Oceanic and Atmospheric Administration’s (NOAA) Air Resources Laboratory [79].
These were then upscaled by the H2O/SO2 molar ratio of 34:1 obtained from Multi-GAS, in order to
retrieve the corresponding H2O-fluxes (Figure 7a).

Assuming a constant H2O/SO2 ratio and a constantly strong condensation of the emitted water
vapor, the H2O (SO2) emission rates ranged from 5 to 100 kt·day−1 (150 to 2900 t·day−1) and averaged
at 12 kt·day−1 (350 t·day−1) during the considered period. Based on these assumptions we estimate
that the total errors of our upscaled H2O emission rates likely were around −15 to +45% and thus
even more skewed towards underestimation than the error envelopes of corresponding SO2-fluxes,
which were constrained to about −10 to +30% (see e.g., [80] for error determination). Gas emission
rates of October and November 2013 showed more pronounced variations and were on average
slightly enhanced (about 19 kilotons of H2O and respectively 550 tons of SO2 per day) with respect to
the rest of the period (10 kilotons of H2O and respectively 300 tons of SO2 per day). The enhanced
degassing activity of October and November further was accompanied by elevated heat dissipation
from the main active crater as was suggested by intermittent night-time webcam observations of
illuminated gas plumes (obtained on several days during the first half of October and lastly on
20 November 2013; see Figure 7a), which indicated the presence of incandescent material inside the
active crater [81]. Such observations support the repeated influx of fresh magma from depth feeding
the high-temperature gas exhalations at the surface of the crater bottom, thus suggesting a concurrent
increase of magmatic gas emissions and progressive drying of the ambient hydrothermal system
(e.g., [41]), which may have altered gas ratios temporarily. Contemporaneous measurements of SO2
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emission rates confirmed this suspicion and appropriately showed sharp increases over the course of
each of these days (Figure 7a).

 

Figure 7. (a) H2O emission rates from Láscar volcano along with a sequence of Aster, Landsat-8 and
EO-1 ALI scenes depicting snow and cloud coverage (upper row: false-color composites of SWIR, NIR
and visible red spectral bands; lower row: true-color images using a combination of visible red, green
and blue spectral bands). Days with incandescence observations are indicated by stippled grey vertical
lines. Precipitation events that were recorded in Toconao (on 10 November 2013, 17 January 2014,
and 26 January 2014) are indicated by vertical blue lines, including information on amount and duration
of the events; (b) Background atmospheric PWV contents estimated from GDAS1 soundings above
Láscar volcano (red curve), compared to radiometer measurements conducted at APEX (blue curve).
Good agreement between the two curves reflects similar weather conditions caused by a similar
morphologic exposition of both sites, and may additionally be attributed to the coarse spatial resolution
of the GDAS1 data. PWV estimates for the times of SAR observations are indicated by red (master
scene) and blue (slave scene) dots, respectively.
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Bearing these observations in mind, we compared the gas emission rates with the estimated PWV
contents of the gas plume (Figure 4b,f) revealing that gas emission rates evolved differently than the
PWV contents obtained for the gas plume above the crater (Figure 4b), but displayed a very similar
temporal evolution as that of the PWV contents, which were obtained for the downwind portion of
the gas plume (Figure 4f). The latter thus likewise were enhanced during the period of increased
volcanic activity.

5.5. Estimation of Background Atmospheric PWV Contents

Atmospheric disturbances due to volcanic gas plumes are intuitively expected to be more
pronounced during periods which are characterized by strong variations of gas emission rates and low
ambient atmospheric humidity. Determination of PWV contents in the local atmosphere was thus done
to be able to approach the relative and absolute effects of the plume on the specific SAR acquisitions.
In the Atacama region the driest conditions are typically found during the period late March to
early December, and between local midnight and 11:00 a.m. [82]. Background PWV contents in the
atmosphere above the volcano were retrieved from vertical atmospheric GDAS1 profiles provided by
NOAA (see Appendix C for equations). These estimates were also cross-checked with PWV estimates
obtained from radiometer measurements (Figure 7b) provided by the Atacama Pathfinder EXperiment
(APEX), which is located about 30 km north of Láscar at a very similar altitude of 5100 m above sea
level (m.a.s.l.), thus reflecting similar weather conditions.

Because PWV is a measure of how much water is available for potential rainfall, it dictates
precipitation intensity, which thus reversely can be used to infer accompanying PWV. To give an
impression of when to expect enhanced PWV contents and to further complete the picture of the
hydrological cycle of the study area, we will first briefly describe the characteristic seasonal patterns
according to which precipitation typically occurs at Láscar, and narrow down the periods during which
precipitation actually was encountered in the course of the observation interval of our case-study.

The considered period covers parts of the “dry season”, which is characterized by dry and
cold prevailing westerly synoptic winds, and is spanning most of the year (here October, November
and second half of February are included), as well as the “wet season” ranging from December to
February, which is characterized by less stable atmospheric conditions, resulting in more humidity
being transported to the Andes by frequently recurrent warm easterly winds [83]. As a consequence of
this easterly moisture source, precipitation on the leeward slopes of the Puna plateau exhibits a marked
seasonality in particular at elevations below 3500 m.a.s.l., where about 90% of the annual precipitation
(<20 mm·year−1) falls during the (austral) summer months, that is from December to March [84].
The associated rainfall events typically are very short, but can become quite intense. During the
considered period, a weather station (operated by the Instituto de Investigaciónes Agropecuarias)
located at 2500 m.a.s.l. in Toconao, a small village roughly 30 km NW of Láscar, recorded 4 events
of precipitation which amounted to a total of 5.7 mm (equivalent to liters per square meter) within
only 3.6 h (vertical blue lines in Figure 7a). At elevations above 3500 m.a.s.l. the situation is slightly
different and precipitation (<200 mm·year−1) occurs even during the dry winter period, mostly
in the form of snow with the greatest snowfall frequency happening to occur near the Tropic of
Capricorn [85], where also Láscar coincidentally is located. Láscar volcano thus commonly is almost
completely (except for the hot bottom of the currently active crater) covered with several meters of
snow during the “dry season”, which however melt and sublimate due to the warm winds of the
“wet season”. Such snowmelt events hence constitute an important source for groundwater recharge,
which potentially affect the hydrothermal activity of Láscar. The temporal development of the snow
and cloud cover encountered at Láscar during the period of our case-study is illustrated by a sequence
of satellite images (Aster, Landsat-8, and EO-1 ALI) in the top panel of Figure 7a in order to give a
visual impression of the situation associated with different epochs of the temporal development of
atmospheric moisture.
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Measured and estimated atmospheric PWV contents were at average below 1 mm during October
and November 2013, sharply increased to 5 mm in December 2013, stayed enhanced through the first
half of February 2014, and finally decreased again to 1 mm in the second half of February 2014 (see
Figure 7b and also Table 2, column 6). The comparatively low PWV values determined for the times of
SAR observations used in this work reflect the pronounced atmospheric transparency around sunrise,
and the resulting SWDs (Table 2, column 11) are in good agreement (R2 = 0.96; see Appendix G for
detailed statistics) with the amplitudes of associated phase delays observed in the corresponding
DInSARs (Figures 5b and A4).

It is interesting to note that the apparent SO2 (H2O) emission rates generally were particularly
low whenever the ambient atmospheric water vapor levels were elevated, which is clearly visible
especially during the “wet season” (compare Figure 7a,b). This observation suggests the presence
of low hanging clouds beneath the volcanic gas plume, which may have caused attenuation of the
absorption signal due to contributions of scattered light that did not pass through the plume [86].
Moreover, a fraction of the degassing SO2 may have been scrubbed by dissolution into the aqueous
phase e.g., during possible events of fresh water influx into the hydrothermal system [87], though this
would most likely only have a marginal effect on the emissions of the hot degassing dome of Láscar,
which is less probably being deeply infiltrated by permeating waters that interact with ascending
magmatic fluids, than the peripheral low-temperature vent sites. Another mechanism, which may be
considered to explain the observed diminution of SO2-fluxes is the dissolution of emitted SO2 in the
water droplets of low hanging clouds [88], which, however, usually is not particularly effective over a
short distance, and the associated scavenging rate of SO2 emissions is generally estimated being on
the order of merely a few percent of total emitted SO2 per hour. This in turn leads to relatively long
atmospheric lifetimes of SO2 emissions, which were shown to range between several hours to days
according to weather conditions [89].

Estimated PWV contents inside the volcanic gas plume (Figure 4b,f) and modeled atmospheric
PWV contents outside the plume (Figure 7b) were compared in order to assess the humidity/refractivity
contrast between ambient atmosphere and volcanic plume. The comparison revealed that PWV
contents at the downwind plume centerline (0.8 to 9.6 mm) were generally larger than the PWV
contents of the ambient air (<1 mm) during periods with dry atmospheric conditions, i.e., most of
the year. During early summer the situation was different, and the downwind plume PWV content
(<1 mm) was less contrasting with respect to the PWV content of the atmospheric background (2–5 mm).
PWV contents of the downwind bulk volcanic plume (0.2 to 2.5 mm) were accordingly much less
contrasting most of the year when compared to background atmosphere, and were slightly higher
than ambient atmospheric humidity only during the first three SAR observations of the time series (on
18 October 2013, 20 November 2013, and 01 December 2013). Future studies exploiting a larger InSAR
dataset of Láscar might therefore well capture these seasonalities in gas plume and atmospheric PWV
contents, the latter of which were already identified at Láscar [39] but also elsewhere, e.g., at Campi
Flegrei and Vesuvius [90]. PWV contents determined for the proximal part of the plume above the
crater rim were in general negligible with respect to PWV contents of the ambient atmosphere (0.007 to
0.015 mm on the centerline of the plume, and 0.002 to 0.0035 mm averaged over the bulk plume).

The corresponding SWDs obtained for the proximal part of the plume above the crater rim ranged
from 0.07 to 0.1 mm in the centerline of the plume (Table 2, column 8) and from 0.02 to 0.03 mm in the
bulk plume and thus were negligible compared to the InSAR accuracy. The SWDs in the more distal
part of the plume downwind of the crater, however, were on the order of background atmospheric
SWDs (5.3 to 41.5 mm; compare with Table 2, column 11), and ranged from 1.6 to 20 mm in the bulk
volcanic plume and from 6.4 to 77.0 mm along the plume centerline (Table 2, columns 9 and 10),
which is more than large enough to produce a detectable effect in interferometric measurements, as
can be seen in the corresponding phase delay maps (Figure 5c).

Our results thus collectively suggest that refractivity changes in volcanic gas plumes may,
particularly under dry climatic conditions, have a significant effect on DInSAR measurements, hence
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requiring extreme caution, when alleged deformation signals are detected above or downwind of
visibly degassing volcanoes, especially if these are located at high elevations.

5.6. Limitations of the Proposed Method

Our approach was hampered by several practical limitations, which were mainly related to spatial
data coverage and temporal coincidence of the different measurement techniques that we combined.

Simultaneous measurements of Multi-GAS and DOAS instruments were unfortunately not
available for the period considered for DInSAR analysis, and thus our PWV estimates had to rely on
the gas concentration measurements obtained during a short Multi-GAS survey conducted about one
year prior to the period considered here. This is of particular relevance, since Láscar exhibited elevated
SO2 emission rates and incandescence during the first two months of this period, suggesting a slightly
enhanced magmatic activity, which likely was accompanied by temporarily altered gas ratios. At the
same time, the snow cover on the summit of the volcano was observed to be reducing strongly (satellite
images in Figure 7), which may be an indication for concurrent fresh water influx into the peripheral
hydrothermal system. Thus, there is evidence for both, elevated emissions of magmatic SO2 and
increased hydrothermal H2O contributions of meteoric origin. The assumption that molar H2O/SO2

ratios stayed more or less constant throughout the entire period of our case study therefore may not be
perfectly appropriate. Availability of data from a stationary Multi-GAS instrument certainly would
have helped to better characterize the temporal variations of molar H2O/SO2 ratios, and thus to better
quantify the water vapor contents at the instance of gas sampling by the Multi-GAS.

Moreover, volcanic gas plumes typically contain variable amounts of condensed liquid water
in addition to gaseous water, which are not taken into account by the measurements of Multi-GAS
instruments, and thus unequivocally lead to an underestimation of the water vapor contents, which are
expected to increase in the downwind portion of the volcanic gas plume due to evaporation. Such an
underestimation could be avoided, if water vapor contents were mapped in situ across the whole extent
of the gas plume, e.g., by means of airborne gas composition measurements, though this approach
would not be very practicable but rather labor and cost-intensive in the view of satellite revisit times of
11 days.

Additionally, the DOAS measurements are generally restricted to daylight conditions and thus
deviate from SAR acquisition times by up to 2 h (Figure 2b). Due to this deviation in acquisition times
and because the proposed DInSAR decomposition analysis requires only one representative PWV
value for each SAR image (see Sections 3.6 and 3.7), we thus used daily average gas plume PWV
contents, in order to determine the SWD that such PWV contents theoretically would produce in the
LOS of a SAR image. In the view of strong diurnal degassing variations, which are characterized
by pronounced gas emission maxima around sunrise and sunset [77,78], such time averaged values
however inevitably lead to systematic underestimation of the water content in the volcanic plume at
the times of the SAR observations.

Furthermore, our analyses have shown that different locations within the gas plume may
exhibit a different temporal evolution of the PWV contents, which may appropriately be captured
by inclusion of corresponding priors. However, we point out that modeling the evolution of water
vapor contents over the entire extent of the gas plume even by means of two prior time series still
is a simplification. Prudent sampling of the gas emission data in time and space hence constitutes
an important prerequisite in order to obtain a-priori information, which yields feasible results from
DInSAR decomposition analysis.

This becomes particularly clear, if one notes that the position of the plume center varied during
the measurement period, because the gas plume of Láscar somewhat meanders within the scan range
of the scanning DOAS. Transport of the plume changed between north-easterly and south-easterly
directions approximately every 10 min, which roughly corresponds to the duration of 1 complete
DOAS scan. This resulted in different plume positions in consecutive scans, which is why the sequences
of consecutive scans in Figure 4a,e have a corrugated appearance. We thus assume that the resulting
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daily average plume center statistic may not be representative for the effect that the bulk plume has on
SAR measurements further downwind of the volcano, since the gas distribution along plume cross
sections is highly irregular when the plume meanders. For this reason, we chose to use the PWV
contents of the bulk gas plume instead of those from the plume center in order to estimate related
phase delay in the downwind portion of the gas plume.

Further limitations of our approach lie within the applicability of the WBDD technique.
The method makes extensive use of ancillary data, which have to be made available to obtain reasonable
results. To successfully isolate the plume-induced signal from total phase, it is necessary to additionally
include the priors of all potentially interfering signals in the analysis, i.e., the temporal and spatial
baseline histories, which were used as priors for the estimation of phase delays related to DEM error and
linear deformation, as well as several priors defining the atmospheric phase delay of each acquisition.
We consider that, even when all required priors are being used, the estimated gas plume related
signal still may additionally contain phase information related to any other interferometric signal that
coincidently correlates with the gas plume related signal (as was shown in Section 5.3 for the phase
delay estimates depicted in Figure 6a,h). In the presence of a non-linearly deforming ground surface it
may additionally be necessary to include prior information on the temporal behavior of the associated
deformation signal, which e.g., could be derived from deformation measurements of independent
ground-based methods, such as GPS, or tiltmeters. Last, but not least, the DInSAR decomposition
analysis exclusively yields reasonable results for the gas plume estimate when there is significant
overlap between gas plumes of different SAR acquisitions, since “solitary” plumes would be captured
by the single event APS estimates causing a gap in the temporal evolution of the repeating pattern.
To capture the whole gas plume at the times of SAR acquisitions instead of only the intersecting area
of multiple different gas plumes definitely would have been an asset.

5.7. Advantages of the Proposed Method

The WBDD technique provides a framework for data fusion, enabling to integrate a variety of
external information, such as weather data, results from gas emission monitoring or even independent
deformation measurements into the analysis of DInSAR time series. These time series may be very
short and it is shown that the combination of only three SAR acquisitions already enables us to generate
high-quality DInSARs including estimates of their corresponding phase screens (as demonstrated in
Appendix H). The algorithm does not require any information on the location of the plume, in order
to find the related “disturbance” in the interferometric signal. This is of particular advantage to the
application described here, since we lack precise information on the heading of the plume at the times
of SAR observations, apart from a rough approximation that can be derived from webcam images
and wind directions offered by the weather models. Also, no information about the interferometric
signal strength, rather merely the shape of the prior time series is used, because prior information
about the relations between signal strength and amplitudes of the prior time series is allotted by
chance, which is why the prior information can be scaled arbitrarily without influencing the location
of the associated filtered phase delay patterns. Correspondingly, the radar path delay estimates can be
validated by the position and strength of the estimated signal in relation to the corresponding prior
information (Section 4.5). The gas plume is transported by advection, therefore has a direction, and is
correspondingly anisotropic. For this reason, the WBDD technique arguably is the best choice for the
detection of gas plumes in interferometric measurements. Additionally, the ability to use temporally
unconnected time series subsets enables to use only those DInSARs which have a very small spatial
baseline. This helps avoid unwrapping errors due to erroneous DEMs.

6. Summary and Conclusions

Here, we presented a novel time-space-based filtering method that allows for the isolation and
mitigation of virtually any conceivable non-intrinsic error source that affects interferometric ground
deformation measurements, by means of including prior constraints on their temporal behavior in the
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DInSAR analysis. Including prior information on gas plume related refractivity variations furthermore
enabled us to identify and map spatially correlated repeating interferometric phase delay patterns
caused by refractivity changes within volcanic gas plumes that were drifted in a similar direction
during several subsequent SAR acquisitions. Apart from potentially being a new tool to detect
volcanic gas plumes in DInSAR data, the WBDD algorithm thus provides the possibility to mitigate the
plume-induced phase delay, where deformation measurements are the main purpose of monitoring.

Similarly to the small baseline subset algorithm our technique operates on a pixel-by-pixel basis
on areas that show sufficient coherence throughout the entire DInSAR time series. The algorithm
requires only a relatively short time series comprising at least 2 temporally interconnected DInSARs,
respectively 3 observations in order to capture the plume related phase delay, and when more than
2 interferograms are available, these do not necessarily have to be temporally connected. Moreover,
the method allows for iterative determination of PWV contents in the volcanic gas plume by matching
the estimated phase delays with theoretical phase delays derived from ground-based gas emission
measurements, which resulted in reasonably realistic values for the gas plume of Láscar volcano.

To our knowledge this is the first time that phase delay effects in volcanic water vapor emissions
were quantitatively investigated by means of radar interferometry. Examination of PWV contents and
associated phase delay effects in the volcanic gas plume of Láscar yielded daily average bulk plume
PWV contents of 0.2 to 2.5 mm water column, which would generate plume wide excess path delays
in the range of 1.6 to 20 mm. The corresponding H2O emission rates ranged from 5 to 100 kt·day−1

and remarkably displayed a similar temporal behavior as the PWV contents that were obtained for the
downwind portion of the gas plume. Our observations consider that the locations of the interferometric
patterns in the phase delay estimates are consistent with determined locations of the volcanic plume,
and variations in phase delay amplitudes are in good agreement with variations in the strength of the
emission source and humidity of the ambient atmosphere. Therefore there is ample evidence, that the
DInSAR phase variations detected by the WBDD algorithm are indeed related to refractivity variations
in the volcanic plume. Additional independent data on plume location and chemistry at the time of
SAR acquisitions would help to further corroborate our results as a proof of concept.

We have illustrated that integrating a-priori information from gas emission measurements and
meteorological data into the analysis of DInSAR time series provides previously unknown possibilities
to efficiently decompose the radar signal into different phase contributions. The implications of
this new technique are wide, ranging from improved deformation measurements to simultaneous
quantification of volcanic outgassing activity, DEM error estimation, and meteorological applications,
such as mapping and quantification of turbulently transported atmospheric PWV in each SAR
acquisition. Our results furthermore encourage the use of data from ground-based gas emission
monitoring networks, such as NOVAC for calibration and validation of satellite-based measurements
on active volcanoes.
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Appendix A. Estimation of PWV Contents in the Volcanic Cloud

Water vapor contents in the volcanic plume were estimated by scaling the SO2 column
density profiles measured by our scanning DOAS with the molar H2O/SO2 ratio derived from
gas compositional measurements of the Multi-GAS instrument. For this purpose we used the ‘raw’
differential SO2 SCD output of the NOVAC-software [91], which in our case provides SO2 path length
concentrations in units of ppm·m, that is SO2 concentration distributed along the effective light paths
captured at each observing angle of the scans. Several conversions of the ‘raw’ data were necessary, in
order to estimate the precipitable water vapor content of the volcanic cloud in a vertical atmospheric
column right above each point of the plume cross-sections.

The light paths associated with the conical viewing geometry of the scanning DOAS instrument
are generally inclined with respect to the vertical, entailing amplification of the absorption signal in
relation to the signal that would be obtained along the more direct zenith light path due to extension
of the distance that the incoming light has to travel through the absorbing air mass. Extension of the
effective light path along inclined viewing directions is typically taken into account by means of the
so-called air mass factor (AMF), which relates the measured SO2 SCDs to their respective vertical
column densities (VCDs). The SO2 VCDs thus simply correspond to the ratio of SO2 SCDs and air
mass factor as expressed in Equation (A1) (e.g., [92]).

SO2 VCD (ppm·m) =
SO2 SCD

AMFG
(A1)

Here, we used a geometrical approximation of the air mass factor AMFG, that can be derived for
each viewing direction of a scan by means of Equation (A2) [91]

AMFG =

√√√√ (cos(β) cos(δ) + sin(β) cos(θ) sin(δ))2 + (sin(β) sin(θ))2

(cos(β) sin(δ) + sin(β) cos(θ) cos(δ))2 + 1, (A2)

where θ is the scan angle (or zenith angle, which corresponds to the angle between observing elevation
and zenith position), δ = 0 is the tilt of the scanner of our DOAS station at Láscar, and β = 60 is half
the opening angle of the conical scanning surface. More sophisticated radiative transfer corrections
were not performed additionally. The resulting SO2 VCDs are given as path length concentrations in
units of ppm·m, and were used to approximate the corresponding PWV contents in units of mm water
column. This required several steps of conversion, which were combined in Equation (A3).

PWV (mm) = 10 mm × SO2 VCD(ppm·m)× 2.5 × 1015SO2 molecules·cm−2 × H2O/SO2

3.34 × 1022H2O molecules·cm−2 (A3)

Single steps of this conversion equation were derived from the following relationships.
A path length concentration of 1 ppm·m SO2 roughly corresponds to a column density of
2.5 × 1015SO2 molecules·cm−2 at standard conditions for temperature and pressure, that is 298.15 K
and 1 atmosphere air pressure (e.g., [91]). The corresponding number of vertically integrated
water vapor molecules per square centimeter thus is readily obtained by scaling the SO2 VCDs
in units of molecules·cm−2 with the H2O/SO2 molar ratio determined from the Multi-GAS
measurements. H2O VCDs in units of molecules·cm−2 further can be converted to the total
amount of water vapor present in a vertical atmospheric column, also known as column integrated
water vapor (IWV), which is commonly stated as the vertically integrated mass of water vapor
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per unit area (e.g., kg·m−2). At conditions of 1 atmosphere air pressure and 273.15 K one
can find that an IWV of 1 g H2O cm−2 (

= 10 kg H2O m−2) roughly corresponds to a column
density of 6.02214 × 1023 molecules·mol−1/18.015 g·mol−1 = 3.34 × 1022 H2O molecules·cm−2,
and respectively to 10 mm of an equivalent column of liquid water (A4) (pp.3 and 4 of the Appendix in
McClatchey et al. [93]; or p.3 in Wagner et al. [94]).

3.34 × 1022H2O molecules·cm−2 = 1 g·cm−2 = 10 kg·m−2 ≈ 10 mm water column (A4)

Conversion of IWV in units of kg·m−2 to PWV in units of mm water column is obtained using
Equation (A5) (e.g., [61])

PWV(mm) =
IWV
ρLW

, (A5)

where the density of liquid water ρLW typically roughly is equal to 1 g·cm−3, and thus a water
vapor column density of 1 kg·m−2 roughly corresponds to 1 mm height of an equivalent column of
liquid water.

Appendix B. Compensation of Downwind Evaporation

LWCs in the plume above the crater rim were unknown, thus it was not possible to determine
the actual evaporation rate from a predefined amount of liquid water. Considering increasing water
vapor concentrations, respectively increasing H2O/SO2 ratios in the downwind portion of the volcanic
plume, we thus calculated the drying power of the ambient air, respectively potential evaporation rates
at plume height, based on climatic variables obtained from GDAS1 soundings, and terrain surface
roughness. Potential evaporation rates were then used to scale our fixed H2O/SO2 ratio in order to
compensate for downwind evaporation.

Potential evaporation rates correspond to the amount of liquid water that can be transformed
to vapor through evaporation, if sufficient water is available (e.g., [95]). Assuming an unlimited
availability of water, evaporation can in such a situation continue until the air above the evaporating
surface approaches saturation humidity, and therefore actual evaporation cannot exceed potential
evaporation. In the present case, availability of liquid water does not seem to be a limiting factor inside
the plume, since we made the observation that the plume typically still is partly condensed when it
arrives at the scanning DOAS. We thus assume that scaling by the potential evaporation rate yields a
feasible approximation of the increase in water vapor at the expense of liquid water in the downwind
portion of the volcanic cloud. We further assume that downwind dilution of water vapor due to
dispersion of the plume is largely covered by the variations of the SO2 column densities measured by
the DOAS, since both water vapor and SO2 are equally affected by diffusion and turbulent mixing
processes (e.g., [96]). The amount of evaporation occurring inside the plume is largely controlled
by the humidity of the entrained ambient air and the degree of turbulent mixing with air parcels
of the plume, which is mainly governed by wind speed and atmospheric stability. Evaporation is
thus commonly more pronounced during periods with dry atmospheric conditions and high wind
velocities, which cause the transport of the plume to be more turbulent, and it is less significant, when
the atmosphere is more humid and less turbulent, due to small transport velocities.

Evaporation rates were calculated by an aerodynamic (respectively mass-transfer) method
(e.g., [97]), using temperatures, dew point temperatures, and wind speeds obtained from GDAS1
soundings provided by the National Oceanic and Atmospheric Administration (NOAA) [79].
The aerodynamic approach can be expressed by a Dalton-type Equation (A6) [98,99],

EP

(
cm·sec−1

)
= f (u)(es − e), (A6)

in which EP is the rate of potential evaporation (cm·sec−1), f (u) is a wind speed function
(cm·sec−1·hPa−1), respectively the vapor transfer coefficient, which is based on a logarithmic vertical
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wind velocity profile, and the second term (es − e) is the humidity term corresponding to the vapor
pressure deficit of air (hPa). The product of both is typically referred to as the drying power of air.
The wind function of the Dalton-type equation can be written as (A7) (Equation (4) in [100])

f (u)
(

cm·sec−1·hPa−1
)
=

ρAIR εk2

ρLW P
u1

ln(z1/z0)
2 , (A7)

where ρAIR and ρLW correspond to the density of moist air and liquid water (g·cm−3), respectively.
ε = 0.622 is the ratio of the molar mass of water vapor (18.015 g·mol−1) to the average molar mass
of dry air (28.9647 g·mol−1), and k = 0.4 is the dimensionless von Kármán’s constant describing the
logarithmic velocity profile of a turbulent air flow near a rough boundary with a no-slip condition [101],
i.e., it is assumed that wind speed is zero directly above the surface. u1 refers to the wind speed
(cm·sec−1) at measurement height z1 (cm above ground surface), and P is barometric pressure
(mbar or hPa) at measurement height z1. z0 is the surface roughness height (cm above surface),
which corresponds to the average height of obstacles in the trajectory of the wind [102]. The density of
moist air ρAIR (g·cm−3) was calculated using the ideal gas law (A8)

ρAIR

(
g·cm−3

)
=

0.1P
Rd(1 + 0.608qv)(T + 273.15)

, (A8)

where Rd
(

J·kg−1·K−1) = 287.04 is the gas constant for dry air, P is barometric pressure (hPa), T air
temperature (◦C), and qv specific humidity (g·g−1), which in turn was approximated by Equation (A9).

qv
(

g·g−1
)
= ε

e
P

(A9)

Here, ε = 0.622 again is the ratio of the molar mass of water vapor to the average molar mass of
dry air, e is the partial pressure of water vapor in hPa, and P is barometric pressure in hPa.

Saturation vapor pressure es (hPa) was calculated using the August–Roche–Magnus
formula (A10) [103] with coefficients determined by Sonntag [104] (Table 1 in [105]).

es (hPa) = 6.112exp
17.62T

243.12 + T
, (A10)

where T is temperature in Celsius degree. Water vapor partial pressure e (hPa) was calculated as a
function of relative humidity and saturation vapor pressure using Equation (A11)

e (hPa) =
RH
100

es, (A11)

where RH/100 is the fractional relative humidity, and es saturation vapor pressure at the ground level
of the GDAS1 sounding. Relative humidity (%) was obtained by comparison of actual water vapor
partial pressure e and saturation vapor pressure es, using Equation (A12) with coefficients determined
by Alduchov and Eskridge [105].

RH (%) = 100
e
es

= 100
exp(17.625TD)/(243.04 + TD)

exp(17.625T)/(243.04 + T)
, (A12)

where T and TD are air temperatures, and respectively dew point temperatures in Celsius degree.
Density of liquid water ρLW (kg·m−3) was calculated from temperatures T (◦C) at plume height using
Equation (A13) that was empirically determined by Jones and Harris [106].

ρLW
(
kg·m−3) = 999.85308 + 6.32693 × 10−2 T − 8.523829 × 10−3 T2

−6.943248 × 10−5T3 − 3.821216 × 10−7T4 (A13)
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The roughness height z0 was approximated by Equation (A14), which was experimentally
determined by Plate and Quraishi [107] in wind tunnel experiments, and which yields fair results in
the absence of more precise information [108].

z0 (cm) = 0.15h, (A14)

where h is the average height of roughness elements (cm). As in this work the volcano is the main
obstacle, and since the evaporating surface, respectively the volcanic plume typically is located roughly
at summit altitude of the volcano, the average height of roughness elements relevant for the turbulent
mixing of the plume with the atmosphere, was assumed to be equal to the height of the volcano above
the surrounding plateau (about 750 m).

Appendix C. Estimation of PWV Contents in the Atmosphere

Background PWV contents in the atmosphere above the volcano were approximated by means
of an empirically determined regression Equation (A15), which is based on the experimental results
of Garrison and Adler [109] and proved to be applicable over a broad range of climatic conditions
(e.g., [110]). The calculation requires climatic variables including pressure, dew point temperature and
temperature, which were obtained from vertical atmospheric GDAS1 profiles provided by NOAA.

PWV(mm) =
4.1173 RH P

1013.25(273.15 + T)
es + 0.2, (A15)

where RH is relative humidity (%), which was calculated using Equation (A12), P is barometric
pressure in hPa, T is temperature in Celsius degree, and es saturation vapor pressure at the ground
level of the GDAS1 sounding was calculated using Equation (A10). Note that we reduced the intercept
of the equation from +2 to +0.2 mm water column, in order to adapt the formula to hyper-arid
conditions that are characterized by average PWV contents of less than 1 mm.

Appendix D. Wind Field during SAR Acquisitions

Wind, in particular over arid regions, plays a major role for the transport of humidity in the
atmosphere, which is also true for the humidity emitted from volcanoes. In order to understand
humidity variations in the atmosphere above a volcano, it is thus necessary to know about the local
wind field. The temporal variations of the wind field above Láscar volcano were examined using
atmospheric soundings of the Global Data Assimilation System (GDAS1) with one-degree grid spacing
provided by NOAA. The soundings were concatenated to form a time series of wind speed and
direction encountered at Láscar volcano during the period of interest (Figure A1a,b). Wind speeds at
plume altitude ranged from 0.1 to 18 m·sec−1 during the period of interest, and generally decreased
throughout the whole atmospheric profile during austral summer (December to February) (Figure A1a).
High altitude winds over the region usually are prevailing westerly throughout the year (orange colors
in the upper part of Figure A1b), and are interrupted by short periods, which are dominated by easterly
wind anomalies during austral summer. Surface winds typically are oriented according to topography,
and exhibit pronounced diurnal variations (alternating blue and orange colors in the lower part of
Figure A1b). These diurnal variations are characterized by valley winds (anabatic upslope breezes
depicted by orange colors in the lower part of Figure A1b) that typically occur during daytime due to
insolation of mountain flanks, and increasing wind speeds towards the evening (light blue colors in
the lower part of Figure A1a), whereas rather calm mountain winds (katabatic downslope breezes and
over-hill flows) prevail during the night (depicted by blue colors in the lower part of Figure A1b and
dark blue colors in Figure A1a). Diurnal variations in surface wind directions are more prominent
during summer, frequently resulting in a characteristic diurnal pattern of plume transport directions.
We observed that in the morning hours of a summer day the plume typically drifts towards west or
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northwest, turning over south towards east before noon, where it stays more or less steady until sunset.
Downslope winds frequently force the plume to follow the steep morphology of the volcano.

Time series of wind directions in the range of typical plume heights, namely several 100 m
above and below the summit of Láscar volcano were extracted from the 500 and 550 mbar pressure
levels of the GDAS1 soundings, respectively, in order to narrow down the range of possible
plume transport directions at the times of SAR acquisitions (Figure A1c,d). Wind directions at the
time of SAR acquisitions of track 111, which were conducted around sunrise at about 10:00 a.m.
UTC (Figure 2b), were predominantly westerly during spring 2013 and late summer 2014, whereas
easterly directions prevailed during early summer 2013. Wind directions were generally very similar
over the broad altitude range of both pressure levels, indicating relatively stable wind conditions.
Pronounced differences in wind directions above and below summit were mainly observed during
early summer, when winds tended to be less stable with respect to the direction, and were characterized
by low velocities.

Figure A1. (a,b) Time series of vertical atmospheric profiles depicting variations in (a) wind speed and
(b) wind direction. Note the weak winds accompanied by strong variations of wind directions during
austral summer (ranging from December 2013 to February 2014). (c,d) Time series of wind directions
some 100 m (c) above and (d) below the summit of Láscar (500 and 550 mbar pressure levels of the
GDAS1 soundings, respectively). Wind directions at the time of SAR observations are indicated by
red (master scene) and blue dots (slave scene). Wind directions during austral summer (ranging from
December 2013 to February 2014) were predominantly easterly at the time of SAR observations.

We further complemented our observations by means of an additional high resolution wind field
analysis, which is based on 3-dimensional gridded hindcasts of the Weather Research and Forecasting
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model (WRF). This we did, in order to resolve how the wind field evolved from turbulent flow close to
the ground surface to laminar flow at higher altitude during the times of SAR acquisitions, because the
gas plume typically is being emitted at the interface between surface flows and higher altitude flows.
To this end, the WRF simulation was run using a 900 m horizontal grid spacing and a vertical division
of 51 (terrain-following) eta levels.

Surface wind fields obtained from the lowest eta level of the WRF simulation, reveal that katabatic
(downslope) winds prevailed during most SAR acquisition times (Figure A2).

 

Figure A2. Time series of surface wind fields obtained from the lowest eta level of WRF, determined
for acquisition times of each SAR image. Katabatic (downslope) mountain winds prevail at the time
of SAR acquisitions, which were recorded during the early morning hours at about 10:04 a.m. (UTC),
respectively 07:04 a.m. (CLST).

The wind fields of all acquisition times were averaged, in order to match the cumulative SAR
delay estimates produced by WBDD. This was done for the first eta level, which represents the wind
conditions closest to the surface (Figure A3a). Changing conditions with increasing altitude were
captured by means of gradually increasing the number of eta levels, which were included into the
averaged wind field. In other words eta levels 1–5, 1–10, and 1–15 were combined to yield averaged
wind fields (Figure A3b–d). Average wind direction of the terrain following winds close to the surface
was predominantly towards southeast aloft the plateau, and heading downslope, which is mainly
oriented towards west, over the western flank of the plateau (Figure A3a). Gradual integration
of more eta levels into the average wind field nicely illustrates the turning direction of the winds
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with increasing altitude (Figure A3a–d), finally arriving at upper tropospheric westerly trade wind
directions, which are typical for this region (Figure A3d).

 

Figure A3. Averaged wind fields combining wind fields of all SAR observation times. (a) Average
surface winds from eta level 1 (b) Average winds up to 387 m above surface (c) Average winds up to
1402 m above surface (d) Average winds up to 3193 m above surface.

Appendix E. The Decomposed APS: Non-Repeating and Repeating Atmospheric Phase Delays

E.1. Single Event APS Estimates

Delay maps of single event APSs were generated to mitigate non-repeating atmospheric
disturbances from the gas plume estimate, and were used to infer the meteorological conditions
during each SAR observation (Figure A4). These APS estimates are presented in the form of simple
phase delay maps, where the scale indicates lengthening or shortening of the radar delay in units of
millimeters. Such phase delay maps are snapshots of the meteorological situation, reflecting the spatial
distribution of water vapor fields at the times of SAR acquisitions. Atmospheric disturbances aloft
volcanoes are generally more pronounced and show more complex flow patterns on the lee side of the
volcanic edifice [18]. This anisotropic distribution of turbulent atmospheric patterns can be attributed
to the presence of volcanic gas plumes on the one hand, but also to orographic effects that govern the
transport of moist air over mountainous terrain [17,20]. Orographic effects comprise diabatic heating
of air masses over insolated mountain flanks and orographic lifting of air masses that are pushed by
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the wind, causing upslope advection of moist air that is forced to rise following the steep topography,
and to cool adiabatically causing an increase of the relative humidity.

 

Figure A4. Single event APS estimates superimposed by surface wind fields obtained from the lowest
eta level of WRF (thin white arrows). Scales indicate range change in millimeters, and are unique to each
image, in order to enhance contrast by depicting the full range of each image. Katabatic (downslope)
mountain winds prevail at the time of SAR acquisitions recorded during the early morning hours
(10:04 a.m. GMT, local time is offset −3 h). Wind barbs indicate wind directions and wind speeds
above the summit of Láscar volcano, which were obtained from GFS hindcasts at the times of SAR
acquisitions. The barbs are displaced upstream in order not to cover the delay signatures of the
summit area. The individual lines of the barbs represent the wind speeds in units of knots (half strokes
correspond to 5 knots and full strokes correspond to 10 knots). Wind directions (clockwise degrees from
North), wind speed (m·sec−1) and estimated average PWV contents (mm) are additionally indicated in
the upper right corner of each image.
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APS delay patterns were compared to wind directions and atmospheric PWV contents estimated
for the times of SAR acquisitions to assure that the modeled and measured wind directions and
PWV estimates are consistent with the location and strength of associated phase delay patterns.
Wind directions determined for the summit region of Láscar were prevailing westerly during the early
morning hours of the “dry season”, whereas wind directions of the “wet season” were predominantly
easterly (see Figure A1c,d, Figures A2 and A3). This is reflected by the spatial distribution of cloud
shaped signatures, which are confined to the plateau east of the volcano during the “dry season”,
while pronounced cloud shaped signatures are mainly confined to the western flank of the volcano
during early summer, indicating that moist air has been transported at low-altitude by easterly winds
towards the edge of the plateau during the “wet season” (period comprising SAR acquisitions of
23 December 2013 to 14 January 2014). Wind directions are thus consistent with the spatial distribution
of observed phase delay patterns and PWV estimates agree with the strength of these patterns.
Enhanced humidity variations encountered during SAR acquisitions of early summer can further
be ascribed to the SAR acquisition strategy. Space based SARs typically repeat their observations at
the same local time, causing SAR observations of early summer to be more affected by atmospheric
disturbances, since they are recorded later with respect to sunrise, due to variations in the length of the
day (Figure 2b). At Láscar volcano this effect is additionally enforced by more humid conditions that
generally occur during that period.

E.2. Repeating Atmospheric Phase Delays

The phase delay estimates obtained for air temperature, air pressure and relative humidity priors
comprise refractivity related phase contributions, which repeatedly occurred in all DInSARs of the
time series and thus were not captured by the single event APS estimates. Such phase contributions
therefore may contain residues of the stratification, which have not yet been removed through the
coarse atmospheric correction that was performed prior to WBDD analysis utilizing the phase delay
simulations obtained from the WRF, as well as repeating orographic effects, which may occur in
multiple interferograms due to similar weather conditions.

Phase delay patterns in the air temperature dependent phase screen (Figure 6e) are asymmetrically
distributed with respect to topography of the volcanic edifice, which can be ascribed to the distinct
exposure of mountain flanks to sunlight. All SAR observations used in this study were made around
sunrise, thus the western flank commonly lies in the shadow of the volcanic edifice, resulting in cooler
air masses with a higher refractivity aloft the western flank, which produces a lengthening of the
propagation path delay, whereas the air masses above the flat plain southeast of the volcano, the summit
region, and the eastern flanks are subjected to diabatic heating due to a more pronounced insolation,
which causes refractivity in the overlying air mass to be smaller due to higher air temperature.

Phase delay patterns of the pressure related phase screen (Figure 6f) indicate a lengthening of
the delay over several confined steep-sloped areas, which are particularly exposed to westerly winds.
The phase delay patterns of the temperature and pressure phase screens (Figure 6e,f) thus have the
opposite direction, if compared to the phase delay patterns of the gas plume estimates (Figure 6c,d),
resulting in a partial cancellation of the plume related phase delay (Figure 6b). Cancellation of the
opposing phase screens hence reflect the negative dependence of volcanic gas emissions on barometric
pressure and ambient temperature [77,78]. This is further supported by the spatial distribution of
phase delay patterns in the relative humidity related phase screen (Figure 6g), which indicate enhanced
relative humidity over exactly the same areas, which show a decreased temperature in the temperature
phase screen (Figure 6e).

Appendix F. DEM Error Related Phase Delays

The SRTM-1 DEM that we used as a reference surface for our DInSAR observations is based
on data which have been recorded in February 11–22, 2000. Since then several explosive eruptions
occurred at Láscar volcano (July 2000, October 2002, December 2005, April 2006, and April 2013),
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which locally may have resulted in substantial changes in surface altitude that occurred previous
to the period considered here. This in turn may have given rise to phase differences in our SAR
interferograms, where the ground surface geometries measured by SAR observations and modeled
digital elevation are different. The amplitude of such topographical artifacts is largely controlled
by the measurement geometry of the DInSAR measurement, and generally increases proportionally
to the length of the spatial baseline. As these phase differences can become exceedingly large in
interferograms with a long spatial baseline, we instead used very small baseline interferograms for our
DInSAR decomposition analysis.

The patterns in the phase delay estimate that we obtained for the spatial baseline prior are indeed
intimately linked to topographic features (Figure 6h), and thus very likely reflect the development
of the land surface during the period following the SRT Mission. The most prominent feature of this
phase delay estimate is a pronounced shortening of the phase delay in the summit region of Láscar
and on the SW flank of Aguas Calientes, which may be attributed to the deposition of erupted material.
Furthermore, a lengthening of the phase delay occurs along morphological depressions, which follow
the steep southeastern flank of Láscar and the base of Aguas Calientes, and therefore may be a result
of removal or compaction of sedimentary deposits.

Appendix G. Estimation of APS Amplitude using Modeled Atmospheric PWV Contents
Obtained from GDAS1 Soundings

The atmospheric phase contributions in our coarsely corrected DInSAR maps (Figure 5b) are
mainly caused by the presence of water vapor. Amplitudes of the atmospheric contribution to total
DInSAR phase thus to a certain extent may be predicted using the modeled atmospheric PWV contents
that were obtained from GDAS1 soundings for the summit region of Láscar volcano (Figure 7b and
Table 2, columns 6 and 11).

In order to assess how well these modeled PWV values are suited to reproduce the APS amplitudes
we therefore utilized the calculations described in Section 3.4 to determine the differential slant wet
delays (dSWDs) that the PWV contents would produce in respective DInSARs, and compared their
absolute values to the measured amplitudes of associated phase delays in each of the corresponding
DInSAR maps (Figure 5b).

As a first step, we compared these predicted dSWDs (Table A1, column 4) to visually determined
estimates of the mean APS amplitude in each of the DInSARs (Table A1, column 5). Using the scale bar
ranges of the DInSAR maps in Figure 5 as reference, the mean APS amplitudes in five of the DInSARs
(DInSARs 1-3, 5 and 6) were estimated to roughly amount to half of the scales, because a majority
of the APS amplitudes does not exceed half of the associated scale, while they rather span 2/3rds
of the scale bar in DInSAR 4, and only about 1/4 in DInSAR 7. Comparing the absolute values of
the predicted dSWDs with our estimates of the mean APS amplitudes measured in corresponding
DInSARs reveals that the latter are surprisingly well represented by the modeled dSWDs (R2 = 0.96;
Figure A5a), which at average are offset from measured APS amplitudes by merely 2.1 mm.

In order to obtain more representative values for the measured amplitudes of the atmospheric
delays in the DInSAR maps (Figure 5b) we further determined the root-mean-square-deviation (RMSD)
of the phase delay amplitudes in each DInSAR map (Table A1, column 6) and compared it to the
absolute values of the dSWDs, which the GDAS1 soundings predicted for the acquisition times of
corresponding DInSARs. The comparison revealed that the absolute values of the predicted dSWDs
are in good agreement with the RMSDs of DInSAR amplitudes (R2 = 0.70; Figure A5b).
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Table A1. Absolute values of predicted dSWDs, obtained from GDAS1 soundings, along with estimates
of the mean measured APS amplitudes (= scale bar fractions of DInSARs) and RMSDs of phase delay
amplitudes in DInSARs.

DInSAR #

Master Scene Slave Scene

predicted
|dSWD| (mm)

Estimated Mean APS
Amplitudes = DInSAR
Scale Bar Fraction (mm)

RMSD of DInSAR
Amplitudes (mm)

Date Date

(yyyy-mm-dd) (yyyy-mm-dd)

subset 01
DInSAR 1 2013-12-12 2013-11-20 8.8 10 = 1/2*20 1.6
DInSAR 2 2013-12-12 2013-12-01 11.3 10 = 1/2*20 1.4
DInSAR 3 2013-12-12 2014-02-05 17.6 15 = 1/2*30 2.3

subset 02
DInSAR 4 2013-10-18 2013-12-23 36.2 33.33 = 2/3*50 5.1
DInSAR 5 2013-10-18 2014-01-03 18.7 20 = 1/2*40 2.5
DInSAR 6 2013-10-18 2014-01-14 23.8 20 = 1/2*40 3.8
DInSAR 7 2013-10-18 2014-02-16 8.5 10 = 1/4*40 3.2

 

Figure A5. Comparison of the absolute values of the predicted dSWDs with (a) estimates of the mean
measured APS amplitudes, and with (b) RMSDs of phase delay amplitudes in DInSARs. Best fitting
linear regression lines (thick black lines) are depicted along with their corresponding equations and
R-squared values. Additionally, to guide the eye, linear regression lines that are forced through zero
(thin dashed lines) are given as reference.

Appendix H. Gas Plume Related Phase Delays of DInSAR Time Series Subsets 01 and 02

Interferograms of DInSAR time series subsets 01 and 02 were decomposed, in order to separately
examine the associated gas plume related phase delays. Estimates of gas plume related phase delays
were computed for each of the two disjoint time series subsets, i.e., using a limited number of three
(subset 01), and respectively four temporally interconnected interferograms (subset 02). Presented are
the results obtained from the WBDD run, that was conducted omitting surface temperature and
pressure priors, i.e., the phase delays associated to refractivity changes caused by atmospheric pressure
and temperature variations were not prevented from leaking into the phase delay estimates obtained
for the gas plume. Gas plume estimates of both subsets show a fan-shaped interferometric pattern
indicating lengthening of the radar path over the south-eastern flank of Láscar volcano (depicted by
yellow to orange colors in Figure A6a,b), which is in good agreement with the common direction of
plume transport (see supplementary Figure A1c,d, Figures A2 and A3 in Appendix D, where a detailed
description of the wind field is given). Furthermore, this delay lengthening is coherent regarding the
expected effect (Equation (1) in Smith and Weintraub, [66]), because the enhanced water vapor content
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of the volcanic gas plume is expected to increase the refractivity with respect to its surroundings.
Negatively correlated phase delay patterns (depicted by cyan to blue colors in Figure A6a,b), which are
distributed over the western flanks of Láscar and Aguas Calientes volcanoes, in contrast are incoherent
in terms of the expected sign of the phase delay (Equation (1) in Smith and Weintraub, [66]) and thus
cannot be attributed to the gas plume. They rather indicate the contribution of another process (or other
processes), which was (were) not mitigated from the gas plume estimate. Subset 02 was additionally
processed without the SAR acquisition of 3 January 2014, in order to display the resulting reduction of
the phase delay amplitude in the repeating plume related signal (Figure A6c). PWV contents inside
the plume and their respective differences were larger for SAR observations of subset 01, than they
were for observations of subset 02 (Table 2), suggesting a stronger influence on the gas plume related
phase delay signal of subset 01 (Figure A6a), if compared to subset 02 (Figure A6b,c). The amplitudes of
the estimated phase delays displayed in Figure A6a–c are thus consistent with their respective input
dSWD values (Table 3, column 4), and are also in accordance with humidity contrast between plume
and atmosphere (Table 2).

Figure A6. Delay correlation maps depicting estimated interferometric gas plume patterns from
(a) subset 01 and (b) subset 02. (c) Estimated interferometric pattern from subset 02, where the SAR
observation of 03 Januray 2014 was omitted. All three estimates contain phase contributions of the
temperature and pressure related phase screens (TPS & PPS not removed). Scales correspond to
estimated delay (mm) per theoretical delay (mm). Upper and lower bounds of the scale bar are equal
to unity in subset 01, but not in subset 02, indicating that the estimated delay in subset 02 was by a factor
2 larger than the theoretical delay.
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Abstract: In May 2016, three powerful paroxysmal events, mild Strombolian activity, and lava
emissions took place at the summit crater area of Mt. Etna (Sicily, Italy). During, and immediately after
the eruption, part of the North-East crater (NEC) collapsed, while extensive subsidence affected the
Voragine crater (VOR). Since the end of the May eruptions, a diffuse fumarolic activity occurred from
a fracture system that cuts the entire summit area. Starting from 7 August, a small vent (of ~20–30 m in
diameter) opened up within the VOR crater, emitting high-temperature gases and producing volcanic
glow which was visible at night. We investigated those volcanic phenomena from space, exploiting
the information provided by the satellite-based system developed at the Institute of Methodologies for
Environmental Analysis (IMAA), which monitors Italian volcanoes in near-real time by means of the
RSTVOLC (Robust Satellite Techniques–volcanoes) algorithm. Results, achieved integrating Advanced
Very High Resolution Radiometer (AVHRR) and Moderate Resolution Imaging Spectroradiometer
(MODIS) observations, showed that, despite some issues (e.g., in some cases, clouds masking the
underlying hot surfaces), RSTVOLC provided additional information regarding Mt. Etna activity.
In particular, results indicated that the Strombolian eruption of 21 May lasted longer than reported
by field observations or that a short-lived event occurred in the late afternoon of the same day.
Moreover, the outcomes of this study showed that the intensity of fumarolic emissions changed
before 7 August, as a possible preparatory phase of the hot degassing activity occurring at VOR.
In particular, the radiant flux retrieved from MODIS data decreased from 30 MW on 4 July to an
average value of about 7.5 MW in the following weeks, increasing up to 18 MW a few days before
the opening of a new degassing vent. These outcomes, in accordance with information provided
by Sentinel-2 MSI (Multispectral Instrument) and Landsat 8-OLI (Operational Land Imager) data,
confirm that satellite observations may also contribute greatly to the monitoring of active volcanoes
in areas where efficient traditional surveillance systems exist.

Keywords: Mt. Etna; multi-platform satellite observations; RSTVOLC

1. Introduction

Several papers have shown that satellite remote sensing may play an important role for studying
and monitoring thermal volcanic activity, due to global coverage, continuity, and high frequency of
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observation, particularly in remote areas where ground-based surveillance systems are often lacking
(e.g., [1–5]).

Sensors such as TM (Thematic Mapper) and ASTER (Advanced Spaceborne Thermal Emission and
Reflection Radiometer), that have a repeat cycle of 16 days and offer channels in the SWIR (shortwave
infrared) and TIR (thermal infrared) bands with a spatial resolution of 30–90 m, were widely used to
investigate volcanic thermal anomalies (e.g., lava bodies, fumarole fields) [1,6–8]. HYPHERION,
which is a hyperspectral imaging spectrometer providing VNIR (visible, near-infrared)/SWIR
data at 220 wavelengths, was profitably used even for characterizing hot magmatic surfaces
(e.g., [7,8]). AVHRR (Advanced Very High Resolution Radiometer) and MODIS (Moderate Resolution
Imaging Spectroradiometer), acquiring data in the MIR (medium infrared) band and offering a
good compromise between spatial and temporal resolution (1.1 km at the nadir; up to 6 h for
AVHRR), represented key instruments for monitoring active volcanoes from space (e.g., [9–14]).
SEVIRI (Spinning Enhanced Visible and Infrared Imager), like other geostationary satellite sensors,
enabled the prompt identification of short-lived eruptive events (e.g., [15–19]), thanks to the high
frequency of observation (15 min) and despite the low spatial resolution (3 km at the sub-satellite
point).

Data from the above-mentioned sensors were exploited to retrieve the volcanogenic radiant flux,
the time variations of which can be used as a proxy of the intensity changes of volcanic eruptions
(e.g., [20–24]). This parameter enables the estimation of lava effusion rate, which is a critical parameter
for numerical models that aim to predict lava flow paths (e.g., [25]).

In this paper, we present the results of satellite monitoring of Mt. Etna (Sicily, Italy) thermal
activity between May and August 2016, integrated with ground-based structural and volcanological
data. In particular, we investigate the eruptive events occurring in May and the fumarolic emissions
recorded before the opening of a small degassing vent within the Voragine crater (VOR). The latter is
one of Mt. Etna summit craters which has opened at the top of the central conduit, see Figure 1 [26,27].

Figure 1. Structural map of the summit area of the Mount Etna volcano, updated in August 2016.
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These events were investigated by means of a satellite-based system developed at IMAA
(Institute of Methodologies for Environmental Analysis) implementing the RSTVOLC algorithm [28].
This monitoring system integrates AVHRR and MODIS observations for monitoring Italian volcanoes
in near-real time, generating hotspot products (i.e., JPG, Kml, and ASCII files) a few minutes after the
sensing time [29]. The work aims at assessing the contribution that multi-platform satellite observations
may provide for better monitoring Mt. Etna, complementing the information provided by traditional
surveillance systems.

2. The 2016 Mt. Etna Eruptive Activity

Five months after the early-December 2015 eruptions [30,31], ash emissions resumed at the
North-East crater (NEC) during the night of 15–16 May 2016, while a Strombolian activity started
the day after [32]. On the morning of 18 May, a 20–30 m long, short-lived (a few minutes) eruptive
fissure activated on the northern flank of the NEC displaying weak spattering, immediately followed
by violent Strombolian activity which occurred at the VOR crater. At that time, an eruptive fissure also
opened feeding a lava flow, which expanded on the high Western flank of Mt. Etna. Within a couple of
hours, the Strombolian activity at VOR totally filled this crater and the adjacent Bocca Nuova crater
(BN), finally overflowing the BN western rim. The eruptive activity ceased the following night but
resumed on early 19 May for ~1 h. On 20 May, a strong explosive activity started again at VOR and a
new fracture field opened between VOR and the New South-East crater (NSEC), feeding a lava flow
that expanded toward the east in the high Valle del Bove depression. At the same time, a new lava
overflow occurred from the western rim of the BN. After a break of about a day, mild Strombolian
activity resumed during the night between the 22 and 23 May at NEC, while lava fountaining occurred
on the 24–25 May at VOR which eventually caused the total filling and obstruction of NEC, VOR,
and BN.

At the end of the 15–25 May eruptions, a ~N-S fractured area characterized the volcano’s summit.
This fracture field was ~400 m wide and ~2000 m long, extending from the northern flank of the NEC to
the eastern flank of the NSEC cone, crossing the eastern rim of the VOR, see Figure 1. This fracture field
is bounded towards the east by a graben several tens of meters wide that also caused the collapse of
the southern portion of the pyroclastic cone of the NEC, radically changing its morphology. As stated
before, in the central crater, which contains VOR and BN, see Figure 1, the eruptive activity emerged
at VOR only. After the end of the Strombolian activity that occurred on the 23–25 May, the VOR
showed conspicuous subsidence phenomena, evidenced by the formation of numerous sub-circular
and concentric fractures (lunar cracks) placed around a weakly degassing vent positioned at the bottom
of this crater. Moreover, the BN was totally obstructed by products that erupted in May 2016; however,
soon after the end of the eruption a weak subsidence also began to affect this crater.

Late in the evening of 7 August 2016, the top of Etna showed almost continuous flashes. Since that
moment, a new 20−30 m wide vent, placed on the inner eastern rim of VOR, emits a pulsating emission
of incandescent gases up to over 600 ◦C, see Figure 2; video footage of this activity can be found as a
supplementary material. The new degassing vent fits perfectly into the structural framework inherited
from the eruption of May 2016, see Figure 3. It is located in the area where the graben, described before,
intercepts the edge of the VOR; i.e., an area subject to open for the “pull” induced by the movement of
the eastern flank of the volcano [33–37] and for the subsidence that affects the bottom of the VOR.
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(a) 

 
(b) 

Figure 2. Mt. Etna activity of 10 August 2016 from the degassing vent opening within the Voragine
crater (VOR) crater; (a) morning picture; (b) afternoon picture with evidence of the volcanic glow
(credits: Marco Neri).

 

Figure 3. New degassing vent opened on 7 August 2016 and located along the fracture system formed
during the May 2016 eruption (see Figure 1 for map view) (credits: Marco Neri).

3. Methods: RSTVOLC Algorithm

The RSTVOLC algorithm [28] identifies volcanic hotspots by means of two local variation indices
defined as: ⊗

MIR(x, y, t) =
BTMIR(x, y, t)− μMIR(x, y)

σMIR(x, y)
(1)

⊗
MIR−TIR(x, y, t) =

ΔT(x, y, t)− μΔT(x, y)
σMIR(x, y)

(2)

In Equation (1), BTMIR(x, y, t) is the MIR (medium infrared) brightness temperature measured at
the time t for each pixel (x, y), whereas μMIR(x, y) and σMIR(x, y) are the relative temporal mean and
standard deviation. In Equation (2), ΔT(x, y, t) = BTMIR(x, y, t) − BTTIR(x, y, t), where BTTIR(x, y, t)
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is the brightness temperature measured in the TIR (thermal infrared) band at around 11 μm wavelength;
μΔT(x, y) and σΔT(x, y) stand for the relative temporal mean and standard deviation. These terms
are calculated after processing cloud-free satellite records selected according to specific homogeneity
criteria (i.e., same spectral channel/s, calendar month, satellite overpass time). In particular, the OCA
(One Channel Cloud-Detection Approach) RST-based method [38] is generally used to filter out cloudy
pixels from the scenes. The iterative kσ clipping filter, which is also implemented within the RSTVOLC

process, enables the removal of signal outliers (e.g., extremely hot pixels) [29].
The

⊗
MIR(x, y, t) index identifies anomalous signal variations in the MIR band of sensors

like AVHRR (channel 3: 3.55–3.93 μm) and MODIS (channels 21/22: 3.929–3.989 μm), where hot
magmatic surfaces reach the peak of thermal emissions [39,40]. The

⊗
MIR−TIR(x, y, t) index is used

jointly with the previous one for minimizing spurious effects associated with non-volcanological
signal fluctuations [28]. RSTVOLC, combining those indices, is capable of guaranteeing an efficient
identification of volcanic thermal anomalies (a cloud-masking procedure is used in the daytime before
running the algorithm) under different observational conditions (e.g., [12,18,41–43]).

4. Results

4.1. Monitoring the Paroxysmal Events of May 2016

To investigate the Mt. Etna eruptive events of May 2016, we show, in Figure 4, the curve of
the volcanic tremor (top panel) and the time series of the radiant flux (Qrad) retrieved from AVHRR
and MODIS data uncorrected for atmospheric effects (bottom panel). In more detail, in Figure 4b,
we also show eruption chronology and overcast periods, for better assessing the impact of clouds on
the achieved results. We estimated the radiant flux from infrared AVHRR data by outputs of a dual
band-three components method [44]; the mean Qrad value calculated from two end-members was
considered. The formulation proposed by [45] and amended by [46] was used to retrieve the same
parameter from MODIS data.

 
(a) 

(b) 

Figure 4. (a) Root-mean-square (RMS) tremor amplitude at Etna Cratere del Piano (ECPN) seismic
station, a.u. = arbitrary unit; (b) radiant flux retrieved from Advanced Very High Resolution Radiometer
(AVHRR) (orange bars) and Moderate Resolution Imaging Spectroradiometer (MODIS) (blue bars) data
from the 17 to 31 May. Eruption chronology and information about overcast periods (in light grey),
provided by the One channel Cloud-Detection Approach (OCA) method, is also reported.
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Figure 4b shows that the radiant flux estimated by satellite ranged, during the period of interest,
from a few MW up to a few GW. In particular, the paroxysmal event of May 18 was the most intense,
leading to Qrad values, retrieved from daytime MODIS and AVHRR data acquired under comparable
values of satellite zenith angle (SZA), in the range 2.5–4.0 GW. This paroxysm, occurring with lava
fountaining from VOR and a lava overflow from BN, generated the major peak in the volcanic tremor,
see Figure 4a. The following Strombolian activity lead to another sudden increase of this parameter
but it was undetected by RSTVOLC because of clouds, see Figure 4b.

During 20–21 May, another significant increase of Qrad, up to about 2.0 GW, was recorded.
This increase of radiant flux was determined by an eruptive activity similar to that of 18 May (see
eruption chronology), leading to the third abrupt increment in the volcanic tremor. The latter increased,
although in a less significant way than before, on 24 May when another lava fountaining activity
occurred. Based on the retrieved Qrad values, this eruptive episode was slightly less intense than
the previous one. Figure 4b shows that RSTVOLC also identified the Strombolian event of 22–23 May.
Moreover, it detected a thermal anomaly in between the Strombolian activities of 21 May and 22 May,
as indicated by values of the radiant flux retrieved in that period which were mostly lower than 1 GW.
In addition, an abrupt increase of Qrad was recorded in short-time intervals (e.g., in between AVHRR
and MODIS observations of 24 May at 20:23 UTC and 21:12 UTC), revealing some abrupt variations in
the intensity of the volcanic thermal emissions. However, due to cloud coverage and satellite overpass
times, some thermal activities (e.g., see 24 May) were undetected from space. On the other hand, even
the discontinuous identification of a low-level thermal anomaly after 25 May, possibly associated to a
weak degassing from VOR (leading to a minimum Qrad value of about 7.5 MW), is ascribable to clouds.

4.2. Investigating the Thermal Activity of June–August 2016

In Figure 5, we show the temporal trend of the total MIR radiance retrieved from nighttime
AVHRR and MODIS records of June–August 2016. We investigated only data with relatively low
values of satellite zenith angle (i.e., SZA < 40◦), unlike the eruptive events of May 2016, for minimizing
the impact of the satellite viewing geometry on the thermal anomaly detected from space.

Figure 5. Total medium infrared (MIR) radiance retrieved from hotspot pixels identified by Robust
Satellite Techniques–volcanoes (RSTVOLC) on nighttime AVHRR (blue bars) and MODIS (red bars)
data of June–August 2016. Dotted green line indicates the start of hot degassing activity at VOR. Note
that no MODIS data were acquired at Institute of Methodologies for Environmental Analysis (IMAA)
during 1−3 July because of antenna problems; AVHRR data acquired in July were unprocessed due to
geo-location issues.
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During the first week of June, no MODIS data were acquired at IMAA because of some antenna
problems. In July, AVHRR records were unprocessed due to some geolocation issues (the system was
back to being fully operational in early August). Despite these limitations, reducing the number of
available satellite scenes, RSTVOLC provided information about changes in Mt. Etna thermal activity.

Indeed, after the identification of a sporadic thermal anomaly in June RSTVOLC revealed, since
early July, the occurrence of more continuous thermal emissions at the crater area. In more detail,
Figure 5 shows that after 4 July, the total MIR radiances decreased, because of a less significant thermal
anomaly (see Figure 6), showing small fluctuations until 3 August when an evident increase of this
parameter was recorded. During 10–12 August, detected thermal anomaly was more extended in
terms of hot spot pixels, as shown by RSTVOLC maps which are not reported here, leading to peak of
total MIR radiance.

 
(a) (b) 

Figure 6. (a) MODIS channel 22 (MIR) images with an indication (see white arrow) of the volcanic
thermal anomaly identified by RSTVOLC (brighter tones indicate higher brightness temperature values);
4 July 2016 at 21:06 UTC (BT22MAX = 297.65 K); (b) 6 July 2016 at 20:53 UTC (BT22MAX = 290.29 K).

To assess RSTVOLC detections, as well as changes of thermal activity revealed by Figure 5,
we analysed the cloud-free Sentinel 2A-MSI (Multispectral Instrument) data of June–August 2016
made freely available online by the Sentinel Hub.

The MSI has 13 spectral channels centered in the VNIR and SWIR bands having a different
spatial resolution [47]. In Figure 7, we show a number of false color composite images, nine in total
from 2 June to 28 August, magnified over the Mt. Etna crater area. These RGB (red-green-blue)
products, at a 20-m spatial resolution, were generated by using bands 12 (2.19 μm), 8A (0.865 μm) and
4 (0.665 μm). The figure shows that some crater pixels assumed the red color owing to the dominance
of the SWIR component.

Since high-temperature magmatic surfaces are highly radiant even in the SWIR region (e.g., [48]),
and considering that other features (e.g., clouds) are clearly recognizable in Figure 7, the presence of a
thermal anomaly at the Mt. Etna crater area, before and after the start of hot degassing activity at VOR,
was confirmed. Besides, it can be noted that some VOR pixels were brighter, especially, on satellite
scenes of 2 July (i.e., two days before the evident increase of total MIR radiance revealed by Figure 5)
and 21 August (see Figure 7).

The false color composite imagery, at a 30-m spatial resolution, of Figure 8 generated from
Landsat 8-OLI (Landsat 8-Operational Land Imager) data of 5 July and 6 August provided by UGSG
(United States Geological Survey), further corroborate information provided by RSTVOLC. The figure
confirms that a thermal anomaly affected the Mt. Etna crater area before the opening of the new
degassing vent; see pixels, in red, highly radiant in OLI band 7 (2.1–2.3 μm).
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Figure 7. RGB (Red= Band 12, 2.19 μm; Green = Band 8A, 0.865 μm; Blue = Band 4, 0.665 μm) Sentinel-2
products, at 20 m spatial resolution, of June–August 2016 generated from Level 1C data excluding
images completely overcast over target area. The white arrow indicates pixels more radiant in the
shortwave infrared (SWIR) band at VOR.

 

 

 

 

 

 

 

 (b) (a) 

Figure 8. RGB (Red = Band 7, 2.1–2.3 μm; Green = Band 5, 0.845–0.885 μm; Blue = Band 2,
0.450–0.515 μm) Landsat 8-Operational Land Imager (OLI) images, at a 30-m spatial resolution, showing
hotspot pixels (in red), magnified at the top-right side of each panel, affecting the Mt. Etna area.
(a) 5 July 2016; (b) 6 August 2016.

To localize, in a more accurate way, the source of the thermal anomaly identified by the satellite,
we analyzed the temporal trend of the SWIR radiance. In more detail, we used the dark object
subtraction (DOS) method [49] to correct SWIR radiance for effects of atmospheric scattering by
subtracting the radiance value of the darkest object from each pixel of the image (e.g., [50]). We focused
our analyses on the VOR area since the thermal anomaly detected by RSTVOLC generally did not
include the NSEC; see AVHRR pixel polygon in green overlapped with the OLI sub-scene in the inset
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of Figure 9. The latter shows the similar behavior of SWIR curves at nine VOR pixels, apart from 5 July
when the SWIR signal decreased only at VOR5 and VOR7.

Figure 9. Temporal plot of the OLI-SWIR radiance retrieved, after applying the dark object subtraction
(DOS) method, over nine different VOR pixels. In the inset, the OLI sub-image of 6 August, with
indication of most radiant pixel (VOR2), and the AVHRR pixel polygon (in dotted green) associated to
thermal anomaly flagged by RSTVOLC before the opening of the new degassing vent.

In addition, the plot shows that the strongest increase in the SWIR signal was recorded at VOR2
on 6 August, see the orange curve. By the temporal trend of the total SWIR radiance retrieved,
pixel by pixel, along the A-B transect region of Figure 10, we found that VOR2, whose geographic
coordinates of the center are reported in Figure 9, was the most radiant pixel in OLI band 7 (see
value of the analyzed parameter retrieved in correspondence to the dotted red line). Hence, it is
reasonable to suppose that the volcanic thermal emissions from the VOR2 area affected, in a more
significant way, the thermal anomaly detected by RSTVOLC after eruptions of May and before the start
of high-temperature degassing activity on 7 August.

Figure 10. Spatial profile of the total SWIR radiance retrieved along the A–B transect region intersecting
the VOR area (see OLI data sub-scene in the inset of the figure). The most radiant pixel, whose
location is indicated by the dotted red line, having geographic coordinates of the center 37◦45′6.08”N,
14◦59′45.08”E, corresponds to VOR2 in Figure 9.
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5. Discussion

In this paper, we have investigated the Mt. Etna activity of May–August 2016, exploiting the
information provided by the satellite-based monitoring system operating at IMAA (whose products
are currently used only for research purposes) implementing the RSTVOLC algorithm. The latter runs
on both AVHRR and MODIS data, which currently guarantee more than 10 observations per day over
Italy, increasing the probability of processing cloud-free satellite scenes [51].

The results of this study confirm that RSTVOLC performed in a similar way when detecting
thermal anomalies regardless of the satellite data used; i.e., despite the different features of AVHRR
and MODIS instruments. Indeed, by combining values of the radiant flux, it was possible to investigate
eruptions occurring in May in a more continuous way than using data from a single satellite sensor;
although, a different retrieval method was used. Indeed, despite the possible inaccuracy in estimating
the radiant flux due to the analysis of satellite records which were uncorrected for atmospheric effects,
we observed a good agreement between temporal changes of Qrad and information provided by field
observations. High values of radiant flux characterized periods of lava effusion/fountaining, whereas
low values of the same parameter were retrieved in the presence of Strombolian eruptions, as shown
in Figure 4.

Regarding the few discrepancies with ground-based observations, they were mostly related to
clouds. Although recent literature studies performed by means of ground-based hyperspectral imagers
have suggested that these features could be accounted for under certain circumstances [45], clouds
generally represent a common issue for satellite-based methods developed for monitoring thermal
volcanic activity. In this work, clouds had a not negligible impact on the results of the thermal anomaly
detection because, on some days, they partially or completely obscured the underlying hot surfaces.
Consequently, some Strombolian activities were identified by satellite some hours after the eruption
onset; RSTVOLC detected, for instance, the first thermal anomaly over the Mt. Etna area on 18 May,
on AVHRR overpass of 01:17 UTC (universal time coordinated); although, a Strombolian activity was
already in progress the day before, see eruption chronology in Figure 4. Moreover, a few daytime
MODIS scenes strongly affected by clouds, which were not completely removed by the OCA method,
showed artifacts. These features were recognized and filtered out from the analyzed time series.

Despite the impact of clouds and satellite viewing geometry on the thermal anomaly identification
(e.g., as for AVHRR data acquired at 17:05 UTC), this study provides additional information concerning
eruptive events occurring in May. Specifically, Figure 2 showed that, in spite of possible lava cooling
effects, the eruptive activity of 21 May probably lasted longer than was indicated by field observations.
Although, the occurrence of a short-lived eruptive event in the late afternoon of the same day cannot be
excluded. The unfavorable meteorological conditions possibly affected the direct/visual observation of
these phenomena. Concerning the short-term variations of Qrad also revealed in Figure 2, they require
further investigation to be assessed, analyzing, for instance, infrared SEVIRI data.

RSTVOLC detections performed after the eruptive events of May revealed that the intensity of
fumarolic emissions from the fracture fields cutting the entire summit area changed before 7 August,
possibly due to a preparatory phase of hot degassing activity occurring at VOR. This is even more
evident from looking at the curve of the radiant flux (in blue), retrieved from nighttime MODIS
data, in Figure 11. The plot shows that Qrad was around 30 MW on 4 July, then decreased in the
following weeks, when its average value was ~7.5 MW, and increased up to 18 MW on 3 August
(see right axis); i.e., four days before the opening of the new degassing vent marked by the dotted
black line. After a slight reduction, the radiant flux once again increased on 7 August owing to the
high-temperature degassing activity in progress at VOR, reaching its peak of around 33 MW three
days later, see Figure 11.
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Figure 11. SWIR radiance (left axis), from OLI band 7 (red points) and MSI band 12 (green triangles)
data of June–August 2016, measured over VOR2 area and corrected using the DOS method (see
Section 4.2). In blue, the temporal trend of radiant flux (right axis) retrieved after filtering MODIS data
for values of SZA < 40◦. The dotted black line indicates the start of hot degassing activity at VOR.

Those variations of radiant flux were consistent with information independently provided by OLI
and MSI data at the VOR2 location, corresponding to the area where the new degassing vent would
later open, see the previous section. Figure 11 shows that SWIR radiance measured at the VOR2 crater
area was higher in early July compared to mid-end July, and significantly increased on 6 August (see
left axis), strengthening the hypothesis formulated above.

The information retrieved by satellite is perfectly compatible with the actual evolution of the
system of degassing fractures, which progressively opened in the summit area of Mt. Etna. It should
be pointed out that, at the end of May 2016, eruptions from all summit craters had conduits almost
totally obstructed by the erupted volcanic products, and, therefore, they were no longer capable of
degassing efficiently. Under these conditions, it is very likely that the pressure of the volcanic gases
that rise inside the obstructed conduits have exerted a considerable pressure, also causing the heating
and the thermal alteration of the rocks in the immediate vicinity of the conduits themselves, looking
for alternative outputs. Therefore, the fracture system opening in the summit area could have been an
alternative way to allow the volcanic gas to reach the surface. At first, this gradual fracturing process
triggered the thermal anomalies observed from space during the first days of July. Finally, the opening
of the degassing vent on August 7 close to the VOR’s rim could be the culmination of this fracturing
process, which eventually drained most of the gas from the obstructed NEC conduit.

This evolution has already been observed several times during the last twenty years at Etna.
Starting from January 1998, a system of N-S fractures opened, and then progressively propagated,
affecting exactly the same portion of the summit area, generating dry fractures, fumarolic activities,
and eruptive fissures [33], similar to what happened in May–August 2016. Thus, the opening of the
vent on 7 August was possibly triggered by the intersection of this developing fracture system with the
North-East crater (NEC) plumbing system, leading to the draining of gas that had remained blocked
inside its conduits after the May eruption. Finally, it should be emphasized that the opening of this
fracture system seems to be triggered by an acceleration of the deformations affecting the eastern flank
of the volcano [26,27,35–37]); therefore, it is possible that the opening of new degassing or erupting
vents will continue to take place in this portion of the summit crater area.
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6. Conclusions

This study demonstrates that multi-platform observing systems may also provide a relevant
contribution for monitoring active volcanoes in areas where efficient ground-based surveillance
systems exist, enabling the identification of low-temperature fumarole fields whose intensity variations
may precede new and more significant phases of thermal unrest.

In this context, the performance of the RSTVOLC system may be further increased using VIIRS
(Visible Infrared Imaging Radiometer Suite), flying onboard Suomi NPP (Suomi National Polar-orbiting
Partnership) and JPPS-1 (Joint Polar Satellite System) satellites. VIIRS collects data in 22 different
spectral bands, ranging from 0.412 μm (VIS) to 12.01 μm (TIR) and including 17 spectral channels
at a 750-m spatial resolution, i.e., the moderate resolution bands (M-bands) and the Day/Night
panchromatic band (DNB), and five imaging resolution bands (I-bands), having a spatial resolution
of 375 m at the nadir. Among the channels, the I4 band (3.55–3.93 μm) should guarantee further
improvements in the identification of weak thermal anomalies (i.e., those of low temperature and/or
spatial extent), as indicated by some investigations currently in progress, making RSTVOLC even more
effective in detecting subtle changes of thermal volcanic activity at Mt. Etna.
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Abstract: In situ and remote-sensing measurements have been used to characterize the run-up
phase and the phenomena that occurred during the August–November 2014 flank eruption at
Stromboli. Data comprise videos recorded by the visible and infrared camera network, ground
displacement recorded by the permanent-sited Ku-band, Ground-Based Interferometric Synthetic
Aperture Radar (GBInSAR) device, seismic signals (band 0.02–10 Hz), and high-resolution Digital
Elevation Models (DEMs) reconstructed based on Light Detection and Ranging (LiDAR) data and
tri-stereo PLEIADES-1 imagery. This work highlights the importance of considering data from in
situ sensors and remote-sensing platforms in monitoring active volcanoes. Comparison of data
from live-cams, tremor amplitude, localization of Very-Long-Period (VLP) source and amplitude of
explosion quakes, and ground displacements recorded by GBInSAR in the crater terrace provide
information about the eruptive activity, nowcasting the shift in eruptive style of explosive to effusive.
At the same time, the landslide activity during the run-up and onset phases could be forecasted and
tracked using the integration of data from the GBInSAR and the seismic landslide index. Finally,
the use of airborne and space-borne DEMs permitted the detection of topographic changes induced
by the eruptive activity, allowing for the estimation of a total volume of 3.07 ± 0.37 × 106 m3 of the
2014 lava flow field emplaced on the steep Sciara del Fuoco slope.

Keywords: Stromboli volcano; landslides; effusive activity; Ground-Based InSAR; infrared live cam;
seismic monitoring; PLEIADES; Digital Elevation Models; optical sensors; volcano remote sensing
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1. Introduction

Stromboli volcano (Italy; Figure 1), a stratovolcano located at the easternmost end of the Aeolian
Archipelago, experienced a flank eruption from August–November 2014 [1–7]. In this paper, in situ
and remote-sensing measurements at Stromboli between May and November 2014 are presented.
Data comprise videos recorded by the visible and infrared cameras network [8,9] (Figure 1a),
ground displacement recorded by the permanent sited Ku-band, Ground-Based Interferometric
Synthetic Aperture Radar (GBInSAR) device [10,11], ground displacements in the seismic band
(0.02–10 Hz) [12,13] (Figure 1a), and high-resolution Digital Elevation Models (DEMs) reconstructed
based on tri-stereo PLEIADES-1 imagery and Light Detection and Ranging (LiDAR) data, respectively.
Data allowed us to characterize the precursors and the phenomena that occurred during the eruption,
as well as an estimation of the erupted volume.

Stromboli is characterized by persistent Strombolian activity from several vents within a crater
terrace area [9,14] (Figure 1b). The volcanic edifice is frequently affected by landslides [15], mainly
within the Sciara del Fuoco (SdF; Figure 1b), a collapse depression on the NW flank of the island
formed during the last 13 ka [16,17]. Landslides triggered tsunamis on average every 20 years [18],
especially during flank eruptions or paroxysmal explosions [12,19,20]. Small to large volcano slope
instability characterized the initial phases of the last four flank eruptions (1985–86, 2002–03, 2007,
2014) [21–24], triggering tsunamis only during the 2002–03 event [22,25].

The last flank eruption started at Stromboli on 7 August 2014, preceded by 2 months of increased
Strombolian activity and several lava overflows from the craters expanding along the SdF [2,26].
Overflows were often accompanied by landslides along the SdF [7], described as rock-falls and/or
gravel slides, evolving down slope to gravel flows (Figure 2a). The onset of the 2014 flank eruption
(6–7 August) involved the breaching of the summit cone with emplacement of a landslide along the
SdF (Figure 2b), the opening of an eruptive fissure on the NE flank of the cone [24], and the effusion
of lava from the crater rim at first and from the eruptive fissure later, feeding the 2014 lava flow
field [4,5,7]. The eruption was characterized by the lava effusion in the SdF from a fissure at 650 m
above sea level (a.s.l.) that lasted until 13 November 2014 [4].

The 2014 lava flow field was similar to others erupted from high-elevation vents (as described
for the 2002–2003 lava flow field by [27]), comprising: (i) a series of tumuli and lava flows around the
effusive vent at ∼650 m a.s.l. (proximal shield); (ii) a medial zone fed by small flows, and characterized
by frequent lava crumbling down slope and producing a debris field; (iii) a basal toe composed of the
debris flow field emplaced above the stacked lava delta [28]. The erupted volume has been estimated
to be 7.4 × 106 m3 by [4] and ∼5.5 × 106 m3 by [5].

2. Materials and Methods

2.1. The Camera Monitoring Network (Istituto Nazionale di Geofisica e Vulcanologia, Osservatorio
Etneo - INGV-OE)

The camera monitoring network comprises thermal infrared and visible cameras located at
Il Pizzo, at ~918 m elevation and ~250 m from the craters, plus visible and thermal infrared cameras
(SQV400 and SQT400, respectively) at 400 m elevation on the N flank of the SdF and ~800 m from the
craters (Figure 1a). The SQV400 and SQT400 cameras allow a view from NE of the North-East Crater
NEC area (Figure 1a) and of the upper eastern sector of the SdF. An additional thermal camera installed
in July 2014, is located at the lower eastern end of the SdF (~190 m a.s.l., Figure 1b) and is focused on the
lower portion of the slope between ~400 m and the N coast line. To obtain a description of the eruptive
activity, the total number of explosive events that occurred during each day of cloud-free observation
was manually counted and plotted as an integer versus time. On average, between 24 July 2014 and 10
August 2014, ~30% of the days were affected by clouds and/or by system failure. In such cases data
are lacking.
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Figure 1. (a) Geographic setting of the Island of Stromboli, located at the easternmost end of the
Aeolian Archipelago, and names of the summit vents within the crater terrace. NEC: North-East
Crater area; CC: Central Crater area; SWC: South-West Crater area (b) 3D-view of the investigated
sectors observed from north, highlighting the location of the measurement stations used in this
work. STR1, STR8, and STRA: broadband seismic stations. SQT400 and SQV400: thermal and
visible live cam, respectively. In both (a) and (b), the line of sight (LOS) displacement map produced
by the GBInSAR apparatus between 30 May 2014 and 6 August 2014 is also shown, highlighting
the strong inflation of the crater terrace and the stability of the Sciara del Fuoco before the 2014
flank eruption. The measure-areas of the time-series are indicated by white circles. All Digital data
were collected in the Projected coordinate system: WGS 1984 UTM zone 33 Projection: Transverse
Mercatore. Maps were generated using ESRI ArcGIS CAMPUS (Università degli Studi di Firenze
Licence; http://www.siaf.unifi.it/vp-1275-arcgis-licenza-campus.html).
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Figure 2. (a) Gravel flow associated with the 7 July 2014 overflow. The landslide is composed by mixed
breccia from the overflow front and the (mainly fine-grained) debris eroded along the Sciara del Fuoco
(photo taken by the Università degli Studi di Firenze personnel during field survey). (b) Landslides
associated with the collapse of the NEC-hornito, occurred on 6 August 2014 (photo taken by UNIFI
personnel during boat survey).

2.2. Seismic Network (Istituto Nazionale di Geofisica e Vulcanologia, Osservatorio Vesuviano - INGV-OV)

During the 2014 eruption the seismic broadband network of Stromboli [29] was operating with
10 broadband seismic stations. In this work, we used data from 3 seismic stations (Figure 1b). STR1 is
located on the flank of the volcano at an elevation of about 560 m and has the longest and most
complete record of seismological parameters. STRA is located at about 840 m, it is the closest to the
summit craters, therefore is particularly suitable to study the dynamics of explosive activity. Lastly,
STR8, located at about 570 m, is the closest to the SdF, hence it is the best suited to study seismic signals
related to landslides in this area.

The seismological parameters considered here are: the amplitude of volcanic tremor, the amplitude
of explosion quakes and the inclination of the seismic polarization in the Very-Long-Period (VLP) band
(0.05–0.5 Hz). We also performed the analysis of seismic signals, using neural networks, which allows
detecting signals related to landslides occurring along the SdF [30]. Landslides signals have shown
to be a reliable precursor of effusive activity at Stromboli. Their occurrence rate increased markedly
during the onset of the previous effusive eruption in 2007 [12]. To quantify the intensity of landslide
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activity, Esposito, et al. [31] defined a landslide index following a fuzzy logic scheme. This parameter
varies smoothly between 0 and 1, with 0 indicating a low probability of ongoing landslide activity and,
conversely, 1 indicating a high probability of occurrence.

2.3. GBInSAR

InSAR technique has been successfully used to catch slope deformation at active volcanoes [31–33],
though Synthetic Aperture Radar (SAR) satellites are no longer able to follow the evolution of very fast
slope deformation. Conversely, given their repeat time (minutes), GBInSAR can correctly measure very
fast displacements, thus the InSAR technique is ideal for monitoring, surveillance, and early-warning
applications [24,34]. At Stromboli, a GBInSAR apparatus is working since 2003, located in a stable area
N of the SdF (Figure 1b), and consisting of a transmitting and a receiving antenna moving along a
3 m long rail [10]. The GBInSAR, working in Ku-band, has also the great advantage of penetrating
the dust clouds (abundant especially during the collapse events, see Figure 2), and working in every
light and atmospheric condition. The GBInSAR measures ground displacement along the line of sight
(LOS; Figure 1a,b), by computing via cross correlation the phase differences between the backscattered
signals associated with two SAR images. Range and cross-range resolution are on average 2 × 2 m,
with a measured displacement precision lower than 1 mm [10,11]. Due to the short-elapsed time
(11 min) between two subsequent measurements, the interferometric displacements are usually smaller
than half the wavelength (8.6 mm for the Ku-band), therefore unwrapping procedures are generally
not necessary [10]. Moreover, unwrapping is a time-consuming process, avoiding the operational use
of the GBInSAR during crisis management. For the Stromboli GBInSAR images, a coherence mask
(threshold equal to 0.8) is set to reduce the noisy areas of the interferogram [11]. Displacement maps
and time-series are obtained “stacking” the interferogram phase with a displacement measurement
precision of 0.5 mm, obtained using 1-h averaged SAR images [35].

2.4. Topographic Data and Co-Registration

Topographic change detection of Stromboli island due to the 2014 eruption was performed by
comparing pre- and post- eruptive DEMs, the former generated from airborne LiDAR data and the
post-eruption DEM from PLEIADES-1 satellite data.

The pre-2014 LiDAR-DEM was obtained elaborating the 3D point cloud acquired during
an airborne survey carried on May 2012 by “BLOM Compagnia Generale Ripreseaeree S.P.A.”
(www.blomasa.com). The data were acquired using the Leica ADS80 sensor which has instrumental
vertical and horizontal accuracy of ±10/20 cm and ±25 cm, respectively (see [36] for 2012 DEM
features). The acquired point cloud has a mean point density of 8 pt/m2.

The post-2014 DEM was derived from the very high-resolution (VHR) tri-stereo optical
imagery from the PLEIADES-1 satellites. PLEIADES-1 constellation is composed by two satellites,
PLEIADES-1A (PHR1A) and PLEIADES-1B (PHR1B). These satellites can sense three or more
synchronous images of the same area, with angles variable between ~6◦ e ~28◦. The stereoscopic triplet
is composed of three nearly simultaneously acquired images, one backward looking, one forward
looking, plus a third near-nadir image [37–41]. Tri-stereo images are 100% cloud free and were acquired
by PHR1A on 27 May 2017, with a total areal coverage of 58 km2. This acquisition mode permits
to obtain a DEM using the photogrammetric processing of three images (tri-stereo mode), with a
pixel xy resolution of 1 m × 1 m. The dataset comprised also VHR optical imagery (0.5 m × 0.5 m
resolution for Panchromatic + 2 m × 2 m Multispectral data). To assess the accuracy of the heights and
their horizontal position in the Pleiades-1 DEM, six Ground-Control Points (GCPs) were collected on
the map database (Cartographic XY standard deviation: 0.15 m). Nine tie points were automatically
collected in the images. A block adjustment including all the satellite scenes was performed. The block
adjustment was validated when the following accuracy was achieved: (i) pixel xy bias smaller than
0.3 pixels; (ii) pixel xy standard deviation smaller than 0.3 pixels; (iii) pixel xy maximum smaller
than 2 pixels.
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Topographic change detection using multi-temporal DEMs was performed by differencing two
DEMs of the same area derived from data taken at different time. This calculation is often affected by
errors depending on mismatches between the two DEMs, which lead to artefact Δz [42]. This error can
be detected and reduced by measuring and minimizing the DEM differences in areas where the two
DEMs are supposed to be equal, i.e., those areas not reasonably affected by relevant natural changes.

The 2012 and 2017 topographic data were here co-registered by minimizing the root mean
square (RMS) error between two DEMs. The methods used iteratively vary the three angles of
rotation, the translation, and the magnification or reduction factor of one DEM using a custom-made
algorithm based on the MINUIT minimization library [43], as described by [44–46]. MINUIT is
a tool to find the minimum value of multi-parameter functions and can be freely downloaded
(http://www.cern.ch/minuit). The LiDAR-PLEIADES DEMs co-registration was performed by
calculating the minimization parameters for the whole volcano with the exclusion of the investigated
areas (i.e., the SdF). The RMS error in this case is given by the MINUIT output. The 2012 LiDAR was
used as reference for co-registering the PLEIADES DEM. It is worth emphasizing that this RMS error
is the root mean square residuals (in elevation) between a 3D point cloud and the reference DEM,
rather than a true absolute error. Co-registration decreased the RMS error from the initial 3.37 m to the
final 1.27 m.

The differences between the co-registered DEMs were used to detect and outline the extent of the
areas affected by topographic changes in the considered time spam, and to calculate the volume and
thickness variations inside them. Moreover, the perimeters of observed changes were double-checked
using the ortho-rectified PLEIADES-1 images. Field surveys also strengthened data interpretation.

Volume (V) emplaced or lost between two acquisitions was calculated from the DEM difference
according to the equation:

V = ∑i Δx2Δzi, (1)

(see [42] and references therein), where x is the grid step and zi is the height variation within the grid
cell i. These values were then summed up for all the cells in the selected areas in which we want to
calculate volume changes.

The residual volume errors were calculated as:

Err (V,high) = AσΔz, (2)

where A is the investigated area and σΔz is the co-registration residual RMS error between the two
DEMs. Following [42], this formula assumes that the errors were completely correlated, and thus the
volume error calculated as above is overestimated.

3. Results

Explosive activity at Stromboli from the crater terrace was at an average of ~10 explosions h−1

during the first four months of 2014 (INGV Reports, available at www.ct.ingv.it). Between end of
June–early July, the explosion number peaked at ~25 explosions h−1 (INGV Reports, available at
www.ct.ingv.it), when also several lava flows poured out from the South-West crater (SWC, Figure 1a),
and from two of the three vents located in the NEC area (NEC1 and NEC-hornito, Figure 1a, Table 1,
Supplementary Materials), spreading along the SdF. Between 22 June and 5 August 2014, several
powerful explosions and small landslides along the SdF occurred (Supplementary Materials).

The GBInSAR recorded an increase in the LOS displacement rate directed towards the sensor in
the crater terrace area, indicating inflation of the summit plumbing system, starting from 30 May 2014
(Figure 3B,C). The following months (June–early August 2014) were characterized by slightly
fluctuating displacement rate, with values always above the threshold that distinguishes the anomalous
from the persistent activity (>0.05 mm/h directed towards the sensor; as defined by [11]). A small
deflation of the crater terrace occurred around 24 July 2014, after the output of several small overflows,
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then a more rapid inflation of the crater terrace, and a week later also of the NEC-talus, was observed
(Figure 3C).

Table 1. Summary of the eruptive activity during the run-up and onset phases of the 2014 flank
eruption, as derived from the camera monitoring network.

Date Live-Cams Observations

30 May 2014–31 Jul 2014
Frequent explosive activity (~15 explosions/hour)

Overflows
Landslides

01 Aug 2014–05 Aug 2014 Increased explosion frequency (up to 30 explosions/hour)

06 Aug 2014 at 08:50 Overflow (between NEC2 and NEC-hornito)

06 Aug 2014 at 11:00 Arcuate fractures on the NE crater rim between NEC1 and NEC-hornito

06 Aug 2014 at 12:22 First incandescent blocks from the NEC2/NEC-hornito into the sea

06 Aug 2014 at 12:29 Overflow (between NEC-hornito and SWC)

06 Aug 2014 12:32–13:00 Landslide (N flank of the crater terrace)

06 Aug 2014 12:35–13:00 Incandescent blocks accumulation along the coast

06 Aug 2014 at 13:08 Overflow from NEC-hornito reached the coast

06 Aug 2014 14:05–14:08 Three hot “gravel flows” from the NEC-hornito along the SdF, reached the coast and
went on spreading along the sea surface for several tens of meters

06 Aug 2014 at 14:50 Overflow from NEC-hornito reached the coast

06 Aug 2014 at 15:46 Overflow from NEC-hornito reached the coast

06 Aug 2014 at 16:02 Hot “gravel flows” from the NEC-hornito along the SdF

06 Aug 2014 at 16:08 Overflow from NEC-hornito reached the coast

07 Aug 2014 ~02:30 Hot “gravel flows” from the NEC-hornito along the SdF

07 Aug 2014 ~03:00
- NEC-hornito lava decreased

- Explosive activity from NEC increased
- Increased size of the hot avalanche deposit

07 Aug 2014 at 03:40 Hot “gravel flows” from the NEC onto the Pianoro flat area

07 Aug 2014 04:01
NE flank of NEC1 started to collapse

Lava flow from the NEC towards the Pianoro flat area
Hot “gravel flows” from the NEC-talus onto the Pianoro flat area and along the SdF

07 Aug 2014 05:01 Downslope curved fracture opened on the flank of the cone

07 Aug 2014 05:04–05:16
V1 opened at 05:04 and V2 at 05:16, both at ~650 m a.s.l.
Landslides onto the Pianoro flat area and along the SdF

Lava flow onto the Pianoro flat area

07 Aug 2014 05:30 Lava flow along the SdF

07 Aug 2014 ~06:02 Hot “gravel flows” from the NEC-talus reached the coast

07 Aug 2014 06:24 Lava flow from V1 reached the coast

One of the most striking features in the seismological parameters during the 2014 eruption was
the progressive, but rapid increase in both volcanic tremor and explosion-quake amplitude, starting
approximately on 2 August 2014 (Figure 3D,E). Both quantities showed a steady increment, followed by
a sudden drop in the amplitudes occurring about on 6 August 2014 at 12:00 (Figure 3D,E). This event
was associated with the onset of the effusive activity on 6 August 2014, clearly evidenced by the
landslide index, approaching the value of 1 in the same period (Figure 3A). However, a detailed
analysis of the VLP polarization (Figure 3F), which is a good indicator of changes in the level of the
magmatic column within the conduits, revealed that the most significant drop in the magma column
level occurred only at about 04:00 of 7 August 2014, just before the effusive vent opened at 650 m a.s.l.
(V1 and V2; see Table 1, Figure 4, and Supplementary Materials for further details).

The displacement rate suddenly increased on 5 August 2014 for both the external flank of the
crater terrace and the NEC-talus, reaching their maximum on 6 August 2014 (Figure 3B,C). An increase
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in the explosion rate and intensity was recorded on 6 August 2014 morning, especially from the NEC.
Several overflows occurred since 08:50 (flows F1 to F3 in Figure 4), and the rim of the crater terrace
started to be clearly unstable since 11:00, when three arcuate fractures on the NE crater rim formed
between NEC1 and NEC-hornito (Table 1, Supplementary Materials).

The GBInSAR recorded an increase in the displacement rate (since 10:00 of 6 August 2014) in both
the external flank of the crater terrace and the NEC-talus. The maximum displacement was recorded
mainly in the NEC-hornito area (Figure 5a). Rock-falls started to occur at 12:22, and soon after a
lava flow erupted from the saddle between the NEC-hornito and the SWC (Flow F2A in Figure 4a),
expanding N along the SdF (12:32). Between 13:00 and 14:21, the GBInSAR recorded a large loss
in the SAR coherence in the NEC-hornito, consistent with the occurrence of fast-moving material
(landslides and/or overflows) from the NEC-hornito (Figure 5b). Three landslides (starting at 14:05,
14:06, and 14:07, Figure 6), described as rock-falls/gravel slides evolving in rapid gravel flows, were
directly observed (Figure 2b). The collapse scar observed on a photo taken from helicopter (Figure 2a)
had an estimated size of ~ 40 m width, 30 m high and 20 m depth, with a total collapsed volume
estimated in ~ 24,000 m3. Effusive vents moved northward from the NEC-hornito towards the NEC1.
Afterwards, the displacement towards the sensor (up to 236 mm h−1) shifted from the NEC-hornito
towards the NEC-talus (Figure 5c). Between 01:29 and 01:32 of 7 August 2014 (Figure 5c), the GBInSAR
detected the formation of a fracture upslope of the NEC-talus. At the same time, the GBInSAR recorded
an inversion in the LOS displacement rate (movements directed away from the sensor) in the crater
terrace area, coherent with the deflation of the shallow conduit (Figure 5d).

 

Figure 3. Relevant geophysical time-series from May to August 2014. (A) Landslide index derived
from seismic data; GBInSAR cumulative displacement data for (B) the crater terrace and (C) for the
NEC-talus. (D) Volcanic tremor amplitude at station STR1. (E) Explosion-quake amplitudes at station
STR1. (F) VLP polarization inclination at station STRA.
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Figure 4. (a) The external flank of the crater terrace after the onset of the 2014 flank eruption (photo
taken by INGV personnel on 11 August 2014 from helicopter survey). Lava overflows emitted during
the run-up phase (F1 to F3) and lava flow produced during and after the onset (F4A and F4B) are
also reported. (b) Detail of the NEC-talus area highlighting the scar produced during the onset of
the eruption (7 August 2014), the first lava flow after crater breaching (F4A, erupted from vent V1),
the upper portion of the 2014 lava flow field (F4B), and the vent of the 2014 flank eruption (V2) (photo
taken by UNIFI personnel on 8 October 2014 from field survey). It is interesting to note the internal
stratification in the NEC-talus remnants (consisting of volcaniclastic levels) that are continuous in all
the inner walls of the landslide scar.
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Figure 5. GBInSAR interferograms formed using a pair of images recorded between (a) the 12:09
and 12:20 on 6 August 2014, evidencing the instability of the NEC-hornito; (b) the 13:59 and 14:10 on
6 August 2014, evidencing the instability of the NEC-talus; (c) the 01:29 and 01:40 on 7 August 2014,
evidencing the concomitant instability of the NEC-talus and the deflation of the crater terrace, coherent
with the sliding of the NEC-talus induced by the NE-ward magma migration from the crater terrace;
(d) the 05:26 and 05:37 on 7 August 2014, characterized by loss in SAR coherence due to fast movement
both in the crater area (sliding processes) and along the SdF (lava flow emplacement). Interferograms
in (a–c) are affected by phase wrapping.

At 05:04 V1 opened at ~650 m a.s.l. (Figure 4) and at 05:08 the NE flank of NEC1 started collapsing,
as evidenced by the associated high-frequency seismic signal (Figure 7). At 05:01, the live cam detected
a downslope curved fracture opened on the flank of the NEC cone, followed at 05:16 by the opening of
the effusive vent V2 at ~650 m a.s.l. (Table 1 and Figure 4). The onset of the increased landslide activity
occurred at 05:08, and its amplitude reached a peak at ~05:24, i.e., during the opening of V1 and V2
(Table 1 and Figure 7). With the shift of the active vent from V1 to V2, a lava flow started spreading
along the Pianoro (Supplementary Materials) and the flank eruption started.

We analyzed in detail 24 h of high-frequency seismic signals related to landslide activity along
the SdF starting from 10:00 on 6 August 2014 (Figure 7B). Between 10:00 and 18:00 on 6 August 2014,
the repeated lava overflows triggered a moderate landslide activity along SdF (Figure 7A). Before
the opening of vent V1, at 04:01 on 6 August, we observed a progressive increase in the landslides,
which dropped just after this event. However, the clear onset of the increased landslide activity
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occurred at 05:08 and the amplitude reached a peak at around 05:24, a few minutes after the opening
of vent V2 at 05:16. After a pause of about 8 min, the landslide activity resumed at 05:32 and lasted for
about 1 h, before reaching a stationary level (slightly higher than the value observed before 05:08) and
possibly related to the ongoing lava flow (Figure 7C).

The GBInSAR recorded a large loss in coherence at the NEC-talus and the SdF area, consistent
with the onset of the effusion (Figure 5D). At 05:29 the flow had travelled the Pianoro flat surface and
at 05:30 started to expand along the SdF steep slope (Supplementary Materials). Here it formed at least
5 lava flow branches (Supplementary Materials), reaching the coast with a hot avalanche 30 min later
(Table 1, Supplementary Materials). The landslide activity resumed at 05:32, and the collapse lasted for
about 1 h, coherent with several landslides’ pulses (Figure 8). By 06:24 several lava branches reached
the sea, forming a lava fan ~500 m wide (Table 1, Supplementary Materials). Effusive and explosive
activity declined between 7 and 8 August 2014, with only one lava flow active along the coast and
deeper magma level within the feeder conduit, evidenced by more collimated jets produced during
the explosive activity at the summit vents (Table 1, Supplementary Materials).

 

Figure 6. Thermal images recorded by the SCT camera located at Labronzo, ~100 m a.s.l. (see Figure 1b
for location), showing the hot “gravel flows” that reached the sea on 6 August 2014, at 14:05 (A–D),
14:06 (E–H) and 14:07 (I–L), spreading on the sea surface. Temperature is in ◦C. The velocities of the
three landslides of hot blocks in the frontal region were 9.8 m s−1, 5.9 m s−1 and 9.8 m s−1, respectively,
based on web-cameras measurements.
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Loss in SAR coherence persisted until 8 August 2014 on the whole scene illuminated by the
GBInSAR device. In the crater terrace, the coherence increased again since 9 August 2014 when no
explosive activity was observed from the monitoring cameras, and the GBInSAR recorded displacement
away from the sensor until late September indicating deflation of the summit.

The images recorded by the thermal camera located at Il Pizzo (SPT; see Figure 1B for location)
showed significant morphology changes of the summit craters since 9 August 2014, showing that the
apex of cones and hornitos within NEC1, NEC-hornito and SWC had been removed by the several
collapses and hot “gravel flows” of the previous days. The thermal images displayed also a much
lower temperature of the whole crater area, indicating a decline in the explosive activity. Likewise,
the rate of effusion decreased significantly from the previous day, with only one wider lava flow
starting from the eruptive fissure and replacing the 4–5 branches of the previous day. This flow was
reaching the coast forming a narrow channel apparently cooling down, with overflows sometimes
spilling over the channel levees.

 

Figure 7. Plot of the high-frequency (>10 Hz) seismic amplitudes averaged over 10 s windows (station
STR8, EW seismic component) for: (A) details referred to the time interval 10:00–18:00 of 6 August 2014,
highlighting the signals associated with landslides that occurred soon after the onset of the overflows,
whose onset is marked by orange vertical lines; (B) the time interval 10:00 on 6 August 2014–10:00 on
7 August 2014; (C) details referred to the time interval 03:00–10:00 of 7 August 2014, highlighting the
signals associated with landslides that occurred at the opening V1 and V2 vents (red vertical lines).
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Until 15 October 2014 the GBInSAR recorded displacement towards the sensor, indicating inflation
of the crater area. Afterwards, very low displacement rate (<0.05 mm/h) oscillating between away
and towards the sensor, have been recorded. In the SdF area, after the onset of the 2014 flank eruption,
the radar recorded a very low coherence for three days; this was related to the initial fast-moving lava
flow. Since 10 August 2014, low coherence zones were related only to a small part of the monitored
scenario, corresponding to active lava tongues, while the rest of the monitored SdF showed variable
displacement rates (1–10 mm/h).

The seismic signals related to minor landslides along SdF continued to be recorded after the
development of the lava flow on SdF.

 
Figure 8. Lava flows (white) and hot avalanches (yellow, green, and purple dotted outline) spreading
along the lower slope of Sciara del Fuoco and to the sea, as observed by the thermal images recorded
by the SCT camera located at Labronzo, ~100 m a.s.l. on the east side of the Sciara on 7 August 2014.
See Figure 1b for camera location. (A–C): lava flow spreading to the coast, flanked by a hot avalanche
(yellow dotted outline) at 5:59; (D–F): another hot avalanche spreading at 6:00 (yellow dotted line);
(G–I): a much bigger hot avalanche spreading at 6:01 (red dotted outline) forming a conspicuous
dust cloud).

In the period between the acquisitions of the two DEMs (May 2012–May 2017), large topographic
changes occurred. The areas interested in volume gain and loss are shown in Figure 9, which includes
the crater terrace and the SdF depression. The largest variations were related to the emplacement
of the 2014 lava flow field in the NE part of the SdF (Figure 9). The total emplaced volume is
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3.07 ± 0.37 × 106 m3, calculated inside the black dashed line. The average thickness of lava was
10.45 ± 1.27 m, with the maximum value reaching 35 m (Figure 9, profile 1).

 
Figure 9. Stromboli topographic changes detected comparing 2012 and 2017 DEMs. Dashed black line
encloses the area covered by the 2014 lava flow. Dashed yellow lines, labelled with P1, P2 and P3, show
the position of the profiles along the flow represented in the insets.

In the central part of the SdF, between 0 and ~518 m a.s.l., an increased volume of 1.70 ± 0.30 × 106 m3

has been estimated, with an average thickness of 7.11 ± 1.27 m. This volume is related to the accumulation
of volcaniclastic material derived from the erosion of the SdF, from the overflow-induced landslides, and
from the NEC-talus collapse [7].

4. Discussion

The run-up phase of the 2014 flank eruption was characterized by very vigorous explosive
activity and episodic lava overflows from the crater terrace. This activity was preceded by an
increase in the displacement rate towards the sensor of the crater terrace at anomalous level since
the end of May 2014, and by frequent landslides along the SdF. Ground deformation of the crater
terrace strongly increased on 26 July 2014 and was followed by increase of the volcanic tremor and
explosion-quake amplitude, starting approximately on 2 August 2014. The explosive activity peaked
on 5–6 August 2014, anticipating by ~1 day the increase in the displacement rate towards the sensor
(inflation of the crater terrace).

Different authors [1,3,6] suggested that the 2014 eruption was triggered by a gradual recharge of
the shallow plumbing system and upper conduits. The SO2 flux in the persistent Stromboli plume
has been measured for two months before the onset of the eruption, detecting a strong increase above
normal activity in the SO2 pulses (puffing and explosions) before the effusion onset. This is consistent
with the increase in gas bubble supply and magma transport rate feeding the uppermost storage
system at Stromboli [47]. Ground displacement is consistent with the presence of a very shallow

108



Remote Sens. 2018, 10, 2035

reservoir below the crater terrace [2]. Long-term (month to weeks) increase in the ground deformation
recorded by the GBInSAR in the crater terrace area, as well as the long-term rise of the VLP seismic
source towards the surface [5,6], are associated with the accumulation of magma in the uppermost
storage system at Stromboli [2]. Contrarily, the detected increase in short-term (days to hours) ground
deformation and amplitude of volcanic tremor are associated with the impulsive bulk degassing from
the shallow plumbing system [35,48], whereas the increase in the explosion number and intensity
and amplitude of explosion quakes are indicative of the increase in the release rate and overpressure
intensity of individual explosions.

One of the most interesting aspects of the data presented here is the relationship between the
instability events and the effusive activity at Stromboli volcano (Figure 10). Other authors have already
shown the critical state of Stromboli during the very early stages of effusive eruptions [2,5,11,22,49].
During the run-up to the 2014 flank eruption, gravel flows consisting of mixed breccia and loose
volcaniclastic deposits were generated mainly in two ways: (i) by the crumbling of the overflows,
or (ii) by the collapse of some portions of the external part of the crater terrace and apex of the hornitos
(Figure 2). The second type of collapse is a recurring phenomenon at Stromboli, occurring when
there is a large accumulation of magma below the crater terrace (causing overflows, increase in the
frequency of explosions, spattering activity, inflation of the whole summit). Furthermore, weakness
of the crater wall (e.g., induced by the strong explosive activity on 5 August 2014), and mechanical
erosion caused by vent opening and by lava fingering, may have triggered the NEC-hornito collapse
on 6 August 2014 [48]. Here we have documented for the first time that, after the NEC-hornito
collapse, eruptive vents migrated from south to north (Figure 10a). Overflows and mass-wasting in the
NEC-hornito area preceded the formation of fracture below the NEC1 (Figure 10b) by ~11 h, and the
onset of the flank eruption and NEC1 collapse by ~15 h, suggesting that 11–15 h before the onset of the
effusive eruption, the crater terrace was full of magma. Then, the location of effusive vents displayed
a clockwise rotation along the rim of the crater terrace, from the NEC-hornito towards NEC2 and
NEC1 (Figure 2), and finally magma migrated towards the NEC-talus, inducing fracture opening and
landslides occurrence. This process suggested a gradual pressurization and/or expansion of the feeder
dike along a SW-NE direction, which is also the main tectonic trend of the island [49,50]. Lava started
to outflow from a first vent (V1; Figure 10c) before the NEC-talus collapse and shifted at vent V2
simultaneously with the beginning of the NEC-talus landslide (Figure 10d). There could be different
explanations for this vent shift:

1. a structural barrier generated by the presence of a buried structure [51,52] or different stratified
material (Figure 2b), which in turn has caused the magma-filled fracture to re-orientate [53,54];

2. magma to flow from V1 at V2 in response to the tensile stress occurring in the talus produced by
the downwards displacement observed by GBInSAR.

It is important to emphasize that this shift has prevented the dike from intruding within the SdF,
as happened in the early stages of past eruptions (e.g., the 2007 eruption) [8]. Instead during the first
days of the 2002–03 flank eruption, the intrusion of magma propagating laterally from the conduit
towards a lower altitude was considered the cause that destabilized the SdF slope, with the triggering
of tsunamigenic landslides on 30 December 2002 [22–25].

The flank eruption onset produced the drainage of a superficial magma reservoir [5,49], inducing
ground deflation [55], a deepening of the VLP seismic source [5], and the cessation of summit explosive
activity [5].

The volume of the drained magma can have critical implications on the eruption style and on
its transition from effusive to explosive [56]. A previous author [4] calculated a total bulk volume of
7.4 × 106 m3 using data derived by the new satellite Technology Experiment Carrier-1 (TET-1) by the
German Aerospace Center (DLR), whereas others [5] evaluated a total bulk volume of 5.5 × 106 m3 by
thermal images from satellites using the Moderate Resolution Imaging Spectroradiometer (MODIS)
sensor on-board the Terra and Aqua satellites. This last value was also confirmed by [57]. In MODIS
approach, the error is usually estimated at 50% [58].
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Figure 10. Schematic sketches representing the onset of the 2014 flank eruption as reconstructed on
the basis of the new data presented in this paper. (a) The run-up phase of the 2014 flank eruption was
characterized by high magma level beneath the crater terrace, which peaked on 6 August 2014 morning,
with the occurrence of a large overflow from the NEC-hornito, triggering its collapse. Then the activity
migrated from the NEC-hornito towards the NEC1. (b) The onset of the eruption coincided with the
lateral dike propagation from the crater terrace along a NE-SW direction, triggering the instability of the
NEC-talus, as evidenced by the increase in displacement rate at NEC-talus (until the loss of coherence
in the GBInSAR data, compare with Figure 5) and landslides number (Figure 7). (c) Then the shift in
the effusive vent from V1 to V2 occurred, (d) closely related to the NEC-talus collapse. Magmatic and
mass-wasting phenomena are represented in red and in black, respectively.

To improve the volume estimation, we calculated the topographic change by comparing the 2012
and 2017 DEMs. This approach considers the volume variations due to erosion and accumulation
occurred between the two acquisitions, therefore also the topographic changes occurred before or
after the eruption and the volume of the lava flow emplaced below sea level during the first days
of the eruption. However, in this area there was no evidence of significant erosive phenomena [7],
and moreover the evidence of large accumulation (i.e., more than 1–2 × 106 m3) of lava or a debris
flow under the sea is still missing [28].

We estimated that during the 2014 flank eruption, a volume of 3.07 ± 0.37 × 106 m3 of lava was
emplaced on the steep SdF slope, i.e., most of the volume emplaced in the subaerial part of the volcano.
This value is close to the previous estimations of 5.5 × 106 m3 [5,57], which however comprises also
the minor portion emplaced below sea level.

Some authors [57] proposed that the critical factor for triggering the most violent explosive events
(paroxysms, [59–61]) is the decompression rate, suggesting that rates >10 Pa s−1 can potentially favor
the ascent of gas-rich magma batches responsible for the paroxysmal explosions that occurred at
Stromboli during the 2002–03 and 2007 flank eruptions.

A critical aspect is that the paroxysmal explosions of both 5 April 2003 and 15 March 2007
occurred while effusive activity was still going on, and when the lava effusion rate (related to
the magma decompression rate) was decreasing with respect to the initial phases of the eruptions.
Moreover, the 2002–03 and 2014 flank eruptions were characterized by the same mean effusion
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rate [57] but, differently from the 2002–03, the 2014 eruption did not produce any paroxysm during the
effusive activity.

A different approach to understand the transition from effusive to explosive style can be obtained
by estimating the cumulated effusive volume. In fact, a previous author [56] proposed that the erupted
volume during flank eruptions at Stromboli is very important for hazard estimation, because it is
considered a key factor for the triggering of paroxysmal explosive activity. Calvari et al. [56] proposed
that there is an erupted magma bulk volume limit of 6.5± 1× 106 m3. Once that this volume is poured
out, for example by drainage due to the opening of a flank fissure, the decompression induced on the
shallow storage can trigger paroxysmal activity, by bringing at shallow levels the gas-rich magma that
is in the lower conduit [62–64]. Calvari et al. [56] point out that the rate of effusion, and consequently
the decompression rate, is less crucial to trigger powerful explosive activity. This interesting aspect has
also been observed trough laboratory experiments allowing direct observations of explosive expansion
of a slowly decompressed magma analog [65]. The analog experiments highlighted that under these
conditions an explosive eruption would only occur when sufficient magma was spilled from the
conduit, in agreement with the considerations of [56]. The inferred volume of 2014 emitted lava
(3.07 ± 0.37 × 106 m3), even adding 1–2 × 106 m3 of underwater volume not measurable with our
DEMs approach, is below the limit of 6.5± 1 × 106 m3 suggested by [56] and, therefore, consistent with
the absence of the paroxysmal explosion. This consideration also explains the different behavior of the
2014 eruption (with absence of paroxysmal activity), respect to the 2002–03 eruption (with paroxysmal
explosion). In fact, although the two eruptions had the same mean effusion rate, the 2014 emitted
volume did not reach the critical limit (6.5 × 106 m3) that was instead overcome by the 2002–03 eruption.

5. Conclusions

Integration of in situ and remote-sensing measurements can strongly support the management of
eruptive crises at active volcanoes. In this paper, data from the in situ (visible and infrared) live-cam and
seismic monitoring network, measuring the ground motion in the seismic band (0.02–10 Hz), have been
integrated with ground displacement recorded by a GBInSAR device. Furthermore, to constrain the
erupted lava volume, DEMs from LiDAR and PLEIADES-1 tri-stereo were compared, also supported
by the high-resolution PLEIADES-1 optical images, supporting the areal mapping of the 2014 lava flow
field. The main findings are:

• live-cam and explosion-quake data revealed that the explosive activity peaked between 5 and
6 August 2014, whereas the GBInSAR device recorded a drastic increase in the displacement rate
since the morning of 6 August, consistent with a strong inflation of the crater terrace;

• ground displacement started to show evidence of sliding in the crater terrace after the 6 August 2014
evening, as also evidenced by seismic signals;

• the onset of the 2014 flank eruption involved the breaching of the summit cone with emplacement
of a landslide along the SdF (anticipated by the GBInSAR measurements, observed by the live
cam, and recorded by the seismic data), the opening of an eruptive fissure on the NE flank of the
cone (observed by the live cam), and the effusion of lava from the crater rim at first and from the
eruptive fissure later, feeding the 2014 lava flow field;

• the eruption was characterized by the lava effusion along the SdF from a fissure at 650 m above
sea level (a.s.l.) that lasted until 13 November 2014, with a total volume of 3.07 ± 0.37 × 106 m3

of lava emplaced on the steep SdF slope;
• this volume is below the limit of 6.5 ± 1 × 106 m3 expected for triggering a paroxysmal explosion.

This work highlights the importance of considering data from in situ sensors and remote-sensing
platforms in monitoring active volcanoes. Comparison of data from live-cams, seismic monitoring,
and ground displacements recorded by GBInSAR devices provide information about the eruptive
activity, nowcasting the shift in eruptive style from effusive to explosive. At the same time, the landslide
activity during the run-up and onset phases could be forecasted and tracked using the integration of
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data from the GBInSAR and the seismic landslide index. Finally, the use of airborne and space-borne
DEMs permitted the detection of topographic changes induced by the eruptive activity, allowed for
the estimation of the total erupted volumes.
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Abstract: Volcanic history of Santorini over recent years records a seismo-volcanic unrest in 2011–12
with a non-eruptive behavior. The volcano deformation state following the unrest was investigated
through multi-sensor Synthetic Aperture Radar Interferometry (InSAR) time series. We focused on the
analysis of Copernicus Sentinel-1, Radarsat-2 and TerraSAR-X Multi-temporal SAR Interferometric
(MT-InSAR) results, for the post-unrest period 2012–17. Data from multiple Sentinel-1 tracks and
acquisition geometries were used to constrain the E-W and vertical components of the deformation
field along with their evolution in time. The interpretation of the InSAR observations and modelling
provided insights on the post-unrest deformation pattern of the volcano, allowing the further
re-evaluation of the unrest event. The increase of subsidence rates on Nea Kameni, in accordance
with the observed change of the spatial deformation pattern, compared to the pre-unrest period,
suggests the superimposition of various deformation sources. Best-fitting inversion results indicate
two deflation sources located at southwestern Nea Kameni at 1 km depth, and in the northern
intra-caldera area at 2 km depth. A northern sill-like source interprets the post-unrest deflation
attributed to the passive degassing of the magma intruded at 4 km during the unrest, while an
isotropic source at Nea Kameni simulates a prevailing subsidence occurring since the pre-unrest
period (1992–2010).

Keywords: volcano deformation; SAR interferometry; post-unrest deflation; inversion modelling; Santorini

1. Introduction

Santorini volcano is considered to belong in caldera-forming systems undergoing long-term
periods of quiescence, of approximately 20,000 years (Figure 1). Although its last big eruption dates
back 3600 years, its volcanic activity up to the most recent eruption in 1950 [1] was intertwined with
the building of the intra-caldera islets of Palea and Nea Kameni. The latest volcano’s reactivation was
followed by the restless period of 2011, which did not culminate in an eruption. Increased microseismic
activity [2] and significant ground uplift [3] reaching 14 cm from March 2011 to March 2012 at Cape
Skaros (Figure 1), and 9 cm at Nea Kameni islet [4], underlined the seismo-volcanic unrest. Most
studies based on geodetic data interpret the episode with a single inflation source due to magma
intrusion, at the northern part of the caldera, estimated within 3–4 km depth [4–8]. An alternative
model based on GPS data [9], proposes two inflationary magmatic sources that relocate in depth
and geographic location throughout the unrest. The evolution of the shallow magma body beneath
Santorini appears to have been regulated by the episodic rapid magma supply from a deeper magmatic
system, while a significant volume of magma was intruded in short pulses between January 2011 and
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April 2012 [6,10]. Since the ending of the 2011–12 unrest, the volcano has presented no further activity,
as confirmed by geodetic measurements [4,11] and seismicity [2]. Similar behavior, with extended
periods of quiescence, interrupted by short non-eruptive activity, is also observed in other caldera
volcanic systems [12–14].

Figure 1. Location map of Santorini volcano and seismicity distribution for the period 2011–17 [2].
Earthquake foci in gray color represent the unrest period between January 2011 and May 2012
(ML ≤ 3.3), whereas epicenters in red correspond to the post-unrest period from September 2012 to
August 2017 (ML ≤ 2.3). KFZ and CFZ represent the Kameni and Columbos Fault Zones, respectively.
CS indicates Cape Skaros undergoing the maximum uplift (14 cm) during the 2011–12 unrest episode [4].

Recent advances in geodetic imaging techniques and the systematic availability of Synthetic
Aperture Radar (SAR) data from spaceborne missions provided the necessary tools and data, in order
to monitor the deformation field of Santorini volcano over the post-unrest period, and to re-evaluate
the deformation mechanism during the unrest. MT-InSAR techniques were employed to generate and
analyze the SAR deformation time series. A comprehensive analysis of multi-sensor SAR acquisitions
of Copernicus Sentinel-1, Radarsat-2 and TerraSAR-X satellite missions was performed to investigate
the evolution of ground deformation from 2012 to 2017. The Copernicus Sentinel-1 and Radarsat-2
measurements were further analyzed in an inversion framework to estimate the source parameters
that can best resolve the observed displacements, while TerraSAR-X data provided an additional
source of information to verify the deformation pattern. Finally, insights on the post-unrest response
of the volcano and the interrelationship between the post-unrest interval and the unrest event were
investigated, while ERS-1 and -2 and ENVISAT data from 1992 to 2010 [3,4] were additionally used to
interpret the similarity between the pre- and post-unrest volcano’s deformation.

2. Santorini Volcanic Setting

Santorini volcano is part of the Hellenic Volcanic Arc in the Southern Aegean Sea (Figure 1), and
it is partly situated on a SW-NE trending tectonic horst, the Amorgos Ridge, whereas the northwestern
half of the volcanic field lies within the Anydros Basin [15]. Extensional tectonics seems to have a
profound effect on Santorini volcano. Regional fault systems, namely the NE-SW striking Kameni and
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Columbos Fault Zones (KFZ, CFZ) [16–18] mark the alignment of several eruptive vents [16,19] and
have been interpreted as major normal faults moving in response to a NW-SE extension [20].

Volcanism in Santorini evolved with time from an early formation of volcanic cones, two
successive explosive cycles of pyroclastic eruptions, and the later collapse of the caldera with the
development of shield volcanoes within the caldera [16]. Since the caldera-forming Minoan eruption
in the late 1600s BC, a peculiar volcanic configuration was finally set, with two active volcanoes, the
Nea Kameni volcano located at the center of the caldera and the Columbos submarine volcano located
almost 7 km NE of Thera [21–23] (Figure 1). The largest volcanic eruptions date to 197 BC, 1866, 1925
and 1949–50 and are all associated with Nea Kameni volcano. However, an eruption in 1650 AD took
place offshore at Columbos volcano [24,25]. Aseismic and small-scale intrusions are inferred to have
been emplaced on the northern caldera between 1994 and 1999 [26]. Marine geophysical surveys
in the same area provide evidence of shallow intrusions of the post-Minoan activity [27]. The most
recent activity of the volcano was recorded at the beginning of 2011 lasting up to the first half of
2012 [3–9]. This activity was marked by an increase of low magnitude (ML < 3.2) earthquakes, mainly
aligned along the Kameni fault [28], deformation and changes in the geochemical parameters of the
gas emissions. These unrest signals were concentrated within the caldera sector surrounding Nea
Kameni and Thera [2,29]. Since the ending of the unrest, seismicity associated with caldera volcanic
activity has decreased (Figure 1).

3. Materials and Methods

3.1. SAR Interferometric Processing

Differential Interferometric SAR (DInSAR) techniques are widely used to detect and monitor
subtle ground displacements associated with volcanoes, such as dome growth and subsidence [30,31].
By combining SAR observations from different sensors and viewing geometries, over common
acquisition periods, a proper characterization of the spatial and temporal deformation patterns
can be robustly achieved. Advanced Multi-Temporal InSAR (MT-InSAR) time series analysis
techniques offer the capability to monitor the temporal evolution of ground deformation phenomena.
These techniques lie on the capability to utilize large series of SAR imagery to measure small
deformation signals, to millimeter level of accuracy, on individual Persistent Scatterers (PS) point
targets (human infrastructures, natural scatterers). Several MT-InSAR techniques have been proposed
(e.g., References [32–45]), each following different approaches for the identification of point scatterers
and resolving displacement histories. A detailed review of proposed MT-InSAR techniques in the
literature is presented in Reference [46].

In this study, the MT-InSAR approach proposed by Reference [47] was adopted, by using
the GAMMA s/w packages. The implemented Terrain Observation by Progressive Scans (TOPS)
acquisition mode [48] on Sentinel-1 mission required specific/particular interferometric handling
to ensure proper coregistration of burst-type data compared to standard stripmap acquisitions [49].
Sentinel-1 captures 250 km in three sub-swaths in range, each divided into nine bursts in azimuth.
Burst synchronization ensures the interferometric capability of the mission. Since accuracy at 0.005
pixels is required [50], coregistration is performed on a pixel basis using initial orbital information
and DEM-assisted cross-correlation methods, while an iterative refinement procedure is followed, by
using the Enhanced Spectral Diversity (ESD) technique [49,51]. The coregistration scheme was further
adapted to avoid temporal decorrelation effect on ESD estimates, especially since the burst overlap
areas for Santorini are spatially limited over land. The estimation of ESD offsets for each scene were
based on the temporally closest already coregistered slave, in such a way that coregistration proceeds
successively, starting from the scenes closest to the master to the most temporally distant ones.

Interferometric processing with multi-looking factors of 6x2 in range and azimuth, respectively,
was considered in order to mitigate signal variability and to obtain comparable pixel spacing to
previous ERS-ENVISAT results. Topographic phase was simulated and subtracted based on a 20 m
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resolution Digital Elevation Model (DEM) generated from 1/50.000 scale topographic map of the
Hellenic Military Geographical Service (HGMS).

Since no variability of deformation within a 6-day interval was expected, only acquisitions from
Sentinel-1A satellite were considered (12-days repeat cycle), offering a sufficiently dense temporal stack,
to minimize unwrapping artifacts due to decorrelation effects, and characterize the spatio-temporal
behavior of the deformation signal. More specifically, three Sentinel-1 orbit geometries were used
(Table 1), covering the period from October 2014 up to December 2017. Data used for the ascending
relative orbit A029 amounts to 91 acquisitions, while for the descending relative orbits D109 and D036
correspond to 93 and 92 acquisitions, respectively (Figure 2).

Table 1. Overview of SAR data in-use.

Mission Orbit Track Acquisition Mode Incidence Observation Period No. Scenes

Sentinel-1A Ascending 029 TOPS IW1 33.9 2014–17 91
Sentinel-1A Descending 109 TOPS IW1 33.9 2014–17 93
Sentinel-1A Descending 036 TOPS IW3 43.9 2014–17 92
Radarsat-2 Descending - Stripmap 33.5 2012–16 20

TerraSAR-X Descending - Stripmap 27.2 2012–13 25

Figure 2. (a) Sentinel-1 IW burst coverage over Santorini volcano for the Sentinel-1 ascending
029 (A029), and descending orbits 109 (D109) and 036 (D036), and for Radarsat-2 (RS2) and
TerraSAR-X (TSX) frames; (b) Temporal distribution of Sentinel-1 data for the A029, D109 and D036
acquisition geometries.

A key point of the processing, given the size of the data stack, was to derive a redundancy
of all possible interferometric pairs. The final selection of the interferograms was done by limiting
the temporal baselines, as well as by using an upper threshold on the maximum normal baseline
value. Although the orbital tube of Sentinel-1 is well-tuned for interferometric applications (within
120 m radius), the presence of steep slopes along the caldera walls, of height differences up to approx.
300 m, led to the further control of the baselines. Interferometric stacks of 160, 160 and 242 pairs
were generated for the A029, D109 and D036 orbits accordingly, for the final MT-InSAR configuration
(Table 2).

Table 2. Interferometric pairs considered in Sentinel-1 MT-InSAR processing.

Mission Orbit Track Temporal Separation (Days) Normal Baseline (m) No. of Pairs

Sentinel-1A Ascending 029 120 ≤ dt ≤ 240 Bp ≤ 20 160
Sentinel-1A Descending 109 120 ≤ dt ≤ 240 Bp ≤ 20 160
Sentinel-1A Descending 036 90 ≤ dt ≤ 270 Bp ≤ 20 242
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The Singular Value Decomposition (SVD) approach was used to obtain a solution for the phase
time series, based on a set of multi-reference point differential interferograms. Deformation phase time
series were estimated using a weighted least-squares algorithm that minimized the sum of squared
weighted residual phases [36]. The phase model included a height related term proportional to the
derivative of the interferometric phase with respect to height, allowing the update of PS heights
during the interferometric processing. To mitigate the atmospheric contribution, filtering based on
assumptions of atmospheric statistics [33] was applied in both temporal and spatial domains, in a way
to minimize the effect of spatially correlated and temporally uncorrelated signal.

Redundancy of interferometric pairs reduces uncertainties in the time series mainly due to
phase errors introduced by decorrelation and residual topography. With respect to the selected
pairs (Figure S1), few scenes per orbit were excluded from the analysis; still temporal sampling was
sufficiently dense to examine temporal variability in PS displacement histories. For each solution the
linear displacement phase rate, the standard deviation of the phase time series relative to the linear fit,
as well as the unwrapped phases for each PS target were stored.

3.2. Hosted Processing on Geohazards Exploitation Platform

The Geohazards Lab initiative, originated by the European Space Agency (ESA) with the support
of several other space agencies of the Committee on Earth Observation Satellites (CEOS), is based
on a group of interoperable platforms with federated resources providing Earth Observation (EO)
data access, hosted processing and e-collaboration capabilities to animate and support the geohazards
user community [52]. One of its precursors is the Geohazards Exploitation Platform (GEP) (https:
//geohazards-tep.eu), developed in the framework of the ESA Thematic Exploitation Platforms (TEP)
initiative and has been available since 2016. Today, GEP has primary focus on mapping hazard-prone
land surfaces and monitoring terrain deformation. The platform has been expanded to include a
broad range of products and services, currently available or under development on cloud processing
resources like the GEP, to support experts and users to better understand geohazards and relevant risks.

In the framework of the ESA funded project “Disaster Risk Reduction using innovative data
exploitation methods and space assets”, ground deformation maps were produced on GEP for the
Santorini volcano. Processing was based on a customized implementation of the StaMPS Persistent
Scatterer Interferometry (PSI) software [40]. For the period 2012–16 average Line-Of-Sight (LOS)
velocities were based on 20 descending Radarsat-2 images, while TerraSAR-X data (25 scenes in
descending orbit) were used for the 2012–13 period (Table 1). Datasets are available via Zenodo
repository [53].

GEP PSI results are provided as raw velocities generated from automatic processors and have
not undergone any post-processing. The adjustment of the reference point was addressed to ensure
compatibility with Sentinel-1 results obtained herein, and visual inspections were performed to exclude
regions potentially affected by isolated unwrapping errors.

4. Interferometric Results

A multi-temporal interferometric analysis approach was implemented to explore the dense
temporal series of Sentinel-1 data, and to provide the displacement time series for each identified
PS target. The MT-InSAR results are shown in Figure 3, presenting the measured LOS displacement
rates for each of the Sentinel-1 acquisition geometries. Common deformation patterns are retrieved,
indicating LOS motion rates up to −7 and −9 mm/yr over Nea Kameni islet. Variations of maximum
observed motion could be partly attributed to the different incident angles between the acquisition
geometries. Despite the large amount of data, the relatively short observation period (3.2 years) does
not permit substantial decrease of the measurement uncertainties, though they were maintained at a
level of 1.5–2.0 mm/yr (Figure S2). Additionally, the relatively high coherence levels, due to the short
span of the interferometric pairs used, especially over Nea Kameni, underline the robustness of the
obtained results.
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Figure 3. Sentinel-1 MT-InSAR LOS displacement rates of Santorini volcano for the period 2014–17 (a)
Ascending orbit 029; (b) Descending orbit 109; (c) Descending orbit 036. Displacement rates are given
relative to the reference point, marked by a rectangle. The line-of-sight and azimuth directions of the
satellite are displayed by blue and black arrows, respectively. LOS velocity is negative away from the
satellite. Values in degrees correspond to the incidence angles.

It is worth mentioning that deformation does not seem to follow exactly the same pattern among
the different orbits (Figure 3). Therefore, the southwestern part of Nea Kameni seems to be most
affected in the ascending orbit, while in the descending ones, maximum deformation is shifted to
the central and northern parts of the islet. This spatial variability implies the presence of horizontal
motion, also mentioned in previous study [4].

The displacement time series for a PS target over Nea Kameni islet is shown in Figure 4. It is
possible to observe the presence of a periodic (annual) component of the displacement, identical
both in terms of period and amplitude for all Sentinel-1 datasets (Figure 5). The amplitudes of the
oscillations (up to 5 mm) are not negligible with respect to the expected linear deformations rates. Such
cyclic motions can therefore significantly affect, by under- or over-estimation, the deformation rates
calculated based on linear regression of the displacement time series over a few years’ time-spans.

 
Figure 4. Temporal evolution of LOS displacements over selected PS target located on Nea Kameni, for
the three Sentinel-1 acquisition geometries shown in Figure 2.
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Figure 5. (a) Time series of LOS displacements at a selected point (see Figure 4); (b) Seasonal component
obtained by Fourier transform; (c) Time series corrected for the seasonal oscillations.

To compensate for this source of error, a linear interpolation to the time series was initially
applied to produce a regular 6-day sampling, in order to fill gaps in the temporal series. To quantify
quasi-annual motion, we then calculated a Fourier transform of the time series by only selecting periods
between 200 and 500 days. Other frequency intervals were set to zero. The maximum amplitude of the
resulting spectrum was then identified. The corresponding cyclic function (d) of time (t) was retrieved
on the basis of the amplitude (A), period (T) and phase (ϕ) of the Fourier transform for the frequency
of the spectrum’s maximum (Equation (1)):

d = A cos(2π
t
T
+ ϕ) (1)

The obtained cyclic component was finally removed from the initial time series and the LOS
displacement rates for each PS were re-computed as the slopes of the corrected displacement time
series (Figure 5). Such periodic signal can be attributed to the topography-dependent atmospheric
component of the SAR, also reported for several other volcanoes [54,55].

By compensating for the seasonal signal in the time series, a noteworthy decrease in the
displacement rates is apparent for the major part of the volcano (Figure 6). The new estimation
of the displacement rates provided the actual deformation that was used to model the source dynamics.
It was not in fact possible for such correction to be derived from Radarsat-2 PSI results, as data
provided via GEP platform [53] concerned only LOS velocities and not actual time series.

Furthermore, LOS measurements were decomposed into vertical and E-W motion components to
facilitate the better interpretation of motion patterns. The E-W and vertical components were calculated
using all three Sentinel-1 geometries in a comprehensive decomposition scheme, considering as well
the variability of the incidence angles within the scenes (Figure 7). The procedure involved rasterization
of MT-InSAR point vectors and calculation of the two components on common pixels. Then, spline
interpolation was applied to fill gaps and obtain a more visually appealing result. It is worth noting
that, for the comparison against modelling results and the calculation of misfits, only pixels presenting
real and not interpolated data were considered.
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Figure 6. Sentinel-1 MT-InSAR LOS displacement rates after the correction for seasonal effects (a)
Ascending orbit 029; (b) Descending orbit 109; (c) Descending orbit 036. Displacement rates are given
relative to the reference point, marked by a rectangle. The line-of-sight and azimuth directions of the
satellite are displayed by blue and black arrows, respectively. Values in degrees correspond to the
incidence angles.

Figure 7. (a) Vertical and (b) East-West displacement rate maps of Santorini volcano for the period
2014–17, decomposed and interpolated, by combining Sentinel-1 LOS observations (see Figure 2).
Displacement rates are given relative to the reference point, marked by a rectangle.

Prevalent subsidence for the entire Nea Kameni is indicated by the vertical motion map of
Figure 7, reaching −7 mm/yr. The observed concentric deformation pattern presents an opening
towards northern parts of the islet, where high deformation rates are also evident. Motion for the
rest of the area has also been reduced after compensating for the seasonal signal, with overall rates
(a couple of mm/yr), mostly within the uncertainties of the measurements. Concerning horizontal
E-W motion, as expected, the N-S extending zero deformation zone on Nea Kameni is well aligned
to the local concentric subsidence pattern, showing opposite motions on both sides and towards the
area of maximum deformation. For the rest of the volcano, of significant interest is the relatively
high westward motion of Cape Skaros, an area that accumulated the highest inflation rates during
the 2011–12 unrest [4]. On the basis of the SAR Interferometry results, Nea Kameni remains the area
exhibiting the highest ground deformation during the post-unrest period, with higher rates compared
to the pre-unrest period (average subsidence rate of −5 ± 0.6 mm/yr for the 1992–2010 period) [3,4,56].
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In addition to this, the ongoing deformation at Cape Skaros on the main island indicates that the
volcano has not fully recovered yet.

Finally, regarding GEP PSI results and specifically those of Radarsat-2 (2012–16), having major
overlap with the Sentinel-1 observations (2014–17), they are showing comparable motion in terms
of both spatial pattern and magnitude (Figure 8a). Providing a complementary LOS measurement
angle and sufficiently large time span for obtaining a robust solution, they were considered in the
source modelling. On the contrary, for TerraSAR-X PSI (Figure 8b), and mainly due to the difference
in the temporal coverage (2012–13), as well as the level of noise in the data, a decision was made
not to include them in the inversion modelling. Nonetheless, they provided valuable information to
underline the higher deflation rates observed during the early post-unrest phase. LOS displacement
rates up to –12 mm/yr were observed in the center of the Nea Kameni islet with a visible concentric
deformation pattern, whereas a similar localized deformation is denoted at the northern part of the
islet. Apart from the higher deformation of TerraSAR-X data, due to the temporal proximity to the
unrest, spatial deformation patterns are consistent with Sentinel-1 data, indicating the persistence of
the deformation maxima areas since 2012.

 

μ/

Figure 8. PSI average LOS velocities for (a) Radarsat-2 data (2012–2016), and (b) TerraSAR-X data
(2012–2013), obtained from GEP [53]. The line-of-sight and azimuth directions of the satellite are
displayed by blue and black arrows, respectively. Values in degrees correspond to the incidence angles.

5. Source Modelling

InSAR data show subsidence of the inner islets and, partially in the main island of Thera, across
the inner walls (Figure 6). This pattern is quite new with respect to the pre-unrest, since 1992–2010
InSAR results show a subsidence pattern limited to the Kameni islets, and negligible deformation for
the rest of the caldera [3,4,56,57]. Furthermore, the subsidence on the Kameni islets after the unrest
extends to a wider area with respect to the pre-unrest period. During the unrest, higher uplift was
concentrated on the main island at Cape Skaros, whereas Nea Kameni demonstrated comparable uplift
rates of the northern part, with an observed tilting towards the south.

SAR modelling of a single deflating source attributed to the caldera-wide deformation yielded
residuals in Nea Kameni justifying the use of a second source for the inversion (Figure S3). In order
to take into account the localized subsidence at Nea Kameni and the caldera-wide deformation,
two separated sources of deformation were considered. A joint inversion of mean velocity data
was performed from ascending and descending Sentinel-1, together with descending Radarsat-2.
The datasets were pre-processed by masking the areas undergoing layover issues, affecting in particular
the inner cliffs in the ascending orbit of Sentinel-1 data. Afterwards, the four datasets were subsampled
with a step of 60 m in the inner islets and 200–300 m in the remaining islands of Santorini.
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The non-linear geodetic inversion was performed considering a 2-steps procedure based on the
Neighbourhood Algorithm [59,60]. The VSM (Volcano and Seismic source Model) is a FORTRAN code
retrieving not only the best-fit model, but also performing a second step with a Bayesian inference
in the generated model ensemble. For the reasons described above, two sources were adopted, one
for the caldera-wide deformation, and another one for the localized subsidence at Kameni islets.
After several attempts aiming to minimize the residuals (a chi-square function) between data and
models, we obtained a chi-square equal to 1.2, and the preferred source models are to be a sill-like
source [58] for the caldera-wide deformation, and an isotropic source for the localized deformation in
Nea Kameni [61,62].

Results are shown in Figures 9 and 10 by combining Sentinel-1 data for the East-West and
vertical components. The modelled data is simply the East-West and vertical component of the mean
model, without further interpolation. Detailed comparisons for all the datapoints jointly inverted are
reported in Figure S4, while the posterior probability density functions are shown in Figures S5 and S6.
The caldera-wide source is located below the sea, north of Kameni, at a depth of 2 km. It has a radius
of a few hundred meters and underwent a volume variation rate of −12·104 m3 yr−1 during 2012–17
(Table 3). The volume variation is not inverted, but it is computed from the sill parameters, considering
the medium as Poissonian. The second source is located below the area of maximum subsidence at Nea
Kameni, at a depth of about 1 km, and characterized by a volume variation rate of −1.4·104 m3 yr−1.
The surface projection of the source center coincides with the change of direction of the East-West
component, as expected for isotropic sources. The residuals show a trend of underestimation in the
northern islands of Santorini for the horizontal component. However, the horizontal displacement
is affected by larger errors than the vertical, amounting to few mm/yr. The vertical component
shows some residuals across the northern cliffs, but as that area was affected by layover issues in the
ascending orbit, it is therefore characterized by a larger uncertainty than the rest of the dataset.

 
Figure 9. Results from the VSM (Volcano and Seismic source Model) inversion of the four datasets
reported in Table 3. Data comparisons concern East-West and vertical components. In the first column
are the East-West (a) and vertical (d) data, in the second column (b,e) the model, and in the third
column (c,f) the residuals, respectively. Black open circle and black dot are the surface projections of
the center of the caldera-wide source and the Nea Kameni source, respectively.
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Figure 10. (a–c) Distribution of the deformation source location presented in this study, compared to
previously published solutions. 2D posterior probability density functions of the two sources inverted
are reported with 20% confidence contour. The mean models of this study are marked by a black star.
Previous sources are reported as empty squares if referred to the unrest (inflation), filled squares if
referred to the slow pre-unrest subsidence.

Table 3. Mean values of the inverted source parameters.

Model
E a

km
N a

km
Depth

km
ΔV/t

104 m3 yr−1
Radius

m
ΔP/μ/t

10−4 yr−1

Sill (caldera—wide) 355.7 ± 0.3 4033.7 ± 0.3 2.0 ± 0.3 −12 ± 6 b 520 ± 200 −4 ± 3
Mogi (Kameni) 356.0 ± 0.1 4029.8 ± 0.2 1.1 ± 0.2 −1.4 ± 0.3 n.a. n.a.
a Easting and Northing are in Universal Transverse Mercator (UTM) projection, zone 35N. b Volume variation rate
not inverted, but computed from Reference [58].

6. Discussion

The temporal evolution of ground deformation at Santorini, after the unrest episode, seems to be
controlled by a set of two shallow sources, favoring a more complex scenario of the volcano dynamics
(Figure 11). The model proposed here, probed with four different C-band SAR observations from
Sentinel-1 and Radarsat-2 missions, led to better constrain the deformation sources acting during the
post-unrest period. The two-source model considers two deflating sources with a 4 km distance in
between. The first source is a deflating, Mogi-like source located at about 1 km depth and centered
below Kameni island. The second source is a sill-like body at 2 km depth located just above the deeper
(about 4 km) source of the 2011–12 unrest episode [4–9]. According to the available geochemical
data, an increase of CO2 concentration has been observed after the unrest period [63]. This increase
has been interpreted as an increase in the permeability of the volcanic pile along the Kameni fault
resulting from the seismic activity during the unrest. According to these data, and taking into account
the results of recent models of degassing from magma chambers [64], we propose that dynamics
of our sill-like deflating source is related to the passive degassing (second boiling) of the magma
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intruded at 4–5 km depth during the unrest. This interpretation is consistent with the shallower
depth (about 2 km) and geometry (sill-like) of the top of the magma reservoir, in which a volatile
saturated zone is formed at the top by accumulation of gases associated to initial states of fractional
crystallization and cooling [64–66]. This interpretation is also supported by the available geochemical
data, which show a significant increase of CO2 concentration values from the unrest, uplift period
(May 2010–February 2012, CO2 = 400 mmol/mol) to the post-unrest (deflation) period (March–July
2012; CO2 = 800 mmol/mol) [62]. Such increase excludes the occurrence of drain-back of magma
because, in that case, a decrease in the CO2 concentration values should be observed.

Figure 11. Schematic diagram summarizing SAR geodetic results presented herein and in Reference [4].
A shallow caldera-wide source (sill) at around 2 km depth reflects the post-unrest deflation of the deeper
magma chamber responsible for the 2011–12 unrest episode. The volumetric spherical/spheroidal
unrest source currently seems to undergo a depressurization due to degassing from its upper parts. A
shallower deflating source (Mogi), at around 1 km depth, is also shown below Nea Kameni, exhibiting
similar behavior for both the 1992–2010 pre-unrest and 2012–17 post-unrest periods.

Therefore, the degassing from this shallower source, which easily develops along the preferred
pathway of the Kameni fault zone (e.g., References [28,63]) is responsible for the observed deflation of
the 2 km deep sill-like source. The volume variation involved, as computed from the elastic models is
in the order of 105 m3/yr, which is 1/100 of the volume variation involved during the 2011–12 unrest.
Regarding the nature of the degassing magma, Reference [67] suggest that a 3He- and volatile-rich
mafic magma intruded during the unrest. According to the conceptual model proposed above, such
volatiles migrated in the uppermost portion of the reservoir and were passively released to the surface
along the Kameni line. A component of deformation related to magma cooling can also be invoked for
the observed subsidence, however, according to Reference [64], it plays a minor role.

Prior studies based on GPS and SAR observations for the unrest period [4–9], yielded a single
inflating magma source in the northern intra-caldera area. While nearly all solutions follow almost
N-S dispersion, they still indicate the same unrest center, if we take into consideration their location
uncertainties (Figure 10). On the contrary, Reference [9] using GPS time series determined two source
locations, one offshore, about 1 km northern of the N-S cluster solutions, with comparable depth, and
a deeper one (7–8 km) on Nea Kameni islet. Our post-unrest deflating sill at the northern intra-caldera
area is in good agreement with the unrest Mogi source of Reference [9], for their better constrained
solution (period P1, Jan–Jun 2011), in terms of number of GPS stations and larger deformation gradients.
On the whole, the inefficacy to well constrain magma sources using single SAR LOS observations, or
GPS measurements that suffer from poor spatial sampling should be underlined. The utilization of
multiple geodetic assets is thus beneficial and should be certainly taken into account when designing
volcanic monitoring systems.
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The InSAR results and modelling for the Nea Kameni deformation source of this study
demonstrate a comparable pattern to previous ERS and ENVISAT observations covering the 1992–2010
pre-unrest period [3,4,56] (Figure 12a). The source’s identical location and volume variation rate
between the two intervals points to the hypothesis of a steady deformation signal. By assuming
the pre-unrest deformation rate (ERS/ENVISAT) as background motion, and subtracting it from
the Sentinel-1 post-unrest deformation rates, we were able to reveal the post-unrest response signal
(Figure 12). Thereafter, to simplify the comparison between different LOS incident angles, we only
considered the vertical component of the displacement.

Figure 12. Vertical motion on Kameni islets derived from (a) ERS-ENVISAT observations for the
1992-2010 pre-unrest period [4]; (b) Sentinel-1 MT-InSAR observations for the 2014–17 post-unrest
period; (c) Differences between Sentinel-1 post-unrest and ERS-ENVISAT pre-unrest motion rates; (d)
Forward modelling results considering only the deflating 2014–17 post-unrest caldera-wide source. By
compensating for the steady pre-unrest subsidence (a), Nea Kameni seems to undergo a tilt towards
the north during the post-unrest period (c), fully compatible with the deformation pattern induced by
the deflating caldera-wide source (d).

The outcome specifies a ramp tilting towards the north with rate of 5.5 ± 2.7 mm/yr. Modelling
results adopting only the sill (the caldera-wide source) show an identical tilt at Nea Kameni (3.4
mm/yr), due to the deflation of the sill source at the northern caldera (Figure 12d). The computed
tilt rate is within the uncertainty of SAR estimates. This demonstrates that local subsidence at Nea
Kameni can be considered of the same amount during 1992–2010 and 2014–17, while the residual tilt
of 2014–17 at Nea Kameni is attributed to the caldera-wide deflating source of the post-unrest period.

The existence of the local post-unrest shallow deformation source at Nea Kameni, having the same
behavior as in the pre-unrest period in terms of both deformation rate and spatial pattern, suggests
its continuous action during the unrest. Modelling misfits over Nea Kameni for the unrest period
indicate a systematic over-estimation of both SAR and GPS data, as demonstrated in other studies only
considering a single offshore magma source [4–6,9]. Therefore, the same volcanic activity is supposed
to occur at Nea Kameni during the unrest, consistent with the pre-/post-unrest steady subsidence
of −5 mm/yr [3,4]. However, such deformation cannot be isolated in the uplift data, since a total
amount of 9 cm was measured at Nea Kameni during the unrest. In order to quantify the effect of
the local source to the main source of the unrest, we ran a model with two sources. The first one was
the unrest source as in Reference [4], and the other one was the Nea Kameni source as constrained
in this work. The percentual change of the volume variation rate in the case of a single active source,
as opposed to the case where both sources are active, amounts to 0.2%. So, in case the deflation at
Nea Kameni is taken into account during the unrest, the inflating magma source is still located at the
same position and depth (3.7 km), undergoing an increase of only 0.2% of the volume variation rate.
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This is not surprising, since the unrest generated large displacements that were actually masking out
the deformation at Nea Kameni. In our opinion this prevents an independent constraint of the Nea
Kameni source from data, since its action is partially concealed by the unrest. The unrest source has a
volume variation of the order of 107 m3/yr, while the Nea Kameni source amounts to 104 m3/yr, so it
fits the effect of the Nea Kameni source on the unrest source being of the order of 10−3.

The Nea Kameni deformation source is suggested by Reference [4] as the effect of variations
within the shallow hydrothermal system, the existence of which is reported by Reference [68] at
800–1000 m depth. A different mechanism is suggested by Reference [57], whereas slow subsidence
could reflect the thermal cooling and the load-induced relaxation of the substrate due to lava flows
emitted between 1866 and 1870. In view of our SAR results, and the identification of the same slow
subsidence signal before and after the unrest, this latter scenario could not also be ruled out. Based
on geodetic data [9] and petrological studies [69,70], deeper volcanic-related processes beneath Nea
Kameni are also proposed. If, over and above, we take into account that historic lava flows built up
the intra-caldera islets of Palea and Nea Kameni and that the last lava emplacement took place in 1950,
the involvement of still-ongoing deep processes beneath Kameni islets could support this hypothesis.

As a final remark, our results show that a change (decrease) in the subsidence rate at Nea Kameni
could reflect the onset of a renewed unrest, and as a consequence, the geodetic monitoring of ground
deformation represents a key to deciphering the dynamics of the Santorini shallower plumbing system,
even for periods not accompanied by seismic activity or increased degassing. The Kameni deformations
are therefore of primary importance to correctly interpret future unrest episodes and evaluate the
volcanic hazard.

7. Conclusions

The MT-InSAR analysis of the dense temporal Sentine-1 data series allowed us to measure the
post-unrest ground deformation of the Santorini volcano. The results provide additional insights on
the recognition of an annual, seasonal periodicity in the displacement time series, affecting the accurate
estimation of the deformation gradients. Whether this oscillation pre-existed during the unrest period,
or even before, cannot be ascertained due to the non-systematic temporal coverage of former SAR
acquisitions. Hence, this new estimation provides an important step for a more reliable assessment of
the volcano deformation.

The new volcano state after the unrest period is confirmed by the geodetic analysis of multiple
SAR sensor data (Sentinel-1, Radarsat-2 and TerraSAR-X) for the period 2012–17. The post-unrest
response to the 2011–12 inflation episode is well explained by a shallow sill-like source at 2 km depth.
This source is located just above the ~4 km deep inflation source responsible for the 2011–12 uplift.
The wide observed deflation extending up to Thera Is. (Cape Skaros and northern caldera walls)
provides evidence that the volcano apparently remains still under a recovery state. According to
the geochemical and isotopic data on gas emissions, this deflation reflects the passive degassing of
the shallow (top) portion of an intrusion of relatively poorly evolved magma emplaced during the
unrest. The degassing pathways could be represented by the Kameni fault and fractures, which were
re-activated by earthquakes during the unrest period, allowing an increase in local permeability.

The presence of a steady subsidence source at Nea Kameni, in accordance with the pre-unrest
period, led to the re-evaluation of the 2011–12 unrest. Our interpretation model suggests the
co-existence of the Kameni source during the unrest, having however a lower impact compared
to the larger deformations induced by the inflation source.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-4292/11/3/259/s1,
Text 1: Supplementary material of the manuscript. Figure S1: Temporal separation versus normal baseline plots
displaying the InSAR pairs (connecting lines) considered in the MT-InSAR processing. Sentinel-1 scenes in blue
color were not considered in the solutions. Figure S2: Sentinel-1 MT-InSAR LOS displacement rate uncertainties
for (a) Ascending orbit 029; (b) Descending orbit 109; (c) Descending orbit 036. Uncertainties of estimated rates (see
Figure 3) are given relative to the reference point, marked by a rectangle. The line-of-sight and azimuth directions
of the satellite are displayed by blue and black arrows, respectively. Values in degrees correspond to the incidence
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angles. Figure S3: Comparison between subsampled data (first column) and modeled data (second column)
for the single source model of the post-unrest. The third column reports the residuals (observed data minus
modeled data). (a–c) Ascending orbit track 029 (a029); (d–f) Descending orbit track 036 (d036); (g–i) Descending
orbit track 109 (d109); (j–l) Descending radarsat-2 data (drs2). The shaded circle is the surface projection of the
sill-like source with its actual radius (about 2000 m). The chi-square for this model is 3.5. Figure S4: Comparison
between subsampled data (first column) and modeled data (second column). The third column reports the
residuals (observed data minus modeled data). (a–c) Ascending orbit track 029 (a029); (d–f) Descending orbit
track 036 (d036); (g–i) Descending orbit track 109 (d109); (j–l) Descending radarsat-2 data (drs2). The star is
the center of the Kameni source, the shaded circle is the surface projection of the sill-like source with its actual
radius. Figure S5: Posterior Probability Density (PPD) functions retrieved by the non-linear joint inversion of
the two sources. (a,b) Coordinates of the centre of the sill-like source (S), (c) its depth, (d) radius, (e) potency,
i.e., overpressure ΔP vs rigidity μ; (f,g) Coordinates of the spherical source (Mogi source, M), (h) its depth, (i) its
volume variation. Easting and Northing are in UTM-WGS84 projection, zone 35. The dashed line is the mean
model. Figure S6: Two-dimensional PPD distributions. Each panel represents the 2D distribution of the inverted
parameters. Contour lines every 10% confidence. The red cross is the mean model listed in Table 3. Each panel
reports the numbering of two parameters for which the 2D-distribution is computed, considering the exact order
as reported in Figure S5 and Table 3, i.e., a) = 1, b) = 2, c) = 3, d) = 4, e) = 5, f) = 6, g) = 7, h) = 8, i) = 9.
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Abstract: The Holuhraun lava flow was the largest effusive eruption in Iceland for 230 years, with
an estimated lava bulk volume of ~1.44 km3 and covering an area of ~84 km2. The six month long
eruption at Holuhraun 2014–2015 generated a diverse surface environment. Therefore, the abundant
data of airborne hyperspectral imagery above the lava field, calls for the use of time-efficient and
accurate methods to unravel them. The hyperspectral data acquisition was acquired five months after
the eruption finished, using an airborne FENIX-Hyperspectral sensor that was operated by the Natural
Environment Research Council Airborne Research Facility (NERC-ARF). The data were atmospherically
corrected using the Quick Atmospheric Correction (QUAC) algorithm. Here we used the Sequential
Maximum Angle Convex Cone (SMACC) method to find spectral endmembers and their abundances
throughout the airborne hyperspectral image. In total we estimated 15 endmembers, and we grouped
these endmembers into six groups; (1) basalt; (2) hot material; (3) oxidized surface; (4) sulfate mineral;
(5) water; and (6) noise. These groups were based on the similar shape of the endmembers; however,
the amplitude varies due to illumination conditions, spectral variability, and topography. We, thus,
obtained the respective abundances from each endmember group using fully constrained linear spectral
mixture analysis (LSMA). The methods offer an optimum and a fast selection for volcanic products
segregation. However, ground truth spectra are needed for further analysis.

Keywords: hyperspectral; FENIX; lava field; SMACC; LSMA

1. Introduction

Lava flow emplacement is an important constructive geological process that contributes to
reshaping natural landscapes [1–3]. To assess the hazards and long-term impacts posed by lava flows,
it is vital to understand aspects such as the return period of effusive eruptions, to map the areas covered
by eruptions in the past and to characterize the evolution of lava flow surfaces after emplacement [4,5].
In high eruption frequency areas, lava flows often overlap each other. If the overlapping lava flows
erupt within a short time span and have similar chemical and surface characteristics, discrimination
will be further complicated by their similar spectral signatures. Spectral reflectance plays an important
role in visible and shortwave infrared (VIS-SWIR) remote sensing. Each material absorbs and reflects
the incoming radiation in a characteristic way. In the 400–2500 nm range, minerals display absorption
features due to the interaction of light with cations (Fe, Mg, Al) and anions (OH, CO3) [6]. Reflectance
spectra provide information about the specific material and their composition. They are used for
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different applications such as classification of remotely sensed data, identification of mineral features
of rock, and environmental assessment [7,8]. The interest in reflectance spectra of volcanic rocks has
increased recently as they can play an important role as planetary analogues. In fact, these spectra can
be used to identify compounds by data acquired by ongoing solar system exploration missions [9,10].

Characterization of surface spectral reflectance by satellite remote sensing is constrained by the
spectral range and resolution (i.e., number of spectral bands) as well as by the spatial resolution of
the imagery. Whereas multispectral imagery can be acquired at very high spatial resolution (e.g.,
WorldView [11,12]); the spatial resolution of hyperspectral satellite data remains low (e.g., EO-1
Hyperion with a ground resolution of 30 m x 30 m); and spectral mixing is thus a major issue [13].
The spectral reflectance of lava of different compositions has also been documented using laboratory
spectrometry with decimeter-size samples [14]. For accessible volcanic terrains, field spectrometry
offers a useful alternative approach for characterizing the spectral reflectance of contrasted lava
surfaces and for documenting its spatial variation at different spatial scales [5,14]. The great variety of
morphologies observed in the 2014–2015 Holuhraun lava flows [1,15] encouraged a detailed study
of their spectral characteristics, to obtain information about lava composition and detect possible
differences in the spectra of the flow. In spectroscopy, the identification of the mineral constituents
of major rock types is typically approached using spectral unmixing methods [5,16]. Usually, in the
visible and near-infrared spectral range, mafic rocks are characterized by very low reflectance due to the
presence of large amounts of dark mafic minerals [14]. The 2014–2015 lava flow at Holuhraun in NE
Iceland offers an excellent diverse surface environment for investigating and characterizing lava deposits.
Its intense volcanic activity [1,17–19], geomorphological complexity [20], and well-documented flank
eruptions [1] perplex the remote sensing monitoring of the bulk volcanic edifice. However, the detailed
field mapping of lithologies is frequently obstructed by difficulties in accessibility, the scale of lava
flow fields, topography, while remote sensing has become increasingly important in mapping volcanic
terrains and specifically in mapping lava flows. Mapping individual lava flows using satellite remote
sensing is challenging for at least three reasons: vegetation cover, spatial overlapping, and spectral
similarity [3,4]. Moreover, a high eruption frequency often leads to lava flows overlapping each other.
If the overlapping lava flows are erupted within a short period and have similar chemical and surface
characteristics, discrimination will be further complicated by their similar spectral signatures.

Hyperspectral remote sensing provides information on hundreds of distinct and contiguous
channels of the electromagnetic spectrum, thus enabling the identification of multiple ground objects
through their detailed spectral profiles. However, restrictions on the spatial resolution of hyperspectral
data, the multiple scattering of the incident light between objects, and microscopic material mixing
form the mixed pixel problem. Pixels are identified as mixed when they are composed of the spectral
signatures of more than one ground object. Therefore, we adopted linear spectral mixture analysis
(LSMA) techniques [8,21], which model the pixel spectra as a combination of pure components
(endmembers) weighted by the fractions (abundances) that contribute to the total reflectance of the
mixed pixel [22]. Ideally, each selected endmember from the hyperspectral image under study has
the maximum possible abundance of a single physical material present and minimum abundance
of the rest of the physical materials. Spectral unmixing typically consists of two main substages:
(a) endmember extraction; and (b) abundance estimation [22]. In this paper, we focus on both
endmember extraction and estimation of fractional abundances of the lava field products on 2014–2015
Holuhraun lava fields. For this purpose, an airborne hyperspectral image with an AisaFENIX sensor on
board a NERC Airborne Research Facility (Natural Environment Research Council Airborne Research
Facility) campaign was acquired at Holuhraun after the eruption and for the sub-pixel analysis we
used the sequential maximum angle convex cone (SMACC) algorithm to identify the spectral image
endmembers while the LSMA method was employed to retrieve the abundances. Our approach was
narrowed to the eruptive fissure vent part since it is considered to have a more diverse surface. The
resulting abundances from the LSMA method were both quantitatively and qualitatively compared
with the spectral indices technique, aerial and field photographs, respectively. The objective was to
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retrieve the main lava surface type contributing to the signal recorded by airborne hyperspectral at the
very top surface of Holuhraun.

2. The 2014–2015 Eruption at Holuhraun

The eruption took place in the tectonic fissure swarm between the Bárðarbunga-Veiðivötn and
the Askja volcanic systems (Figure 1a). It lasted about six months (31 August 2014 to 27 February
2015) and produced a bulk volume ~1.44 km3 of basaltic lava [1]. Lava effusion rates during the
eruption period range from 320 to 10 m3/s. Averaged values are ∼250, 100, and 50 m3/s during the
initial (August–September 2014), intermediate (October–December 2014) and final phase (December
2014 to February 2015), respectively [1,17] (Figure 1b). The lava was emplaced on the sandur plains
(glacial outwash sediment plains) north of the Vatnajökull/Dyngjujökull glacier, partially covering
the previous two Holuhraun lava flow fields south of the Askja caldera [1]. The area is gently
sloping (average inclination <0.5%; i.e., ∼0.3◦) to the east-northeast. The shallow gradient resulted
in low topographic forcing of the flow and, therefore, rather slow lava flow advance. During its
emplacement history, the lava field was initially dominated by channels and horizontal expansion.
Then it transitioned to grow in volume primarily by inflation, tube-fed flow (i.e., transport of lava
through roofed over partially or filled channels) and vertical stacking of lava-lobes. The 2014–2015
effusive eruption products originate from intense activity in the vent, in which high oxidation occurs
in this area. The main lava channel shows significant inflation (5–10 m). Lava advancement rates were
generally low ∼0.0167 m/s during the initial eruption phase [1] and dropped to ∼0.0017 m/s during
the middle of November 2014 [23]. The six-month-long effusive eruption features diverse surface
structures and morphologies. The 2014–2015 lava flow at Holuhraun in NE Iceland offers an excellent
diverse surface environment to investigate and characterize lava deposits.

 
Figure 1. Bárðarbunga volcano and the Holuhraun lava flow field. (a) geological setting by the
Icelandic Meteorological Office (after modification) [24], (b) coverage of the three main phases after
Pedersen et al [1].
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3. Spectral Unmixing on Lava

Various spectroscopy studies [2,5,7,14,25] over the volcanic area have examined the mineralogical
composition of the extensive lava fields. Usually, in the visible (VIS) and near-infrared (NIR) spectral
range, mafic rocks are characterized by very low reflectance due to the presence of large amounts of
dark mafic minerals [14]. Spectral indices provide the first efficient way to emphasize subtle spectral
variations at the surface [26]. More elaborate methods have been developed to discriminate and
quantify mixtures of mafic minerals. They have been used to derive composition maps of mafic
minerals [27–29]. However, some lava flows can have a similar chemical/mineralogical composition
but dissimilar spectral behaviour due to the different grain size, surface texture, and presence of
weathering [13,14]. The main components of igneous rocks do not display any peculiar spectral
features in the visible and near infrared spectral range. In the case of basalts, the only spectral feature
commonly found is an absorption peak, due to iron, located around 1000 nm [26]. However, in the
case of hydrothermal alteration, hydroxyl bearing minerals show distinctive absorption features in the
2000–2500 nm spectral region [30]. Because of the heterogeneity of the lava surface, mixed pixels are
very common which is illustrated in Figure 2a,b.

 
(a) 

 
(b) 

Figure 2. Illustration of (a) the mixed pixel in the lava surface caused by the presence of small, sub
pixel targets within the area; (b) variability of lava surfaces in Holuhraun lava field which include the
oxidizing surface, sulfate mineral, and lava.

Spectral Mixing Analysis (SMA) has been specifically developed to account for mixtures [10].
Analysis of the data sample can simply be performed on these abundance fractions rather than the
sample itself. This method is well-suited for spectroscopic analysis because most of the spectral
shapes are due to different materials. The signal detected by a sensor at a single pixel is frequently
a combination of numerous disparate signals. Unmixing techniques were applied to the volcano of
Nyamuragira for discriminating lava flows of different ages by Li et al. [5]. The most recent study by
Daskalopoulou et al. [16], used unmixing techniques to segregate lava flows and related products from
the historical Mt. Etna. Nonetheless, there are no findings concerning lava flow delineation through
unmixing in Iceland.

4. Data Acquisitions and Methods

4.1. Airborne Hyperspectral Data Acquisitions

Airborne hyperspectral data were acquired on 4 September 2015 between 16.56 and 17.58 (local
time) with an AisaFENIX sensor (Specim, Spectral Imaging Ltd, http://www.specim.fi) [31] on board
a NERC Airborne Research Facility (Natural Environment Research Council Airborne Research Facility
http://www.bas.ac.uk/nerc-arf) aircraft [32]. Pushbroom VNIR and SWIR sensor, are two separate
detectors with common fore-optics. The hyperspectral data contain 622 channels with spectral range
from ~400 nm to 2500 nm (break at ~970 nm). The pixel size of this data is explained in Section 4.2.2.
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In total, eight flights were acquired at the Holuhraun lava flow during this period with an average
altitude of 2.4 km (Figure 3a). The data are delivered as level 1b ENVI BIL format files which means
that radiometric calibration algorithms have been applied and navigation information has been synced
to the image data (Figure 3b). In this study, we subset the data to focus on the area around the eruptive
fissures vent (Figure 3c) which is thought to have a diverse surface and has field photographs. Very
high-resolution aerial photographs of the lava field (0.5 m spatial resolution) from Loftmyndir ehf
(http://www.loftmyndir.is/) [33] were used for comparison and validation of the unmixing results.

Figure 3. (a) Map showing line acquisition of FENIX hyperspectral image in the Holuhraun lava field;
(b) Image mosaic from eight FENIX lines collected during the campaign (red box shows the image
subset location); (c) Image subset of the focusing study area in the eruptive fissure vent of Holuhraun.

4.2. Spectral Unmixing and Abundance Retrieval

The processing workflow towards unmixing and generating abundance consists of four steps:
(1) Atmospheric correction to retrieve surface reflectance; (2) Data masking, geocorrection, reprojection,
and resampling; (3) An endmember selection algorithm was adopted to select the endmembers; then a
linear spectral mixing analysis method was employed to retrieve the abundance (Figure 4).

4.2.1. Atmospheric Correction

Remote-sensing applications require removing the atmospheric effect from the imagery, to retrieve
the spectral reflectance of the surface materials. In this study, the data were atmospherically corrected
using the quick atmospheric correction (QUAC) algorithm [34,35], since we had no prior knowledge to
perform empirical calibration [36,37]. QUAC is an in-scene approach, requiring only an approximate
specification of sensor band locations (i.e., central wavelengths) and their radiometric calibration;
no additional metadata is required [35]. QUAC does not involve first principles radiative transfer
calculations, and therefore it is significantly faster than physics-based methods; however, it is also
more approximate [35].
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4.2.2. Data Masking, Geocorrection, Reprojection, and Resampling

In this study, we use the Airborne Processing Library (APL) software for processing the data [38].
The first step of the APL processing is to apply the mask of bad channels to atmospherically corrected
data, creating a new file with bad channels set to zero (Appendix A on Figure A1). The next step uses
the navigation file, the view vector file, and the digital elevation file (DEM) to calculate the ground
position for each pixel then change the projection to UTM (Universal Transverse Mercator) Zone
28N [38]. We used satellite-based ASTER sensor for the DEM. In the final step we resampled output
pixel size to ~3.5 m according to the height above ground level (AGL) that is given by the theoretical
pixel size chart that can be found in Appendix A on Figure A2 (https://nerc-arf-dan.pml.ac.uk/trac/
wiki/Processing/PixelSize) [39].

4.2.3. Endmembers Selection

The conventional image-based endmember selection approach based on scatterplots of the image
bands may not be effective in identifying a sufficient number of endmembers. In this paper, we
employed the sequential maximum angle convex cone (SMACC) algorithm [34] to identify spectral
image endmembers. Endmembers are spectra that represent pure surface materials in a spectral
image. The extreme points were used to determine a convex cone, which defined the first endmember.
A constrained oblique projection was applied to the existing cone to derive the next endmember.
The cone was then increased to include a new endmember [8,40]. This process was repeated until a
projection derived an endmember that already existed within the convex cone, or until a specified
number of endmembers was satisfied [21]. When implemented with SMACC, the output endmember
number was set as 5, 10, 15, 20, and 30 respectively. Better endmembers could be identified easily from
the 15 endmembers output (more detail in Section 6.2). Then, we used the selected 15 endmembers for
deriving the abundance.

4.2.4. Linear Spectral Mixture Analysis

The linear spectral mixture analysis (LSMA) approach was adopted to calculate the abundance of
endmembers for each pixel. LSMA assumes that the spectrum measured by a sensor is a linear
combination of the spectra of all components (endmembers) within the pixel, and the spectral
proportions of the endmembers (i.e., their abundance) reflect the proportion of area covered by distinct
features on the ground [8,21]. The general equation for linear spectral mixing can be expressed as:

Rij,λ =
N

∑
n=1

pij,nRn,λ + Eλ (1)

where Rij,λ is the measured reflectance at wavelength λ for pixel ij, where i is the column pixel number,
and j is the line pixel number; pij,n is the fraction of endmembers n contributing to the image spectrum
of pixel ij; N is the total number of endmembers; Rn,λ is the reflectance of endmember n at wavelength
λ; and Eλ is the error at wavelength λ of the fit of N spectral endmembers. The fraction pij,n can be
solved using a least-square method with fully constrained unmixing. Fully constrained unmixing
means that the sum of the endmember fractional (abundance) values for each pixel must equal unity,
which requires a complete set of endmembers. Therefore, it should meet the following two conditions:

0 ≤ pij,n ≤ 1 (2)

N

∑
n=1

pij,n = 1 (3)

In the majority of cases, the unmixing is only partially constrained because the extracted
endmember set is incomplete for the image and only term (2) (i.e., Equation (2)) is satisfied. In this
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study, fully constrained LSMA were applied to the FENIX image to obtain the abundance result and
both SMACC and LSMA were executed by ENVI 5.3 and IDL 8.5 language programming.

Figure 4. The workflow processing to derive an abundance map from the FENIX hyperspectral data

5. Results

5.1. Endmember Groups

The approximate locations of the 15 endmembers selected are shown in Figure 5a. SMACC first
finds the brightest spectral in the image and defines it as the first endmember. In this study, the first
endmember (endmember 1) represented saturated hot material. We grouped these 15 endmembers
into six groups; (1) basalt; (2) hot material; (3) oxidized surface; (4) sulfate mineral; (5) water; and (6)
noise (Figure 5b–g). These groups were based on the similar shape of the endmembers with the USGS
spectral library; however, the amplitude of the endmembers within a group vary due to illumination
conditions, spectral variability, and topography. We added up the abundances within the group to
derive the abundance according to this endmembers group.

 
(a) 

Figure 5. Cont.
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(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

Figure 5. (a) The spatial distribution of 15 endmembers extracted by SMACC; The numbers on the
image indicate the approximate location of the pixels selected as the represented endmembers of (b)
basalt; (c) hot material; (d) oxidized surface; (e) sulfate mineral; (f) water; and (g) noise, extracted
by SMACC.

5.2. Basalt Abundance

Figure 6a indicates the presence of the dominant basalt abundance pixel throughout the image.
This abundance is associated with endmember 8 which is characterized by very low reflectance
(Figure 5b) due to the presence of large amounts of dark mafic rock since the study area is dominated
by basaltic lava (Figure 6b).
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(a) 

 
(b) 

Figure 6. (a) The abundance map for basalt endmember, yellow areas indicate the highest fraction
of basalt meanwhile the black areas indicate the lowest fraction of basalt (the red box shows the
approximate location of the field photo); (b) field photograph of basaltic lava field of the Holuhraun.

5.3. Hot Material Abundance

As shown in Figure 7a, the hot material abundance map is very sparse. This abundance is
described as blends of the endmember 1, 4, 5, and 13 which are characterized by very high reflectance
in the SWIR due to the presence of hot material (Figure 5c). Figure 5a shows that endmembers 1, 4, 5,
and 13 are located in the lower right corner and the upper part of the image, Figure 7b shows a false
color (NIR-SWIR) image which agrees with the abundance map, i.e., some patches of hot material
(red-yellow color) exist in the area. The false color image is created by stacking R: 2200 nm; G: 1600 nm,
and B: 896 nm. This indicates that the lava field is still emitting hot material during the data acquisition.

 
(a) (b) 

Figure 7. (a) Abundance map for the hot material endmember, yellow areas indicate the highest
fraction of hot material meanwhile the black areas indicate the lowest fraction of incandescent lava;
(b) The false color (NIR-SWIR) image show that hot material (red-yellow color) exists in the area.
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5.4. Oxidized Surface Abundance

The oxidized surface endmembers (3, 6, and 12) have the highest abundance fraction at the vent
as shown in Figure 8a. This agrees with a field observation shown in Figure 8b which highlights the
matching dominant oxidized surface at the vent wall.

 
(a) 

 
(b) 

Figure 8. (a) Abundance map oxidized surface endmember; yellow areas indicate the highest fraction
of oxidized surface meanwhile the black areas indicate the lowest fraction of oxidized surface; (b) Field
photograph of an oxidized surface of the vent wall (red box and the line shows the approximate location
of the field photograph)

5.5. Sulfate Mineral Abundance

The sulfate mineral endmembers (2, 7, 10, 11, and 15) have the highest abundance fraction around
the lava pond and there are four most prominent areas for the sulfate (Figure 9a). This surface mineral
looked as if it had been dusted by snow (white color) commonly identified as thernadite (Na2SO4) [41].
This can be directly seen from a true color image. This mineral formed as the flow cooled, a thin
sublimate coating formed on the surface of the lava [41]. Figure 9b,c shows the thernadite formed in
surface lava at Holuhraun.

(a) (b) 

Figure 9. Cont.
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(c) 

Figure 9. (a) The Abundance map for the sulfate mineral endmember, the yellow areas indicate the
highest fraction of sulfate mineral meanwhile the black areas indicate the lowest fraction of the sulfate
mineral; (b) Field photograph of sulfate mineral (white surface) formed on the surface of lava (the red
boxes and lines show the approximate location of the field and aerial photo respectively); (c) aerial
photograph of sulfate mineral (white surface) formed on the surface of lava (The numbers on the image
indicate the approximate location of the sulfate for both the abundance and photograph).

5.6. Water Abundance

The water abundance (Figure 10a) has the highest abundance fraction at the location mainly
recognized as a glacial river (Figure 10b). Endmember 14 represents water which is characterized by
a relatively low reflectance and has the highest reflectance in the blue wavelength. Water has high
absorption and virtually no reflectance in the NIR-SWIR wavelengths range (Figure 5f).

 
(a) (b) 

Figure 10. (a) The abundance map for water endmember, the highest abundance fraction indicated by
a yellow color, and the lowest abundance fraction indicated by a black red box shows the approximate
location of the aerial photograph); (b) aerial photograph of the glacial river.

5.7. Noise Abundance

Figure 11 shows the abundance map corresponding to endmember 9. We consider this endmember
as representing noise due to an unrecognized spectral signature since this spectrum is characterized by
saturated reflectance in channels ~2000 nm and ~2400 nm (Figure 5g). The saturated reflectance could
be due to corrupted bands in some pixels.
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Figure 11. The abundance map for the noise endmember, the highest abundance fraction is indicated
by the yellow color, and the lowest abundance fraction is indicated by the black color.

5.8. False Color Abundance

The abundance results depicted as false color (R: Oxidized surface; G: Sulfate mineral; B: Basalt)
images show that the majority of rocks or minerals in the study area are dominated by basalt as shown
in the blue color in Figure 12a. The other colors such as magenta and yellow indicate a mixture. The
mixture phenomenon is illustrated in Figure 12b, as the surface has 0.25 oxidized surface mix with 0.75
basalt resulting in the magenta color; and 0.25 oxidized surface mix with 0.75 sulfate mineral resulting
in the yellow color pixel.

Figure 12. (a) False color of abundance highlighting for R: oxidized surface; G: sulfate mineral; and
B: Basalt; (b) Illustration of the mixed pixels in the area, 0.25 oxidized surface mix with 0.75 basalt
resulting in the magenta color; and 0.25 oxidized surface mix with 0.75 sulfate mineral resulting in the
yellow color pixel.

5.9. Validation

The very high-resolution aerial photograph was used for ground truth. The aerial photograph was
classified into oxidized surface, sulfate, basalt, and water using visual image interpretation and used
for validation of the unmixing results. We only validate three endmembers for basalt—oxidized, sulfate,
and water—since the noise and hot material cannot be detected based on visual interpretation. We
classified the endmembers that have fractional abundance > 0.5. Validation was based on 150 randomly
generated point samples within each class. Table 1 show the validation results, with a resulting mean
overall accuracy 79% and mean Kappa index of 0.73. This result shows that the abundances have
moderate agreement with the sample points.
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Table 1. Validation of the endmembers that have abundance > 0.5.

Class Overall Accuracy Kappa Index Mean Overall Accuracy Mean Kappa Index

Basalt/Non-Basalt 70% 0.62

79% 0.73
Sulfate/Non-Sulfate 93% 0.89

Oxidized/Non-Oxidized 77% 0.72
Water/Non-Water 76% 0.70

6. Discussion

6.1. Comparison with the Existing Spectral Index Technique

The correlation between the spectral index images and the abundance image was analyzed. We
only correlated the three endmembers since there are no reference spectral indices for sulfate mineral,
hot material, and noise. Here we compared the basalt, oxidized, and water abundance images with
the mafic, oxidized, and water index images proposed by Inzana et al., Podwysocki et al. and Xu
respectively [42–44] (Appendix B). We applied these indices to the hyperspectral image and compared
them with the result from each abundance. Figure 13a–c shows the scatter plots results. The R2 values
were 0.46, 0.91, and 0.77 for the basalt, oxidized surface, and water, respectively. The oxidized surface
and water indicate a good correlation with the indices (Figure 13b,c). This suggests that both oxidation
and water generated from a spectral index are properly validated [2,44]. Meanwhile, basalt shows a
low correlation with the mafic index (Figure 13a) suggesting that the estimates of the basalt surface
from the unmixing technique is an overestimation, since the basalt abundance shows the older lava
flows as mafic with a relatively high fraction compared to the mafic index that only showed for fresh
lava flow. This being due to a full spectrum of hyperspectral can easily differentiate between basalt
surface and non-basalt.

 
(a) (b) 

Figure 13. Cont.
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(c) 

Figure 13. Linear regression analysis between the spectral index images and the (a) basalt abundance;
(b) oxidized surface abundance; and (c) water index.

6.2. Number of Endmembers

The determination of the number of endmembers is critical, since underestimation may result in a
poor representation of the mixed pixels, whereas overestimation may result in an overly segregated
area [16]. Table 2 shows the relationship between the number of endmember and the number of
pixels that have fractional abundance > 0.5 and the mean correlation with mafic, oxidized, and water
index. We considered abundance >0.5 as high abundance. As the number of endmembers increase, the
number of pixels also increases for an oxidized surface, sulfate mineral, water, and noise abundances,
respectively. This is due to an increase of endmembers that is detected for each group. Meanwhile,
the basalt abundance shows the opposite, as the endmembers increase the number of pixels with
abundance >0.5 decreases. These results show that as more endmembers are considered the mixing of
basalt with other endmembers increases resulting in a decrease of the fractional abundance of basalt.
According to the results, we considered the 15 endmembers as an optimum number for this study since
they have the highest mean correlation with mafic, oxidized, and water index. Clearly, the selection of
appropriate endmembers in such a diverse volcanic environment, considering the particularities of the
FENIX dataset, is of great importance in order to obtain accurate unmixing results. In addition, since
only a small number of the available materials spectra are expected to be present in a single pixel, the
abundance vectors are often sparse [45].

Table 2. Comparison number of pixels that have abundance >0.5, R2 and number of endmembers.

Number of
Endmembers

Number of Pixels Abundance
R2

Oxidized Surface Sulfate Mineral Hot Material Water Noise Basalt

5 19 57 19 0 0 522481 0.27
10 86 115 19 0 2 522406 0.35
15 91 215 34 373 2 522266 0.71
20 95 232 36 373 5 522046 0.67
30 97 250 40 373 7 521707 0.69

6.3. Size of Lava Field Area

As the methods were only tested on a subset area of the lava field vent, to apply the methods for
the entire lava flow is challenging for several reasons. (1) The high spatial heterogeneity typically gives
rise to mixed pixels containing multiple materials and it will increase the number of endmembers
detected by SMACC [40]. (2) Different illumination occurs within the different flight lines for the entire
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lava flow (Figure 3b) since the data acquisition time is acquired between 16.56 and 17.58 local times
which results from the very low sun angle during the acquisition. This problem can be approached by
collecting ground truth spectra, extensive calibration, and atmospheric correction using simultaneous
and constrained calibration of multiple hyperspectral images through a new generalized empirical
line model purposed by Kizel et al. [37]. (3) The computation time to perform unmixing also must be
considered for the entire lava field since the area is relatively large (84 km2) and the hyperspectral data
contains 622 channels with a 3.5-meter spatial resolution. In order to process the full set of data we
need to consider using high performance computing (HPC) [46].

6.4. Using Full Optical Region for Mapping Recent Lava Flow (VIS-SWIR-TIR)

Hyperspectral VIS-SWIR image data is effective for discrimination mafic, oxidation, sulfate
etc. However, not all the minerals and surface type are always mapped uniquely with VIS-SWIR
hyperspectral data. A typical surface such as rock forming minerals associated with unaltered rocks
and alteration minerals associated with altered rocks can be identified with TIR (Thermal Infrared)
data [47–49]. Image processing methods that have become standard for hyperspectral VNIR/SWIR data
analysis also work for hyperspectral TIR data [47]. Vaughan et al [47] showed that pixel classification
techniques based on spectral variability within the scene and mineral libraries for matching spectral
emissivity features can be used for TIR-derived mineral maps using SEBASS hyperspectral TIR image
data. Hyperspectral TIR instruments operational for airborne surveys are also available in the NERC
Airborne Research Facility with a Specim AisaOWL sensor [48]. A synergistic use of airborne data from
both FENIX (VIS-SWIR) and OWL (TIR) allows great potential for lava discrimination in future study due
to the complementary nature of the reflective (VIS-SWIR) and emissive (TIR) spectral regions. This might
significantly improve our understanding of physical lava surface properties. Specifically, VIS-SWIR
imaging spectrometers can discriminate surface materials and TIR data acquisitions can help to identify
the thermal characteristics of different materials [47–49]. For instance, combining emissivity spectra with
reflectance spectra in a mixing model would improve discriminating lava from surfaces [50–52].

7. Conclusions

In this study, an application of potential spectral unmixing methods on 2014–2015 Holuhraun
lava flow field was presented. In total, we acquired fifteen spectral endmembers and their abundances.
The first endmember was chosen as the brightest pixel which represented saturated incandescent
lava. We grouped these 15 endmembers into six groups (basalt, oxidized surface, sulfate mineral, hot
material, water, and noise) based on the shape of the endmembers since the amplitude varies due to
illumination conditions, spectral variability, and topography. The endmembers represent pure surface
materials in a hyperspectral image. We concluded that the selection of appropriate endmembers in
such a diverse volcanic environment, considering the particularities of the FENIX dataset, is of great
importance in order to obtain accurate unmixing results. Combination of SMACC and LSMA methods
offers an optimum and a fast selection for volcanic products segregation However, ground-truthing
spectra are recommended for further analysis. A synergistic use of airborne data from both FENIX
(VIS-SWIR) and OWL (TIR) gives a great potential for lava discrimination in future study due to the
complementary nature of the reflective (VIS-SWIR) and emissive (TIR) spectral regions. This might
significantly improve our understanding of physical lava surface properties.
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Appendix A

The bad channels in this data are located at 968 nm and 1014 nm. Figure A1 show the spectral
reflectance before masking (Figure A1A) and after channel masking (Figure A1B).

 
(A) (B) 

Figure A1. Spectral reflectance of material (A) before masking; (B) after channel masking.

Figure A2. This shows the theoretical pixel size at the nadir for Fenix. The pixel size will be larger
at the edges of the swath, in this study, the AGL is ~ 2400 m so according to the graph the optimal
pixel size resample for the FENIX is ~3.5 m.

Figure A2. The theoretical pixel size at the nadir for FENIX, EAGLE, and HAWK. In this study we
used FENIX airborne for data acquisition [39].

Appendix B

The mafic indices originated, developed by Inzana et al. [42] to distinguish mafic from non-mafic
rocks are from Landsat TM image, expressed as follows:

Ma f ic index =
ρ1600nm

ρ860nm
∗ ρ640nm

ρ860nm
(A1)

where ρ1600nm is the measured reflectance at wavelength 1600 nm, ρ640nm is the measured reflectance
at wavelength 640 nm, and ρ860nm is the measured reflectance at wavelength 860 nm.
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The oxidized index originated designed any multispectral sensor with bands that fall within the
red channel and blue channel [43], expressed as follows:

Oxidized index =
ρ640nm

ρ500nm
(A2)

where ρ500nm is the measured reflectance at wavelength 500 nm.
We calculated the water index using the Modified Normalized Difference Water Index

(MNDWI) [44]. This index enhances open water features while suppressing noise from built-up
land, vegetation, and soil. This is expressed as follows:

Water index =
ρ600nm − ρ1600nm

ρ600nm + ρ1600nm

where ρ600nm is the measured reflectance at wavelength 600 nm.
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Abstract: In this technical paper, the state-of-art of automated procedures to process thermal infrared
(TIR) scenes acquired by a permanent ground-based surveillance system, is discussed. TIR scenes
regard diffuse degassing areas at Campi Flegrei and Vesuvio in the Neapolitan volcanic district (Italy).
The processing system was developed in-house by using the flexible and fast processing Matlab©
environment. The multi-step procedure, starting from raw infrared (IR) frames, generates a final
product consisting mainly of de-seasoned temperatures and heat fluxes time-series as well as maps of
yearly rates of temperature change of the IR frames. Accurate descriptions of all operational phases
and of the procedures of analysis are illustrated; a Matlab© code (Natick, MA, USA) is provided
as supplementary material. This product is ordinarily addressed to study volcanic dynamics and
improve the forecasting of the volcanic activity. Nevertheless, it can be a useful tool to investigate
the surface temperature field of any areas subjected to thermal anomalies, both of natural and
anthropic origin.

Keywords: volcano monitoring; thermal imaging; time series; Seasonal-Trend Decomposition;
heat flux

1. Introduction

Thermal infrared (TIR) ground-based observations are largely used in volcanology, both in
research and in surveillance activities, to investigate volcanic plumes and gases, lava flows, lava lakes
and fumarole fields [1–17]. Generally, the observations were made during a limited time span such as
eruption phases or field campaigns with temporarily installed TIR stations or handheld cameras. In
the last years the number of surveillance and research activities aimed to undertake TIR continuous
observations of volcanic areas have increased [12–20]. Improvements in monitoring tools and analysis
techniques of long TIR time-series of infrared (IR) scenes of volcanic areas are becoming matter of great
interest since they give the opportunity to track changes of surface thermal anomalies that may reveal a
renewal of eruptive activity. Several works identified thermal precursors before eruptions by using TIR
observations [21–24] and these insightful results, also provided by field campaigns, have suggested
planning permanent fixed installations of ground TIR stations at active volcanoes in the world.

At present time, few commercial software packages, based on general-purpose procedures, are
available to process TIR time-series and they are not aimed for a near real-time automated analysis of
large dataset. Generally, they involve manual processing steps and cannot be used in daily continuous
automated volcano monitoring activity. Recently, [20] introduced automated analysis techniques of
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long TIR time-series of images acquired inside the Campi Flegrei volcanic area and previously [19]
discussed about analysis techniques applied to TIR scenes inside the Vesuvius crater. The studied zones
of these works are diffuse degassing areas of quiescent volcanoes characterized by low temperatures
of released gas fluxes.

In this work, recent developments of processing methodologies of several-years long TIR
time-series of volcanic areas from a permanent surveillance network are discussed in detail.
Additionally, the automation of the processes is discussed. Step-by step descriptions of all operational
phases and of the theoretical basis are reported in order to provide a clear explanation of the applied
procedures. The main final results are trends of temperatures, heat fluxes and yearly rate of temperature
change of the studied areas. In particular, a detailed study with a focus on seasonal component removal
and on pixel alignment of IR frames (co-registration) was carried out. The code of fully-automated
Matlab© application (ASIRA, Automated System of InfraRed Analysis) used to process the IR data is
provided as Supplementary Materials.

2. The Study Areas

The TIR frames time-series, used to develop and test the methodologies described in this work,
were acquired by stations of TIRNet (Thermel InfraRed Network), a surveillance network operated
by the Osservatorio Vesuviano, section of National Institute of Geophysics and Volcanology (INGV),
consisting of six permanent ground stations installed at Campi Flegrei caldera and Vesuvius crater
(Figure 1). Campi Flegrei (CF) is an active volcanic field including part of the city of Napoli (Italy).
Nowadays, although quiescent and the last eruption occurred in 1538 (Monte Nuovo; [25]), the CF
area is affected by significant ground deformation (Bradyseism), low to moderate seismic activity,
hot fumaroles fields and diffuse degassing zones. The target areas acquired by TIR cameras in the
Solfatara crater and its surroundings are shown in (Figure 1a). The monitored area represents the
main surface expression of the CF caldera hydrothermal system with gases emissions originated by
interaction between fluids of magmatic and meteoric origin [26–28]. The Somma–Vesuvius volcanic
complex, located east of the city of Naples, is one of most dangerous volcanoes in the world and
the latest eruption occurred on 1944 [29]. The recent dynamic of the Vesuvius is characterized by
low-level shallow seismicity and by low temperature fumarolic activity mainly concentrated in the
crater area [30–32]. TIR scenes are from low-temperatures surface thermal anomaly on the western
inner slope of the Vesuvius crater (Figure 1b).
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Figure 1. The Solfatara area (a) and Vesuvius crater (b) acquired by Thermel InfraRed Network (TIRnet)
cameras. Red points are infrared (IR) stations locations and yellow regions represent the framed areas.

3. Materials and Methods

3.1. The IR Sensors and Data Acquisition

TIRNet stations were equipped with FLIR System, Inc. IR cameras, which acquire IR frames in
the 7.5–13 μm waveband. The IR sensor installed at Campi Flegrei caldera is the FLIR SC655 and at
Vesuvius is the FLIR A40 M, both with a focal plane array (FPA) uncooled microbolometer detector, of
which the resolution was, respectively, 640 × 480 and 320 × 240 pixels. Accuracy was ±2 ◦C (SC655
and A40 M) and thermal sensitivity at 50/60 Hz was <30 mK (SC655) and 80 mK @ +25◦C (A40 M).
All IR cameras were set to a −40◦ to 120 ◦C temperature range. The optics used depended both on
the distance sensor-target and type of IR camera and varied from 24.6 mm (FoV 25◦ × 19◦) of SC655
camera to 36 mm (FoV 24◦ × 23.4◦) of A40 M camera. The technical specifications of FLIR cameras
and the features of target areas are reported in Table 1.

The IR stations acquired three IR frames of the target area every day at night-time. As solar heating
can drastically decrease the thermal contrast between fumarole anomaly and the heated surrounding
rocks [33] and references therein], the acquisitions of TIR frames were carried out at night (00:00, 02:00,
04:00 AM) in order to minimize diurnal heating effects.

After IR frames acquisition, WiFi radio or UMTS (Universal Mobile Telecommunications Service)
modem transmits TIR data to the INGV-Osservatorio Vesuviano server of TIRNet in order to process
them and to display the results in the surveillance room.
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Table 1. Technical specifications of remote stations, FLIR infrared cameras and target areas details.

Remote
Station

Camera
Model

Resolution
(pixel)

FoV
Data

Transmission
Station UTM

Coordinates (m)

Sensor-Target
Average

Distance (m)

Average Pixel
Size (cm)

SF1 FLIR
A655SC 640 × 480 25◦ ×

19◦ WiFi X: 427.460
Y: 4.520.154 340 23.1

SF2 FLIR
A645SC 640 × 480 15◦ ×

11.9◦ WiFi X: 427.460
Y: 4.520.154 114 4.6

PS1 FLIR
A645SC 640 × 480 15◦ ×

11.9◦ UMTS X: 428.081
Y: 4.520.117 140 5.6

OBN FLIR
A645SC 640 × 480 25◦ ×

19◦ WiFi X: 427.695
Y: 4.519.530 65 2.9 ÷ 5.4

SOB FLIR
A655SC 640 × 480 25◦ ×

19◦ WiFi X: 427.810
Y: 4.519.878 90 5.5 ÷ 6.7

VES FLIR A40 320 × 240 24◦ ×
18◦ WiFi X: 451.325

Y: 4.519.281 225 30

As temperature values of TIR scenes are influenced by the atmospheric conditions (e.g., air
temperature and humidity; [10]) and by the emissivity of target area, atmospheric correction was
necessary. A probe of the IR station detected the values of air temperature and humidity and
these values were transferred to the FLIR camera, which then applied the internal algorithm
(LOWTRAN; [33]). This algorithm performed the atmospheric correction to the acquired IR frame in
function of detector-target distance, emissivity of the target, air temperature and air relative humidity.
The emissivity of the volcanic terrains (thermally altered pyroclasts), which characterize the target
areas, was assumed to be 0.9 [34]).

The accuracy of the temperature measurements also depended on the orientation of the field
of view, which should be as parallel as possible to the target. Generally, despite the calibration and
correction of camera parameters, the detected IR temperatures were underestimated due to extrinsic
field conditions mainly influenced by the presence of condensed water in fumarole gases which can
partially hide the hot areas [14,35,36]. Therefore, the measured IR temperatures are to be considered
apparent temperatures values that can differ from the real surface temperatures of the target area [1,37].

The resolution of FLIR cameras and the small distances between sensors and target areas allowed
to detect correctly small thermal anomalies, and moreover, to minimize the attenuation of radiated
energy of those non-homogeneous pixels which integrate both hot and cold areas [33]. In addition, the
limitations in the calculation of real temperature were deemed not critical when the purpose was to
investigate relative spatio-temporal variations of surface temperature field in volcanic areas [38].

3.2. Data Processing Procedures

The IR frames acquired by TIRNet stations were processed according to a multi-step procedure
consisting of five main steps (Figure 2). The entire process is accomplished by the fully automated
Matlab© software ASIRA (Natick, MA, USA), which was developed starting from the initial structure
described by [19] and then by [20]. A detailed explanation of operative procedures is described in the
following paragraphs. In the Appendix A, synthetic technical sheets of Matlab© code are reported.
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Figure 2. Block diagram of IR images processing steps. 3D: three-dimensional.

3.2.1. Step 1—IR Files Conversion, Archiving and Image Quality Selection

The FLIR IR raw files (radiometric JPEG), transmitted by remote TIRNet stations to the acquisition
server, were imported in the Matlab© environment, then saved in appropriate storage folders both
as a single CSV file and in a Matlab© three-dimensional (3D) matrix (Matlab© function: ‘step01.m’).
Occasionally, the presence of wide blurred areas, due to the condensation of water vapor from
the fumaroles plume and the occurrence of heavy rain, caused the homogenization of the IR
temperatures [18–20] and generated low quality IR frames. With the aim of removing low quality data,
only the IR scenes that satisfied the following condition were selected:

σFi > mσ− c ∗ σFσ (1)

where σFi is the Standard Deviation (SD) of the i-th IR frame, mσ is the median of SD values of all IR
frames of the station time-series, σFσ is the Standard Deviation of all Standard Deviations of IR frames
of the station time-series, and c is a user-defined coefficient depending on the statistical distribution of
data (Matlab© function: ‘step01.m’). We found c = 1 a suitable value to obtain a homogeneous data set
by excluding very low-quality images.

This step converted input data (FLIR radiometric JPEG, CSV or TXT IR matrix) into Matlab©
3D arrays [resY, resX, n], where (resY, resX) is the image resolution and n is the number of IR
collected frames.
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3.2.2. Step 2—IR Frames Co-registration

The accurate alignment of all the IR frames related to a station time-series was necessary to
proceed to further analysis. Since the IR framed area can vary in time, due to ground movements
affecting volcanic areas or simply to maintenance services, a correction of IR frames position in respect
of a reference IR frame was carried out (co-registration). This correction performed the alignment of the
same pixels, of all IR frames belonging to the same station, by using the flow-based, image registration
Matlab© algorithm, SIFT flow [39]. The SIFT flow algorithm matches pixel-to-pixel correspondences
between two images and it is able to find dense scene correspondence despite substantial differences
in spatial arrangement of compared images (Matlab© function: ‘step02.m’).

3.2.3. Step 3—Seasonal Component Removal

A simple plot of the time-series of temperature values evidenced a typical recurring pattern due
to the seasonal influence over the surface temperatures (background raw maximum temperature plot
in Figure 3). The temperature time-series of raw IR frames were representative of both exogenous
(e.g., seasonal) and endogenous (thermal anomaly) components. Therefore, in order to highlight the
possible spatio-temporal variation of thermal anomalies, it was necessary to remove the seasonal
component in the raw temperature time-series (de-seasoned time-series).

 
Figure 3. Processing scheme of background removal procedure (BKGr).

Different methods to remove seasonal component in time-series were previously tested to TIRNet
data [18–20] and two methods demonstrated to be effective to perform seasonal adjustment: the
background removal (BKGr) and the STL decomposition (STLd, Seasonal-Trend decomposition based
on Loess) [40]. The effectiveness of these two different methodologies depends on the time-length of
the dataset. BKGr is applied on time-series shorter than two years that cannot be processed by STLd as
it requires several-years-long time-series. The BKGr removes the seasonality only to maximum and
average temperatures of IR time-series and does not perform the seasonal adjustment to all the pixels
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of IR frame. Diversely, STLd can remove the seasonal component to all the pixels of IR frame, allowing
to perform deeper analysis to the IR dataset.

The Background Removal Procedure (BKGr)

The BKGr procedure [18–20] consisted of the removal of background temperature time-series
to raw IR frames time-series. Background temperatures were detected in a background area of
the IR scene not influenced by thermal anomaly. The procedure was based on the evidence that a
linear correspondence is between maximum (or mean) temperature of background area (TmaxBKG)
and maximum (or mean) temperature of IR scene (TmaxSc), as previously reported by [19,20] and
illustrated in Figure 3 (TmaxSc vs TmaxBKG plot). This correspondence allows the application of the
following equation:

dTn = TmaxSc(n)− Tf it(n) (2)

were dT(n) is the residual de-seasoned temperature value, TmaxSc(n) is the maximum temperature of
the n IR scene and Tfit(n) is the value of TmaxSc(n) in correspondence of TmaxBKG(n) according to the
linear fitting equation of the two variables (Figure 3; Matlab© function: ‘step03.m’).

The accurate selection of the background area (BKG) was crucial as it strongly influenced the
efficiency of this procedure. BKG had to be outside the region of the IR frame affected by thermal
anomaly and also characterized by similar lithology of the anomaly area, without vegetation and any
kind of anthropic object. An efficient way to test the quality of the chosen BKG was to perform a linear
regression to time-series of average temperature values of BKG. A suitable BKG must have the slope
of the linear regression equation near to zero (Figure 4a).

 
Figure 4. (a) Time-series of average temperature values of Pisciarelli background area (grey color)
and linear regression fit (blue color); (b) the results of the background removal procedure applied to
Pisciarelli station: RAW maximum temperature of IR scene (grey color) and residual temperature value
dT (blue color).

The main advantage of BKGr method was the possibility to apply seasonal correction to short
temperature time-series; nevertheless, the results are expressed in terms of temperature residuals and
not as absolute temperatures (Figure 4b).
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The STL Decomposition Method (STLd)

STL is a flexible, iterative non-parametric and robust method developed by [40] to decompose
time-series into three components, according to an additive model:

TSi = Ti + Si + Ri (3)

where TSi is the time-series of i-th pixel of IR frame, Ti is the Trend, which represents a general tendency
of data to move in a certain direction, Si is the Seasonality, which is a repetitive pattern over time due
to exogenous causes, and Ri is the remainder, e.g., TSi removed of Trend and Seasonality components
(Matlab© function: ‘step04.m’).

The stl() function is available in the R statistical programming language [41]. STL is an acronym
for “Seasonal and Trend decomposition using Loess”, where Loess is a method for estimating nonlinear
relationships. The Loess (LOcal regrESSion) algorithm performs smooth estimate g(t) for temperature
T at all times t, not just at time ti for which T has been observed. There are several parameters to set in
the STL algorithm [40]. The main parameters are the number of observations n.p per seasonal cycle, the
trend window (t.window) and the seasonal window (s.window). These last two parameters specify how
quickly the trend and seasonal components can change. In different words, t.window is the number of
consecutive observations to be used when estimating the trend; s.window is the number of consecutive
years to be used in estimating each value in the seasonal component.

The ‘standard’ use of STL function in R is: stl(time-series, s.window = ”periodic”). By using the
setting s.window = “periodic”, Loess smoothing is effectively replaced by the mean of the seasonal
sub-series. This way, STL assumes the same seasonal cycle for each year of the time-series; therefore,
the seasonal component for January is simply the mean of all January values and similarly for the
other months.

STL can be set to be robust to outliers, so that occasional uncommon observations will not affect
the trend and seasonal components, but only the remainder component.

As the STL algorithm was developed in R language only, a specific script was created to integrate
the STL function into the Matlab© processing procedure. The script (‘step04.m’) consisted of two parts:
a) Matlab© code which calls b) R code by using a Matlab toolbox (RunRcode, Matlab File Exchange).

When calling the STL function (‘STLIR.R’), the s.window parameter was set to ‘periodic’ and
the t.degree was set to 0. This last one parameter is the degree of locally-fitted polynomial in trend
extraction. Moreover, it was important to set the periodicity when creating the temperature time-series
in R script. For TIRNet temperature data, the periodicity was set to 365.

STL needs at least a two-year long, continuous time-series; otherwise, it does not process the
dataset. If the dataset is not continuous, due to data lack in some periods, it has to be resampled daily.
In case of shorter dataset, only BKGr method can be applied.

The STLd procedure can be simply applied to statistical time-series (e.g., raw maximum
temperatures time-series; Figure 5) or applied to time-series of all pixel temperatures of the IR frames
by using the processing scheme reported in Figure 6.
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Figure 5. STL decomposition procedure applied to Pisciarelli station: RAW maximum temperature of
IR scene (grey color) and de-seasoned maximum temperature of IR scene (blue color).

 
Figure 6. Processing scheme used to remove seasonal component of TIRNet data by using R script
including STL procedure (‘STLIR.R’) and Matlab code. 1) Evaluation of seasonal component (S) by
applying STL to background area. 2) Removal of S to a pixel raw temperature in order to get the
de-seasoned values.
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The STLd procedure used to remove seasonal component of all pixels from IR time-series (Figure 6)
required, as a first step, the evaluation of the average temperatures time-series of BKG (TavBkgTS). The
STL function was then applied to the TavBkgTS time-series to decompose it into three components:

TavBkgTS = TrendBkgTS + SeasonBkgTS + RemBkgTS (4)

where TrendBkgTS, SeasonBkgTS and RemBkgTS are, respectively, Trend, Seasonality and Remainder
time-series of TavBkgTS.

As the background area is not influenced by thermal anomaly, the SeasonBkgTS can be assumed
to be representative of the seasonal component affecting all pixels of the frames acquired by an IR
station. This assumption makes it possible to apply the following relation:

TdesTSi = TiTS - SeasonBkgTS (5)

where TdesTSi is the de-seasoned time-series of ith pixel of IR frame and TiTS is the time-series of raw
temperatures of the same pixel.

In brief, STLd procedure removed the seasonal component to temperature time-series from all
the pixels of IR frames, acquired by a IR station, by subtracting the seasonal component of BKG
(SeasonBkgTS). Additionally, in the STLd method, the correct choice of the BKG is fundamental. A
direct control of BKG quality is to plot the values of TrendBkgTS: they must be without significant
variations (Trend plot in Figure 6).

The final result is a Matlab© 3D array representative of IR frames with de-seasoned temperature
values. These arrays are relevant to perform advanced pixel-to-pixel processing methods, needing
de-seasoned IR data, which are reported in the next steps.

Additional output of processing step 5 is a map showing locations of maximum temperatures
values detected in all IR frames.

3.2.4. Step 4—Radiative Heat Flux (Qrad)

The estimation of radiative heat flux (Qrad) from an area of IR frame mainly characterized by
thermal anomaly (Region of Anomaly, RoA) is a newly proposed processing technique that can offer
an interesting contribution to the investigation of possible variations of radiative thermal emissions.

In order to estimate Qrad, which is the thermal energy emitted per unity of area in a unity of time,
the RoA has to include pixels whose temperatures are representative of the main thermal anomaly.
Nevertheless, the RoA is usually not homogeneous and it is characterized by the presence of both
high temperature sources (fumaroles) and low temperature sources (surrounding emission-free rocks).
In addition, when sensor-target distance is more than approximately 10 m, the pixels of RoA can be
several centimeters large, and therefore, some temperatures are underestimated if their pixels integrate
both high and low temperatures [42,43]. Consequently, the variations trend of Qrad can be sensibly
flattened. A solution to this problem is to calculate the Standard Deviation (SD) of pixels’ temperatures
of a specific RoA and then to use only temperature values (TROAH) greater than 2SD to estimate Qrad.

Finally, the Qrad of a specific RoA (W/m2) is calculated by using the Stefan-Boltzmann equation:

QradRoA = A
n

∑
i=1

σε(TRoA Hi)
4 (6)

where σ is the Stefan-Boltzmann constant, ε is the emissivity (for pyroclastic rocks is assumed to
be 0.9) and A is the investigated area size (m2) obtained by multiplying pixel area and length n of
TROAH time-series.

The detection of any possible change of Qrad trends, even though related to a specific RoA,
allows to better characterize thermal behavior of the studied area if RoA is representative of the main
thermal anomaly.
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The use of de-seasoned time-series of temperature values (TdesTS) is essential in order to evaluate
Qrad changes due to endogenous sources only. This means that only the dataset processed with STLd
can be used.

The Matlab© code performing Qrad (‘step04.m’) is available as Supplementary Materials and its
functionalities are illustrated in the Appendix A.

3.2.5. Step 5—Yearly Rate of Temperatures Change (YRTC)

The thermal variations, in a defined time interval, of every single pixels of IR frame, can be
evidenced by evaluating the yearly rate of temperatures change (YRTC). This kind of elaboration
produces a map of the IR frame, according to a color scale, of yearly rate of change of pixels’
temperature. The yearly rate of temperatures change is represented by the values of slope coefficients
of the linear fit of time-series temperatures of every pixel. On the other hand, the selected time interval
has to be characterized by a progressive increase or decrease of maximum temperatures of IR frame,
according to a correspondence as linear as possible. This needs a preliminary investigation of the
temperatures trend over time.

The YRTC map is created by overlapping the values of slope coefficients on a picture (in the
visible range) of the framed area. In order to show the yearly rate of change values of pixels whose
temperature time-series best fit a linear model, a mask was applied. This mask allowed the display
of values related to pixels whose linear regressions of temperature time-series had coefficients of
determination (R2) higher than a user-defined threshold value.

The YRTC map gives the opportunity to evidence possible connections between temperature
increase/decrease and geological features of the monitored site (Figure 7).

 
Figure 7. Yearly rate of temperature change maps of SF1 in the period 2016.02.01–2016.11.30. Map
(a) has R2 threshold value = 0.2. Map (b) has and R2 threshold value = 0.45. In this time-interval SF1
maximum temperatures decreased of about 10 ◦C as evidenced by the color map.

The Matlab© code performing YRTC data (‘step06.m’) is available as Supplementary Materials
and its functionalities are illustrated in the Appendix A.

3.3. System Automation and Graphic Interface

The above-described methodologies were performed as steps by Matlab© functions, which can be
executed with a command line or managed by a user-friendly graphic interface (GUI). Settings can be
saved in user-defined configuration files. Due to the modular structure of the processing steps, they can
be performed singularly or grouped in an automated sequence in order to execute the whole procedure
at defined time by using the GUI that integrates the automation code. Automation is necessary if IR
data processing is aimed to surveillance purposes.
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The GUI Matlab code (asira_gui.m) is available as Supplementary Materials and its functionalities
are illustrated in the Appendix A.

4. Results and Discussion

In order to discuss the advantages and the limits of the above presented processing methodology,
the results obtained by applying the five processing steps are reported. Two datasets were processed:
(1) the first consisted of 2.901 IR JPEG frames acquired in the period 2016.01.27–2019.01.13 at
Solfatara 1 (SF1) station; (2) the second consisted of 5.850 IR JPEG frames acquired in the period
2013.03.26–2019.01.13 at Pisciarelli (PS1) station.

4.1. Data Quality Selection

The relation (1), discussed in §3.2.1, was used to remove low-quality IR frames before starting the
analysis of data. The efficiency of this procedure depended on the choice of the coefficient c which
was influenced by the statistical distribution of data. Low values of Standard Deviation of IR frames
temperatures were an indicator of low quality data and the lower the coefficient c, the higher the
number of IR frames discarded as low quality ones. The analysis of data acquired by SF1 suggested
c = 1 as an appropriate value (Figure 8), as the visual inspection of discarded frames (about 11% of
total frames) confirmed that they were mainly low-quality ones. This kind of preliminary analysis had
to be made to every dataset from different stations as the coefficient c can be different depending on
the physical and geometrical characteristics of framed area and IR sensor.

 
Figure 8. Frequency distribution of Standard Deviation values of IR frames temperatures (σF) acquired
at SF1 station. The line ‘Lower Threshold’, which is defined by the relation (1) with c parameter equal
to 1, splits good-quality frames (on the right of the line) and low-quality frames (on the left of the line).

4.2. Seasonal Component Removal

Two different methodologies of seasonal component removal are used in order to process
IR datasets having different time-length. The background removal procedure (BKGr), previously
proposed to seasonal correction [19,20], is suitable to very short datasets even though it has some
limitations in the final output. The main limit was that the removal of seasonal component produces
only residuals of maximum or median values of temperatures instead of absolute temperature values.
Although this kind of analysis does not take full advantage of all the intrinsic information contained
inside the IR frames, the BKGr method generated trends of temperature residuals which provide
adequate information to characterize the thermal behavior of studied area.

The STL decomposition method (STLd), proposed for the first time in this work to remove
seasonality to IR temperature time-series, needed a nearly two-year long datasets due to the statistical
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approach of the robust and widely applied algorithm. By using STLd method, it was possible to
estimate the Seasonality as a separate component of temperature time-series. This feature allows the
removal of seasonality to all pixels of IR frames, giving the opportunity to apply further analysis
methods (e.g., radiative Heat Flux estimate), which needed the whole frame to be de-seasoned. In
Figure 9, the background area boundaries (Figure 9a) inside the SF1 IR frame and the plot of Trend
component of background area, obtained by applying STLd method are reported (Figure 9b). The
constant and flat temperature values of background Trend confirmed the appropriate choice of this area.

Figure 9. Background area boundaries inside the SF1 IR frame (a) and plot of Trend component of
background area which is obtained by applying STLd method (b). Trend values varie between 14.35
and 14.7 ◦C.

The Trend component evaluated by the STLd method was useful to estimate the long-term thermal
behavior of the studied area even though it was not suitable for short-term observations. In order to
describe short-term thermal behavior, aimed to surveillance purpose, it was necessary to merge both
Trend and Reminder components to obtain T + R plots (Figure 10, blue line plot).
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Figure 10. Plots of temperatures acquired at SF1 station removed of seasonal component. Red line
= temperature residuals obtained by applying BKGr method; blue line = Trend+Reminder values
obtained by applying STLd method.

Despite the reported limits of BKGr method, the comparison between temperature residuals plots
with the BKGr method and T+R plots by STLd method of SF1 IR frames (Figure 10) showed a close
similarity of data trends. This similarity confirms the effectiveness of the BKGr method to process
datasets shorter than two years.

4.3. Radiative Heat Flux Estimate

The computation of radiative heat flux was available on IR frames where seasonality was removed
by applying the STLd method. In order to obtain the correct trend of radiative heat flux of a definite
area, a correct selection of area boundaries was necessary. The heat flux computation strongly depended
on the Hpix BKGpix ratio of the selected area, where Hpix is the number of pixels related to thermal
anomaly and BKGpix is the number of pixels related to emission-free rocks. The higher this ratio is,
the more accurate the radiative heat flux estimation. This way, the choice of boundaries of processed
areas had to be made in order to include as many Hpix as possible. The solution to attenuate the
underestimate the heat flux due to the presence of BKGpix, proposed in the §3.2.4, was to select pixels
whose temperatures were greater than 2σ of the frequency distribution of temperatures from selected
area. The plots reported in Figure 11 show how efficient this kind of solution was. In this figure, plot a)
reports heat flux time-series of Areas 1, 2 and 3 evaluated by selecting all the pixels inside each area;
plot b) reports heat flux time series of the same areas, evaluated by applying the selection of pixels
greater than 2σ of temperatures frequency distribution. The blue line plot is from Area 1, which only
includes the major thermal anomaly of the SF1 frame, characterized by the higher Hpix BKGpix ratio.
Red line plots of Area 2 and black line plots of Area 3 are representative of lower Hpix BKGpix ratios
due to higher number of BKGpix included in the selected areas.
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Figure 11. Heat flux plots of selected areas inside SF1 frames. Area 1 (c) includes the mayor thermal
anomaly, Area 2 and 3 (c) include emission-free rocks. Plot a) = heat flux trends (smoothed with
window = 29) of Areas 1, 2 and 3 evaluated by selecting all the pixels inside each area. Plot b) = heat
flux trends (smoothed with window = 29) of Areas 1, 2 and 3 evaluated by applying the selection of
pixels greater than 2 s of temperatures frequency distribution.

The comparison between Figure 11a,b evidences an underestimate of heat flux values when the
computation includes all the pixels inside the selected areas (Figure 11a). Figure 11b was obtained
selecting only the pixels whose temperatures values were greater than 2σ and showed a remarkable
decrease of heat flux underestimate, better evidencing trend variations.

4.4. Yearly Rate of Temperature Change Estimate

As reported in §3.2.5, the final product of this processing step was a color scale map of the yearly
rate of temperature change (YRTC) values overlapped to a picture (in the visible range) of the framed
area. YRTC data were filtered according to a threshold value of the coefficient of determination (R2) of
the linear regressions of pixels’ temperature time-series. Two different examples of yearly temperature
rate of change maps of PS1 area in the same time-interval (2016.03.10–2016.07.10) are reported in
Figure 12. In this time-interval the PS1 temperatures were subjected to an increase of about 10 ◦C.
The maps of Figure 12 only differ in the choice of R2 threshold value; hence, a correct choice of these
parameter is critical to produce a map that is easy to comprehend. Map b (R2 = 0.7) shows better
evidence of pixels whose temperatures rate of change time-series values best fit a linear model than
map a (R2 = 0.5). The ASIRA code allows the user to select both color scale limits and different values
of R2 threshold by using a user-friendly GUI in order to achieve the right balance between optimal
visual result and reliability of data visualized.
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Figure 12. Yearly rate of temperature change maps of PS1 in the period 2016.03.10–2016.07.10. Map
(a) has R2 threshold value = 0.5. Map (b) has and R2 threshold value = 0.7.

5. Conclusions

Relevant contribution to the surveillance of volcanic areas affected by thermal anomalies can be
provided by monitoring the spatio-temporal evolution of surface temperatures field. The acquisition of
IR image data by ground-based monitoring network is an effective tool to perform this task. However,
the analysis of IR data time-series is not easy to accomplish due to the influence over IR temperatures
of both exogenous and endogenous processes.

In this paper, we have presented a unique operational processing chain developed in Matlab©
environment which allows the detection and quantification of possible changes in time and space of the
ground-surface thermal features. This application (ASIRA, Automated System of InfraRed Analysis)
performed a multi-step procedure that generated both trends of temperatures and heat fluxes as well
as maps of yearly rate of temperatures change. The procedure implemented new algorithms based
on improvements of previously proposed methods and also original techniques aimed to effectively
remove seasonal component of IR temperature time-series and to evaluate radiative heat fluxes of
thermal anomaly areas.

ASIRA can be performed as separate steps or executed in a fully-automated way by using a
user-friendly graphic interface. The Matlab© code of ASIRA and the Operative Manual are included
as Supplementary Materials.

The ASIRA code was applied to process IR data acquired by stations of TIRNet surveillance
network operated by the Osservatorio Vesuviano, section of National Institute of Geophysics and
Volcanology (INGV) at Campi Flegrei volcanic area (Italy). The results show the effectiveness of this
method to provide a valuable contribution to the continuous monitoring of thermal anomalies related
to studied areas.

This operative tool has been conceived for volcanic surveillance of diffuse degassing areas and
low-temperature fumarole fields which variations may precede significant phases of volcanic unrest.
Notwithstanding, the procedure can be applied to monitor different volcanic scenarios (i.e., lava-flows,
active volcanic vents and eruptive fractures) but also different natural and environmental hazards
(fires, waste-disposal sites, pollution discharges, landslides, etc.).

Supplementary Materials: the Matlab© code of A.S.I.R.A. (Automated System of InfraRed Analysis) which
is described in Appendix A), and the Operative Manual (pdf file) are provided at the following link: http:
//www.mdpi.com/2072-4292/11/5/553/s1.
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Appendix A

The Matlab application ASIRA: operational structure and technical notes.

ASIRA is an acronym of Automated System of InfraRed Analysis and consists of Matlab© code
subdivided into five independent processing steps (step01.m, step02.m, step03.m, step04.m, step05.m)
that can be easily managed by a graphic user interface (asira_gui.m). Moreover, additional Matlab©
scripts and libraries are needed to ASIRA functionalities. Figure A1 shows screen-captures of different
tabs of the graphics interface representative of five processing steps and automation settings.

 

Figure A1. Tabs of the Automated System of InfraRed Analysis (ASIRA) graphics interface
representative of five processing steps and automation settings. Numbers inside the red circles are the
IDs reported in the technical sheets of Appendix A.
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Below are reported synthetic technical sheets of functionalities and type of input and output data
of the different processing steps and of the graphic user interface.

Table A1. Technical specifications of functionality and input/output data type of graphic interface.

Script Name

asira_gui.m

Functionality
Graphic user interface (GUI) with management of configuration file

Inputs description Inputs type ID

New configuration file File name in common dialog window by pressing
toolbar button 1

Open configuration file File name in common dialog window by pressing
toolbar button 2

Save current configuration file Toolbar button 3
Open Operative Guide Toolbar button 4
Site name (study area) String inserted by edit window 5
Output folder of processed data (common to all
steps) Folder path inserted by common dialog window 6

Automation button (activate/deactivate automation) Button 7
Enable/disable automation of processing step Check box selection 36
Time to start automation process Text boxes to input Hour and Minutes 37
Save automation settings Button 38

Outputs description Output type ID
Log window showing processing messages Text displayed in box area 8

Table A2. Technical specifications of functionality and input/output data type of STEP 1.

Script Name

step01.m

Functionality
IR files conversion, archiving and quality selection (tab ‘Step 1′ in GUI)

Inputs description Inputs type ID
Type of input file ‘.jpg/.csv/.txt’ inserted by drop-down menu 9

Data input folder Folder path in common dialog window by pressing
button 10

Output folder of CSV files 1 Folder path in common dialog window by pressing
button 11

Temperature scale ‘Celsius/Fahrenheit’ inserted by drop-down menu 12
Quality selection parameter ‘05/1/1.5/2′ inserted by drop-down menu 13
Data delimiter of csv/txt input files 1 ‘,/;/TAB/SPACE’ inserted by drop-down menu 14
Row number to begin reading data in csv/txt file Integer inserted by drop-down menu 15

Outputs description Output type ID
Log window showing processing messages Text displayed in box area 8

CSV files of quality selected IR frames Matrix CSV files of temperature values from IR
scenes

Arrays of quality selected IR data, yearly split Matlab (.mat) archives in output folder
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Table A3. Technical specifications of functionality and input/output data type of STEP 2.

Script Name

step02.m

Functionality
IR frames co-registration (tab ‘Step 2′ in GUI)

Inputs description Inputs type ID

Data input folder (containing .mat archives of Step 1) Folder path in common dialog window by pressing
button 16

Reference IR frame File name & path in common dialog window by
pressing button 17

Outputs description Output type ID
Log window showing processing messages Text displayed in box area 8
Arrays of co-registered IR data, yearly split Matlab (.mat) archives in output folder

Table A4. Technical specifications of functionality and input/output data type of STEP 3.

Script Name

step03.m

Functionality
Seasonal correction with BKGr and STLd methods (tab ‘Step 3′ in GUI)

Inputs description Inputs type ID

Load background area File name & path in common dialog window by
pressing button 18

New background area File name & path in common dialog window by
pressing button and selection of area over IR image 19

Daily time range of IR frames Integers (hours) in text boxes 20

Installation folder of R statistical package (STL) Folder path in common dialog window by pressing
button 21

Outputs description Output type ID
Log window showing processing messages Text displayed in box area 8
Show background area image JPEG image of background area 22

Test background area image Plots of Tmax and STL Trend of background area (by
choice) 23

Array of de-seasoned IR data Matlab (.mat) archive in output folder
Data sheets of processed temperatures of IR frames Excel file in output folder

Table A5. Technical specifications of functionality and input/output data type of STEP 4.

Script Name

step04.m

Functionality
Radiative heat flux estimation (tab ‘Step 4′ in GUI)

Inputs description Inputs type ID

New heat flux areas (Area 1, 2, 3) Selection of heat flux area over IR image by pressing
button 24

Enable/disable heat flux areas to process (Area 2, 3) Check box selection 25
Pixel size of heat flux areas (Area 1, 2, 3) Numeric values in text box 26
Emissivity of heat flux areas (Area 1, 2, 3) Numeric values in text box 27

Outputs description Output type ID
Log window showing processing messages Text displayed in box area 8
Show heat flux areas (areas 1, 2, 3) JPEG images by pressing button 28
Arrays of heat flux data Matlab (.mat) archive in output folder
Data sheets of heat fluxes of IR frames Excel file in output folder
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Table A6. Technical specifications of functionality and input/output data type of STEP 5.

Script Name

step05.m

Functionality
Temperature rate of change during selected time-period (tab ‘Step 5′ in GUI)

Inputs description Inputs type ID
Data input folder (containing .mat output files of
previous Steps)

Folder path in common dialog window by pressing
button 29

Time interval of analysis Dates picked over calendar 30

Photo of studied area to use in data overlay File name & path in common dialog window by
pressing button 31

Threshold value of R2 extracted from linear
regressions of pixels time-series

Numeric values in text box 32

Limits of color scale to use in temperature rate of
change map Numeric values in text box 33

Enable/disable data overlay on photo of studied area Check box selection 34

Outputs description Output type ID
Log window showing processing messages Text displayed in box area 8
Show map of temperature rate of change JPEG image by pressing button 35
Arrays of temperature rate of change data Matlab (.mat) archive in output folder
Data sheets of temperature rate of change data Excel file in output folder

Although the processing steps can be managed separately, the processing chain needs data to be
analyzed by the first three steps in sequential way. The Operative Manual of ASIRA is available as
Supplementary Materials together with Matlab© scripts and Open Source Toolboxes and functions.
Matlab© scripts code is widely commented in order to understand the features and the functionality.
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Abstract: Remote sensing is an established technological solution for bridging critical gaps in volcanic
hazard assessment and risk mitigation. The enormous amount of remote sensing data available
today at a range of temporal and spatial resolutions can aid emergency management in volcanic
crises by detecting and measuring high-temperature thermal anomalies and providing lava flow
propagation forecasts. In such thermal estimates, an important role is played by emissivity—the
efficiency with which a surface radiates its thermal energy at various wavelengths. Emissivity has
a close relationship with land surface temperatures and radiant fluxes, and it impacts directly on
the prediction of lava flow behavior, as mass flux estimates depend on measured radiant fluxes.
Since emissivity is seldom measured and mostly assumed, we aimed to fill this gap in knowledge by
carrying out a multi-stage experiment, combining laboratory-based Fourier transform infrared (FTIR)
analyses, remote sensing data, and numerical modeling. We tested the capacity for reproducing
emissivity from spaceborne observations using ASTER Global Emissivity Database (GED) while
assessing the spatial heterogeneity of emissivity. Our laboratory-satellite emissivity values were
used to establish a realistic land surface temperature from a high-resolution spaceborne payload
(ETM+) to obtain an instant temperature–radiant flux and eruption rate results for the 2001 Mount
Etna (Italy) eruption. Forward-modeling tests conducted on the 2001 ‘aa’ lava flow by means of the
MAGFLOW Cellular Automata code produced differences of up to ~600 m in the simulated lava
flow ‘distance-to-run’ for a range of emissivity values. Given the density and proximity of urban
settlements on and around Mount Etna, these results may have significant implications for civil
protection and urban planning applications.

Keywords: emissivity; lava flow modeling; remote sensing; volcano monitoring

1. Introduction

As less than 10% of the ~1500 active subaerial volcanoes around the world are monitored regularly
on the ground, remote sensing (RS) provides an opportunity to increase coverage. A combination of
laboratory-based analyses, RS data, and numerical modeling could bridge critical gaps in volcanic
hazard assessment and risk mitigation.

The prediction of lava flow ‘distance-to-run’ (ultimate length) is viewed as the key activity in
support of risk mapping and planning the emergency response and crisis management of effusive
volcanic events. The impact of volcanic eruptions and distances to which erupted lava will flow
depend on several physical and chemical parameters [1–4].

It is widely recognized that RS data can be integrated with ground-based observations during
volcanic crisis to facilitate the estimation of thermal anomalies and—depending on spatial and temporal
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resolutions—forecast the geographic extent of active lava flows. However, a developing lava flow is a
complex surface to observe using remote techniques, due to the moving material exhibiting a range
of temperatures, textures, vesicularities [5], and thicknesses. Furthermore, the evolution of thermal
anomalies may involve continuous changes in energy emitted as surfaces cool, as well as variations
that depend on viewing angles [6].

Several automated processes for the detection and measurement of volcanic ‘hot-spots’—such
as VAST [7], MODVOLC [8,9], RAT [10], MyVOLC and MyMOD [11], among others—have been
developed, tested, and run to date. In particular, three projects have marked the development and
awareness for a complete and global monitoring capacity: (i) the European Space Agency’s (ESA) pilot
project GLOBVOLCANO (2008–2011), using high-spatial resolution RS; (ii) the European Commission’s
European Volcano Observatory Space Services (EVOSS, 2010–2014), centered on high to very-high
temporal resolutions, and (iii) the Disaster Risk Management volcano pilot project of the Committee
on Earth Observation Satellite (CEOS), focusing on the continuous monitoring of volcanic activity in
the whole of Latin America and the Caribbean. These projects, among others, have demonstrated how
access to RS data over volcanic regions can enhance the understanding of volcanic activity, enabling
hazard mitigation and the identification of developing trends in volcanic activity [12,13].

A focus of this study is emissivity, which is defined as the efficiency of radiating thermal energy at
a specific wavelength. Although it is a critical variable in the interpretation of passive RS for accurate
surface temperature estimation, emissivity is seldom measured and mostly assumed or estimated to
be a fixed value, which does not change as a function of temperature and wavelength.

The fundamental laws of Planck, Stefan-Boltzmann, and Wien demonstrate that surfaces radiate in
different regions of the electromagnetic spectrum, depending on their temperature. Planck’s radiation
law defines the radiation released to be that of a perfect radiator, a blackbody: however, very few
terrestrial surfaces would act as near-perfect blackbodies. The ability of non-blackbody surfaces to
emit radiation is defined by their emissivity. Emissivity may be defined as the ratio of the radiation
emittance of a sample relative to that of a blackbody at the same temperature.

Volcanic surfaces, such as the basalts analyzed here, may be characterized as selective radiators,
since their emissivity varies with wavelength and would be less than unity (blackbody). A variety of
approaches have been used to derive surface temperatures from RS data, where emissivity is either
assumed to be unity, or a fixed ‘look up’ value. This value for basaltic surfaces is estimated to be 0.90 to
0.95 [14], or it is estimated directly from reflectance data [15] (e.g., 0.80). The motivation of this study
is to establish the significance of emissivity variations in the derivation of lava surface temperatures
from RS data, and assess the impact of such variations on the estimation of eruption rates and the
prediction of lava flow ‘distance-to-run’ using high spatial resolution spaceborne data.

2. Materials and Methods

2.1. Rock Samples

Due to its persistent activity, Mount Etna (Italy) is frequently targeted for studies involving
the application of RS data to detect high-temperature thermal features and measure eruptive
products [9,16]. The 2001 eruption presents three main features: (i) despite lasting only 23 days (18 July
to 09 August 2001), it gave rise to an outstanding pattern of seven different (Figure 1) fast-developing
lava flows [17]; (ii) the total lava flow volume is significant in the recent eruptive history of Etna,
and (iii) this eruption could be observed by three high spatial resolution multispectral payloads
(TM onboard Landsat 5, ETM+ onboard Landsat 7, and ASTER onboard Terra).
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Figure 1. (a) A geological map of Italy and the location of Mount Etna [18]; (b) Derived silica versus
alkalis, superimposed on the chemical classification scheme for NRE.4S; (c) The 2001 eruption lava flow
margins are highlighted in red and superimposed on the target area in Google Earth. Eruptive fissures
are marked in yellow, scoria cones in light blue (after [17]) and within the individual flow study area
(LFS1), the approximate sample locations are indicated by the star symbol.

To measure the emissivity of exposed lavas, we collected 10 rock samples termed the NRE.4
Series (NRE.4S) across the main flow (LFS1) (Figure 1), in a grid scaled to the spatial resolution of the
ASTER TIR bands (~90 m). Samples were initially investigated using Fourier transform infrared (FTIR)
spectroscopy to derive emissivity from both reflectance and radiance data at ambient/low and high
temperatures. Existing spaceborne data (ASTER Global Emissivity Database) and numerical modeling
(MAGFLOW) are used for data validation.

The chemical composition of the samples (average values for the entire series) and their
approximate locations are provided in Table 1 and shown in Figure 1. Previously published information
on volumes and effusion rates for the 2001 Mount Etna eruption [17] are also provided in Table 2.

Table 1. X-Ray Fluorescence major elements content, as a component oxide weight percent (wt%).

SiO2 TiO2 Al2O3 Fe2O3 MnO MgO CaO Na2O K2O P2O5 SO3 LOl Total

48.15 1.53 16.49 11.19 0.17 5.71 10.49 3.52 1.70 0.53 0.005 −0.30 99.18
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Table 2. Volumes and effusion rates for the LFS1 2001 Mount Etna eruption (from [17]).

Acquisition
Date

Local
Time

Eruption
Day

Acquisition
Time (s)

Cumulative
Volume

(×106 m3)

Time
Span (s)

Partial
Volume

(×106 m3)

Daily
Effusion Rate

(m3s−1)

18/07/2001 03:00 0 0 0.00 0 0.00 0.00
18/07/2001 13:00 1 36,000 0.37 36,000 0.37 10.28
19/07/2001 16:00 2 133,200 1.70 97,200 1.33 13.68
20/07/2001 13:00 3 208,800 3.50 75,600 1.80 22.81
22/07/2001 11:00 5 374,400 8.58 165,600 5.08 30.68
26/07/2001 12:00 9 723,600 14.98 349,200 6.40 18.33
28/07/2001 16:00 11 910,800 16.99 187,200 2.01 10.74
30/07/2001 11:00 13 1,065,600 18.35 154,800 1.37 8.85
02/08/2001 10:00 16 1,321,200 19.82 255,600 1.47 5.75
04/08/2001 07:00 18 1,483,200 20.62 162,000 0.80 4.94
06/08/2001 11:00 20 1,670,400 21.21 187,200 0.59 3.15
07/08/2001 07:00 21 1,742,400 21.32 72,000 0.11 1.53
09/08/2001 10:00 23 1,926,000 21.40 183,600 0.08 0.44

2.2. Laboratory-Based Data Acquisition

We carried out laboratory Fourier transform infrared (FTIR) analyses on solidified volcanic rock
samples from the major 2001 eruption of Mount Etna to derive emissivity at a range of wavelengths
and temperatures.

2.2.1. Emissivity from Surface Reflectance Spectra

We collected reflectance spectra of samples measured at an ambient temperature (~295 K) at the
Planetary Emissivity Laboratory (DLR, Germany) by the Bruker Vertex 80v FTIR spectrometer, using a
gold integration sphere hemispherical reflectance accessory.

The experimental setup [19] measures the reflectance of samples in the visible, the near infrared bands,
and medium infrared (MIR) ranges. Reflectances are converted into approximate emissivity. For MIR
measurements, a wide-range Mercury Cadmium Telluride (MCT) detector is used (1000–400 cm−1) in
tandem with a wide-range germanium (Ge) on potassium bromide (KBr) beam splitter (12,500–420 cm−1).
For V-NIR measurements, conversely, an InGaAs Diode detector was used (12,500–5800 cm−1) in tandem
with a silicon (Si) on calcium fluoride (CaF2) beam splitter (15,000–1200 cm−1).

Samples (grain size 500–1000 μm) were placed into individual sample cups, which were placed
on the hemispherical reflectance accessory, and aligned. Prior to measuring samples, a gold reference
target was used to calibrate the instrument. Finally, individual sample spectra were normalized to the
gold reference target spectrum results to obtain reflectance values.

The apparent emissivity (ε′) values were derived using the measured reflectance (R) data using
Kirchhoff’s law (Equation (1)). This approach provides an expected result precision of 0.005 [20].

ε′ = 1 − R (1)

It is important to note that Kirchhoff’s law (1) is only valid for hemispherical reflectance
measurements, and is used to approximate emissivity from reflectance data [21]; thus, the term
‘apparent’ emissivity (ε′) is used in contrast to the ‘true’ emissivity (ε).

2.2.2. Emissivity from Surface Radiance Spectra

The thermal emission spectra of the samples were measured in a vacuum (0.7 mbar) at temperature
and wavelength ranges of 400 to 900 K and 5.0 to 16.0 μm, respectively. The experimental setup [19]
used an external simulation chamber attached to the FTIR spectrometer measuring the emissivity
of solid samples (grain size 100–3000 μm). The emissivity chamber was equipped with an internal
web-cam, and several temperature sensors to measure the sample/cup temperature, monitor the
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equipment, and record chamber temperatures. Both the cup and the sample are heated uniformly
by induction, and the temperature of the emitting surface is measured using a thermophile sensor
in contact with the surface. The resulting data are calibrated using the emissivity spectrum of the
blackbody material [19] to provide the set of ‘true’ emissivity (ε) data.

2.3. Emissivity from High-Spatial Resolution Satellite Data

The Global Emissivity Database

The Global Emissivity Database (GED v.3) built by NASA’s Jet Propulsion Laboratory (JPL) [22] is
the most detailed emissivity product available for Earth’s land surface. Emissivity, rescaled to 100 m
from the original 90-m ASTER TIR pixels, is an average of data acquired at five TIR central wavelengths
(8.30 μm, 8.65 μm, 9.10 μm, 10.60 μm, and 11.30 μm) every 16 days, from 2000 to 2008. It was obtained
by NASA JPL by combining temperature emissivity separation (TES) algorithms and water vapor
scaling (WVS) atmospheric corrections coincident with MODIS MOD07 atmospheric profiles and the
MODTRAN 5.2 radiative transfer code [23].

In this study, we examined 12 1◦ × 1◦ ASTER GEDv3 data ‘tiles’ downloaded from the NASA
EOSDIS Land Processes DAAC [24], centered on Sicily (Italy) and Mount Etna.

3. Emissivity Results

3.1. Emissivity from Reflectance

As a preliminary estimate of surface emissivity, we used FTIR reflectance data measured at
ambient temperature. The spectral signatures were consistent with those from previous research
on basaltic rocks [14,25], confirming that representative emissivity data can be obtained this way
(Figure 2). To extend the observable spectral range, two detectors (KBr at 0.66 to 2.50 μm and
MCT at 2.50 to 16.00 μm) were used, so that the data could be merged at 2.63 μm to provide the
best signal-to-noise (STN) ratio result for the entire range from visible near-infrared (VNIR) to TIR
wavelength. The maximum difference in emissivity at any wavelength between the NRE.4 series
samples was 0.02.

Figure 2. ‘Apparent’ emissivity (ε′) spectral signatures measured and derived from reflectance Fourier
transform infrared (FTIR) data (1-R) at ambient temperature for NRE.4S.

3.2. Emissivity from Radiance

The spectral signatures for samples analyzed using thermal emission analysis at 400 K (Figure 3a)
display emissivity values consistent with the preliminary reflectance data (Figure 2) in the TIR region
(8.0–15.0 μm), with a significantly improved STN ratio and optimal error range (<0.01) for NRE.4
Series. In contrast to ambient/low-temperature data, high-temperature results (Figure 3b) show a
steady decrease in emissivity with every temperature increase step (400–900 K). However, this trend
could not be observed between 5.0–6.0 μm. This is because of the instrument sensitivity limitations and
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for this reason, only the results in TIR wavelengths (8.0–15.0 μm) should be used in further analyses.
An additional ‘cooling test’ was performed by measuring the emissivity of the same series in the
opposite direction (cooling), by decreasing temperature steps (i.e., 900–400 K), maintaining consistent
sample conditions. The deviance in emissivity values during the temperature increase (heating) is
shown in Figure 3b and the temperature decrease (cooling) was ≤0.02 with no hysteresis deviation
trend in either direction.

Figure 3. (a) ‘True’ emissivity (ε) spectral signatures at 400 K using thermal emission FTIR for NRE.4S;
and (b) ‘true’ emissivity (ε) spectral signature variation with temperature change between 400–900 K.

3.3. Comparison with Emissivity from Satellite Data

The emissivity map (Figure 4) created using existing spaceborne ASTER GEDv3 data [22] over
Sicily (Italy) and Mount Etna, displays a mean emissivity variation of the NRE.4S targets analyzed.
The highest emissivities are shown in dark blue; these correspond to the Mt Etna region, which is
consistent with the emissivity signatures of basaltic volcanic surfaces. Sicily is geologically complex
due to its regional tectonics; thus, green and red areas on the map with lower emissivities would
represent compositionally different geological units of non-volcanic origin.
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Figure 4. (Map) ASTER Global Emissivity Database (ASTER GED) over Sicily, Italy at 100-m pixel
resolution at 10.60 μm and 4-3-1 band red–green–blue (RGB) view. The color ramp indicates the mean
emissivity values (0.8–1.0). Inset shows samples’ pixel locations for NRE.4S. Emissivity spectral profile
plot and the table show emissivity variation with wavelength, extracted from ASTER GED for NRE.4S.

For a direct comparison, spaceborne emissivity data (Figures 4 and 5a) and laboratory FTIR
results (Figures 2 and 3a) of the same area targets (NRE.4S) are shown at ASTER TIR operating
central-wavelength bands (8.30 μm, 8.65 μm, 9.10 μm, 10.60 μm, and 11.30 μm). A relatively
comparable trend can be observed (Figure 5b), exhibiting the best data fit at 9.10 μm (≤0.01) and data
range/error of ≤0.03 at other wavelengths. Accounting for different methodologies used in this study
and their limitations (discussed in Section 5), the emissivity range/error is expected. This may suggest
that, despite being a nine-year average (2000–2008), the ASTER GED mean emissivity data for the 2001
lava flow area can fit reasonably well with our results obtained using ambient/low-temperature FTIR
laboratory measurements. However, the high-temperature FTIR results (Figure 3b) indicate a trend
(Figure 5c,d) that suggest an emissivity decrease with temperature increase.

Figure 5. Cont.
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Figure 5. (a) ASTER GED mean emissivity values (black squares) plotted at ASTER TIR bands for
NRE.4S; (b) ASTER GED mean emissivity values (black squares) compared to the ‘apparent’ (1-R)
emissivity (grey triangles) and ‘true’ low-temperature (400 K) emissivity data (empty circles) for NRE.4S;
(c,d) ASTER GED mean emissivity (static) for NRE.4S (black square) at 10.60 μm and 11.30 μm (ASTER
TIR bands 4 and 5 respectively), superimposed on the emissivity/temperature trend 400–900 K (empty
circles). Error bars represent maximum emissivity difference between NRE.4S samples measured.

4. Emissivity versus Effusion Rate and ‘Distance-to-Run’

4.1. From Spaceborne Data

Varying the emissivity and wavelength will have an impact on the computation of integrated
temperatures and radiant fluxes, and hence on the estimation of lava effusion rates and
‘distance-to-run’. To perform a quantitative evaluation, we selected the best-quality night-time image
acquired during the 2001 eruption, aimed to avoid both pixel saturation and the reflected radiances of
daytime images in SWIR.

This eruption was observed by three high-spatial resolution payloads on Landsat 5 (ETM),
Landsat 7 (ETM+), and Terra (ASTER). The selected image data presented here was acquired by
ETM+ on 5 August 2001 at 20:34 (Figure 6a). ETM+ is the multispectral scanning radiometer onboard
Landsat 7, providing high-spatial resolution data (30 m in V-NIR-SWIR and 60 m in TIR) in repeat
cycles of 16 days. Launched in 1999 and still active at the date of writing, ETM+ provided very
high-quality images until 2003, when the linear scan compensator developed a permanent fault
affecting the whole image (black stripes).

To assess the sensitivity to variations in emissivity, we selected three values. One end-member
is a blackbody (1.0), and the second value (0.80) has been used in published research [15]. The third
value (0.93) that was selected for our assessment is the minimum emissivity value at 10.60 μm from
our reflectance data (Figure 2), which is also a mean emissivity estimate for basalt [14].

The image was processed for all of the radiant pixels in SWIR and TIR using the three emissivities
(1.0, 0.93, and 0.80), following previously established procedures [26]. After radiometric and
atmospheric correction [27,28], integrated temperatures are calculated and sub-resolutions were solved
in SWIR (1.65 μm and 2.20 μm) to obtain the total radiant flux Qr_calc.

Qr_calc = AεστΦ′(Te
4 − Ta

4) (2)

from which the lava effusion rate [16,29,30] Er_calc is estimated:

Er_calc =
Qr_calc

ρ[CPΔT + Φ CL]
(3)
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In Equation (2), A is the pixel surface area, ε is the emissivity, σ is the Stefan–Boltzmann’s constant,
τ is atmospheric transmissivity, and Φ′ is the shape of the radiating surface. Note that the symbol Φ′

in Equation (2) is not the same symbol representing the percentage of crystals grown (Φ) in Equation
(3) or the fitness function (φ) in Table 3. The equation for radiative heat transfer has term Te

4 − Ta
4,

where Te
4 is the effective temperature to the fourth, power and Ta

4 is the ambient temperature to the
fourth power. The difference in temperature from the hot material to the ambient temperature has
a control on the rate of transfer. As we are dealing with very small changes in emissivity, this small
difference in temperature will play an important role.

  
(a) (b) (c) (d) 

Figure 6. (a) Mount Etna high-temperature thermal anomaly scene acquired on 5 August 2001 by
Landsat 7 (ETM+); (b–d) are all radiant pixel integrated temperatures of the same target area as in
(a) TIR Band 6 and SWIR bands 7 and 5 for emissivity of 1.0; The green square in (b–d) marks the
location of the pixel (37◦39′28′′N 14◦59′48′′E) used to derive temperature with emissivity variation
given below (b–d).

In Equation (3), ρ is the lava density (2600 kg m−3); CP the specific heat capacity (1150 J kg−1 K−1);
ΔT is the average temperature difference throughout the active flow (100 to 200 K), which is a significant
parameter in estimating eruption rate; Φ is the average mass fraction of crystals (0.4 to 0.5) grown in
cooling through ΔT, and CL is the latent heat of crystallization (2.9 × 105 J kg−1).

Note that while Equation (2) includes only observables and variable emissivity, the values used to
solve Equation (3) are average values taken from various literature sources, which are specific for this
type of lava and Mount Etna [31,32].

We observe that the TIR (Figure 6b) and two SWIR channels (Figure 6c,d) display significantly
different integrated pixel temperatures on the active flow, ranging from as low as 325 K (brightness
temperature ε = 1 at 10.45 μm TIR wavelength) to as high as 745 K (ε = 0.8 and 1.6 μm SWIR). Overall,
20% emissivity change may give rise to integrated pixel temperature differences in the order of 15 K in
SWIR and 25 K in TIR (shown in 6b-d), which is consistent with previous research [15].

We used the instantaneous effusion rate Er_calc derived from high-spatial resolution RS data to
attempt a rapid estimation of the maximum lengths that individual lava flow can reach (Figure 7).
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By implementing the empirical law Lmax = 2Er
1
2 [33,34] we observe that a moderate difference in

emissivity will influence calculated eruption rates and may impact the Lmax ‘distance-to-run’ by as
much as ±300 m.

Figure 7. ETM+ scene obtained on 5 August 2001 highlighting the high-temperature thermal
anomaly, focusing on an individual LFS1 flow analyzed in this study and detailing a flow chart
of procedures followed to obtain the maximum lengths that LFS1 lava flow can reach using the
empirical approach [33,34]. The table shows the difference in results using various emissivity values
(0.80, 0.93, and 1.0).

Often, the effusion rate can be calculated by exploiting ground-based observations, where the
information on how the volume of an individual flow has changed in a given time interval can be quite
accurate. This is achieved by using information on the rate of advance, if the cross-sectional area of the
flow front is known (i.e., width × thickness × rate of advance) or if the volume and time interval are
known (length × width × thickness ÷ time). The calculated eruption rate is used in the Lmax equation
to estimate the maximum length that the lava flow can achieve. This approach provides an estimated
maximum lava flow length, and is not intended to forecast the exact final length of the flow.

The individual lava flow LFS1 analyzed here reached its maximum length on or around 25 July
2001 with an estimated eruption rate of 18.33 m3s−1 [17]. According to field estimates, after that date,
the effusion rate dropped, so lava did not extend along the whole flow length. Our ETM+ data from
5 August 2001 produced an effusion rate of ~2 m3s−1, which is in line with the rate drop observed for
that time period, and corresponds well with field estimates of ~3 m3s−1 on 6 August 2001 (Table 2).

The total volume [17] up to the end of the eruption (Table 2) would suggest an average effusion rate
(i.e., cumulative volume divided by the acquisition time in seconds) of 11.1 m3s−1 and Lmax = 6.7 km,
which is slightly greater than and consistent with the observed Lmax = 6.4 km. Nonetheless, the
Lmax estimation is most needed at the start of the eruption. Our ETM+ calculated effusion rate for
5 August 2001 also highlighted an increase in Lmax of 5% between emissivity end-members (i.e., 0.80
and 1.0), which may play a role in hazard mitigation at densely populated areas in close proximity to
an active volcano.
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4.2. From Straightforward Modelling

To reproduce the lava flow path for the 2001 Mount Etna eruption, we used the MAGFLOW
cellular automaton propagator [35,36], which uses a physical model accounting for both thermal and
rheological evolution of flowing lavas. It is argued that this model has the potential to significantly
improve understanding of the dynamics of lava flow emplacement [37] and assist with related hazard
assessment and mitigation [38–42]. MAGFLOW sensitivity analyses show that the main controlling
factors are topography, rheology, and vent location, while temporal changes in effusion rates will also
strongly influence the accuracy of the predictive lava-flow modeling [43,44].

To model the lava flow path for the 2001 Etna eruption, MAGFLOW was run on a pre-eruptive
Digital Elevation Model (DEM) using field-derived effusion rates [17] and the typical properties
of basaltic rocks (density = 2600 kg/m3; specific heat capacity = 1150 J kg−1 K−1; solidification
temperature = 1173 K; extrusion temperature = 1360 K), and we varied the emissivity.

To evaluate its impact on the simulated ultimate lava flow lengths, we carried out a sensitivity test
where three different emissivity values (i.e., 0.80, 0.93, and 1.00) were introduced to the model,
maintaining constant emissivity, unaffected by temperature changes throughout the simulation.
This method was validated using the actual lava flow extent of the 2001 Mount Etna eruption.

The MAGFLOW simulations obtained using the various emissivity values (i.e., 0.80, 0.93, and
1.00) are shown in Figure 8. There is good overall agreement between the actual and the simulated
lava flows, but major discrepancies occurred for all simulations and reality due to the neglecting of the
ephemeral vent opening that fed the minor, southeastern branch of the flow [17].

Figure 8. MAGFLOW simulation results with changing emissivity (i.e., 0.80, 0.93, and 1.00), showing a
difference of up to 600 m in lava flow length.

The quality of fit was quantified using a fitness function (φ) computed as the square root of A (sim
∩ real)/A (sim ∪ real), where A (sim ∩ real) and A (sim ∪ real) are the areas of the intersection and
union between the simulated and actual lava flows, respectively. The lower and upper limits for φ
are zero and one, with zero indicating the maximum error (i.e., lack of common areas between the
simulated and actual lava flows), and one corresponding to a complete overlap (i.e., the simulated
area coincides totally with the actual lava flow field).

The main morphological features (area, length, and average thickness) of actual and simulated
lava flows, as well as the results of the fitness function (φ) are reported in Table 3.
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Table 3. Comparison between the morphological properties (length, area, and average thickness) of
the 2001 Etna lava flow derived by field measurements [17] and numerical simulations.

Length [km] Area [km2] Average Thickness [m] Fitness [φ]

Actual lava flow 6.4 1.95 11 -
Simulation with ε = 0.8 6.9 1.94 12.4 0.76
Simulation with ε = 0.93 6.5 1.83 13.1 0.78
Simulation with ε = 1.0 6.3 1.78 13.5 0.77

The closest approximate values for the area covered and the average distribution were obtained by
the MAGFLOW simulation run with an emissivity of 0.8 (1.94 km2 and 12.4 m, respectively). However,
having almost the same extent does not guarantee a best fit (areas may not overlap wholly or in part).
This is confirmed by the values of the fitness function φ. Whilst the actual lava flow field is quite well
reproduced by the MAGFLOW model, with φ always higher than 0.75, the maximum value (0.78)
is obtained by the simulation run with ε = 0.93, demonstrating that it better reflects the actual field.
The MAGFLOW simulation run with ε = 0.93 also reaches the closest flow length (6.5 versus 6.4 km),
which is the most critical factor for hazard analysis.

5. Discussion

The land surface temperature derivation and the estimation of eruption rates from spaceborne
data rely on assumptions of lava flow emissivity. The majority of research on emissivity to date has
been carried out on solid lava at ambient temperatures [14], and it is anticipated that under certain
conditions, target radiation emission in the TIR region of the electromagnetic spectrum is inversely
proportional to its reflectance [45]. However, there are several drawbacks in using reflectance to derive
emissivity values, as the temperature of the sample is not taken into account, and its spatial variation is
not recorded. Nonetheless, reflectance data (1-R) can be used to provide a first approximation estimate
in the absence of ‘true emissivity’ information.

The ‘apparent’ emissivity data for the 2001 Mount Etna eruption, which was derived from
reflectance data at ambient temperature, is comparable to that of the low-temperature (400 K) emission
FTIR data (‘true’ emissivity), with a range/error of emissivity ≤0.03, which is consistent with previous
research on basaltic rock spectral signatures [25]. A certain amount of spectral contrast is observed
and can be attributed to the instrument’s sensitivity and/or the methodology used, which has been
acknowledged in previous research [46].

The spaceborne ASTER GED mean emissivity data obtained for the same target area was also
relatively consistent with our FTIR results at ambient/low temperatures, producing an emissivity
range/error of ≤0.03. However, using this satellite-based approach, incorrect emissivity as an input
could result in an error in retrieving lava flow surface temperatures, which will have an inherent
impact on the computation of the radiant flux, estimates of the mass eruption rate, and lava flow
‘distance-to-run’ forecasts. Our 5 August 2001 example for the ETM+ satellite scene was used to
compute radiant flux show variances in the calculated eruption rate, which has an impact of ~300 m
in derived ‘distance-to-run’ between the emissivity end members (0.8 and 1.0). Similarly, a simple
emissivity assessment using numerical forward modeler (MAGFLOW) by means of varying its value
(i.e., 0.80, 0.93, and 1.0) showed that emissivity has an impact on simulated lava flow ‘distance-to-run’
results of up to ~600 m between the emissivity end-members (0.8 and 1.0).

The computation of Qr_calc term in [3] using spaceborne data also involves convection (Qc) and
conduction (Qk) of the flow. It has been argued that for flows that are not crusted over, Qr_calc is
much larger than Qc and Qk. However, in case of flows with crusts, Qc can have as large a heat loss
effect as Qr_calc [47]. Etnean ‘aa’ lava flows, which have been discussed here, have crusts and very
rough surfaces as they advance away from their vents and channels; thus, their heat transfer through
convection can be as large as that of radiation for the medial and distal parts of the flow. Since the
crust may act as an insulator, it limits convection and radiation by the amount of heat conducted
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from the flow through the crust to the outer surface. This effect may be considered as the most likely
contributor to the longer flow lengths. Therefore, emissivity variation may indicate flow phase changes
by insulation, allowing it to flow father than a simple effusion rate model would predict. Thus, a
model that includes all of the thermal components may be able to account for changes in the thermal
conditions (and rheology of the flow). Similarly, if emissivity variation is considered when producing
the best dual-band solution using the multi-component approach [48] from spaceborne data, it should
also involve applying several different emissivities within a single pixel.

The emissivity variation may also be seen as a proxy for crusting the lava flow, which will insulate
the flow, allowing it to flow for longer, and thus further. This approach may provide a means of
identifying changes in the insulation properties of an active lava flow by using apparent emissivity.
Therefore, it can be argued that a change in the apparent emissivity of the surface of the flow does
have an indirect effect on the ‘distance-to-run’.

The emissivity data derived from reflectance, low-temperature emission FTIR analyses and/or
ASTER GED provide ‘static’ emissivity values, which may be related to the solidified (cooled)
product. However, the high-temperature thermal anomaly observed on Mount Etna has an extrusion
temperature of ~1360 K, so there is a need to account for emissivity changes with temperature, as
evident from our high-temperature FTIR results. This is consistent with several thermal emission
studies of silicate glasses and basaltic lavas, which suggest that the emissivity of molten material is
significantly lower than that of the same material in a solid state [49]. Therefore, our preliminary
results from high-temperature data imply that it is essential to expand this study to assess the role
and significance of emissivity, not only as a ‘static’ and uniform value across all wavelengths and
temperatures, but also taking its response to thermal gradient into account. This will determine the
emissivity variation with temperature change, and will provoke further investigation into the role and
impact of emissivity in lava flow dynamic modeling and hazard mitigation.

6. Conclusions

Our reflectance and emission FTIR results at ambient/low temperature indicate that emissivity
is wavelength-dependent. Both laboratory (FTIR) and spaceborne (ASTER GED) data correspond
well for the same target area, and show good correlation at specific TIR wavelengths by exhibiting
an emissivity range/error of ≤0.03. However, this emissivity information is ‘static’, relating to the
solidified (cooled) product, not reflecting the range of temperatures involved at an active lava flow
or the emissivity/temperature trend seen in our high-temperature FTIR results. Furthermore, the
theoretical empirical approaches and modeling used in this study indicate that a variation of 0.2 in
emissivity may result in significant changes to the prediction of lava flow ‘distance-to-run’ estimates.

A reliable and exploitable predictive emissivity trend is needed for both modeling and spaceborne
applications for a range of temperatures and wavelengths to improve our understanding of the
variation of emissivity with temperature. Further, a better understanding of the impact of emissivity
on deduced temperature during active lava flow propagation (and cooling) is needed to improve
spaceborne data interpretation, which relies on emissivity as an input in computations of lava surface
temperatures, radiant fluxes, and ultimately lava flow length estimations.
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Abstract: The high temporal resolution of the Spinning Enhanced Visible and InfraRed Imager
(SEVIRI) instrument aboard Meteosat Second Generation (MSG) provides the opportunity to
investigate eruptive processes and discriminate different styles of volcanic activity. To this goal, a new
detection method based on the wavelet transform of SEVIRI infrared data is proposed. A statistical
analysis is performed on wavelet smoothed data derived from SEVIRI Mid-Infrared( MIR) radiances
collected from 2011 to 2017 on Mt Etna (Italy) volcano. Time-series analysis of the kurtosis of the
radiance distribution allows for reliable hot-spot detection and precise timing of the start and end
of eruptive events. Combined kurtosis and gradient trends allow for discrimination of the different
activity styles of the volcano, from effusive lava flow, through Strombolian explosions, to paroxysmal
fountaining. The same data also allow for the prediction, at the onset of an eruption, of what will
be its dominant eruptive style at later stages. The results obtained have been validated against
ground-based and literature data.

Keywords: volcanic eruption interpretation; eruption forecasting; MSG SEVIRI; wavelet; remote
sensing; thermal measurements; lava fountain; lava flow; Mt.Etna; eruptive style

1. Introduction

Determining the beginning and end of an eruption, and forecasting what will be the dominant
eruption style, are equally important objectives, crucial for hazard assessment.

Satellite sensors have been increasingly employed for operational monitoring of volcanic thermal
features as for example the geostationary Spinning Enhanced Visible and InfraRed Imager (SEVIRI)
instrument on board the geostationary Meteosat Second Generation (MSG) satellite [1–4] and the
Geostationary Operational Environmental Satellites (GOES) [5], or the polar Moderate Resolution
Imaging Spectroradiometer (MODIS) [6], the Along Track Scanning Radiometer (ATSR) [7] and the
advanced very-high-resolution radiometer (AVHRR) [3,8–12], on board respectively of the NASA
Terra/Aqua, the ESA-ENVISAT, and the NOAA satellites.

In spite of its coarse spatial resolution, the high temporal rate of the geostationary systems
represents an important tool for volcano monitoring (e.g., [13–15]). In particular, SEVIRI has 12 spectral
channels from visible to thermal infrared, a spatial resolution of 3 km at nadir and a high temporal
resolution that ranges from 15 min (earth full disk (EFD)) to 5 min (rapid scan mode (RSM) over Europe
and Northern Africa). Exploiting these characteristics, SEVIRI allows a precise timing of the early
phase of an eruption and almost a continuous monitoring of volcanic activity from the source to the
atmosphere [4,16]. The SEVIRI data are collected in real time from a Meteosat-8 ground station antenna
operating from 2010 at Istituto Nazionale di Geofisica e Vulcanologia (INGV) in Rome (Italy) [17,18].

In this work, the SEVIRI measurements have been used to investigate the eruptive processes
and to discriminate different styles of volcanic activity by applying a novel procedure based on the
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correlation between the radiance growing rate at the beginning of the eruption with the specific type
of volcanic activity. As test case, the 2013, 2015 and 2017 Etna events have been considered, and the
results of the remote sensing analyses have been validated using ground-based information and
literature references.

The paper is organized as follows: Section 2 outlines eruptions on Mt. Etna in the 2011–2015
period while Section 3 describes the method developed for the discrimination of the different styles
of volcanic activities. In Sections 4 and 5 the results are presented and discussed, respectively. Final
conclusions are drawn in Section 6.

2. The 2011–2015 and 2017 Etna Activities

In the 2011–2015 period, the eruptive style of Mt. Etna changed from predominantly effusive
to more explosive activity. Strombolian events became more frequent and intense and were often
associated with strong explosions, ash emissions, and lava fountaining paroxysmal episodes (e.g., [16].
The duration of these “paroxysmal” episodes varies from minutes to hours [4,19–22]. Between 2
and 8 December 2015, all four summit craters of Mt. Etna generated an extraordinary sequence of
eruptive events. The activity consisted of high eruption columns, Strombolian explosions, lava flows,
and widespread ash falls [23,24].

In February 2017, a vigorous strombolian activity started from the South-East (SE) crater producing
a small lava flow. The direction of the lava flow was towards the southwest flank and flowed down
slowly to an elevation of about 2850 m asl. After having lasted approximatively 48 h, the intense
explosive-effusive activity began to weaken quickly. On 15 March new lava flows erupted from a
fissure vent at the southern base of the SE crater complex. These lava flows descended into the Valle
del Bove at several locations on the rim between 2500–2700 m elevation. On their descend down the
steep western headwall, the lava flow fronts suffered partial collapses and interacted explosively with
snow, both leading to the generation of small pyroclastic density currents that produced tall brown
ash plumes [25].

3. Materials and Methodology

Statistical analysis was performed for Etnean eruptions using the 3.9 μm SEVIRI channel (Medium
InfraRed-MIR channel) acquired from 2011 to 2017. Most of these eruptions were paroxysmal
events, including Strombolian explosive activity, often associated with ash/gas emissions, and lava
fountaining. Unfortunately, the statistics on lava flows are reduced to two episodes: the two-day
long lava flow in December 2015 and the intense effusive activity that occurred from February to
March 2017. The analysis of different eruptions has highlighted different radiance trends at the early
stages of eruptions.

The December 2015 Etna eruption was characterized by the succession of several eruptive styles in
a matter of days. Figure 1 shows the SEVIRI MIR radiance time series, measured from a single SEVIRI
pixel centered over the Mt. Etna summit area and collected from 2 to 8 December 2015. The most
powerful episode occurred between 2 and 3 December 2015 from the Voragine crater (Ep 1) when
high lava fountains were produced without lava flows emitted. The MIR radiance drop that suddenly
appeared in the MIR signal on 3 December, clearly indicates the absorption due to the ash emitted
during the event [4]. From 4 to 5 December further powerful episodes occurred at the Voragine with
strong emission of ash and gases (Ep 2). In this case, the scene was extremely cloudy and the radiances
appear low compared to Ep 1 and its highly variable trend [4]. Finally, the activity shifted to the New
Southeast Crater on 6 December 2015 (Ep 3), where Strombolian activity and lava flow emission lasted
for two days and were fed by the most primitive magma of the study period, that is magma that
underwent minimal igneous differentiation from the original composition [24]. Together with the MIR
radiance trend, in Figure 1 are also drawn the growing rates for both the lava fountain (red dashed
curve) and the lava flow (blue dashed curve). The trend of the 2 and 3 December lava fountain shows
a gradual rise to a peak in about 24 h with radiance growing at an exponential rate. The maximum
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intensity lasts less than one hour, after which the radiance quickly starts to decrease at an exponential
rate. From 4 to 5 December, two further potent episodes occurred at the Voragine, characterized by ash
emissions and weak Strombolian activity. Radiance trend shows a high variability with the presence of
peaks in correspondence of paroxysmal episodes. However, the thick cloud coverage present on those
days significantly influences the signal detected at the sensor. Therefore, it is not reliable to characterize
this activity based on radiance changes [4]. The trend of the 6–8 December lava flow suddenly changes
from steady to rising and the maximum radiance is reached after a few minutes from the beginning of
the eruption. Then the radiance is maintained at the maximum value for the duration of the emissions.

Figure 1. Spinning Enhanced Visible and InfraRed Imager (SEVIRI) Mid-Infrared (MIR) radiance
acquired during the 2–8 December 2015 Mt. Etna eruption. Three different eruptive episodes occurred:
lava fountaining (Ep 1), ash emission (Ep 2), and lava flow (Ep 3). Different episodes clearly show
different trends that can be recognized a posteriori. However, differences are detectable even at the
early stages of the eruption. An exponential trend and a sub-vertical trend seem to best fit the initial
radiance increment for Ep1 (red dashed line) and Ep3 (blue dashed line) respectively.

The qualitative analysis of these three distinct episodes clearly shows strong differences in
the radiance trends. It is quite easy to distinguish the three episodes knowing the overall trend
retrospectively. However, for prevention reasons, it would be important to recognize the type of
volcanic activity at the earliest stages of the eruption.

The basic idea is that when an eruption begins, the SEVIRI MIR radiance increases as a function of
the temperature and the volume rate of the erupted products. There are two mechanisms that mainly
contribute to defining the speed at which the integrated pixel temperature increases. On the one hand,
the type of volcanic products generated by the eruption and their eruptive rates. For example, mixtures
of ash, lava blebs and broiling gas at Mt. Etna are normally at temperatures between 200 ◦C and 700 ◦C,
but they can exceed temperatures of 1000 ◦C, while the measured eruptive temperatures of Etnean
lava flows range between 1080 and 1095 ◦C [26]. On the other hand, products such as clouds, volcanic
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ashes, and plumes can act as a shield to radiation and partially or completely absorb the radiance
emitted to space [27]. Both mechanisms affect the MIR radiance measured by the sensor, therefore,
its trend has the potential to discriminate between eruptive styles. Herein, we aim to correlate the
radiance growing rate at the beginning of the eruption (ramp) to the specific type of volcanic activity.
By exploiting the SEVIRI RSM resolution a time-window of radiance values has been considered and
analyzed in terms of signal processing. Changes in “signal” are detected at a certain time (t0) using a
moving window of fixed width, which is incremented at every SEVIRI acquisition.

Signal analysis is performed on SEVIRI MIR data in order to obtain optimal smoothing of radiance
time-series. The smoothing removes noise introduced by radiometric calibration and atmospheric
effects caused by passing of transitional clouds in the investigated scene. The literature on time-series
smoothing and denoising techniques is vast and encompasses different methods. Among the most
renown and utilized methods are the Savitzky-Golay and Hodrick-Prescott filters, the Hilbert-Huang
transform (HHT), the ample class of kernel filters, as well as wavelet analysis. Herein, we propose a
method that uses the wavelet transform [28] to analyze the SEVIRI time-series.

3.1. Wavelet Transform: the ‘à trous’ Algorithm

The à trous algorithm of discrete wavelet transform is a powerful tool for multiscale
(multiresolution) analysis of images [28]. The à trous algorithm allows performing a hierarchical
decomposition of an image into a series of scale layers, also known as wavelet planes [29]. Each layer
contains only structures within a given range of characteristic dimensional scales in the space of a
scaling function. The decomposition is done throughout a number of detail layers defined at growing
characteristic scales, plus a final residual layer or smoothing layer, which contains the rest of unresolved
structures. By isolating significant image structures within specific detail layers, detail enhancement
can be carried out with high accuracy. Similarly, if noise occurs at some specific dimensional scales
in the image, as is usual in most cases, by isolating it into appropriate detail layers we can reduce
or remove it without affecting significant structures. A complete description of the implementation
of this algorithm can be found in Bijaoui and Giudicelli [28]. Herein, the à trous algorithm has been
adapted to remove the effect of background noise and to isolate changes due to volcanic activity in the
moving time-window.

Plate 2a of Figure 2 shows a time-series of MIR radiance obtained for a short lava fountain event
occurred at Mt. Etna from 13 to 15 December 2013. The detail layers and the residual layer from wavelet
transform are shown in Plates 2b–e. Both detail and residual layers have potentials to be used for
the assessment of eruptive phenomena. High-frequency changes occur at the earliest decomposition
steps. Therefore, detail coefficients of the first scale layer are ideal to trigger the initial phase of the
eruption (Plate 2b). One property of the wavelet transform is to have a sampling step proportional to
the scale [28]. This implies that significant structures (e.g., local maxima) in lower-detailed scale layers
match structures in higher-detailed scale layers (Plates 2b, c, d). This property allows “following” the
eruptive signal in subsequent transformations where the higher frequency content of the signal is
progressively eliminated.
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Figure 2. An example of multiscale decomposition with the à trous discrete wavelet transform algorithm.
Seven detail layers have been generated with dyadic scaling sequence (only three are shown for clarity,
Plates 2b, 2c, and 2d). Detail layers are generated for a growing scaling sequence of powers of two.
The layers are generated for scales of 1, 2, 4, 8, . . . samples. For example, the fourth layer contains
structures with characteristic scales between five and eight samples. Wavelet decomposition results in
a border distortion which increases with the power of two at each decomposition scale (indicated in
figures with grey areas). The original SEVIRI MIR radiance time-series is shown in Plate 2a. Detail
layers at increasing characteristic scales contain larger signal structures. At the end of the sequence is
the residual layer (Plate 2e), which contains all of the remaining unresolved structures.
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Figure 3. SEVIRI MIR radiance acquired during December 2015 Mt. Etna eruption. Red line is the
smoothed layer derived from the à trous discrete wavelet transform. The smoothed layer allows for
analysis of the overall trend without high-frequency noise due to instrumental noise, transient weather
effects, and acquisition failures.

3.2. Statistical Analysis

The smoothing layer of the discrete wavelet transform allows capturing important patterns in
the radiance data, while leaving out noise or other fine-scale structures/rapid phenomena. Herein,
we propose a statistical approach to characterize the variability of the dataset in the smoothing layer.

Useful statistics for measuring the variability of a data set are skewness, kurtosis, and gradient.
Skewness and kurtosis statistics can help us to assess certain kinds of deviations from normality of our
data-generating process. Skewness is a measure of symmetry, or more precisely, the lack of symmetry.
A distribution, or data set, is symmetric if it looks the same to the left and right of the center point.
Skewness determines whether a distribution is symmetric about its maximum.

Kurtosis is defined as the degree to which a statistical frequency curve is peaked. Kurtosis is a
measure of whether the data are heavy-tailed or light-tailed relative to a normal distribution. That is,
data sets with high kurtosis tend to have heavy tails or outliers. Data sets with low kurtosis tend to
have light tails or lack outliers. Finally, the gradient is defined as the slope of the line that interpolates
the dataset of the moving window. The gradient measures the rate of change of radiance with time.

Time series analysis of SEVIRI data from 2011 to 2017 showed that kurtosis and gradient are most
appropriate to characterize the relationship between radiance variations and eruptive styles.

4. Results

The sensitivities of the results were tested against different trends. Figure 4 shows the kurtosis
(black line) and gradient (blue filled curve) values derived from smoothing layer (red line) at every
SEVIRI acquisition (every 5 min) during the 2–8 December 2015 Etna eruption.

The kurtosis coefficient is often regarded as a measure of the tail heaviness of a distribution relative
to that of the normal distribution. However, it also measures how much “peaked” a distribution
is. When interpreting kurtosis, the normal distribution is used as a reference. A positive kurtosis
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implies a distribution with more extreme possible data values (outliers) than a normal distribution,
thus fatter tails (Leptokurtic distributions). A negative kurtosis implies a distribution with less extreme
possible data values than a normal distribution, thus thinner tails (Platykurtic distributions). Finally,
distributions with zero kurtosis have roughly the same outlier character as a normal distribution
(Mesokurtic distributions).

Figure 4. MIR radiance acquired during the December 2015 Etna eruption. The kurtosis (black line)
and the gradient (blue filled curve) trends were derived from the smoothing layer (red line) at every
Meteosat Second Generation (MSG) acquisition (every 5 min). Highest values of kurtosis (> 0) and
gradient (> 1.5) occur at the beginning of the lava flow episode (6 December).

The ratio of kurtosis to its standard error can be used as a test of normality (that is, you can reject
normality if the ratio is less than −2 or greater than +2). A large positive value for kurtosis indicates
that the tails of the distribution are longer than those of a normal distribution. A negative value for
kurtosis indicates shorter tails (becoming like those of a box-shaped uniform distribution).

Normalized kurtosis shows that the spread of the observations was slightly less than what would
have been expected under the normal distribution. Kurtosis is less than −1.3 during non-eruptive
phases and when the eruption reaches the highest point of intensity measurable with SEVIRI data.
The normalized kurtosis trend indicates that outliers mainly occur at the beginning and the end of the
eruptive episodes. Therefore, outliers in the kurtosis distribution can be used for hot-spot detection
to identify the initial and final phases of the eruption. The magnitude of the outliers appears to be
different depending on the eruptive episode. The magnitudes of the initial outliers are −1.4, −0.1,
and 0.45 for the lava fountain, the explosive activity, and the lava flow episode, respectively.

The gradient (slope) of the line that best fits the smoothing layer distribution indicates the steepness
of the moving window distribution at every SEVIRI acquisition. Positive slope indicates increments
in radiance and, therefore, possible increases in volcanic activity. Again, the maximum slope at the
onset of each eruptive episode appears to vary depending on the type of volcanic activity. A slope
magnitude of 1.0, 0.4, and 1.7 is obtained at the onset peak for the three episodes.
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Figure 5 shows the smoothing layer (red line), the normalized kurtosis (black line) and slope (blue
filled curve) for the 28 February and the 15 March eruptive events. The two events, both characterized
by the presence of lava flows, show a relatively high value of gradient and kurtosis at the onset of
the eruption. The lava flow generated by the 28 February eruption displays a gradient of 2.1 and
normalized kurtosis of 2.0. The lava flow of 15 March, much stronger and longer than the previous
episode, shows maximum gradient and kurtosis values of 2.5 and 4.4, respectively.

Figure 5. The smoothing layer (red line), the normalized kurtosis (black line) and slope (blue filled

curve) for the 28 February and 15 March eruptive events. The lava flow generated by the 28 February
eruption displays a gradient of 2.1 and normalized kurtosis of 2.0 at the onset of the eruption. The lava
flow of 16 March, much stronger and longer than the previous episode, shows maximum gradient and
kurtosis values of 2.5 and 4.4 respectively.

Threshold values were calculated using an eight-hour (100 samples) temporal window.
The window width was experimentally chosen to optimize the signal-to-noise ratio of the radiance
wavelet transform. A larger window implies that signal is smoothed over a longer period which
results in losing details. A narrow window is more sensitive to high-frequency noise and, therefore,
susceptible to false positives [30]. Figure 6 shows the smoothing layer (red line), the normalized kurtosis
(black line) and slope (blue filled curve) for the 14 and 15 December 2013 Etna lava fountain. Vigorous
Strombolian activity with associated ash plumes was observed at the New Southeast Crater (NSEC)
(Volcano Discovery, Etna volcano activity updates: December 2013). The activity generated a small
lava flow (probably mainly fed by rapid accumulation of liquid spatter) moving towards the SE flank
with the presence of exploding magma bubbles towards the end of the eruption [31]. Under a statistical
point of view, this paroxysmal event is very similar to the 3–5 December paroxysm (Ep 1) with kurtosis
outlier of 0.05 and a maximum gradient of 0.45. Both episodes were characterized by Strombolian
activity, intense ash emissions, and small effusive activity. Many of the paroxysms that took place
during the investigation period fall into this type of scenario.

The transitional phases from Strombolian activity to lava fountaining can be observed and
detected. On the evening of 16 March 2013, NSEC produced an intense episode of lava fountaining.
This event, one of the most violent of the 2013 series of paroxysms, was preceded by a long “prelude”
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of Strombolian activity [32] that started on the afternoon of 15 March and was followed by weak,
discontinuous activity at the Voragine [31]. The transition from the strombolian to the lava fountaining
episodes is recognizable in the slope (blue filled curve) trends of Figure 7. It is clear from the plots that
we have an increase in the slope magnitude from 0.5 to 1.5 when the lava fountaining begins and the
lava starts to overflow through the deep breach in the southeastern rim of the NSEC [33].

Figure 6. Statistics for the 14–15 December 2013 Etna lava fountain. Relatively low values of kurtosis
(<0) and gradient (<0.5) characterize this kind of activity at the onset of the eruption.

Figure 7. The analysis of statistical indexes allows highlighting transitions between different eruptive
phases within the same activity. The transition from the Strombolian phase to the lava fountaining is
well recognizable when we look at the peak (blue arrow) in gradient values (blue filled curve) during
the 16 March 2013 Etna eruption.
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5. Discussion

Our results suggest a relationship between the rate of increment in radiance (and thus temperature)
and the nature of the volcanic process (i.e., eruptive styles as Strombolian activity, lava fountains and
lava flow) causing that increment. Statistical analysis of SEVIRI MIR radiance trends highlighted the
involvement of at least two different heating mechanisms for eruptions at Mt. Etna.

The first mechanism involves rapid increases in radiance and appears to be associated with
effusive activity. Statistic kurtosis and gradient provide a measure of the steepness of the radiance
trend. Relatively high values of kurtosis and gradient are mainly associated with the presence of active
lava flows. In this case, Kurtosis and gradient magnitudes vary in the range of 0.0–5.0 and 0.5–3.0
respectively. We observed that statistics for small flows, as those generated by lava fountaining lava
spatter or intra-crater lava ponding, show lower values of kurtosis (−0.5–0.5) and gradient (0.5–1)
compared with values associated with long-term lava flows (see 2013 March case study of Figure 5).

The second mechanism is characterized by slope values usually less than 0.5 and refers to
Strombolian events, often associated with paroxysmal activity and ash plumes. Moreover, the kurtosis
outlier values remain below zero.

To understand and interpret the differences in radiance rates at the beginning of an eruption is
not an easy task. However, we believe that such differences are the results of differences in eruptive
and depositional processes of the different hot volcanic products (i.e., lava, ash, volcanic bombs).
Eruption style controls both surface heating, the function of the output rate of lava and/or pyroclasts
at a different temperature, and surface cooling, the function of the nature, temperature, and dispersal
of the products. These heating and cooling mechanisms may be acting at the same time and thus
explain the observed radiance behavior.

Temperatures of erupting magmas at Mount Etna are shown to be determined within a few ◦C in
the range 1000–1200 ◦C [26]. The magmatic temperatures and petrological characters appear closely
related to the volcanic activity. The alkaline basic magma of Mount Etna extrudes as lava at a nearly
constant temperature of 1080 ◦C, but during explosive paroxysmal eruptions, the magma temperature
is higher (1125 ◦C and possibly more). However, the small fragments of ash, lapilli, and bombs
erupted during paroxysmal eruption fly through the air and cool quickly along their path through
the atmosphere. Therefore, pyroclasts ejected in the atmosphere during explosive activity cool much
faster than lava flows originated at effusive vents. In addition, gases and ash particles thrown into the
atmosphere during volcanic eruptions influence the measured radiance. The particles spewed from
volcanoes have the ability to absorb the radiation emitted by erupted materials shading the radiance
signal detected at the sensor.

An important role is also played by the volume of the volcanic deposits generated during the
eruption. The fraction of the pixel occupied by “hot products” depends on the type of volcanic
eruptions and their spatial distribution. For example, explosive eruptions at Mt. Etna are mainly
concentrated at the summit craters while lava flows tend to expand and occupy an increasingly larger
area as the eruption continues. Therefore, the radiance detected at the sensor is a function of the
temperature of the erupted materials and the fractional area occupied by those materials.

Validation was conducted by comparing our results with literature data using a time-series of
SEVIRI data from 2011–2017 (4). We used threshold values of 0.1 and 0.5 for the kurtosis and the slope,
respectively, to distinguish between effusive and explosive eruptions in the first 8, 16, and 24 h from
the onset of the eruption. We found that, 79% of the eruptions were correctly interpreted in the first
eight hours, 85% in the first 16 h, and 93% after a day from the beginning of the eruption.

However, several issues need to be taken into account. First, information on eruptions derived
from monitoring bulletins is mainly qualitative information. Therefore, it is difficult to accurately
determine the intensity of the eruptions and their duration from available literature data. Second,
literature data are mainly referring to thermal camera data, remote sensing and field observations.
These observations are all weather dependent. Third, our time-series suffers from data loss issues
due to acquisition failure. Data loss and noisy images are suitable to generate artifacts that lead to
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the presence of a false outlier. Finally, events occurring between 2011 and 2017 are mainly short-term
paroxysmal eruptions, while long-term effusive eruptions are scarce.

The transition from Strombolian to fountaining activity is well documented [19,32]. Since 1999,
Mount Etna has been characterized by episodic lava fountaining, each episode identified by initial
Strombolian activity followed by transition to sustained fountaining to feed high effusion rate lava
flow [32]. Such transitional behavior introduces further uncertainties into the identification and
classification of the erupting style.

Mt. Etna, with its dense, multiparametric array of monitoring networks, provided an ideal
test case for our analysis. Future integration of the proposed method will complement the existing
networks and provide an additional monitoring tool independent from ground support. Finally,
our results represent a promising step toward similar application to less monitored volcanoes, also in
remote areas. Such application will require the threshold values empirically calculated for Mt. Etna to
be adapted to specific cases or, alternatively, to be derived by ad-hoc models of eruption-dependent
thermal radiation.

6. Conclusions

Eruption monitoring by satellite remote sensing still requires validation and refined, ground-tested
methodologies. In this study, we explored the capability of high temporal resolution satellite
data to discriminate and, to a limited extent, predict erupting styles at Etna volcano. A new
statistical approach based on the wavelet transform of time-series of SEVIRI radiance data acquired
at 5–15 min acquisition rate in the MIR spectral band (3.9 μm) is presented. Statistical analysis
of processed data show potential in predicting eruptive styles. Statistic kurtosis and gradient
derived from the analyzed time series allowed to recognize between two different eruptive styles:
1) paroxysmal events, characterized by Strombolian explosive activity, often associated with ash
emissions, and lava fountaining (15–17/03/2013, 13–17/12/2013) and 2) lava flows (2–8/12/2015 and
26/02/2017–21/03/2017). It must be stressed that our methodology applies to data acquired at the
onset of the eruption in order to give a quick response in terms of alert. The results obtained by this
method have a considerable degree of trustworthiness in the first eight hours from the beginning of
the eruption.

By considering the reliability of the proposed approach, the authors believe that it can be also
applied worldwide, in particular for volcanoes lying in remote areas.
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Abstract: Convective hydrothermal systems have been extensively studied using electrical and
electromagnetic methods given the strong correlation between low conductivity anomalies associated
with hydrothermal brines and high temperature areas. However, studies addressing the application
of similar geophysical methods to hot dry rock geothermal systems are very limited in the literature.
The Timanfaya volcanic area, located on Lanzarote Island (Canary Islands), comprises one of these
hot dry rock systems, where ground temperatures ranging from 250 to 605 ◦C have been recorded in
pyroclastic deposits at shallow (<70 m) depths. With the aim of characterizing the geophysical signature
of the high ground temperature areas, three different geophysical techniques (ground penetrating radar,
electromagnetic induction and magnetic prospecting) were applied in a well-known geothermal area
located inside Timanfaya National Park. The area with the highest ground temperatures was correlated
with the location that exhibited strong ground penetrating radar reflections, high resistivity values and
low magnetic anomalies. Moreover, the high ground temperature imaging results depicted a shallow,
bowl-shaped body that narrowed and deepened vertically to a depth greater than 45 m. The ground
penetrating radar survey was repeated three years later and exhibited subtle variations of the signal
reflection patterns, or signatures, suggesting a certain temporal variation of the ground temperature.
By identifying similar areas with the same geophysical signature, up to four additional geothermal
areas were revealed. We conclude that the combined use of ground penetrating radar, electromagnetic
induction and magnetic methods constitutes a valuable tool to locate and study both the geometry at
depth and seasonal variability of geothermal areas associated with hot dry rock systems.

Keywords: Timanfaya volcanic area; HDR geothermal systems; GPR; EMI; magnetic anomalies;
seasonality
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1. Introduction

One of the most remarkable features of active volcanic areas is the presence of high-enthalpy
geothermal systems that exhibit high temperature zones (>150–200 ◦C) at ground level (e.g., [1]).
The most common are convective hydrothermal systems that consist of a magmatic body acting as a
heat source, a groundwater system to transport the heat towards the surface and a confining, shallow,
impermeable structure (e.g., [2]). Less common are hot dry rock (HDR) geothermal systems that consist
of subsurface zones with very low fluid content (e.g., [3]). Most of the literature on the exploration
of geothermal resources is related to hydrothermal systems and is primarily based on electrical and
electromagnetic methods due to the strong correlation between the low conductivity anomalies
associated with hydrothermal brines and the high temperature areas. Among the geophysical
techniques more commonly used are magnetotellurics, transient electromagnetics, electrical resistivity,
magnetics, self-potential and seismic, with investigation depths ranging from few to hundreds of
meters (e.g., [1] and references herein). However, the use of such techniques for studying HDR systems
is very limited because HDR systems are not as common as convective hydrothermal ones, and because
the presence of vapour as dominant phase instead of hot water makes these kinds of systems more
difficult to interpret using electromagnetic methods.

The Timanfaya volcanic area (Figure 1) is located on Lanzarote Island (Canary Archipelago, Spain).
The Canary Islands constitute an intraplate oceanic volcanic archipelago consisting of seven major
islands and four islets located in the eastern Central Atlantic, approximately 125 km from northwest
Africa. The islands of Lanzarote and Fuerteventura developed in the earliest stage of the Canary
magmatic activity and constitute the emergent part of the Eastern Canary Ridge, which is located
northeast of the archipelago [4]. In Lanzarote, thermal anomalies associated with a HDR geothermal
system are still present in different areas as a consequence of the historical eruptive activity that
occurred between 1730 and 1736 (the Timanfaya eruption).

Figure 1. (a) location map of Lanzarote Island in the Canary archipelago (Spain); (b) shaded relief of
the volcanic area of Timanfaya on Lanzarote Island, showing the National Park boundary (red line) and
the eruptive fissure (thick yellow line) of the 1730–1736 volcanic eruption. The blue rectangle marks
the area of thermal anomalies located at Islote de Hilario (IH).

Over 30 volcanic vents formed during that eruption, mostly characterized by fissural eruptions
and low-explosive basaltic magmas. The last eruption on Lanzarote Island occurred in 1824, with the
formation of three new volcanoes. Typically, all of those vents are aligned along a system of fractures
oriented to N70◦E, of approximately 14 km in length, following the path of a central structural rift-type
zone [5,6]. As a result of the 1730–1736 eruption, hot magma exists at approximately 4 km depth [7].
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Although the magma body undergoes a cooling process, it still has a very high temperature, which
explains the presence of superficial thermal anomalies in the area. The anomalies are isolated and
limited to some fracture-related alignments and along craters’ rims [7–9].

The studied geothermal field is located on Islote de Hilario, within Timanfaya National Park,
northwest of the Timanfaya volcanic system (see Figures 1 and 2). The shallow geological structure of
Islote de Hilario, determined from the previously available information [10] (surface geological units
and several monitoring wells are used for temperature and gas composition determination), is very
simple, consisting of a thick (>70 m) unit of pyroclastic materials that originated during the historical
eruption of Timanfaya (1730–1736) overlying older basaltic lava flows. The measured temperature
in this area is approximately 605 ◦C inside a 13-m deep well [10]. Other temperature measurements
made in shallower wells range from 300 to 380 ◦C, 450 ◦C in a natural furnace and approximately
250 ◦C on the surface [11]. This geothermal field has been defined as a HDR system [8,11,12] that is
connected to the base of the Timanfaya volcano through very shallow inclined fractures as revealed
by previous surveys [13]. This work presents a study on the geothermal anomalies located at the
Timanfaya volcanic area via an analysis and joint interpretation of ground penetrating radar (GPR),
magnetic prospecting and electromagnetic induction (EMI) data obtained for areas not previously
surveyed. First, we combined three shallow geophysical methods applied on a well-known geothermal
anomaly (Figure 2) to fully characterize the geophysical signature and the relationship between the
resistivity, magnetic and electromagnetic anomalies with temperature. Then, we have looked for
the same geophysical signature allowing us to locate similar unknown geothermal anomalies in the
surrounding area. The results help assess the reliability of the combination of the proposed methods to
locate the geothermal zones at the surface and to obtain information regarding their distribution and
geometry at depth.

2. Geophysical Techniques

2.1. Ground Penetrating Radar (GPR)

GPR is a geophysical method based on the propagation of electromagnetic pulses (1–20 ns) in the
frequency band of 10 MHz–2.5 GHz. A transmitting antenna emits an electromagnetic signal into the
ground, which is partly reflected when it encounters media with different dielectric properties and
partly transmitted into deeper layers. Then, the reflections produced are recorded from the receiving
antenna, which is either in a separate antenna box or in the same antenna box as the transmitter. The
strength (amplitude) of the reflected fields is proportional to the magnitude of the dielectric constant
change, which is characterized by the reflection coefficient (RC). The RC increases as the dielectric
contrast increases. As the antenna is moved along the ground surface, a two-dimensional image
(radargram) is obtained, which is an XZ graphic representation of the detected reflections. The x-axis
represents the antenna displacement along the survey line, and the z-axis represents the two-way
travel time of the pulse emitted (in terms of nanoseconds). If the time required to propagate to a
reflector and back is measured, and the velocity of this pulse in medium is known, then the depth of
the reflector can be determined [14–16].

GPR Data Acquisition and Processing

The same GPR transect was recorded in a time span of three years during two different field
campaigns, May 2012 and April 2015 (Figure 2b). This was aimed to investigate possible variations
on the subsurface temperature along a well-known geothermal anomaly (TA1) developed over
pyroclastic deposits.
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Figure 2. (a) location of the different surveys performed at the Islote de Hilario area (GPR, EMI and
magnetic survey) and the geothermal anomaly; (b) GPR survey data acquisition. One of the man-made
walls (WA1) can be seen at the beginning of the profile; (c) EMI survey data acquisition. The coils are
placed on the boundaries of the circular geothermal anomaly area (red line); and (d) a person carrying
the proton magnetometer during the magnetic survey data acquisition. A second man-made wall
(WA2) can be seen at the middle of the profile.

The GPR surveys were conducted using a RAMAC/GPR system from MALÅ Geosciences (Mala,
Sweden). First, a common mid-point mode (CMP) test was performed to determine the velocity of
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propagation of the GPR waves in the subsurface medium, which is composed of lapilli. In the CMP
configuration, the receiver (Rx) and transmitter (Tx) are moved one from the other at a constant step
along the survey line, maintaining a common fixed centre point. The antenna spacing is varied at
a fixed location and the change in the two-way travel time of the electromagnetic wave from the
reflectors is measured [14]. The CMP data acquisition was carried out with a 200-MHz unshielded
antenna. The geometry consisted of an 11-m antenna separation with a step size of 0.1 m (0.2 m
antenna separation per trace), with reflections collected using a time window of 234 ns, defined by
512 samples per trace. A root-mean-squared velocity of 0.08 m/ns was obtained for the pyroclastic
deposit (Figure 3).

Figure 3. CMP-velocity analysis performed and the corresponding velocity spectrum (velocity
semblance panel).

Next, both survey seasons were conducted using a common-offset (CO) mode with a 100-MHz
unshielded antenna. In the CO configuration, the receiver and transmitter are moved together along
the radar line with a constant distance between them. In this work, point-to-point data were acquired
with an offset between transmitter and receiver of 1 m, with reflections collected within a time window
of 467 ns defined by 512 samples per trace and trace-distance intervals of 50 and 20 cm (in 2012 and
2015 campaigns, respectively). To measure the profile lengths, and to control the distance between
traces, a tape measure was used as a guide (Figure 2b). The 100-MHz unshielded antenna was selected
since this frequency provides sufficient penetration (up to 18 m depth) [14]. Moreover, unshielded
antennas produce more powerful electromagnetic energy into the ground reaching higher depth
penetration. However, they are very sensitive to background noise (e.g., electrical wires and metal)
and should be used in cleaned spaces. For our time window, and considering a velocity of propagation
of 0.08 m/ns, the maximum depth of penetration is about 18 m.

The reflection profiles recorded during the two different field campaigns were identically filtered
using the processing sequence described in Table 1 with the ReflexW software (version 8.5.7, Sandmeier
geophysical research, Karlsruhe, Germany) [17]. The velocity of propagation obtained from the CMP
(using the algorithm semblance analysis [18]) was used for topographic correction as well as to convert
the time window of the radargrams into depth values (Figure 4).
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Figure 4. GPR data for the profile across the geothermal anomaly area: (a) observed radargram (May
2012); (b) interpreted radargram (May 2012); (c) observed radargram (April 2015); (d) interpreted
radargram (April 2015).
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Table 1. Data processing applied to the 100-MHz GPR data.

Step Filter Parameters

1 Time-zero correction —

2 Subtract-mean (dewow) Time window: 10 ns

3 Energy decay Scaling value: 0.5

4 Subtracting average Average traces: 100

5 Band-pass (butterworth) Low pass: 40 MHz; high pass: 150 MHz

6 Topographic correction Velocity: 0.08 m/ns

2.2. Electromagnetic Survey

Electromagnetic induction (EMI) is a shallow geophysical method that obtains information
about the apparent conductivity (or, its inverse, apparent resistivity) distribution at depth without
requiring the direct contact of electrodes with the ground, as in the electrical resistivity method. EMI
has been widely used to detect arsenic concentrations in groundwater [19], map saline plumes [20],
locate faults [21], depict impact structures [22] and identify sinkholes [23], among other uses. Because
temperature modifies the electromagnetic properties of the materials, the anomalies mapped by the EMI
method might be related to variations in temperature, represented as differences in resistivity contrast.

Typical EMI equipment consists of two coils (a transmitter and receiver) separated by a fixed
distance. A time-varying electric current at a fixed frequency generates a primary magnetic field at
the transmitting coil. The primary field creates eddy currents in the ground that induce a secondary
magnetic field. Both fields are recorded by the receiving coil [24]. From these data, the apparent
resistivity of the subsoil can be obtained as it is linearly related to the quadrature component (i.e., the
ratio of the secondary to the primary magnetic field) [24].

The depth of investigation depends on both the orientation of the coils (vertical or horizontal
coplanar dipoles) and the intercoil spacing. We used a Geonics EM34-3 conductivity meter with
three different intercoil spacings of 10 m, 20 m and 40 m, corresponding to transmitter frequencies
of 6.4 kHz, 1.6 kHz and 0.4 kHz, respectively [24]. For each intercoil distance, we used two different
coil configurations, vertical and horizontal coplanar dipoles (Figure 2c), selecting a station spacing of
1 m to attain a suitable horizontal resolution of the profiles. When the length of the profile is ≥40 m,
a total of six measurements at each station can be obtained. The intercoil distances of 10 m, 20 m
and 40 m correspond to investigation depths of 15 m, 30 m and 60 m, respectively, in the vertical
dipole configuration and 7.5 m, 15 m and 30 m in the horizontal dipole configuration. Considering
the availability of space within the study area, three profiles of different lengths and orientation
were investigated (Figures 2a and 5) in May 2013. The longest profile (EMI1), with a length of 49 m,
runs NW-SE, laterally crossing a known geothermal anomaly area at the SE end (TA1) where the
National Park’s visitor exhibitions are located (Figure 2c). The readings totalled 160 (80 for each
dipole configuration). A second profile (EMI2) trending NE-SW, transverse to EMI1, also crosses the
geothermal anomaly area (TA1) at its central part but is only 21 m long because it is limited by a
parking area and other man-made walls. Because of space restrictions, an intercoil spacing of only 10 m
was used with 26 readings. A third profile (EMI3) running N-S was obtained to image the resistivity
values outside but close to the geothermal anomaly area (TA1). The length of this profile is 30 m,
allowing the use of both 10 m and 20 m intercoil spacings, with readings totalling 64.
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Figure 5. Resistivity models obtained from the 2D inversion of EMI data for the three profiles of
Figure 2a. Five areas of high-resistive values have been marked and interpreted as “temperature
anomaly” (TA). Two areas of low-resistivity values have been marked and interpreted as “wall
anomaly” (WA).

The field data were inverted using EM1DFM [25] software to produce a true resistivity depth
image. EM1DFM is a 2D inversion programme that fits a modelled response to the data by minimizing
an objective function [26]. The data required are the quadrature response of the secondary magnetic
field, the orientation and intercoil separations, transmitter frequencies, height of the coils, and data
error. The quadrature response data were inverted to a model consisting of 25 layers with thickness
ranging from 0.5 to 2 m, increasing at depth. An L-curve inversion type, with a maximum number of
iterations of 15 and a tolerance value of 0.4, was determined to be optimal after several trial inversions.
The resulting inverted model presents the resistivity variations in both lateral and vertical directions
along the profile. Because the data measured correspond to the midpoint of the different intercoil
spacings, the lengths of the inverted models are less than the lengths of the corresponding profiles.
Thus, the EMI1 model is 40 m long, the EMI2 model is 13 m long and the EMI3 model is 21 m long.

2.3. Magnetic Survey

Magnetic anomalies represent the contribution to the Earth’s magnetic field originating from
geological structures due to the presence of small amounts of magnetic minerals in crustal rocks.
These anomalies can be studied at very different scales, from a lithospheric perspective when they are
measured from satellites to high-resolution local studies based on land surveys aimed at imaging the
shallow subsurface structure. In particular, volcanic areas typically display intense magnetic anomalies
due to the high concentration of magnetic minerals of volcanic rocks. Most surveys are conducted
using scalar magnetometers that measure the magnitude of the Earth’s magnetic field vector. Under
these conditions, the magnetic anomalies created by the subsurface structures are dipolar in shape,
each of them consisting of a high and low (unless the anomalies are measured at the magnetic poles,
where the Earth’s magnetic field is vertical).

Magnetization (J), which is the physical property responsible for magnetic anomalies, is a vector
quantity resulting from the sum of a remanent component acquired in the past (Jrem) and an induced
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component (Jind), which is proportional to the magnetic susceptibility (k) and is parallel to the Earth’s
present magnetic field (H). Thus, the following relationship may be written: J = Jrem + Jind = Jrem + k
H. In volcanic rocks, the remanent magnetization is primarily acquired when the rocks are cooled
in the presence of the Earth’s magnetic field (thermoremanence) and usually exceeds the induced
magnetization. Therefore, in volcanic environments, the ratio Jrem/Jind, known as the Köenigsberger
ratio (Q), is greater than 1 in most cases. Magnetic anomalies can be related to magnetization contrasts
among subsurface structures, which are temperature-dependent, since magnetic minerals lose their
properties at temperatures above their Curie point. The primary mineral responsible for magnetic
anomalies in volcanic environments is titanomagnetite (Fe3-xTixO4, where 0 ≤ x ≤ 1 and x represents
the Ti content), which has a Curie temperature that increases as the Ti content decreases, reaching
575 ◦C for pure magnetite (x = 0) [27]. In active volcanic areas with associated thermal anomalies
and geothermal systems, magnetic studies revealed that some of the detected anomalies are linked
to the decrease of the rocks’ magnetization, which can be explained not only by the loss of magnetic
properties at high temperatures but also by the chemical alteration affecting magnetic minerals and
the circulation of hydrothermal fluids within the rocks [28–32].

In November 2012, a land magnetic survey was performed in the Timanfaya volcanic area.
In the Islote de Hilario zone, the total field magnetic data were acquired using an Overhauser
magnetometer (GSM-19W, GEM Systems Inc., Toronto, ON, Canada with 0.01 nT resolution and
0.2 nT absolute accuracy), following a 75 m-long profile that coincided in the first 50 m with the GPR
profile (Figure 2a,d). Three additional profiles (two of them parallel and one orthogonal to the first)
completed the survey. Data sampling along the profiles was performed every 80–100 cm. The magnetic
sensor was located approximately 2 m above the ground.

Data in Islote de Hilario area were measured on November 26 (2012) between 4:41 p.m. and
5:12 p.m. local time (GMT-1). Magnetic data acquired at the Güímar magnetic observatory in Tenerife
on that date show that the variation in the total field intensity (F) within the same time interval was less
than 2 nT. This variation range was so minimal compared with the variations of the crustal field (several
hundred nT) that correction of the temporal magnetic variations of external origin was unnecessary.

Magnetic Data Processing and Rock Magnetic Properties

Processing the magnetic data consisted of: (a) subtraction of the main Earth magnetic field
modelled using the International Geomagnetic Reference Field [33]; (b) data interpolation into a regular
grid with a cell size of 50 cm (Figure 6a); and (c) reduction to the pole assuming a magnetization of
induced origin (parallel to the Earth’s magnetic field, with declination of –4.7◦ and inclination of 38.2◦)
(Figure 6b). This transformation removes the dipolar character of magnetic anomalies and makes their
interpretation easier because the maximum of the reduced-to-the-pole anomaly is located roughly over
the center of the causative source [34]. In a reduced-to-the-pole map, magnetic lows are associated
with negative magnetization/susceptibility contrasts, whereas magnetic highs are related to positive
magnetization/susceptibility contrasts in the subsurface beneath the anomaly.

215



Remote Sens. 2019, 11, 675

Figure 6. (a) magnetic anomaly map obtained through the interpolation of the survey profiles (shown
in white); (b) reduced-to-the-pole magnetic anomaly map of the studied area. Three magnetic lows
can be identified in the map, suggesting high temperatures in the subsoil. a and b mark the limits of
the survey line coinciding with the GPR profile and are used for one of the forward models, whereas
c and d identify the limits of an orthogonal profile (white dotted line), which was extracted from
the reduced-to-the-pole grid and also used for modelling. The dashed black circle marks the surface
thermal anomaly. Coordinates correspond to the Universal Transverse Mercator projection (zone 28N).

A paleomagnetic study was conducted on Lanzarote in 2013 [35]. In the Timanfaya volcanic
area, three representative basaltic lava flows were sampled: one pertaining to the 1824 Chinero
eruption (TM1) and three corresponding to the 1730–1736 eruptions (TM2 to TM4). The magnetic
properties relevant to the interpretation of magnetic anomalies are summarized in Table 2 (personal
communication). Laboratory experiments revealed that most of the magnetic signal is carried
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by titanomagnetite with low to medium Ti content and Curie temperatures ranging between
approximately 420 ◦C and 575 ◦C [35].

Table 2. Summary of the rock magnetic properties of the lava flows in the Timanfaya area.

Site and
Lithology

Magnetic
Susceptibility (SI)

Induced
Magnetization (A/m)

Remanent Magnetization, NRM Q
Intensity (A/m) Declination (◦) Inclination (◦) α95

TM1 (lava flow 1) 0.011 ± 0.007 0.35 ± 0.22 22.5 ± 14.8 331.8 63.4 24.3 64

TM2 (lava flow 2) 0.019 ± 0.018 0.58 ± 0.57 10.4 ± 4.1 346.0 52.9 11.9 18

TM3 (lava flow 3) 0.020 ± 0.014 0.62 ± 0.42 15.2 ± 9.3 2.8 59.2 8.9 24

TM4 (lava flow 4) 0.025 ± 0.013 0.78 ± 0.40 12.9 ± 1.5 321.4 62.3 22.4 17

Lava flows in the Timanfaya volcanic area reveal very intense natural remanent magnetizations
(NRMs). Induced magnetization was calculated as the product of the magnetic susceptibility and
magnetic field in Lanzarote (estimated as 31 A/m), and resulted in being much weaker. Both
magnetizations present large variability within the same lava flow (see the high standard deviations).
The Köenigsberger ratio (Q) reveals that the NRM is the most relevant component of the total
magnetization vector in lava.

In the Islote de Hilario area, pyroclastic fall deposits have the same composition as the Timanfaya
lava flows (basalts). Therefore, the expected differences between lava and pyroclastic deposits with
regard to their magnetic response are: (1) the magnetization of the pyroclastic layer is only of an
induced origin because the remanent component (acquired during the rapid cooling of pyroclasts while
falling) is chaotically distributed within the layer, so the summation of the remanent magnetization
vectors is null; and (2) the induced magnetization of the pyroclastic layer may exceed the induced
magnetization of the sampled lava flows, which were quite vesicular and consequently less dense than
the pyroclastic deposits.

3. Results

3.1. GPR Results

Figure 4 presents the reflection profiles obtained in May 2012 (A) and April 2015 (B). The depth
axis in radargrams was obtained using the velocity of 0.08 m/ns provided by the CMP-velocity analysis
(Figure 3). A closer look at the radargram obtained in 2012 shows that no continuous subhorizontal
reflections are displayed up to approximately 8 m depth, and the signatures of the signal reflections
patterns vary both laterally and vertically. The areas showing maximum signal reflections (or scattering)
in depth agree with the location of the higher temperatures at the surface. Moreover, the reflections
of high amplitude display a convex-upwards geometry that is clearly seen, especially below the
well-known geothermal anomaly located at the beginning of the profile. The strength of the GPR signal
reflections diminishes upwards. Thus, a subsurface area with higher temperatures can be outlined
at the beginning of the radargram (from 0 to 35 m), indicating that the heat source is shallower at
the beginning of the profile and extends laterally and progressively deeper towards the end. With
respect to the radargram obtained in 2015, a similar signature is observed and the subsurface area
with reflections of higher strength extends from 4 to 35 m, although the greatest signal strength is
concentrated at 4 to 15 m. These subtle variations of the GPR signal reflection patterns suggest a certain
temporal variation of the ground temperature, which will be discussed later.

3.2. EMI Results

The EMI1 profile (Figure 5, top panel) shows four high resistivity areas at the surface, which
are located at the beginning of the profile (0 to 3 m, TA1), at the middle part (11 to 15 m, TA2, and
17 to 22 m, TA3) and at the end (30 to 40 m, TA4). These high resistivity anomaly zones continue
vertically at a depth of, at least, 40 m. The first high-resistive zone (TA1) is located at a well-known
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circular geothermal anomaly area, whereas the last zone (TA4) is located close to some old monitoring
wells used to measure ground temperature, reporting temperature values as high as 388 ◦C at 7.5 m
depth [10]. Considering this, the intermediate high-resistive areas must also be related to geothermal
anomalies (TA2 and TA3). Thus, the four high-resistive anomaly areas are associated with high ground
temperature zones at the surface that extend vertically downwards through the pyroclastic deposits.
The lowest resistivity anomaly values (WA1 and WA2 in Figure 5), placed at both the beginning of the
profile and at 28–30 m, are located ~15 m below the surface, but they do not continue at depth. These
low-resistive anomaly values agree with the location of man-made walls (Figure 2b,d) built using local
basaltic lava rocks as bricks. Considering all this, we suggest that the occurrence of fractures in the
underlying volcanic rocks act as conduits for the emission of gases at high temperature, and the surface
geothermal anomaly areas are located immediately above these fractures. The high temperature values
would modify the electromagnetic properties of the pyroclastic rocks, resulting in an increase in their
resistivity values. The significance of the localized low resistivity zones WA1 and WA2 is that they
are impacted by the effect the man-made walls have on the coils when they are very close to the
walls; therefore, in this case, they can be considered an artefact of anthropogenic origin. Moreover,
the intermediate resistivity values located at the surface between TA1-TA2 and TA3-TA4 represent
pyroclastic deposits with a ground temperature that is lower than the geothermal anomaly areas.

The EMI2 profile (Figure 5, lower left panel) has a clearer image of the geothermal anomaly
area TA1. A well-defined high-resistive area extends from the beginning up to 9 m, which is in
good agreement with the dimensions of the geothermal anomaly area at the surface (Figure 2a–c).
The high-resistive area that corresponds to TA1 in EMI1 is bowl-shaped and extends downwards to
~15 m depth. Close to its central part (2–3 m from the beginning of the profile), a medium resistivity
area can be seen extending vertically up to, at least, 45 m depth. A wide area of lower resistivity
values surrounds the high-resistive area both horizontally and vertically. As for the EMI1 profile,
good correlation exists between the zone of high-resistive values and the location of the geothermal
anomaly area (TA1), confirming the relationship between a high ground temperature and the increased
resistivity. The narrow vertical area of medium resistivity values corresponds to the location of the
vertically ascending hot gases column emanating from a fault located below the pyroclastic deposits.

The EMI3 profile (Figure 5, lower right panel) runs tangentially to the geothermal anomaly area.
For reference, the location of the nearby geothermal anomaly zone has been projected. Low to medium
resistivity values dominate most of the shallower parts of the profile (up to ~5–7 m depth); however,
for profiles EMI1 and EMI2, high-resistive areas are imaged at greater depths extending downwards
to ~45 m depth. The first area is located 1–2 m from the beginning of the profile and corresponds to
TA2 in the EMI1 profile; the second area at 8–10 m is immediately beneath the projection of the centre
of the geothermal anomaly (TA1 in the EMI1 and EMI2 profiles). The third area (TA5) is located at
17–19 m. Considering the previous profiles, the high-resistive areas correspond to the location of hot
gases emanating from the faults buried by pyroclastic deposits, which would also extend laterally
close to the surface.

3.3. Magnetic Modelling Results

As previously mentioned, the shallow subsurface structure of the studied zone consists of a
pyroclastic deposit that is several tens of metres (>70 m) thick overlying the older basaltic lava flows.
From a magnetic point of view, it is expected that the chaotic distribution of lapilli fragments cancels
the effect of the thermoremanent magnetization acquired during cooling. Consequently, we can
assume the magnetic signal in this survey (caused by the shallowest deposit) is only due to the
induced magnetization of the pyroclastic blanket, which is proportional to the magnetic susceptibility
and parallel to Earth’s present magnetic field. Within this context, magnetic anomalies can be
associated with variations in the magnetic susceptibility produced by high temperatures and the
eventual alteration caused by the circulation of high temperature gases within the rocks. In fact, the
reduced-to-the-pole anomaly map displays some magnetic lows (Figure 6b), which we interpret as
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the effect of high temperatures at shallow depths causing a partial or total demagnetization of the
subsurface rocks.

Based on this hypothesis, we performed a 2.75D forward modelling (Figure 7) with Geosoft
GM-SYS software (version 8.1, Geosoft Inc., Toronto, Canada) along the two orthogonal profiles shown
in Figure 6: profile ab, which coincides with both the GPR and EMI1 profiles; and profile cd, which
runs parallel to the electromagnetic profile EMI2 (see location in Figure 2a). Profile cd was selected for
modelling considering that it cuts the “magnetic low 1” symmetrically. Both profile data (ab and cd)
were obtained by “slicing” the reduced-to-the-pole magnetic grid (Figure 6b).

Figure 7. Forward magnetic models along the ab and cd profiles shown in Figure 6; the intersection
between both profiles is marked in each of them. Magnetic lows were modelled by means of
totally/partially demagnetized vertical bodies as a consequence of high temperatures in the subsoil.
The quantities expressed in A/m represent the induced magnetization of each body. The sizes of the
demagnetized bodies in the direction perpendicular to the profile are: in profile ab, left body (0.5 m to
the North, 2.5 m to the South), middle body (0.5 m to the North, 5 m to the South) and right body (5 m
to the North, 5 m to the South); in profile cd (1 m to the East, 2 m to the West).
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We assumed that the pyroclastic layer was characterized by a uniform induced magnetization
of 2 A/m. The three magnetic lows identified in the reduced-to-the-pole magnetic anomaly map
(Figure 6b) were modelled as totally (source of low 1) or partially (sources of lows 2 and 3)
demagnetized vertical bodies (lower magnetization than the surrounding pyroclastic deposits) located
beneath each magnetic low. We hypothesized that the source of magnetic low 1, which is the most
intense and is located inside the circular ground thermal anomaly area, is completely demagnetized.
The vertical extension of these demagnetized volumes cannot be established due to the size of the
survey (magnetization variations below a depth greater than approximately 20 m are not detected),
but we can assume that they have a deep source. The main magnetic high was modelled, including
the presence of massive surface lava blocks used to build a wall located very close to the profile (WA2).
The magnetic highs located at the beginning of both profiles can also be related to the presence of
another man-made wall (WA1) (Figure 2b).

4. Discussion

4.1. Relation between GPR Signal and Ground Temperature

The response of a material to the propagation of electromagnetic waves, and consequently the
signal reflection and its strength depends on three factors (e.g., [16,36]): the relative permittivity (ε) of
the materials through which the electromagnetic waves pass, the conductivity (σ) and the magnetic
permeability (μ). The relative permittivity depends on several factors, primarily the nature of the
material and the water content. For most of the GPR studies, the greater the change of material and/or
water content, the stronger the reflections obtained. However, there is also a thermal effect resulting in
a dependence of the relative permittivity upon the temperature [15,16]. In general, ε tends to increase
with decreasing temperature. Although for most practical applications of GPR, this temperature
dependence is negligible; it can be important when strong variations of temperature are present in the
materials surveyed, and this is the case for the geothermal areas in this study. Similarly, σ primarily
depends on the nature of the material and the water content (essentially the charges of dissolved anions
and cations), whereas μ depends on the ferromagnetic minerals present in the materials (primarily
magnetite, maghemite and hematite). Most of the materials do not contain ferromagnetic minerals;
thus, their magnetic effect has little effect on the propagation of the GPR signal [37], which is not the case
for volcanic materials because their ferromagnetic mineral content is relevant and has a considerable
effect on the GPR wave velocity and signal attenuation [16]. As previously mentioned, the magnetic
properties of volcanic minerals depend on temperature, exhibiting a decrease in magnetization at high
temperatures. This temperature dependence on the value of μ is very significant for the GPR signal
response in geothermal areas.

Because the material composition of Islote de Hilario zone is uniform up to at least 70 m depth,
as demonstrated by the loose pyroclastic rocks with similar characteristics found from the drilling of
several wells, the differences in the strength of the GPR reflections can only be due to differences in
water content and/or temperature. However, the water content is extremely low, both at the surface
(the landscape is typical of an arid environment, with a mean annual accumulated rainfall of ~150 mm
(source: AEMET, Spanish Meteorological Agency)) and at great depths (0.0003–0.002% at the bottom
of the monitoring wells [38]). Therefore, temperature is the only factor that can explain the differences
in the strength of the signal reflections observed in the radargrams.

By considering the temperature dependence of both ε and μ, the strongest GPR reflections will
correspond to the areas where a strong difference in ground temperature exists. This relationship
is confirmed at the beginning of the radargram (Figure 4a,b), with the strongest reflections located
immediately below the well-known geothermal anomaly area. The convex-upwards geometry of
the reflections is interpreted as the geometry of the overheated gases column emanating from the
underlying fractured lava flows and propagating towards the surface. Strong GPR reflections, although
of lower strength, can also be seen at the central part of the radargram, indicating that the presence of
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gases at high temperatures is also present below the surface but with a lower contrast of temperature.
The geometry of the reflections, decreasing slightly and shallower towards the end of the profile, seems
to be the consequence of a combination of an upwards and lateral movement as the gases extend
from the emission point, with a consequent decrease in temperature due to the adiabatic expansion.
Thus, in geothermal areas of homogeneous materials and low water content, GPR results are a fast
and accurate method for locating the distribution at depth of the higher temperature areas inside the
geothermal site.

4.2. Seasonal Temperature Variations from the GPR Signal

Once it is determined that variations in the GPR signatures are related to ground temperature
changes at the Islote de Hilario zone, with the strongest reflections associated with the greater
temperature contrasts, it becomes possible to study if seasonal variations of temperature exist in
the area by repeating the GPR survey at different epochs. Ref. [39] has linked the variations in
ground temperature and deformation for the Timanfaya volcanic area with changes in surface thermal
anomalies produced by the movement of hydrothermal fluids, and changes due to fluctuations in the
water table, which is altered by rainfall periods. Thus, it would be interesting to determine if GPR can
detect such seasonal variations of ground temperature. Consequently, the GPR survey performed on
May 2012 (Figure 4a,b) at the Islote de Hilario zone was repeated in April 2015 (Figure 4c,d). The same
processing sequence was selected to ensure that differences in the GPR signatures (if any) were due to
changes on the material properties and not artefacts derived from a different data processing. Both
radargrams look very similar at a first glance, although some differences are present: the zone showing
greater GPR signal reflections, or scattering, is wider for the May 2012 profile, extending along the
first 35 m of the profile and from ~2 m depth to the bottom of the profile, becoming deeper towards
the end of the radargram (from ~10 m to the bottom). Looking at the April 2015 profile, instead of a
single wide zone of high amplitude signatures, three narrower ones can be seen: one at the beginning
of the profile and extending from ~2–4 m depth to the bottom; a second one at the middle of the
radargram (25–30 m) and a third one near the end of the profile at ~12 m depth. The three areas can
be interpreted as three different zones of overheated gas emissions that could potentially be located
over underlying fractures affecting the lava flows located at a depth greater than 70 m. A greater
volume of overheated gas emissions (and, consequently, a higher ground temperature) would permit
the connection of the three temperature anomaly areas laterally converging in a single wider zone of
high GPR signal strength, as observed in May 2012. If the volume of gas emissions decreases, the three
areas would laterally disconnect, as seen in the April 2015 profile.

Therefore, a certain seasonal variation of the ground temperature can be confirmed from the GPR
surveys, which constitutes a novel result considering that the application of GPR to active geothermal
areas is very limited in the literature, primarily researching the location of vents, fractures and sinter
deposits [40–42] but not to the study of the ground temperature distribution and its temporal variations.

4.3. Relation between Resistivity Anomalies and Ground Temperature

Electromagnetic methods have been extensively used in the exploration of geothermal systems
([1,43–45] among others). Low resistivity anomalies associated with ascending hydrothermal brines can
easily be detected with these methods, and a clear relationship between low resistivity anomalies and
high temperature zones can be established ([44], and references herein) which is the case for different
hydrothermal areas that have been extensively studied, such as Iceland [43,46], New Zealand [47–49],
Guadeloupe Island [50], and Italy [51]. In the Canary Islands, a geophysical and geochemical
study conducted at Tenerife Island revealed a prominent low-resistivity structure, interpreted as
a clay alteration cap related to the mechanism of the upward motion of deep-seated gases from
a volcano-geothermal system [52]. However, the application of electromagnetic systems to HDR
geothermal systems (such as the Timanfaya volcanic zone) is very limited in the literature.
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Our study has revealed a positive correlation between high-resistive anomaly areas determined
from EMI measurements and zones of high ground temperatures. This correlation is very clear
at the beginning of profiles EMI1 and EMI2 (Figure 5), where bowl-shaped high (>5000 ohm·m)
resistivity anomaly areas are located on a well-known geothermal anomaly of the Islote de Hilario
zone, extending downwards to, at least, 45 m depth. This correlation is the opposite of that observed
in classical geothermal systems associated with hydrothermal convection. That is, the upper part of
a HDR geothermal system is characterized by very low liquid water content, with vapour being the
dominant phase. As previously mentioned, earlier studies on the composition of emanating gases in
the Islote de Hilario zone have revealed that the composition is primarily N2 (95–98%) with very low
values of CO2 (0.5–1%) and water vapour (0.0003–0.0020%). Whereas the presence of liquid water
greatly decreases the resistivity value of rocks, the occurrence of overheated gases (the temperature
values obtained for the Islote de Hilario zone range from 250 to 605 ◦C) in the absence of a liquid
phase dramatically increases the resistivity, and thus a positive correlation between resistivity and
ground temperature is found. This relationship has been described in previous works. For example,
Ref. [51] in a geophysical study of the geothermal area of Travale (Italy) states that ‘depending on
the predominant source of the fluids (liquid or vapour), the fluids produce low- or high-resistivity
anomalies.’ Similarly, Ref. [53], in a study conducted at the geothermal site of The Geysers (California),
concludes that, if the temperature is above boiling in a borehole, a local zone of high-resistive values
could indicate the presence of a steam-filled fracture.

Considering this, the high-resistive anomalies displayed in the EMI profiles correspond to high
temperature areas due to the emission of overheated gases from underlying fractures. Along the longest
profile, EMI1, up to four different zones of gas emission can be obtained (TA1 to TA4) corresponding to,
at least, the location of four fractures affecting the underlying lava flows located below the maximum
depth of investigation. Profile EMI2 provides a more detailed image of the TA1 anomaly with a narrow
(~2 m) high-resistive subvertical zone that corresponds to the vertical ascent of the overheated gases
through the pyroclastic deposit. Additionally, a shallower but wide (~10 m) high-resistive area, which
is in good agreement with the extension of the geothermal anomaly observed at the surface, constitutes
the lateral expansion of the gases reaching the surface. It must be considered that the resolution of the
resistivity model obtained from the inversion of the EMI data decreases with depth, and thus the high
temperature areas are much better defined near the ground surface. The two low-resistive anomalies
WA1 and WA2 observed in the profile EMI1 correspond to the effect of two man-made walls built
from basaltic rock, and these have very different resistivity and magnetic properties than those of the
pyroclastic deposits. Accordingly, these anomalies are not related to the temperature variations of
the geothermal anomaly areas, which constitutes one limitation of the EMI method because, when
anthropogenic structures are very close to the transmitter or receiver coil, the effect can be remarkable,
generating resistivity anomalies that are not related to any geological feature. Moreover, due to the
specific data acquisition and inversion procedures of the method, these anomaly values horizontally
displace half the intercoil spacing and at a depth much deeper than its actual position, which is evident
for anomalies WA1 and WA2 that are placed 5 m (i.e., half the minimum intercoil spacing of 10 m)
to the right of their actual position and at a mean depth of 15 m (the depth related to the inversion
method to the EMI data obtained for both horizontal and vertical coplanar dipole modes for the 10 m
intercoil spacing).

All of the above suggest that the EMI method constitutes a useful tool to obtain reliable information
about the location of fractures where the emission of overheated gases occurs, as well as the lateral and
vertical extension of the rocks affected by the diffusion of the gases and the associated high temperature
areas. Although it is very difficult to find examples that apply this method for the exploration of HDR
geothermal systems, we consider it a very valuable geophysical prospection technique, as it provides
clear images of the temperature distribution up to several tens of metres depth.
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4.4. Relation between Magnetic Anomalies and Ground Temperature

The results from the magnetic modelling (Figure 7) have allowed the locations of some narrow
areas of demagnetization associated with the presence of magnetic lows to be identified. Up to three
different totally or partially demagnetized volumes, ranging in width from 1.5 to 4 m, are located at 6
m (source of the “magnetic low 1”), 13 m (source of the “magnetic low 2”) and 19 m (source of the
“magnetic low 3”) of the horizontal distance in profile ab. The source of the “magnetic low 1” was also
modelled in the orthogonal direction along profile cd, which can be compared with the TA1 anomaly in
the resistivity profile EMI2 (Figure 5). The first demagnetized area (located at 6 m) agrees well with the
location of the geothermal anomaly TA1 at the surface. Because magnetic susceptibility is dependent
on temperature, it is straightforward to interpret the demagnetized volumes as being discrete high
temperature geothermal anomalies in the subsoil. Temperatures measured in the different wells of the
Islote de Hilario zone ranged from 250 to 605 ◦C [10,11]. Considering that Curie temperatures of the
Timanfaya basalts vary from approximately 420 to 575◦C [35], it becomes evident that the magnetic
lows may be associated with the presence of volumes affected by the demagnetization of thermal
origin within the pyroclastic deposits. This interpretation is found in previous works where magnetic
anomalies were used as exploration tools in geothermal areas i.e., [28–32,54,55]. For example, Ref. [54]
linked the negative magnetic anomalies in New Zealand’s high temperature geothermal systems with
the demagnetization of the host volcanic rocks. In a similar manner but using aeromagnetic data,
Ref. [55] interpreted a negative magnetic anomaly located at the Ngatamariki geothermal field (New
Zealand) as demagnetized rocks extending to >1 km depth. A similar interpretation of the negative
magnetic anomalies can be found in a more regional study of the high temperature reservoirs of the
Taupo volcanic zone (New Zealand), where the authors [30] linked the demagnetization of the volcanic
rocks with the alteration of magnetite, caused by geothermal systems expressing both liquid and
vapour dominant phases.

The positive correlation between high temperature areas and rocks’ demagnetization constitutes
a valuable and simple tool to locate discrete geothermal anomaly areas because of the fast acquisition
of the magnetic data. However, in volcanic areas with a more complex geology, the interpretation of
the magnetic lows is not so simple and additional information coming from independent geophysical
techniques and/or geological data would be needed to provide reliable results.

4.5. Joint Interpretation of GPR, EMI and Magnetic Data for the Detection of Shallow Geothermal
Anomaly Areas

Our results have provided the geophysical signature of shallow, high temperature areas inside a
HDR geothermal area using three independent geophysical methods. A positive correlation with the
temperature exits between the strength of the GPR signal and the high-resistive areas, whereas, for the
magnetic anomalies, the correlation is negative (Figure 8). Up to five geothermal anomaly areas have
been outlined, and three of them (TA1, TA2 and TA3) have been detected using the three methods.
Only TA4, which is associated with a high GPR signal strength and high-resistive values, cannot be
correlated to a magnetic low due to the absence of magnetic data at that zone. The magnetic profile
deviates by a few metres from the GPR and EMI profiles, precisely where TA4 is located (see Figure 2a).
It must also be noted that the data acquisition of the three geophysical methods was conducted at
different times (2012, 2013 and 2015). As a seasonal variation of the subsurface, ground temperature
has been revealed by means of GPR data, and differences between the locations of the geothermal
anomalies revealed by the three techniques may exist.
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Figure 8. Comparison of the results obtained from the different geophysical techniques along a common
profile: (a) GPR data, (b) resistivity model obtained from EMI data, and (c) magnetic model. All the
profiles are displayed on the same scale with the same horizontal position to compare the location of
the anomalies revealed by the three different methods. For a description of the compared results, see
the text. Note that the vertical scales are different.
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Due to the ambiguity inherent to geophysical methods, by using only one single technique, some
alternative interpretations might be possible. Special care must be taken in areas of complex geology
because the different electromagnetic, resistivity and magnetic anomalies might be associated with
causes other than temperature variations. For example, Ref. [56], in an area of the Timanfaya volcanic
zone very close to the Islote de Hilario zone, has detected hidden lava tubes by using similar GPR, EMI
and gravity anomalies that consequently are not related to changes in ground temperature. Moreover,
some anomalies have an anthropogenic origin, such as those corresponding to man-made walls that are
present in the EMI and magnetic profiles of the present study and that could be misinterpreted as areas
of lower ground temperature if additional information is not available. Thus, the best way to reduce
any ambiguity is to combine as many independent geophysical methods as possible. Accordingly,
the most accurate interpretation when looking for discrete areas of high temperature inside HDR
geothermal systems is by referencing the combined occurrence of a high strength GPR signal, a high
resistivity anomaly and magnetic low.

Using a combination of different geophysical methods for the exploration of volcanic areas is
frequent in the literature. For example, the hydrothermal system of Solfatara (Italy) has been extensively
surveyed using resistivity and self-potential methods [57] as well as resistivity and gravity [58].
A combination of magnetotelluric-time domain electromagnetics surveys with resistivity, gravity and
magnetics has been used in the geothermal fields of New Zealand [59]. Recently, Ref. [60] surveyed
the Piton de la Fournaise volcano (La Réunion Island, France) using self-potential, resistivity, GPR and
microgravimetric methods to unravel the air convection and associated thermal field inside the volcano.
These works are only a sample among many others that can be found in the literature that primarily
focus on the characterization of geothermal and volcanic systems up to several hundreds or even
thousands of metres depth. However, we propose here a novel combination of shallow, high-resolution
geophysical methods that provide reliable and accurate information for the shallowest part of the
geothermal areas. The combination of GPR, EMI and magnetics allows a good compromise between
resolution and depth for the investigation of the first several tens of metres below the surface.

5. Conclusions

The shallower part of the HDR geothermal system of the Islote de Hilario, inside the Timanfaya
volcanic zone, has been studied using a combination of three independent geophysical techniques:
GPR, EMI and magnetic prospecting. The survey of a discrete, well-known geothermal anomaly in
the area has been used to depict the geophysical signature of the high-temperature zones, which was
then used to infer the location of similar unknown zones distributed around the area. The results
from the GPR revealed that, when the material is homogeneous, the signature of the reflections is
more intense in the areas with high temperature values, due to the temperature dependence of the
physical parameters that determine the response of the rocks to the electromagnetic waves. Similarly, a
variation in the subsurface distribution of the thermal anomaly has been detected for the first time
through the analysis of GPR at different periods. The resistivity models obtained from the inversion of
EMI data demonstrated that high-resistive areas are associated with high temperature zones, due to the
increase in resistivity experienced by the volcanic materials when overheated gases propagate through
them towards the surface. Regarding the magnetic method, the zones with high temperature values
are associated with magnetic lows due to the demagnetization of the volcanic materials when they are
heated to temperatures close to or higher than the Curie point of the involved magnetic minerals.

We propose here that a combination of the GPR, EMI and magnetic prospecting methods provides
the best results for identifying the location of high ground temperature areas in HDR geothermal
systems. Because data acquisition is fast and the methods are non-destructive, they constitute a very
useful tool in areas that require special protection, as in the case of Timanfaya National Park. If these
techniques can be performed at the same place but at different periods of the year, they can also
provide valuable information regarding the seasonality of temperature variations, which can be related
to changes in the volume of the gas emissions that cause geothermal anomalies.
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Abstract: On 3 June 2018, a strong eruption of the Fuego volcano in Guatemala produced a dense
cloud of 10-km-high volcanic ash and destructive pyroclastic flows that caused nearly 200 deaths and
huge economic losses in the region. Subsequently, due to heavy rains, destructive secondary lahars
were produced, which were not plotted on the hazard maps using the LAHAR Z software. In this
work we propose to complement the mapping of this type of lahars using remote-sensing (Differential
Interferometry, DINSAR) in Sentinel images 1A and 2A, to locate areas of deformation of the relief on
the flanks of the volcano, areas that are possibly origin of these lahars. To determine the trajectory
of the lahars, parameters and morphological indices were analyzed with the software System for
Automated Geoscientific Analysis (SAGA). The parameters and morphological indices used were
the accumulation of flow (FCC), the topographic wetness index (TWI), the length-magnitude factor
of the slope (LS). Finally, a slope stability analysis was performed using the Shallow Landslide
Susceptibility software (SHALSTAB) based on the Mohr–Coulomb theory and its parameters: internal
soil saturation degree and effective precipitation, parameters required to destabilize a hillside. In this
case, the application of this complementary methodology provided a more accurate response of the
areas destroyed by primary and secondary lahars in the vicinity of the volcano.

Keywords: volcano deformation; lahars hazard; magma accumulation; pyroclastic flows; ash plumes

1. Introduction

Primary lahars are flows which are formed as a direct result of a volcanic eruption. They tend to be
bulky (107–109 m3) and record high speeds (>20 m/s). Their maximum flows are commonly between
103–105 m3/s. These features provide the ability to flow long distances, even hundreds of kilometers
downstream. They occur primarily when during an eruptive event incandescent material causes the
fast melting of large volumes of ice and snow of the glaciers that cover some volcanic edifices and
flows by descent gullies. Secondary lahars mainly include lahars caused by the rains. The unbound,
by previous eruptions, pyroclastic material can be easily removed by the rains. In general, these are at
lower speed, volume and they travel shorter distances as compared to primary lahars, however, they
are most frequent during periods of rain [1].

Guatemala is the only country in the Central American region that has trained local observers to
generate reports on volcanic activity, who then transmit the information via radio and/or telephone
three times a day. The information is transmitted to the National Institute of Seismology, Volcanology,
Meteorology and Hydrology (INSIVUMEH) plant when the following characteristics are present:
changes in the release of energy, increase in the number of explosions, increase in the expulsion of ash,
increase in seismic activity, rumblings, shock waves, and the manifestation of block avalanches that
descend through the ravines in the volcanic perimeter.
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On 3 June 2018, a strong eruption of the Fuego volcano in Guatemala produced a dense
volcanic ash cloud rising to 10 km high. Following the collapse of the volcanic column, pyroclastic
flows and descending lahars caused significant damage and a high number of fatalities around the
mountain [2]. After the eruption, INSIVUMEH, with support from the Volcano Disaster Assistance
Program (VDAP) of the United States Geological Survey (USGS), the University of Edinburgh, and
Michigan Technological University, elaborated 2 scenarios of lahars for medium and heavy rains based
on the numerical models obtained from the program LAHAR Z (Figure 1). These scenarios can be seen
on the MapAction page [3].

Figure 1. Web Map prepared by MapAction as a collaborator on the HazMap project and in support of
National Institute of Seismology, Volcanology, Meteorology and Hydrology (INSIVUMEH). Data from
preliminary maps of the hazard of pyroclastic flows and lahars for scenario A (moderate rainfall) and
scenario B (very heavy rainfall). Prepared in June 2018 by INSIVUMEH, Volcano Disaster Assistance
Program (VDAP), United States Geological Survey (USGS), the University of Edinburgh, and Michigan
Technological University. In C, location of Las Lajas, El Jute, Ceniza and Seca ravines.

On 19 November and for the fifth time during 2018, the Fuego volcano erupted, with a 1200-m
long lava flow that descended into the Ceniza canyon. This volcanic flow with fragments of rock
producws by erosion on the slopes of the volcano moved downhill, incorporating enough water, so that
they formed mud flows and volcanic debris or lahars that descended the slopes of the volcano, affecting
sectors such as Las Lajas, El Jute, besides the Ceniza and Seca ravines, according to INSIVUMEH in its
last special volcanological bulletins (Nos. 157-2018 and 158-2018) [4,5].

The theory of LAHAR Z’s operation will not be studied in this article, since it is not the objective of
this study. Its operation is reviewed briefly. In this article, reference is made to the LAHAR Z program
and its results as a basis for superimposing the results obtained by the Differential Interferometry
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Synthetic Aperture Radar Differential (DINSAR) analysis, the morphometric indices and the unstable
areas near the volcano.

LAHAR Z was written to delimit areas of potential lahar inundation from one or more
user-specified lahar volumes. LAHAR Z is a code that is executed within a geographic information
system (GIS), which was created by the USGS [4] and is based on a semi-empirical model that delimits
flood risk zones by lahar (that is, areas drawn to represent the probable floods during a lahar event) in
a digital elevation model (DEM).

The program uses two semi-empirical equations calibrated by statistical analysis in the cross
section of an area flooded by a lahar (A) and the flooded planimetric area (B) measured in 27 lahars
deposits of 9 volcanoes in the United States of America, Mexico, Colombia, Canada and Philippines [6]
(Figure 2).

The equations are:
A = α1V2/3 (1)

B = α2V2/3 (2)

where A is the maximum section area flooded, B is the total area flooded and V is the volume of the
lahar, α1 = 0.05 and α2 = 200, are constant values.

Figure 2. Diagram of association between dimensions of an idealized lahar and cross-sectional (A) and
planimetric (B) areas calculated by LAHAR Z for a hypothetical volcano. The ratio of vertical drop (H)
to horizontal runout distance (L) describes the extent of proximal volcano hazard. LAHAR Z begins
calculations of lahar-inundation hazard zones where a user-specified stream and the proximal-hazard
zone boundary intersect [6].

The LAHAR Z model works under assumptions such as:

1. Floods from past lahars can provide the information basis to predict possible future floods.
2. Distant hazard zones are confined to the valleys and are directed to the slopes of the volcano.
3. The volume of the proximal lahar controls the extent of the distal flood forming downstream.
4. Very voluminous lahars occur less frequently.
5. No one can predict the size of the next lahar that will descend by a river.
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6. The volume selection for the lahar and the origin site thereof control the flow range.

As a complementary mechanism to the results obtained by DINSAR and Lahar-Z, the
morphometric model has been used to determine the trajectories of the destructive lahars with greater
precision by combining morphometric parameters obtained from the digital elevation model of 12 m
of spatial resolution such as the flow accumulation (FCC), the topographic wetness index (TWI), the
length-magnitude factor of slope (LS), the degree of internal saturation of the soil (h/z), where z is
soil depth, h is water level above the failure plane and the effective precipitation (q/T) required to
destabilize a slope, where h is the height of the water table and z is the thickness of the colluvium
that slides above the failure plane. All these parameters are obtained from the shallow landslide slope
stability model (SHALSTAB) to complement the mapping of this type of lahars using remote sensing
(differential interferometry, DINSAR) in Sentinel images 1A and 2A, to locate areas of deformation of
the relief on the flanks of the volcano, areas that are possibly origin of these lahars. To determine the
trajectory of the lahars, parameters and morphological indices were analyzed with the software System
for Automated Geoscientific Analysis (SAGA). The parameters and morphological indices used were
the accumulation of flow (FCC), the TWI, the length-magnitude factor of the slope (LS). Finally, a slope
stability analysis was performed using the Shallow Landslide Susceptibility software (SHALSTAB)
based on the Mohr–Coulomb theory and its parameters: internal soil saturation degree (h/z) and
effective precipitation (q/T), parameters required to destabilize a hillside. In this case, the application
of this complementary methodology provided a more accurate response of the areas destroyed by
primary and secondary lahars in the vicinity of the volcano [6] (Figure 3). These parameters are
described in more detail in the Materials and Methods chapter.

 
Figure 3. LAHAR Z Model (red lines) and the poor tracing of possible secondary lahars and analysis
of their distal trajectories originating from proximal sources. The morphometric model combines
parameters such as the flow accumulation (FCC), the topographical humidity index (TWI), and
slope-length factor of the slope to more accurately determine the trajectories of the destructive lahars.

Although the limits of the areas delimited by the numerical modeling of lahars must be taken
with caution and are considered as references and not as absolutes, the comparison between the limits
of hazards by flows of lahars obtained from modeling with LAHAR Z and the morphometric model is
mainly differentiated by their theoretical conceptualization.

Based on the damage caused by the pyroclastic flows, it was found that the volcanic hazard maps
and physical vulnerability contained errors for two main reasons: a lack of field observation data
to adjust the limits of the hazard map simulated with LAHAR Z, and the poor tracing of possible
secondary lahars and the analysis of their distal trajectories originating in proximal sources [5].
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2. Materials and Methods

The Sentinel 1 and 2 images obtained from the Alaska Satellite Facility [7], were used to determine
the deformations of the terrain using the DINSAR technique [8] and those from Sentinel 2 were used
to determine the changes in the morphology of the relief, which in this case was the delimitation of
primary and secondary lahars, and compare them with the results obtained from the morphological
model. The digital elevation model of 12 m of spatial resolution was obtained from the Copernico
Project [9]. The planimetric information such as the results of the LAHAR Z software application was
provided by the National Coordinator for Disaster Reduction (CONRED).

To complement the results obtained with the DINSAR analysis and the morphological method,
in this study, the spatial distribution of potential sources of primary and secondary lahars during
eruptions and torrential rains was analyzed using the slope stability model of shallow landslides.
SHALSTAB is a plugin of the SAGA GIS.

The general flow of processes used in this study can be seen in Figure 4.
The processes A, B and C are described below:
Process (A): DINSAR analysis. The Sentinel 1 and 2 images were obtained from the Alaska

Satellite Facility [9]. Sentinel 1 images were used to determine the deformations of the terrain using
the differential SAR interferometry (DINSAR) technique [10] and those from Sentinel 2 were used
to determine the changes in the morphology of the relief, which in this case was the delimitation of
primary and secondary lahars and compare them with the results obtained from the morphological
model. Process B: the planimetric information such as the results of the LAHAR Z software application
was provided by CONRED. Process C: digital elevation model of 12 m of spatial resolution was
obtained from the Copernico Project. The field observations carried out by CONRED technicians and
sent in the format of points in shp format, helped to calibrate and verify the results obtained from the
presented methodology, as well as to understand which of the three morphological parameters used
had greater weight according to the scenario in the one that developed the lahars.

For the study of the primary and secondary trajectories of lahars using the DINSAR technique,
the morphometric method and the stability analysis, the following parameters were analyzed:

The relief deformation analysis by the Sentinel Application Platform (SNAP) [11] followed the
workflow indicated in Figure 4 from the Sentinel 1B images taken on May 21 and June 14, 2018.

This analysis was carried out to determine the possible zones of deformation of the ground where
the possible secondary lahars start.

Brief synthesis of the processes to obtain the Interferogram:

Base images: Sentinel 1B

S1B_IW_SLC__1SDV_20180521T001317_20180521T001345_011012_0142C5_A797
S1B_IW_SLC__1SDV_20180614T001319_20180614T001347_011362_014DD5_D06F;

Mission: SENTINEL-1B
Pass: ASCENDING
Polarization: VV

Process diagram in ESA-SNAP [10] (Figure 5).

Step 1 Read-Topsar-Split-Orbit file: Open the products (Figure 5A).

S1B_IW_SLC__1SDV_20180521T001317_20180521T001345_011012_0142C5_A797
S1B_IW_SLC__1SDV_20180614T001319_20180614T001347_011362_014DD5_D06F;

View the products. (Figure 5B): In the Sentinel-1 IW SLC products, there are 3 subsets IW1, IW2,
IW3. Each subset is for an adjacent strip of satellite data collection by TOPS mode. The Fuego volcano
can be seen in IW3 (Figure 5C).
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Figure 4. Flow methodological diagram for the determination of primary and secondary lahars
flow paths from the following processes: (A) Analysis of terrain deformation with differential
synthetic aperture radar interferometry DINSAR, (B) Use of base information of lahars routes
obtained from LAHAR Z -National Institute of Seismology, Volcanology, Meteorology and
Hydrology—INSIVUMEHIN. (C) Obtaining the digital elevation model of 12m of spatial resolution of
Copernicus.org, (D) Analysis of Instability of the Relief with Shallow Landslide Susceptibility software
(SHALSTAB), (E) Determination of Morphometric Indexes of the Relief with System for Automated
Geoscientific Analyzes (SAGA), (F) Integration of information and determination of possible flow paths
of primary and secondary lahars (G).
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Figure 5. (A) The Sentinel Application Platform (SNAP) process used to obtain the deformations of
the relief by DINSAR analysis. Steps (B–F). Sentinel Application Platform (SNAP) passages of each
portion of the routine. See text for further explanation.

Step 2 View a band geocoding-enhanced spectral diversity. To view the data, Intensity_IW3_VV band.

Coregister the images into a stack: For interferometric processing, two or more images must be
coregistered into a stack. One image is selected as the master and the other images are the slaves. The
pixels in slave images will be moved to align with the master image to sub-pixel accuracy (Figure 5D).

Step 3 Form the Interferogram-Topsar Deburst-TopoPhase Removal-Filtering-Sarsim Terrain
Corection-Write. (Figure 5E): Interferogram formation from the InSAR products menu.

The current location of the primary and secondary tabs after the eruption of 3 June 2018, were
obtained with a Sentinel 2 image of 10 m of spatial resolution where bands 4, 3 and 2 were combined
to obtain the current position of the lahars (Figure 6). A brief synthesis of the processes to obtain the
real position of lahars is presented below:

Base Image: Sentinel-2B: 2018-10-22T16: 23: 19.024Z
Pass: DESCENDING
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Bands: 4-3-2

Process diagram in ESA-SNAP

Step 1 Read-Open the products. Granule-img-bands (Figure 6A).

View the products. (Figure 6B): In the Sentine-2B-Granule-Img products, there are 13 spectral
bands in the visible and near-infrared (VNIR) and short-wavelength infrared (SWIR) spectrum, as
show in the below table (Figure 6C).

Step 2 Combine bands 4-3-2 RGB natural colors. Location of primary and secondary lahars
(Figure 6D).

 
Figure 6. Process flow in SNAP. Spatial location of primary and secondary lahars from a Sentinel image
2. Combination of bands 4, 3 and 2. (A–C) SNAP passages of each portion of the routine in Sentinel 2A
images. Location of primary and secondary lahars, (D) Synthesis of final product: limit of the model
of lahar in red color obtained from LAHAR Z. In lead color the location to that date of the real lahar
product of the eruption of June 3 and nearby places.

Process (D): mass movements analysis. To evaluate the susceptibility for landslides and define
potential areas of sediment production through mass removal processes, the SHALSTAB program was
used, which is a model to map potential shallow landslides. SHALSTAB combines the characteristics
of the stationary subsurface flow (water flow that moves at shallow depths below the surface of the
land with a constant velocity), considering the morphology-hydrology relationship [12]. SHALSTAB
uses two types of numerical models: the slope stability model and the hydrologic model.

The slope stability model is based on an infinite slope form of the Mohr–Coulomb failure law in
which the downslope component of the weight of the soil just at failure, τ, is equal to the strength of
resistance caused by cohesion (soil cohesion and/or root strength), C, and by frictional resistance due
to the effective normal stress on the failure plane Equation (3).

τ = C + (σ − μ) tan ϕ (3)

where σ is the normal stress, μ is the pore pressure opposing the normal load and tan ϕ is the angle of
internal friction of the soil mass at the failure plane. This model assumes, therefore, that the resistances
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to movement along the sides and ends of the landslide are not significant. As SHALSTAB’s goal is
the mapping of landslide hazards, then establishing zero cohesion maximizes the degree of instability
possible at the study site. By eliminating cohesion, Equation (4) can be written as:

ρsgz cos θ sin θ =
[
ρsgzcos2θ − ρwghcos2θ

]
tan ϕ (4)

where z is soil depth, h is water level above the failure plane, cρs and ρw is the soil and water bulk
density, respectively; g is gravitational acceleration and θ is slope angle (Figure 7A). This Equation (5)
can then be solved for h/z which is the proportion of the soil column that is saturated at instability:

h
z
=

ρs

ρw

[
1 − tan θ

tan ϕ

]
(5)

h/z could vary from zero (when the slope is as steep as the friction angle) to ρs
ρw

when the slope
is flat (tan θ = 0). An important assumption, however, will be used below which sets a limit on
what h/z can be. It is assumed that the failure plane and the shallow subsurface flow is parallel
to hillslope, in which case h/z can only be less than or equal to 1.0 and any site requiring h/z
greater than 1 is unconditionally stable—no extreme rain can cause it to fail. Figure 7B illustrates the
relationship between h/z and tan θ for an angle of internal friction ϕ of 45◦ and a bulk density ratio of
1.6. There may be 4 stability states: any slopes equal to or greater than the friction angle will cause
the right-hand side of (3) go to zero, hence the site is unstable even if the site is dry (h/z = 0). This
scenario is “unconditionally unstable”, commonly corresponds to sites of bedrock outcrop. Because
h/z cannot exceed 1.0 in this model, if tan θ is less than or equal to tanϕ(1-(ρs-ρw) then the slope is
“unconditionally stable”. The two other stability states are “stable” and “unstable”, with the former
corresponding to the condition in which h/z is greater than or equal to that needed to cause instability
(given by the right hand side of Equation (5)) and the latter corresponding to the case in which h/z is
less than that needed to cause instability.

Figure 7. (A) The one-dimensional approximation used in the SHALSTAB slope stability model in
which the failure plane, water table, and ground surface are assumed parallel. The slope is θ, the
height of the water table is h, and the thickness of the colluvium that slides above the failure plane is z.
Typically, the failure plane is at the colluvium-weathered bedrock or saprolite boundary. (B) Definition
of stability fields. For this example, the angle of internal friction is 45 degrees, and the bulk density
ratio is 1.6 [13].
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Hydrologic model

To model the hydrologic controls on h/z. SHALSTAB use a steady state shallow subsurface flow
based on the work by [14,15]. Assume that the steady state hydrologic response model mimics what
the relative spatial pattern of wetness (h/z) would be during an intense natural storm which is not
in steady state. This assumption would break down if precipitation events are sufficiently intense
that thin soils on non-convergent sites can quickly reach destabilizing values of h/z before shallow
subsurface flow can converge on unchanneled valleys.

Figure 8 illustrates the geometry and routing of water off the landscape used in the SHALSTAB
hydrologic model. If we assume that there is no overland flow, no significant deep drainage, and no
significant flow in the bedrock, then q, the effective precipitation (rainfall minus evapotranspiration)
times the upslope drainage area, a, must be the amount of runoff that occurs through a grid cell of
width b under steady state conditions. Using Darcy’s law, we can write that (6):

qa = ksh cos θ sin θb (6)

where sin θb is the head gradient, ks is saturated hydraulic conductivity. At saturation the shallow
subsurface flow will equal the transmissivity, T, (the vertical integral of the saturated conductivity)
times the head gradient, sinq and the width of the outflow boundary, b and this we can approximate
as follows (7):

h
z
=

q
T

WI; WI =
a

b sen θ
(7)

where h represents the height of the water table on the sliding surface (m), z the depth of the soil (m), q
effective precipitation [mm], T soil transmissivity [m2·day-1], WI (Wetness Index) factor describes the
effect of morphology on the subsurface flow (this is calculated in SAGA as the topogrraphic wetness
index (TWI)).

In order to delimit areas of danger, new studies have applied a methodology with a geographical
information system (GIS) base, identifying zones where flows start along the hydrographic
network [12].

Morphologically, the triggering of a detritic or lahar flow depends on two factors: the slope of the
channel and the critical flow. The speed of an elementary gravity wave is called the critical velocity.
When the velocity of the surface water in a channel equals the critical velocity, the elementary gravity
waves with upstream motion remain at the point where they were generated and the flow in the
channel is called critical.

When the superficial velocity of the water in the channel is equal to the critical velocity, the
elementary waves of gravity with movement upstream remain at the point where they were generated
and the flow in the channel is called critical. Both factors can be obtained from the morphological
characteristics of the basin. The first one is evaluated directly from the digital terrain model, while the
liquid flow is evaluated indirectly through the drained area [12].

Studies conducted in the Swiss Alps found a relationship for the critical slope (S) that triggered
detrital flows and the drained area of the basin (A) (Equation (8)).

S = c A−n (8)

The coefficients c and n have values of 0.32 and 0.20, respectively. The inverse relationship
between S and A indicates that a greater slope of the channel will require a smaller liquid flow to
trigger a debris flow (a smaller amount of liquid within the flow area).

Other authors have proposed classifying lahar flows into four categories: triggering, propagation,
deceleration, and deposit [13].

Triggering occurs on slopes greater than the threshold proposed by other authors; 25◦ is known
as a slope of minimum probable slope for the initiation of debris flow [13–15], but with a lower angle
than the internal friction of the ground and a drained area smaller than 10 km2. The maximum slope
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corresponding to the internal friction angle of the deposit is such that, in areas with steeper slopes, the
amount of detritus is generally modest or negligible, while for drained areas exceeding 10 km2, the
type of transport becomes fluvial in place of detrital. The model calculates the degree of the internal
saturation of the soil with the relationships of the height h/soil depth of the groundwater level z; (h/z)
(Equation (9)) is the necessary factors to destabilize the slopes.

h
z
=

ρs
ρw

(1 − tanθ

tan∅
) (9)

This formula allows two limit states to be defined. When h/z is negative, the slope is unstable for
any degree of saturation and is called “unconditionally unstable”.

On the other hand, when h/z is greater than one, it is called “unconditionally stable” because
even in cases of saturation, the slope is stable. To define the intermediate situations, it is necessary to
add the hydrological model.

The hydrological model considers a subsurface flow in a permanent regime.
Applying the law of Darcy, on the characteristics of the movement of water through a porous

medium, it is possible to arrive at the following expression that links the degree of saturation (h/z)
with effective precipitation (q), which is the rainwater that enters the soil and is assimilated by the
plants (Equation (10)).

h
z
=

q
T

WI; WI =
a

b sen θ
(10)

With

q = effective precipitation [mm];
T = soil transmissivity [m2·day−1];
θ = slope [◦];
a = contribution area [m2]; and
b = is the length of the contour through which the flow transits [m].

where T is the transmissivity of the soil; a is the drained area; and b is the dimension of the raster cell.
The relation q/T represents the magnitude of the precipitation relative to the capacity of the soil to
conduct the water. The WI (wetness index) factor describes the effect of ground morphology on the
subsurface flow.

Figure 8. Sketch of hydrological model: (A) plan view and (B) cross section of a draining area a across
a contour of length b. (B) The grey volume is the shallow sub-surface flow TMb and the saturation
overland flow udb (not calculated by the model). p: precipitation; e: evapotranspiration; r: deep
drainage; q: effective rainfall (q = p − e − r); h: vertical depth of the saturated sub-surface flow; z:
vertical depth of the failure plane; T: transmissivity; M: sinθ; θ: slope angle. Mettma Ridge study
site [13].

241



Remote Sens. 2019, 11, 727

The analysis of the stability on the slopes of the volcano with SHALSTAB through the hydrological
relationship q/T, the magnitude of precipitation, q, in relation to the capacity of the subsoil to transmit
water along the T (transmissivity) slopes determined that the greater q was in relation to T, the
more likely the soil would be saturated, and the greater the number of sites with unstable slopes.
This relationship used the classification of pixels with stable positive values to quasi stable and
chronically unstable values with negative values according to the stability classes (Table 1).

Table 1. Stability classes defined by SHALSTAB and modified from Montgomery and Dietrich [15].

Classes SHALSTAB Interpretation of Class

Chronic instability Unconditionally unstable and unsaturated

Log q·T -1 < -3,1 Unconditionally unstable and unsaturated

3,1 < Log q·T -1 < -2,8 Unstable and saturated

-2,8< Log q·T-1 < -2,5 Unstable and unsaturated

-2,5< Log q·T-1 < -2,2 Stable and unsaturated

Log q·T -1 > -2,2 Unconditionally stable and unsaturated

Stable Unconditionally stable and saturated

Process E: The morphometric method with SAGA. Once the areas of surface deformation of
the relief were found with DINSAR (Sentinel 1 images), the current location of the lahars (Sentinel
2 images), the superficial flow accumulators of the runoff and instability zones (SHALSTAB) were
determined, the morphological method was applied to complement the location of trajectories of lahar
flows with the analysis of the following morphological index.

2.1. LS-Factor (Slope Length and Steepness Factor)

This is a combination of the slope and the length of the slope as when combined, it is a useful
attribute to predict erosion potential (Equation (11)). The length factor of the slope, L, calculates the
effect of the length of the slope on the erosion, and the slope factor of the slope, S, calculates the effect
of the slope on the erosion [16,17]. The higher values of brown color represent a greater susceptibility
to erosion (Figure 9).

LS = Lˆ(1/2)/100*(1.36 + 0.97 + 0.1385*Sˆ2) (11)

where L is the length of the slope in meters, and S is the gradient of the slope in %.

2.2. Topographic Wetness Index (TWI)

The topographic wetness index models the dynamics of surface and subsurface flows based on
the topographic control of runoff, which offers a better perspective in relation to the prediction of sites
where the saturation and high concentration of runoff can act as initial flow paths to processes greater
than flood (Figure 10).

The TWI combines the contribution to runoff from a local area drained and the pending of it,
and it is commonly used to quantify topographic control on hydrological processes and is defined
as [6–10,18–20] (Equation (12):

TWI = Ln (af/tan β) (12)

where af is the local area drained for a calculation point, and tan β is the directional slope of the cell of
interest (and of the eight neighbors in the case of using an algorithm D8. Ln is natural logarithm.
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Figure 9. LS-factor (slope length and steepness factor) calculated in SAGA geographic information
system (GIS). The low susceptibility to erosion is represented with green colors and the high with
brown color.

 

Figure 10. Topographic wetness index (TWI) calculated in SAGA GIS. Higher values of TWI (tendency
to blue color) represent drainage depressions and lower values (tendency to red color) represent crests
and ridges.

2.3. Flow Accumulation (FCC)

Flow accumulation is calculated as the upslope contributing (catchment) area using the D8
model or multiple flow direction approach [17–19]. The result is an accumulated flow raster for each
cell, determined by the accumulation of the weight of all of the cells that flow into each cell of the
descending slope. The accumulated flow is based on the total number of cells, or a fraction of them,
flowing to each cell in the output raster.
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The output cells with a high flow accumulation are areas of concentrated flow and can be used to
identify watercourse channels (Figure 11).

 
Figure 11. Cumulative flow calculated in SAGA GIS. The higher values (tendency to red color)
represent greater accumulations of flow and areas of concentrated flow that can be used to identify
watercourse channels.

3. Results

The differential synthetic aperture radar interferometry (DINSAR) analysis, based on the Sentinel
1 images, showed the lack of magmatic deformation before the eruption, but there were surface
subsidences on the associated slopes due to the passage and deposits of lahars (Figure 12). This lack of
magmatic deformation corroborates the studies undertaken by several researchers in the volcanoes of
the area [20–22], which attribute the absence of deformation to differences in the storage of magma in
relation to other continental arcs. The absence of magmatic deformation before the lahars can mean
that the intrusion of magma is not the trigger of the lahars. Most likely, the rain is the cause.

The analysis of stability on the slopes of the volcano with SHALSTAB determined that the zones
near the volcano were the most unstable with a qualification of quasi stable to chronic instability
through the erosion of the channels where the lahars had flowed and where there had been greater
destruction as is the case of El Rodeo, San Miguel, Monte María, and sectors near the Guacalate River
(Figure 12B,C).

The current locations of the lahars produced by the eruption of 3 June 2018 and later were
delimited with the Sentinel 2 images and their destructive power was verified with field data mainly
from La Réunion, San José Las Lajas, Santa Clara Las Lajas, San Miguel, and El Rodeo, amongst
other towns (Figure 12C). Figure 13A shows the sectors before the eruption. The implementation of
lead-colored lahars on that date. In line of red color, the limits of the model of lahars obtained with
LAHAR Z. In blue are the ravines and canals where the primary and secondary lahars flowed that
flooded the sectors, and in green-yellow-ocher color the areas of ridges and crests. The field control
points of the destroyed sites are represented by red crosses. In (B) Sectors close to La Réunion, in (C)
sectors near San Miguel and in (D) close to Monte María.
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Figure 12. DINSAR analysis and SHALSTAB unstable and erosion areas. (A) Iridescent colors indicate
the tendency of deformation in the region in cm. The positive values represent raised areas and the
negative subsidence zones with minimal deformation in the volcano on the SE flank. (B) SHALSTAB
results: the relief on the flanks of the volcano is very irregular with raised and sunken areas possibly
due to the permanent morphological change resulting from the eruptions that have occurred. (C)
Detail of the areas near the volcano that are the most unstable, with a rating of almost stable to chronic
instability due to erosion of the channels that the lahars have flowed in, have overflowed and caused
flooding with the destruction of the civil infrastructure mainly in El Rodeo, San Miguel, Monte María,
and sectors near the Guacalate river. Negative red colors and trend towards –10 are unstable areas
and stable positive zones with colors towards the blue and values with trend toward 10. The value
is dimensionless.
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Figure 13. Sequence of images from the upper parts of the volcano of the areas destroyed by the
lahars, erosion of channels and floods obtained from the combination of the response of the Sentinel
2A, morphometric index LS, TWI, FlowAcc(acronym of Flow Accumulation), and stabilized in the
sectors the day of the eruption of Fuego volcano. (A) The implementation of lead colored lahars on
that date. In line of red color, the limits of the model of lahars obtained with LAHAR Z. In blue the
ravines and canals where the primary and secondary lahars flowed that flooded the sectors, and in
green-yellow-ocher color the areas of ridges and crests. The field control points of the destroyed sites
are represented by red crosses. In (B) Sectors close to La Reunion, in (C) sectors near San Miguel and in
(D) close to Monte María.
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From the analysis of the morphometric parameters LS, TWI, and FlowAcc, the areas with
greater susceptibility to erosion were obtained as well as those with the highest concentration and
accumulation of superficial flow of rainwater that were directly related to the primary and secondary
lahars (Figure 14). These areas of blue color were observed to have been directed by the lahars that
destroyed the populated areas. These three morphometric indices [23–26] are valid parameters to
determine the flow paths of primary and secondary lahars. The areas with high values of these indices
are areas of moisture concentration in the slopes, flow paths and concentration of sediments that can
move from the high parts by intense rains and gravity generating secondary lahars, generally on
the slopes.

 
Figure 14. The flow paths, calculated by using the three morphometric indices TWI, LS, and FlowAcc
in SAGA, determined the areas that were flooded by primary and secondary lahars.

The field control was carried out by technicians of CONRED.

4. Discussion

Unlike the LAHARZ model, the presented model uses morphometry as a value that changes
the trajectory of the primary and secondary lahars, which allowed us to obtain the real flow paths of
these phenomena and their effects. A beneficial coincidence of the application of both models is that
they kept a central axis path of the main lahars, due to the fact that they were drains or main rivers.
However, LAHARZ does not separate secondary lahars, due to this action; the morphological method
can determine the flow paths of the mentioned phenomenon.

The lahar danger map, created for the Fuego volcano, based on the LAHARZ program, published
in 2018 by CONRED, established high hazards zones (marked in red color) that can be affected by
lahar flow paths. Torrential rains have generated secondary lahars that have affected the surrounding
areas of the volcano, even those ones of low hazard. The medium hazard zones were affected by lahar
flow paths from the La Reunión site to the Alsacia site, as can be evidenced in Figure 13.

In the current paper, with the proposed methodology, a study of the lahars flow paths has been
carried out, being the main study areas the valleys of these Barranca Seca, Ceniza, Guacalate, Playa
Trinidad, Las Cañas, El Jute and Las Lajas rivers. Lahars originated due to the erosion of the cause
ways of detritus-ash-water deposited during the volcanic eruption and torrential rains. The axis of the
primary lahar paths studied with the proposed methodology are like the ones obtained to delimit the
high hazards zones in the mentioned hazard map.

On the other side, is has been proved that the modeled secondary lahar deposits with the proposed
methodology destroyed civilian structures in La Reunión, San José de Las Lajas, Santa Clara de Las
Lajas, San Miguel and other areas had location limits in accordance with the data obtained with
LAHARZ and the location obtained with Sentinel 2A images, but with an added element that was not
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obtained with LAHARZ which is the outline of the secondary lahars flow paths, some as contributors
to primary lahars and others as independent elements with no connection to the main ones.

The range of the secondary lahars and its respective modeled central axis is similar and bigger to
the June and November lahars of 2018, observed in the Sentinel images. This is probably due to the
resolution of the digital elevation model and the data given by the analyzed morphometric index.

Finally, a comparison of the affected areas has been carried out and its reach on transit zones,
obtained with the proposed methodology and LAHARZ, observing that the entire area affected by
lahars is within the high danger zone. The lahars corresponding to the Las Lajas y Guacalate rivers,
take the biggest amount of area of the affected areas, with most of the civilian infrastructure destroyed
as a result, turning the mentioned areas to maximum danger zones.

The surface terrain deformations, obtained from Sentinel 1B, located in the high mass erosion
and removal areas can be part of secondary lahars which were generated from high ground. This is a
contribution when the DINSAR analysis is used.

In addition to this work, further research studies can improve the location of the lahars flow paths
using the deformed areas of the relief obtained with the DINSAR analysis, the stability criterion of
slopes and analysis of morphometric parameters in digital models of high elevation spatial resolution
obtained from Lidar images and integrating them into specialized programs in lahars and floods
analysis such as LAHAR Z, Titan 2D, Ash3D, Flo-2D, IRIC, Iber, among others. The final objective of
these investigations is to put in the hands of government authorities and the community, vulnerability
maps to this type of threats to reduce them.

5. Conclusions

As a contribution of the application of this methodology, based on a flow modeler such as LAHAR
Z or another program, to know the Flow Paths of the primary and secondary lahars that have caused
the destruction in the vicinity of the volcano, this methodology deepened the study of these trajectories
based on the analysis of the morphometric parameters, which allowed us to have a better knowledge
of the possible paths before a new volcanic eruption. This methodology is currently being applied
in the Fuego volcano by INSIVUMEH technicians with the objective of putting it in the hands of the
government authorities, as well as the institutions linked to the subject, which allows these conditions
to be ascertained in advance thereby implementing structural measures and non-structural measures
to reduce this danger.

To complement the results obtained with the DINSAR analysis and the morphological method, in
this study, the spatial distribution of the sources and potential routes of primary and secondary lahars
during the eruptions and torrential rains that can erode and produce mass movements in areas of
critical instability was obtained from the stability model of shallow landslide slopes with SHALSTAB.

The integration of the DINSAR methodologies to determine the surface deformations of the
ground, where the SHALSTAB model determines the stability-erosion of the slopes of the volcano, and
the morphometric method to analyze the primary and secondary lahar currents, is a procedure that
can help to prevent the destructive effects that they cause during these events as demonstrated in the
same destroyed localities that were not mapped in the maps of existing hazards by CONRED.

The field observations carried out by CONRED technicians and sent in the format of points in shp
format, helped to calibrate and verify the results obtained from the presented methodology, as well as
in understanding which of the three morphological parameters used had greater weight according
to the scenario in the one that developed the lahars. This parameter corresponds to the TWI, the
same one that determined that the lower areas of the streams are the ones that get wet and fill quickly
overflowing and flooding nearby areas.

The morphological model could obtain the primary and secondary lahar paths in all sectors near
the volcano in a very short time, unlike the numerical models such as the LAHAR Z, which are applied
in a single axis of a current or drainage. In this case, the paths of the lahars obtained are sufficient to
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produce maps of the vulnerability reduction of civil structures and socio-economic systems including
the preservation of human lives.

This combination of procedures can be applied in any volcanic landscape based on digital models
of high-resolution elevation, obtaining very good agreement with the paths of the real flows.
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Abstract: In this study, we present a method for extracting the volcanic cloud top height (VCTH) as a
plume elevation model (PEM) from orthorectified Landsat 8 data (Level 1). A similar methodology
was previously applied to raw Landsat-8 data (Level 0). But level 0 data are not the standard
product provided by the National Aeronautics and Space Administration (NASA)/United States
Geological Survey (USGS). Level 0 data are available only on demand and consist on 14 data stripes
multiplied by the number of multispectral bands. The standard product for Landsat 8 is the ortho
image, available free of charge for end-users. Therefore, there is the need to adapt our previous
methodology to Level 1 Landsat data. The advantages of using the standard Landsat products
instead of raw data mainly include the fast -ready to use- availability of the data and free access to
registered users, which is of major importance during volcanic crises. In this study, we adapt the
PEM methodology to the standard Landsat-8 products, with the aim of simplifying the procedure
for routine monitoring, offering an opportunity to produce PEM maps. In this study, we present
the method. Our approach is applied to the 26 October 2013 Mt. Etna episodes comparing results
independent VCTH measures from the spinning enhanced visible and infrared imager (SEVIRI) and
the moderate resolution imaging spectroradiometer (MODIS).

Keywords: volcanic cloud; Landsat 8; elevation model

1. Introduction

In volcanology, the volcanic cloud-top height (VCTH) is one of the most critical parameters to
retrieve. It affects the quantitative estimation of volcanic cloud ash and gases parameters [1–3], the mass
eruption rate needed for the transport and deposition models [4–6] and the definition of the most
dangerous zone for air traffic. Exploiting their global coverage (in time and space), satellite sensors
offer the unique possibility for an effective monitoring of VCTH. In recent years, many techniques
have been developed exploiting the dark pixel brightness temperature [2], the CO2 [7,8] and O2 [9,10]
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absorption bands, the radio occultation [11] and backward trajectory modelling [12]. Among the
different techniques (for a complete review of advantages and drawbacks please refer to [13]) and
satellite active systems as CALIPSO [14], several algorithms have been developed exploiting the
parallax between remote sensing measurements collected by different views of the same object by
using one or more instruments. The use of the parallax was introduced by Prata and Turner [15] using
the dual view of the along track scanning radiometer (ATSR) and developed further by Mims et al. [16],
Nelson et al. [17], and Flower and Kahn [18] using dedicated multiangle imager spectro radiometer
(MISR) measurements. Zakšek et al. [19], Corradini et al. [20], and Merucci et al., [13] developed
algorithms based on the combined use of polar-geostationary, ground based-geostationary and
geostationary-geostationary measurements respectively.

De Michele et al. [21] generalized the method based on small parallax for virtually all push
broom sensor data. The extraction of the VCTH in the form of a plume elevation model from the
high-resolution push broom operational land imager (OLI) sensor on board a Landsat-8 satellite,
has been demonstrated starting from raw data. The main idea expressed in [21] is that the physical
distance between the panchromatic sensor (PAN) and the multi-spectral sensors (MS), both on
Landsat-like satellites, yields a baseline and a time lag between the PAN and MS image acquisitions
during a single passage of the satellite. This information can be used to extract a spatially detailed map
of VCTH from virtually any multi spectral push broom system, called a plume elevation model (PEM).

The main difficulty of the data processing comes from the fact that one Landsat image is composed
of 14 focal plane modules (FPMs) arranged in the so called ’staggered’ geometry, which makes the joint
retrieval of plume velocities and heights challenging. De Michele et al. [21] addressed this problem
by reconstructing a new OLI image starting from the raw OLI data stripes (courtesy of National
Aeronautics and Space Administration (NASA), pers. comm.). However, the raw Landsat-8 data are
not the standard Landsat-8 products provided by NASA/ United States Geological Survey (USGS).
The raw data are available only on demand and consist of 14 data stripes (one data stripe for each
FPM) multiplied by the number of multispectral bands. The standard product for Landsat 8 is the
ortho image, available at no cost for the end-user. For PEM extractions, the advantages of using the
standard Landsat products instead of the raw data mainly include the fast -ready to use- availability
of the data, free to registered users, which is of major importance during volcanic crises. In this
study, we adapt the methodology described in [21] to standard Landsat-8 products, with the aim of
simplifying the procedure for routine use, thus widening the usability of this method for producing
PEM maps. In this study, the procedure will be applied to the standard Landsat 8 data collected during
the 26 October 2013 Mt. Etna eruptive episode and the results compared with those obtained using
different satellites systems.

The paper is organized as follows: Section 1 outlines the 26 October 2013 Etna eruption and
Section 2 describes the PEM procedure applied to the standard Landsat-8 products. In Section 3
the results obtained are compared with the VCTH retrieved from the PEM procedure applied to
the estimations realized using the spinning enhanced visible and infrared imager (SEVIRI) and the
moderate resolution imaging spectroradiometer (MODIS). In Sections 4 and 5 the discussion and the
conclusions are presented.

The 26 October 2013 Mt. Etna Eruption

Mt. Etna activity in 2013 was characterized by a sequence of 16 episodes of intense eruptive
activity at the summit of the volcano, fed by the New Southeast Crater [22,23]. The 26 October 2013
episodes stand as the 14th of the year and the 39th paroxysm episode of the sequence started earlier in
2011 [24–26]. The eruption occurred after a few months of quiescence and started in the early morning
on 25 October, displaying mild intra-crater Strombolian activity. On 26 October, the eruptive activity
gradually increased in magnitude and frequency of explosions, and lava started pouring from the
crater slowly expanding towards the Valle del Bove. In the early morning of 26 October, the explosion
intensity increased markedly, and between 2:00 and 10:00 UTC the activity climaxed into a lava
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fountain. Over the paroxysm, the height of the lava fountain steadily reached ~200 m above the crater
rim. A significant emission of gas, ash, and lapilli formed an eruptive column that rose convectively
several kilometres above the summit of the volcano. The eruption ceased progressively in the late
evening, and marked ash fall was reported to be dispersed by the wind southwest of the volcano
proximally and distally down to the Ionian Mediterranean Sea [27]. Figure 1 shows the Orthorectified
Landsat 8 image collected the 26 October 2013 at 09:37 UTC. The volcanic cloud is clearly visible.

Figure 1. Orthorectified Landsat 8 data acquired the 26 October 2013 at 09:37 UTC on Mt. Etna volcano
(image courtesy of National Aeronautics and Space Administration (NASA)/United States Geological
Survey (USGS)).

2. Materials and Methods

The Landsat 8 OLI is a push-broom (linear array) imaging system that collects visible, near infra-red,
and short-wave infra-red spectral band imagery at 30 m multi-spectral and 15 m panchromatic ground
sample distances. It collects 190 km wide image swaths from ~705 km orbital altitude [28].

The OLI focal plane layout is very well described in [28] and [29]. The OLI detectors are distributed
across 14 separate FPMs, each of which covers a portion of the 15◦ OLI cross-track field of view.
Adjacent FPMs are offset in the along-track direction to allow for FPM-to-FPM overlap, avoiding any
gaps in the cross-track coverage. The internal layout of all 14 FPMs is the same, with alternate FPMs
being rotated by 180◦ to keep the active detector areas as close together as possible. This feature has
the effect of inverting the along-track order of the spectral bands in adjacent FPMs. Consequently, this
has the effect of inverting the signs of the cross-correlation measurements when calculating pixels
offsets between PAN and MS bands, related to the volcanic cloud velocity and parallax.

The general concept of PEM methodology is that the PAN and the MS sensors on board a satellite
platform cannot occupy the same position in the focal plane of the push-broom instrument. There
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is a physical separation between them. This separation yields a baseline and a time lag between the
PAN and MS image acquisitions. Two directions are considered: The epipolar direction (EP), i.e., the
azimuth direction of the satellite or the flight direction, and the perpendicular (P2E) to the EP direction.
The pixel offset between PAN and MS in the EP direction is proportional to the height of the plume plus
the pixel offset contribution induced by the motion of the plume itself in between the two acquisitions.
The pixel offsets in the P2E direction, also controlled by the time lag, are proportional to the plume
motion only, as there is no parallax in the P2E direction by definition. In principle, the offset in the
P2E direction is proportional to movements of every feature in the imaged scene (e.g., meteorological
clouds, lahars, rivers flow, ocean waves, vehicles). In our case study, we are interested in the volcanic
cloud motion only. We use this latter information to compensate for the apparent parallax recorded in
the EP offset.

If the data are downloaded in a staggered and orthorectified geometry, the processing is not
straightforward, since FPMs are rotated 180◦, and the offset analysis by cross-correlation would yield
opposite signs at adjacent image stripes. This hampers the correct deployment of the method described
in [21]. To avoid this inconvenience, we propose the following 5 step procedure:

I. The dataset is rotated, so that the columns of the image matrix are aligned to the nominal
azimuth direction of the satellite reported in the ancillary data files.

II. A correlator to perform pixel (or sub-pixel) offset measurements is used (e.g., [30]). If one
considers the OLI image as a matrix made of lines and columns, offsets among lines are the EP
offsets (Oe), while offsets among columns are the P2E offsets (Op2e). In the offset results, there
could exist a ramp resulting from band mis-registration; the ramp, if found, is removed.

III. The direction of the plume is measured with respect to the azimuth direction, with the
convention depicted in Figure 2.

IV. The absolute value of the pixel offsets due to the VCTH is calculated as Oh. Generally, Oh from
staggered sensors should be calculated as follows:

|Oh| = |Oe| −
∣∣Op2e

∣∣ |tan θ| (1)

if theta is between zero and 180, or

|Oh| = |Oe|+
∣∣Op2e

∣∣ |tan θ| (2)

if theta is between 180 and 360. Oh is then converted into a VCTH using the formula provided
in [20]:

h = |Oh|. s.H
V.t

(3)

for every pixel, which makes it a PEM. h is the plume height (m), s is the pixel size (m), V is
the platform velocity (m/s), t is the temporal lag between the two Landsat 8 bands (s) and H
is the platform height (m). Peculiar cases are: θ = 0◦ and θ = 180◦. In these cases, the system is
no longer sensitive to plume velocity. Therefore,

|Oh| = |Oe| (4)

V. Finally, the results are re-rotated to their original position. Then, one has to choose a known
reference altitude value on land and attribute it to the corresponding pixel. In our case study,
we choose to set to zero the coastline close to the city of Catania.
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Figure 2. Angles and geometrical conventions, imagining this is a rotated Landsat 8 scene with a
volcano at its centre. The epipolar (flight motion) direction and the perpendicular (p2e) to the epipolar
direction (EP) direction are indicated. Dark gray and light gray colours indicate quadrants where
the offsets are either summed up, either subtracted respectively. Ovals represent possible ash clouds
directions. The light blue colour indicate the ash cloud direction of the case study presented here.

Figure 3 shows the offsets results. We show the raw results of the correlator on the left sides
and the corrected results on the right side. The vertical stripes on the left sides are due to volcanic
(and non-volcanic) cloud velocities and parallax: As the FPMs are inverted 180◦, the correlator yields
velocities with sign opposition (as explained in the introduction). The correlation results are corrected
by using |Oe|,

∣∣Op2e
∣∣ as described in the above paragraphs. The pixel offsets are expressed in meters.

It is interesting to note that the P2E offset correspond to cloud (volcanic cloud and non-volcanic cloud)
velocities, which values are comparable to the wind speed represented in Figure 6.
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Figure 3. (a): Results from the correlator show vertical stripes due to volcanic (and non-volcanic) cloud
velocities. As focal plane modules (FPMs) are inverted 180◦, the correlator yields velocities with sign
opposition (see text for more details). (b): Correlation results are corrected by using |Oe|,

∣∣Op2e
∣∣ as

described in this study. EP offsets (Oe), P2E offsets (Op2e). The pixel offset is expressed in meters. It is
interesting to note that the P2E offset correspond to cloud velocities.

3. Results and Cross-Comparisons

Figure 4 shows the VCTH map obtained from the PEM procedure applied to the Landsat
orthorectified data. The volcanic cloud height vary from about 6 up to 9.5 km above the sea level (a.s.l.)
with the higher values that lie in the central region of the cloud.

The estimated VCTH has been compared the VCTH extracted by using different procedure
applied to other satellite sensors. Note that the cross-comparison here is not used as a validation.
It allows us to assess the consistency of the results (i.e., our results are in the same order/scale as
independent measurements). A thorough validation is not possible since acquisition times (repeat
cycle) of different sensors are not the same as Landsat. Since the VCTH evolves with time, we prefer to
call it « cross-comparisons » rather than « validation ». In addition, different sensors acquire data from
different positions, introducing a bias in the eventual validation campaign.

Here the VCTH of the Etna 26 October 2013 eruption, used for the cross-comparison with Landsat
results, are estimated by using geostationary (SEVIRI) and polar (MODIS) satellite sensors.
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Figure 4. The volcanic cloud elevation (km), extracted from Landsat 8 orthorectified image.

3.1. MODIS VCTH Estimation

MODIS is a multispectral radiometer on board the NASA Terra and Aqua polar satellites. It has 36
spectral channels from visible (VIS) to thermal infrared (TIR), with a spatial resolution at sub-satellite of
1 km in the TIR and repetition cycle of 1–2 days. The VCTH is computed by exploiting the well known
“dark pixels” procedure, based on the comparison between the brightness temperature at 11 μm of the
coldest volcanic cloud pixel (Tb,11), with the atmospheric temperature profile of the same region at
same time [2]. The temperature profile has been obtained from the National Centers for Environmental
Prediction (NCEP)/National Center for Atmospheric Research (NCAR) [31], considering a box with
2.5◦ × 2.5◦ centred on Etna at 12:00 UTC. The left panel of Figure 5 shows the Tb,11 for the MODIS-Terra
image collected the 26 October 2013 at 09:00 UTC. The volcanic cloud is clearly visible as dark signature
on the right side of the image, while the cyan region indicates no data. The right panel of Figure 5
shows the NCEP temperature profile (grey line) and the Tb,11 of the dark pixel (red vertical line). Being
Tb,11 = −37.4 ◦C, VCTH result 8.9 km with an uncertainty of +/− 500 m, computed considering Tb,11
+/− 2 ◦C [2,32].
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Figure 5. Left panel: brightness temperature at 11 μm for the moderate resolution imaging
spectroradiometer (MODIS)-Terra image collected the 26 October 2013 at 09:00 UTC. Right panel:
National Centers for Environmental Prediction (NCEP) temperature profile (grey line) and dark pixel
brightness temperature (red vertical line).

3.2. SEVIRI VCTH Estimation

The SEVIRI instrument on board METEOSAT Second Generation (MSG) geostationary satellites
is a 12 channel VIS-TIR multi-channel imager, which operates from 15 min repeat cycle on entire
hemisphere (Full Disk) to 5 min over Europe (Rapid Scan). The sub-satellite point spatial resolution is
3 × 3 km2, and the pixel dimension in the Etnean area is about 4.3 × 3.3 km. Exploiting the high data
frequency of the SEVIRI images, the volcanic cloud speed can be retrieved by following the volcanic
cloud centre of mass. By making a basic assumption that the estimated centre of mass speed is the
whole volcanic cloud speed, VCTH can be obtained by comparing this value with the wind speed
profile collected in the same time and position [26]. Also in this case the wind profile derive from
NCEP/NCAR considering a box with 2.5◦ x 2.5◦ centred on Etna at 12:00 UTC. The upper panels
of Figure 6 show the volcanic cloud ash mass maps obtained from the SEVIRI images collected at
09:00 UTC (left panel) and at 10:00 UTC (right panel). In these two images the different position of
the volcanic cloud centre of mass is clearly identifiable. The distance of the centre of mass from the
vents and the time of acquisition of the SEVIRI images, allows the computation of the volcanic cloud
speed (see lower-left panel). This retrieved value is then compared with the wind speed NCEP/NCAR
profile (see lower-right panel). In this case the wind speed of the volcanic cloud centre of mass is
18.0 m/s that yield to a VCTH of 10.5 km. An uncertainty of +/- 500 m is associated to take into
account the uncertainty in the centre of mass identification. It is interesting to note that the P2E offset
in Figure 3 corresponding to volcanic cloud velocities, is comparable to the wind speed measured by
NCEP/NCAR (~18 m/s) shown in Figure 6.
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Figure 6. Upper panels: volcanic cloud ash mass maps obtained from the spinning enhanced visible
and infrared imager (SEVIRI) images collected at 09:00 UTC (left panel) and at 10:00 UTC (right panel).
Lower panels: Computation of the volcanic cloud speed from SEVIRI images (left panel) and
comparison between the value obtained and the wind speed NCEP/ National Center for Atmospheric
Research (NCAR) profile (right panel).

4. Discussion

The simple cross comparison presented here indicates that VCTH retrievals from Landsat 8,
SEVIRI, and MODIS are in good agreement, taking into account the different methodologies and the
different times of images acquisition (9:37 UTC for Landsat, 9:00 UTC for MODIS and from 9 to 10:30
UTC for SEVIRI). The volcanic plume is a complex medium made of different materials and chemical
species. Different materials (such as ash or ice) and different chemicals (such as SO2, H2O, and CO2,
and halogens) are dispersed at different altitudes. As an example, sensors that capture or model
SO2 dispersion in the atmosphere (such as the Infrared Atmospheric Sounding Interferometer, Iasi)
will, therefore, measure a different plume altitude compared to sensors that measure visible plume
particles (such as Landsat 8 and SEVIRI). This important distinction has to be taken into account when
comparing results from different sensors. The PEM method works best for volcanic clouds made of
ash particles and optically thick material.

The accuracy of the PEM extracted from Landsat 8 has been already assessed against ground
cameras in de Michele et al. (2016) for the Holuraun fissural eruption (Iceland). They reported an
accuracy of 300 m. Landsat 8 acquires data at a high spatial resolution (15/30 m grid) at the cost of a
medium revisit time (every 14 days). Instead, SEVIRI has the advantage of acquiring data every half
an hour everywhere in the globe. This is done at the cost of medium spatial resolution (1 km grid).
Statistics performed over VCTH retrieved by Landsat 8 (PEM), SEVIRI and MODIS data on a common
area show very good agreement with a maximum height value of 8 (with 1 km precision). The strength
in the results show the complementarity between these systems. Assimilation models could benefit
from complementary constraints brought by these sensors.

Some questions remain open to future studies. How large must the optical depth or concentration
of the particles be to enable VCTH-assessment? How far from the source is the retrieval of VCTH
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typically possible with Landsat 8 ? We believe that this information would be essential for designing a
new, dedicated mission. In general, in our approach, the plume height is not measureable if the plume
is not visible in the image (Table 1).

Table 1. Summary of the comparison between the different volcanic cloud-top height (VCTH) retrievals
derived from Landsat 8, MODIS and SEVIRI.

VCTH [km] VCTH Uncertainty

LANDSAT 9.93 0.3
MODIS 8.9 0.5
SEVIRI 10.5 0.5

5. Conclusions

Landsat 8 satellites offer a unique opportunity for monitoring volcanic plumes at a high spatial
resolution together with the opportunity to study volcanic eruptions back in time by exploiting the data
archives. De Michele et al. [21] presented a method to extract the PEM (i.e., the digital elevation model
of a volcanic plume) from raw Landsat 8 data. Nevertheless, raw Landsat 8 data are not available
to the general public, limiting de facto the straight-forward application of the method. Moreover,
the Landsat 8 OLI sensor presents a staggered geometry, which needs tuned processing. In this study,
we push the methodology forward: Here we present a generalized, simplified methodology to extract
the VCTH as a PEM from the common push broom staggered sensors, such as the standard Landsat 8
products. The advantages are manifold. First, it takes advantage of the freely available Landsat 8 data
archives. Second, the method exploits the already-orthorectified Landsat 8 dataset, which is a standard
Landsat 8 product, readily available on Landsat 8 archives. Third, the method could be adapted to the
Copernicus Sentinel 2 data, a staggered sensor for which the products available to general public are
orthorectified (similar to Landsat 8). The synergetic use of multiple sensors could improve the revisit
time over a given volcanic eruption. It represents a step towards the routine monitoring of volcanic
plumes height from space, at high spatial resolution.

The VCTH retrievals obtained from the geostationary SEVIRI and the polar MODIS satellite
instruments indicate a good agreement with the Landsat VCTH product.
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Abstract: The eruption at Volcán de Colima (México) on 10–11 July 2015 represents the most violent
eruption that has occurred at this volcano since the 1913 Plinian eruption. The extraordinary runout
of the associated pyroclastic flows was never observed during the past dome collapse events in 1991
or 2004–2005. Based on Satellite Pour l’Observation de la Terre (SPOT) and Earth Observing-1 (EO-1)
ALI (Advanced Land Imager), the chronology of the different eruptive phases from September 2014
to September 2016 is reconstructed here. A digital image segmentation procedure allowed for the
mapping of the trajectory of the lava flows emplaced on the main cone as well as the pyroclastic
flow deposits that inundated the Montegrande ravine on the southern flank of the volcano. Digital
surface models (DSMs) obtained from SPOT/6 dual-stereoscopic and tri-stereopair images were used
to estimate the volumes of some lava flows and the main pyroclastic flow deposits. We estimated
that the total volume of the magma that erupted during the 2014–2016 event was approximately
40 × 107 m3, which is one order of magnitude lower than that of the 1913 Plinian eruption. These
data are fundamental for improving hazard assessment because the July 2015 eruption represents
a unique scenario that has never before been observed at Volcán de Colima. Volume estimation
provides complementary data to better understand eruptive processes, and detailed maps of the
distributions of lava flows and pyroclastic flows represent fundamental tools for calibrating numerical
modeling for hazard assessment. The stereo capabilities of the SPOT6/7 satellites for the detection
of topographic changes and the and the availability of EO-1 ALI imagery are useful tools for
reconstructing multitemporal eruptive events, even in areas that are not accessible due to ongoing
eruptive activity.

Keywords: Volcán de Colima; lava flow volume estimation; pyroclastic flows; SPOT; EO-1 ALI

1. Introduction

Volcán de Colima is one of the most active volcanoes in Mexico (Figure 1a) [1–3]. Before 2015,
the last major volcanic crisis occurred in 2004–2005 and was characterized by several episodes of
dome growth and collapse accompanied by the emplacement of block-and-ash flow (BAF) deposits
that reached up to 7 km from the volcano’s summit [4,5]. The July 2015 eruption represented an
extraordinary episode; a fast-growing dome collapsed and generated two major BAFs on the 10th and
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11th of July and a maximum runout of 10.5 km [6,7]. No similar runout for BAFs has even been observed
in previous dome collapse events or in the stratigraphic record. The only BAFs that have reached
similar distances correspond to the deposits associated with the Soufriére-type eruptive phase that
preceded the 1913 Plinian eruption [8]. The unexpected 2015 scenario provides evidence supporting
the need to revise hazard assessments associated with pyroclastic flows from dome collapses (i.e., [5,9]).
Rigorous estimations of the volumes and inundated areas of the lava flows and pyroclastic flow
deposits are thus fundamental, especially for numerical model calibration.

 

Figure 1. (a) Sketch map of the Trans-Mexican Volcanic Belt (TMVB) showing the location of the Colima
Volcanic Complex (CVC). (b) Picture of the cone taken in April 2015 in which the summit dome is
clearly visible. (c) Panoramic view of the cone after the 10–11 July 2015 eruption. Note the channel
eroded by the pyroclastic flow that was subsequently filled by a lava flow. (d) Picture of the southern
flank of the volcano in which the lava flows emplaced in 2016 are clearly visible.

Satellite remote sensing data, such as those collected from synthetic aperture radar (SAR) and
optical, multi-, hyperspectral and thermal images, have been largely used for near real-time data
acquisition regarding ongoing eruptive activity to define the locations of eruptive events, lava flow
inundated areas, volumes and discharge rates [10–12], which are key factors for hazard assessment and
numerical simulations [13,14]. Examples can be found from Hawaii, the Etna volcano, the lava fields
in Iceland [15,16] and, more recently, the Sinabung volcano (Sumatra), for which the dome growth
and pyroclastic flow deposit distributions and their magnitudes have been defined for the 2013–2015
eruptive crises [17]. Thermal remote sensing represents an optimal tool for lava flow discharge-rate
estimation relative to optical products for which cloud coverage frequently impedes object observation,
and is generally the same for volcanoes in tropical environments. Additionally, the lava discharge
rates retrieved using thermal images agree well with those measured with ground-based methods,
as recently demonstrated for the 2014–2015 eruption at Holuhraun, Iceland [18]. Finally, in recent
years, SAR interferometry radar techniques (InSAR) and time series analysis have been used to identify
deformation areas and surficial changes linked to lava flow deposits after major eruptions to determine
their distributions, extrusion rates and thicknesses [19–22].
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A broad variety of remote sensing data are freely available, including Advanced Spaceborne
Thermal Emission and Reflection Radiometer (ASTER), Earth Observing-1 (EO-1) Advanced Land
Imager (ALI), Landsat and Copernicus constellation (i.e., Sentinel 1 A-B and Sentinel 2) data. All those
data are provided at a medium spatial resolution (between approximately 10 and 30 m) including in
the thermal bands (i.e., the ASTER-TIR channel, 90 m ground resolution). In Mexico, Satellite Pour
l’Observation de la Terre (SPOT) constellation data have been freely distributed since 2004 under an
agreement between academic institutions and the Station of Telemetry Reception in Mexico (Estación
de Recepción México-ERMEX), which is under the command of the Office for National Defense. SPOT
data utilizes stereo and tri-stereoscopic capabilities to generate digital surface models (DSMs) with very
high resolutions that allow for the identification of topographic changes after a major volcanic eruption.
Thus, accessing the SPOT data represents an invaluable opportunity for performing multitemporal
remote sensing analyses of natural phenomena at more detailed scales in Mexico.

In this paper, we assess the capabilities of stereo and tri-stereo SPOT6/7 images as well as EO-1
(ALI) images for the mapping of lava flows and pyroclastic flow deposits emplaced during the
2014–2016 eruptive phase of Volcán de Colima, including their volume estimations. We also assess
the usefulness of the data for complementing the interpretation of the eruptive mechanism and the
volume of the magma involved and for improving the calibration of numerical modeling of lava flows
and granular flows. This work represents the first effort to apply remote sensing to the reconstruction
of an eruption of an active Mexican volcano.

2. Chronology of the Eruptive Phases Prior to, During and After the 10–11 July 2015
Climatic Event

After a period of a relative calm since the last dome destruction period in early 2013, in May 2014,
renewed effusive activity formed a lava flow on the W flank (WLF) of the Volcán de Colima during the
extrusion of a new dome that, in late September, overspilled the crater with the emplacement of a lava
flow on the SW slope of the volcano (SWLF) that advanced 2.2 km from the summit. On November 21,
2014, an ash plume rose ~7 km above the crater, and from this plume, a 3-km long pyroclastic flow
descended along the San Antonio ravine [23]. In January 2015, several explosions caused the partial
destruction of the dome and generated a 3-km ash plume that dispersed ash towards the NE [24].
In February 2015, the volcano produced several gas-and-ash plumes per day that rose to altitudes of
5.5–7.3 km (above sea level) [25]. Similar activity continued through the following months. In May,
a thermal anomaly was detected inside the crater [26] and suggested a new dome extrusion phase that,
by the beginning of June, was overflowing the crater (Figure 1b). In early July, two main lava flows
were rapidly advancing (a few hundred m); one was on the northern flank, and the other (the larger of
the two) was on the southern slope. During the days of July 7–9, gradual increases in the frequency of
ash plumes, rock falls and small BAFs were observed [27]. By July 10, a lava flow had reached ~700 m
down the southern flank (Figure 2a).

On 10 July, without any detected precursory activity, the summit dome collapsed, which generated
a pyroclastic flow that emplaced along the Montegrande ravine up to approximately 8 km from the
volcano summit. On the morning of 11 July, a second event, which was probably associated with the
collapse of a new, fast-growing dome, emplaced a pyroclastic flow that traveled up to 10.5 km from the
volcano along the same ravine and caused important damage to the vegetation alongside the channel
(Figure 2b) [6,7,28,29]. This second pyroclastic flow promoted the partial failure and erosion of the
upper portion of the crater leaving a v-shaped scarp (Figure 1c). The same day, a new lava flow began
to flow out from this scarp, and by August 6th, it reached a distance of 2.5 km from the summit [6].
During the next months, the activity was characterized by small explosions and the emplacement of
pyroclastic flows with a maximum runout of 2.5 km. In September 2016, a new lava flow filled the
v-shaped scarp that was formed during the dome collapse activity and flowed along the southern flank
to reach a distance of 2.2 km in late October (Figure 1d) [30,31]. Since then, the volcano has decreased
its activity, which has included only sporadic explosions. Based on the above reconstruction, the last
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eruptive phase at Volcán de Colima began at the end of 2014, culminated in July 2015 and closed after
the emplacement of the September 2016 lava flow.

 
Figure 2. (a) Earth Observing-1 (EO-1) Advanced Land Imager (ALI) RGB composite (bands: 7, 4, 2,
spatial resolution: 30 m) image taken on 10 July 2015 a few hours before the dome collapse occurred at
20:17 LT (Local Time). Incandescence is clearly visible on the southern sector of the cone (yellow-reddish
colored area). (b) 2015-Satellite Pour l’Observation de la Terre (SPOT) composite image (bands: 4, 3, 2,
spatial resolution 6 m) acquired on 25 July 2015 in which the area affected by the emplacement of the
pyroclastic flows is clearly visible (gray area). (Map Projection: Universal Transverse Mercator—UTM).

3. Data

3.1. SPOT 6/7 Constellation

The SPOT constellation is one of the few satellite sensor systems with the stereoscopic and
tri-stereoscopic capabilities to generate DSMs with very high pixel resolution and coverage over large
areas. Specifically, SPOT-6 and SPOT-7 are two twin satellites orbiting at an altitude of 694 km that
were launched September 2012 and February 2014, respectively, and have a swath coverage of 60 km ×
60 km at nadir. SPOT-6 satellite and SPOT-7 represent the service continuity of SPOT- 4 and SPOT-5
satellites (launched 1998 and 2002), and they provide a revisit on ground each 26 days with a total
coverage of 6 million km2 per day.

As mention before, the SPOT data were acquired from the Station of Telemetry Reception in Mexico
(Estación de Recepción México—ERMEX) through an inter-institutional agreement for delivering
SPOT6 and 7 panchromatic (resolution 1.5 m) and multispectral (resolution 10 m) modes: blue:
0.450–0.520 μm, green: 0.530–0.590 μm, red: 0.625–0.695 μm and near infrared: 0.760–0.890 μm. Table 1
provides details of the images used here for stereoscopic processes and their acquisition dates.
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Table 1. SPOT6 data used to generate the digital surface models (DSMs).

Satellite Date Mode
Orientation

Angle
Incidence

Angle
Image

Resolution
DSM

Resolution

SPOT6 28/11/2014 Panchromatic with
tri-stereo capacity * +169.66◦ +19.08◦ 1.5 m

10 m
SPOT6 28/11/2014 Panchromatic with

tri-stereo capacity +74.31◦ +8.22◦ 1.5 m

SPOT6 28/11/2014 Panchromatic with
tri-stereo capacity +42.95◦ +14.05◦ 1.5 m

SPOT6 27/07/2015 Panchromatic with stereo
capacity-duo stereo +16.4◦ 1.5 m

21 m

SPOT6 27/07/2015 Panchromatic with stereo
capacity-duo stereo +16.8◦ 1.5 m

SPOT6 11/04/2017 Panchromatic with stereo
capacity-duo stereo +306.71◦ +19.22◦ 1.5 m

7.5 m

SPOT6 29/04/2017 Panchromatic with stereo
capacity-duo stereo +250.10◦ +20.92◦ 1.5 m

* This image was used for the eruptive temporal sequence (see Section 3.2).

The SPOT stereoscopy capability consists of illuminating the same location from different points
of view to create a stereoscopic view. The images are captured along the same orbit with customizable
positions and orientations of the target (Figure 3).

 

Figure 3. (a) Stereoscopic and tri-stereo SPOT configuration capabilities. (b) Google Earth preview
of the SPOT satellite configurations in stereo and tri-stereo modes. FW, forward acquisition; BW
backward acquisition.

Here, we used the Level 1A data. All images were acquired with a cloud cover until 25% (according
with the technical acquisition procedure), and these clouds were located in some areas over the volcano.
Therefore, after the stereoscopy process, a mask was applied to remove the cloud cover because, although
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the software attempts to triangulate distal data to compensate for areas without height information, the
final height measurements could have been wrong.

SPOT6/7 works over a simple stereoscopy configuration, termed “agile view”, which implies a
customized position and orientation of the observed target. The sensor begins with forward acquisition
(FW), switches to backward acquisition (BW) after 90 s and repeats this process once again and ends
the stereopair acquisition after 180 s. Therefore, each line of the image is acquired twice with a 90 s
delay. To acquire tri-stereo full coverage, an additional nadir acquisition is performed with 30◦ as the
maximum incidence angle [32] (Figure 3).

3.2. Remote Sensing Data (EO-1 (ALI) and SPOT 6/7) Used for the Interpretation of the Eruptive Temporal
Sequence

SPOT6/7 and EO-1 (ALI) images were used to support the chronology of the eruptive phase
during the period of 2014–2016 (Table 2). The technical characteristics of the SPOT 6/7 satellites were
mentioned above. ALI is one of the instruments onboard the EO-1 satellite. This is a multispectral
sensor of 10 bands: R, G, B, VNIR, SWIR (30 m of resolution) and Panchromatic (10 m resolution),
the satellite provides a standard swath around 37 km and length of 42 km (and it is possible to get
increased length of 185 km); and a revisit on ground each 26 days. The EO-1 was part of NASA’s
project “Volcano Sensor Web” [33], focused on monitoring volcanic activity in selected areas including
the Kilauea volcano, Iceland’s Eyjafjallajökull and Anak Krakatau Volcano; EO-1 was used principally
for tracking lava flows, discharge-rate estimation relative and thermal remote sensing for hotspot
detection [33–36].

Table 2. Remote Sensing and SPOT data used for the eruptive temporal sequence.

Sensor Date Spectral Mode Pixel Resolution (m) Level Acquisition

EO-1 (ALI) 15/07/2015 Multispectral 10 1B

SPOT/6 25/07/2015 Panchromatic/Multispectral 1.5
10 1A

SPOT/7 13/04/2017 Multispectral 6 1A

All SPOT images were acquired in L1-A level, EO-1 (ALI) image in L1-B format. Radiometric
corrections were applied using the “Apply Gain and Offset” algorithm and FLAASH atmospheric
correction module of the ENVI 5.3 software. These corrections consist of removing atmospheric
distortions due to the presence of water vapor and aerosols based on estimations of the correct
wavelength positions of the bands. To achieve an accurate coregistration of each DSM, a 5-m DSM
based on light detection and ranging data (LIDAR) was used as a spatial reference. The LIDAR data
were acquired in 2012 (2012-DSM) and obtained from the Mexican National Institute of Statistics and
Geography [37]. Moreover, to improve the visual interpretation of the images, spectral enhancement
was applied to maximize the contrast of the data by applying a non-linear contrast stretch-enhanced
RGB composite image [38]. Specifically, from the 2015 SPOT image, a 2.5 m resolution image was
obtained with a fusion process between the 10 m resolution multispectral image and the panchromatic
data (Figure 2b), which, in combination with the E0-1 (ALI) data, was used to better define the spatial
distribution of the lava flows prior to and after the climatic activity of July 2015 (Figure 2).

4. Methods

The work flow applied for the volume estimation of the lava and pyroclastic flows is shown in
Figure 4, which is described in the sub-sections below.
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Figure 4. Work flow applied for volume estimations of the lava and pyroclastic flows linked to the
eruptive phase (2014–2016). DSM-LIDAR, digital surface model light detection and ranging data; WLF,
lava flow on the W flank; SWLF, lava flow on the SW slope; SLF, south lava flow.

4.1. Digital Surface Models (DSM) Processing

Toperformthedigitalstereoscopyprocessing, weusedtheIMAGINEPhotogrammetry2015software. This
is a specialized module of ERDAS IMAGINE that focuses on high-accuracy full photogrammetry processing,
such as digital terrain model generation, full analytical triangulation and orthophoto-mosaicking
production. We used an intuitive interface with a linear workflow that was based on the model sensors
that were previously defined for each aircraft and satellite sensor. In accordance with the SPOT image,
the rational polynomial coefficients (RPC) file contains all of the orbital ephemeris coefficients required
to resolve the software model and thus acquire the point cloud needed to generate the final DSM. To
improve the absolute horizontal (x, y) position, an ortho-rectified photo mosaic with a pixel resolution
of 2 m was used as a reference. This mosaic was acquired from the National Institute of Geography
and Statistics (INEGI) and was, therefore, the highest quality georeference in Mexico. Approximately
25 and 30 ground control points (GCPs) were settled for each generated DSM. Twenty tie points were
also selected to increase the spatial correlation between the stereo and tri-stereo images. Finally, three
DSMs were extracted using the WGS 84 datum and the Universal Transversal of Mercator (UTM)
projection with a horizontal resolution between 7 m and 21 m (Table 1). From this point on, the three
DSMs will be abbreviated as follows: 2014-DSM, 2015-DSM, and 2017-DSM.

To evaluate the DSM accuracies, the root mean squared error (RMSE) was calculated for each
DSM. The highest National Geodesic Network accuracy was used as a spatial reference; this network
is a collection constituted by more than 100,000 geodetic control points distributed over all territory
since 1978 (Table 3). The 2015- and 2017-DSMs have RMSEs below 1 m; in contrast, the 2014-DSM
extracted from the tri-stereo 2014 data has a RMSE of 1.29 m, which represents the lowest accuracy
among the three DSMs extracted with the stereoscopic techniques. We would have expected a
higher vertical accuracy of the DSMs extracted from the tri-stereo images due to the tri-stereoscopic
capacity, which would reduce the number of voids caused by the high topography in volcanic areas.
However, this result can be explained by the small angle formed between the triplet image acquisitions
(+19.08◦/+8.22◦/+14.05◦) with respect to an optimal tri-stereo configuration of −15◦–20◦/±0◦/+15◦+20◦.
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Table 3. Root mean squared error (RMSE) estimation based on the National Geodesic Network
of Mexico.

DSM RMS (m) S2 S
Number of Geodesic Stations

(NGRS) Considered

Stereo-pair, 2017 0.281 0.07370655 0.27148951 63

Stereo-pair, 2015 0.803 0.2833703 0.532325379 42

Tri-stereo, 2014 1.2991 0.44845054 0.669664499 53

4.2. Volume Estimation of the Associated Lava Flows and Pyroclastic Flows

As mention before, a 5 m DSM from the LIDAR data acquired in 2012 (2012-DSM) was used as a
pre-eruptive DSM topographic reference. For the estimation of the lava flow volumes, the 2012-DSM
and 2017-DSM were used as pre- and post-topography references to obtain the volumes of the main
lava flows that were emplaced on the cone during the 2014–1016 period.

The estimation was performed with raster operations using @ArcGis 10.2 (Table 4, Figure 5).
The 2014-DSM was used only to evaluate the partial advance of the SW lava flow that, at the time of
the 2014 SPOT image, was still advancing downwards (Figure 6a,b). Specifically, for the two lava flows
that were emplaced in May and September 2014, the 2012-DSM was appropriated as the pre-event
surface because, between 2012 and 2014, no major events affected the W or SW sectors of the cone
besides the emplacement of small pyroclastic flows and lavas (Figure 5, black arrow). In contrast, for
the lava flow that was emplaced in September 2016 on the S flank, the 2015-DSM could not be used
as a pre-event surface because the cone was covered by clouds. Thus, the 2012-DSM was used, but
this was still inappropriate because several morphological changes affected the southern slope of the
cone during the activity in 2015 (Figure 1b,c). Other than this approximation, the raster operation
performed between the 2012-DSM and 2017-DSM defined the lava flow extensions well (Figure 5), and
the calculated volume for the south lava flow (SLF) is probably overestimated because, with respect to
the 2012 topography, at least one lava flow lies below the 2016 lava flows. To calculate the error in the
volume estimation (z-axis), the altitudes of control points on known morphological features that were
not affected by the eruption were compared in both the 2012 and 2017 DSMs. The differences in the
heights were on the order of +/−1.5 m. This value was multiplied by the area covered by each lava
flow to obtain an estimate of the error of the volume calculation (Table 4). The volume of the 10–11
July 2015 BAF deposits was previously calculated [6,28], and this result is taken here to estimate the
total magma volume involved in the 2014–2016 eruptive phase (Table 5).

Table 4. Estimated lava flow parameters.

Lava Flow Date
Travel

Distance (km)
Volume (m3) Area (m2)

Error in
Volume (m3)

Slope

LAVA W May 2014 1.2 7.5 × 106 2.3 × 105 ±3.45 × 105 31◦

LAVA SW September
2014 2.2 4.7 × 106 (by Nov. 2014)

12.2 × 106 final 5.6 × 105 ±7.8 × 105 27.8◦

LAVA S September
2016 2.2 16 × 106 8.1 × 105 ±1.1 × 106 29.5◦

Table 5. Estimated parameters for the 10–11 July 2015 pyroclastic flows emplaced along the Montegrande
ravine.

Facies Area (m2) Volume (m3) Error in Volume (m3) References

channel 8.6 × 105 4.2 × 106 ±6.75 × 105 [6]

channel 9.4 × 105 5.8 × 106 ±1 × 106 [28]

270



Remote Sens. 2019, 11, 1167

 
Figure 5. Raster (7.5 m resolution) resulting from the subtraction between the 2012 and 2017 DSMs
showing the main changes related to lava flow emplacement during the 2014–2016 eruptive phase.
The raster was classified for values > 1 m considering the z-error of −/+ 1.5 m. The black arrow points
to pyroclastic and lava products that were emplaced in 2013. (Map Projection: Universal Transverse
Mercator—UTM).
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Figure 6. (a) 28 November 2014 SPOT image in which the 2014 lava flow areas are clearly visible.
By comparing this image with the EO-1 (ALI) (bands 3, 2, 1) of 18 July 2015 (b), it is possible to observe
that, by November 2015, the SW lava flow was still advancing (white arrows, the dotted line points to
the final extent). In this image, the lava flow emplaced just after the July eruption is also visible (black
arrow). This flow was subsequently covered by the S lava flow in 2016 as evident in the 13 April SPOT
image (bands: 3, 4. 2) in (c). (d) Raster showing the lava flow thicknesses as obtained by the raster
operation between the 2012 and 2017 DSMs (Map Projection: Universal Transverse Mercator- UTM).

4.3. Using the Etna Lava Flow Model Simulation Code

The previously described pre- and post-eruption DSMs constitute an excellent opportunity to
calibrate lava flow simulation software for the construction of hazard maps of this volcanic phenomenon.

The calibration stage is essential for the simulation of different scenarios of lava flows (or for any
type of volcanic process in general) and consists of reproducing the extensions and runouts of known
lava flows, which requires knowledge of the topographies prior to emplacement.

Here, we used the Etna Lava Flow Model (ELFM) code [39], which has previously been applied to
other Mexican volcanoes, including Popocatépetl and Ceboruco [40,41]. The ELFM is a probabilistic
model that is similar to other types of lava flow models [42,43] and simulates different paths that lava
might follow when emitted from a volcanic vent [39,44]. In addition to the digital elevation model of
the volcano (DEM) and the coordinates of the vent, the input parameters for the ELFM are the following:

272



Remote Sens. 2019, 11, 1167

the maximum thickness of the flow (m), the possible maximum length that the lava can cross on the
DEM (in the number of steps or pixels), and how the thickness of the flow varies during emplacement
until its movement stops [39]. The software is based on Felpeto’s algorithm [45] but incorporates
improvements to solve the flow loop problem with a dynamic DEM, which makes it possible to
establish the length and the height of each lava flow simulation. Moreover, these improvements allow
for changes to the lava flow height over the flow path based on the distance via the use of different
functions (i.e., constant, linear or logarithmic). This last parameter correlates with the viscosity and
yield strength of the flow during its emplacement [46], which enables the simulation of more evolved
lava flows compared with those of Etna (which are basaltic in composition) for which the software
was originally created. Another variable parameter is the number of iterations in each run of the code.
A value of 1000 iterations is commonly considered sufficient (i.e., no significant changes occur with
greater numbers of iterations) as verified in previous studies [39,44,45,47].

In the above-mentioned research, it was necessary to reconstruct the paleo-topographies of
historical lava flows because digital elevation models were not available prior to the emplacement of
the flows.

This process, which is primarily performed manually, incorporates considerable error into the
calibration and simulation processes because the results of simulations of lavas are highly dependent on
the resolution of the DEM used [37], as repeatedly noted in simulations of other volcanic and geological
flow phenomena [48–51]. For the case of Volcán de Colima, the September 2014 and September 2016
lava flows were reproduced on the existing DSM obtained from the 2012 INEGI LIDAR dataset [37],
which was resampled to 10-m horizontal resolution.

The results of the ELFM were ASCII (see glossary) files that were processed in the ArcGIS
10.2® software according to the following steps: (a) transformation the ASCII files to raster files;
(b) reclassification of each raster file into eight groups of values, excluding the pixels with values
between 1 and 5 (which corresponded to 0.5% of the total iterations and were considered to be
overestimations in the simulations [44]); and (c) transformation of the raster files into shape files
(polygons) to calculate the inundated areas in each of the calibration runs and compare them with the
real areas of the considered lava flows.

5. Results

5.1. Lava Flow Inundation Area and Volume Estimation

Three main lava flows were identified from the analysis of the SPOT images, and they are named
here based on the directions of their emplacements as follows: May 2014 West Lava Flow (WLF),
September 2014 South-West Lava Flow (SWLF), and September 2016 South Lava Flow (SLF) (Figure 6
and Table 4). Based on the raster operations, their volumes were estimated and ranged from a minimum
of 7.5× 106 m3 for the WLF to a maximum of 16× 106 m3 for the SLF (Table 4). As previously mentioned,
the volume estimation for the most recent SLF is probably overestimated because the 2012-DSM does
not reflect all of the morphological modifications of the southern slope of the cone during and after the
10–11 July 2015 eruptive activity. Lava flows were emplaced over slopes of 29.5◦ for the WLF, 27.8◦ for
the SWLF and 31◦ for the SLF and reached maximum distances of 1.2, 2.2 and 2.2 km, respectively
(Table 4). Interestingly, in the SPOT images from 28 November 2014, the SWLF is still advancing
because its extent does not correspond with the maximum runout visible in the 18 July 2015 EO-1 (ALI)
and 2017 SPOT images (Figure 6a–c). Therefore, by 28 November 2014, the lava traveled 1.9 km (for a
volume of 4.7 × 106 m3 based on the 2012- and 2014-DSM raster operations; Table 4). Its final runout
is 2.2 km for a total volume of 12.2 × 106 m3 (Figure 6a,b). For this lava flow, the exact dates of the
initial and final extrusion times are unknown. If its initial stage of extrusion was detected in September
2014, by 28 November (~75 days), an extrusion rate of ~0.7 m3/s could be estimated, which is in the
range of the effusion rate calculated by [52] for the same lava flow. If this estimation is correct, the
lava flow probably stopped by March 2015, but no images were found to confirm this assumption.
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In contrast, a more precise estimation could be performed for the SLF. A thermal anomaly related to
the SLF was first reported on 27 September 2016, and the lava flow maximum runout was reported on
October 19th [23,24]. Based on this information, an extrusion rate of ~8 m3/s was estimated here, which
is much higher than that of the SWLF but very similar to the extrusion rates calculated for lava flows
in 2004 [53]. From the raster values of the lava flow bodies and based on the topographic profiles, the
lava flows exhibit a maximum thickness of approximately 50 m towards their distal fronts (Figure 6d).
The WLF shows a general convex profile with a clear blocky superficial texture, which contrasts with
the SWLF, which shows a concave profile with a lateral levee (Figure 6; Figure 7). The SLV consists of
three main lava bodies with concave profiles similar to the SWLF.

 

Figure 7. Longitudinal and transverse profiles of the WLF, SWLF and SLF described in the text. The
transverse profiles were delineated in the middle part and at the distal end of the path of each lava flow.
(Map Projection: Universal Transverse Mercator—UTM).
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5.2. Block-and-Ash Flow Deposits: Inundation Limits, Volume and Thickness Variation

The 10–11 July 2015 collapse of the summit dome produced pyroclastic flows that inundated the
Montegrande ravine (Figure 2). The 2015 SPOT product was segmented to define the affected area [6]
(Figure 2b) and distinguish between the valley-confined facies that consist of massive, matrix-supported
BAF deposits that are up to a 20 m thick with cm to m blocks imbedded in an ashy matrix, and the
overbank facies that correspond to 1 to 3 m thick massive BAF deposits that are covered by centimetric
layers of massive ash. These fine, homogenous ash layers on top of the overbank unit comprise the
feature that allowed for its discrimination from the valley-confined facies during image segmentation.
A volume of 4.2 × 106 m3 was estimated for the valley-confined BAF based on the difference between
the 2012-DSM and the 2015-DSM (Table 5). The dense rock equivalent (DRE) [54] was then estimated
based on an andesitic lava density of 2.4 g/cm3 and a BAF deposit density of 2 g/cm3, yielding a DRE
(magma) volume of approximately 3.5 × 106 m3. [28] analyzed two 50-cm resolution stereopairs of
Pleiade-1A satellite images acquired in April 2013 and January 2016. Based on photogrammetry of
these two stereo pairs, these authors obtained two 1 m spatial resolution DEMs based on which a
volume of 5.8 × 106 m3 for the same valley-confined facies was estimated. Considering the errors
(Table 5), both volume estimations are comparable.

5.3. Calibration of the ELFM at the Colima Volcano

Software calibration is a fundamental step prior to lava flow simulations of different eruptive
scenarios for hazard evaluation. It consists of several test-error simulations and modification of the
input parameters until the best fit of the area covered by the real lava flow is found. The 2014 SWLF
and the 2016 SLF were reproduced on the 2012 DSM [37] after totals of 42 and 25 runs, respectively,
using 1000 iterations in each run as a fixed parameter.

A fundamental aspect of the calibration was the selection of the exact possible vent of each of
the lava flows. Tests were performed on eight different pairs of coordinates for the 2014 SWLF and
three different vent position for the 2016 SLF, all of which were located in the proximal area of the lava
flow polygons obtained by the raster subtraction (Figures 5 and 6d). Notably, the positions of the three
emission centers used for each flow are separated by an average of 30 m.

For both lava flows and each of the vents selected, tests with linear and logarithmic variations of
the thickness of the flow were performed and found that a linear increase in the thickness (value 1 in
the software) over the path of the flows was the best choice for the lavas emplaced on high slopes; this
is also the case for the 2014 and 2016 Colima lava flows (slopes between 28◦ and 31◦, Table 2) in which
the maximum thicknesses (35 to 50 m) are reached in the middle and distal portions of the total lengths
(Figure 7).

The other input parameters needed for the ELFM were varied in each of the runs to search for
the datasets that best fit the extents of the real lava flows. The maximum thickness of the flow was
modified between 10 and 40 m, and the possible maximum length (in number of steps or pixels) that
the lava could cross was varied between 300 and 550 steps. The best parameters for reproducing the
Colima 2014 SWLF were a thickness of 30 m and 400 steps (Figure 8a). For the 2016 SLF, a thickness of
30 m and 370 steps were sufficient to reach the length of the observed lava flow (Figure 8b). A thickness
value of 30 m was selected as the average value of the thickness of the lava flows. The maximum value
of 50 m, which was obtained in the calculation of the thickness in the raster operations (Figure 4d), was
not considered in the calibration simulations because this value was only obtained at specific points of
the total area of each lava flow, as observed in the transverse profiles (Figure 7).

The selected simulations revealed a low percentage of underestimated areas (i.e., areas flooded
by the real lava flows and not covered by the simulation) and fit with the full spatial extent of the
reproduced lavas. However, in both cases, the simulations overestimated the flooded areas—by 40%
in the case of the SWLF and 35% in the case of the SLF. This overestimation was probably due to the
fact that the 2012 DSM does not account for changes at the summit of the cone that occurred between
2012 and 2014.
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Figure 8. Results of the simulations showing the best fits with regard to the extensions of the real lava
flows. The simulations were performed with 1000 iterations. The ASCII (see glossary) files resulting
from the Etna Lava Flow Model (ELFM) software runs were transformed into raster files and later
reclassified in a discrete number of groups of iterations as shown in the legend. (a) Reclassified raster of
the SWLF simulation using 400 steps for the flow path, 30 m for the final thickness and a linear increase
in the flow thickness. (b) Reclassified raster of the SLF simulation using 370 steps for the flow path,
30 m for the final thickness and a linear increase in thickness. (Map Projection: Universal Transverse
Mercator- UTM).

Nevertheless, based on this calibration, a lava flow hazard evaluation could be extended to the
entire cone, including other vents around the crater rim, for lavas with similar extensions and volumes,
and also for other eruptive scenarios that could involve the emission of lava flows of greater length
and volume.

6. Discussion

Using SPOT and EO-1 (ALI) data, we were able to map and estimate the volume of the deposits
emitted during the 2014–2016 eruptive phase of Volcán de Colima, which is one of the most active
volcanoes in Mexico. These data were freely available, and their temporality acquisition was optimal for
defining the chronology of the eruption and the maximum extensions of the pyroclastic flows and lava
flows, their volumes and their extrusion rates. Although products of higher resolution are available,
such as the Pleiades 1A data (Pleiades-HR is composed by two-spacecraft constellation, optical
high-resolution panchromatic -0.7 m- and multispectral -2.8 m-), most are prohibitively expensive,
especially for institutions working in Latin America. Despite this limitation, the results presented here
demonstrate that SPOT images can be a useful tool and provide a spatial resolution that is sufficient to
obtain DSMs from which volume estimations can be retrieved. Moreover, these volume estimations
agree with those obtained, for example, with DEMs based on Pleiades 1A data [28] for the BAF
deposits (Table 5) and by direct observation of lava flows [52]. A map of the total affected area that
distinguishes between the lava flows and pyroclastic deposits is presented here (Figure 9). This map is
an invaluable tool that can be used to calibrate numerical simulations and upgrade the hazard map of
Volcán de Colima, for which a similar scenario has not previously been considered [9]. Specifically,
the calibration of the lava flow simulation software presented here benefited from the availability of
the real topography prior to the event and the total distribution of the simulated lava flow. Based on
the best-fit values obtained in this work, a range of values for each parameter can be established to
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simulate the emission of andesitic lava flows of a few kilometers in length from eruptive centers on
the edges of central crater and to establish other sets of data to reproduce different scenarios of more
voluminous lavas.

 

Figure 9. Map showing the distribution of lava flow deposits and PDC (Pyroclastic Density Currents)
deposits associated with the 2014–2016 eruptive phase of Volcán de Colima. (Map Projection: Universal
Transverse Mercator—UTM).
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An additional result of this study relates to the eruptive behavior at Volcán de Colima. Based
on the chronology of the effusive phases and the volume of the lava flows, the extrusion rates were
estimated. The calculated extrusion rates spanned from a minimum of 0.7 to a maximum of 8 m3/s, in
agreement with the information reported in a previous study (i.e., [52]). The lower rate corresponds
to the SWLF that emplaced over a lower slope gradient (27.8◦) and with a lower magma volume
(12.2 × 106 m3), and the higher value corresponds to the SLV that emplaced over a 31◦ slope with
a larger volume (16 × 106 m3). The correlations between the slope gradient, magma volume and
extrusion rates fit with the general behavior of lava flow [55], which again confirms the validity of the
parameters calculated for the 2014–2016 lava flows.

Finally, based on the estimation of the total volume of the magma involved in the 2014–2016
eruptive phase, which was considered to be an anomalous scenario associated with historical activity
(i.e., [6,7]), some considerations about the eruptive style can be presented. Considering the lava flows
and pyroclastic flow deposits, we estimated a total magma volume of approximately 40 × 106 m3.
This value is much higher than previous activities associated with dome collapses, which involve BAF
volumes on the order of 105 m3 (i.e., [4,5]), but one order of magnitude lower than that of the 1913 Plinian
eruption, which had a total volume of 3 × 108 m3 [8]. Thus, even if the 2015 scenario was unexpected
(primarily due to the maximum runout of the BAFs, which have usually extended up to 7 km during
previous eruptive episodes), the magma volume in the magma chamber was at the lower limit of
the estimation at which a Plinian or even sub-Plinian scenario could be expected based on numerical
models [56]. A larger magma volume (108 m3) is needed to generate an overpressure sufficient to
trigger a Plinian scenario. This is an important result that helps to better understand the eruptive
behavior of Volcán the Colima and supports the theoretical results obtained with numerical models.

7. Conclusions

This analysis focused on defining the chronology of the events, the affected area and the total
magma volume involved in the eruption. As demonstrated here, the SPOT data were optimal for
generating a first approximation of the magnitude of the eruption and producing a map with the
distribution of the deposits. These are invaluable data for understanding a volcano’s behavior and
simulating possible future scenarios, especially considering the reduced accessibility of the majority of
the area around an active volcano. Based on here presented results, the hazard assessments for the
block-and-ash flows and lava flows at Volcán de Colima can be revised and improved. Additionally,
based on numerical models [56], the estimated magma volume involved in the 2014–2016 eruptive
phase was too low to trigger a Plinian scenario similar to the 1913 activity. A larger magma volume
stored in the magma chamber would be needed, and, as observed in the precursory activity of the 1913
eruption, dome destruction would be accompanied by explosive events; no such events were observed
during the 2015 activity.

Remote sensing is an invaluable tool for the rapid mapping of active volcanoes after major
eruptions. As recently observed at Volcán de Fuego in 2018 (Guatemala), a quick mapping to
evaluate damage can be realized and used for rescue activities in the few days following a disaster
(i.e., Information Technology for Humanitarian Assistance, Cooperation and Action (ITHACA),
http://www.ithacaweb.org/; United Nations Institute for Training and Research Operational Satellite
Applications Programme (UNITAR-UNOSAT), www.unitar.org/unosat [57]). Subsequently, the same
products can be used to define a map of the different deposits (lava flows and pyroclastic flow)
that enable volume estimation, identify key features for numerical model calibration, and allow the
construction of hazard maps.
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Glossary

ASCII American Standard Code for Information Interchange
ASTER Advanced Spaceborne Thermal Emission and Reflection Radiometer
BAF block-and-ash flow
BW switches to backward acquisition
DEM Digital Elevation Model
DRE dense rock equivalent
DSM Digital Surface Model
ELFM Etna Lava Flow Model (code)
EO-1 (ALI) Earth Observing-1 ALI (on) Advanced Land Imager
ERMEX Estación de Recepción México
FW forward acquisition
GCP ground control points
INEGI National Institute of Geography and Statistics
InSAR Interferometry Synthetic Aperture Radar
ITHACA Information Technology for Humanitarian Assistance, Cooperation and Action
LIDAR Light Detection and Ranging Data
PDC Pyroclastic Density Currents
RMSE root mean squared error
RPC rational polynomial coefficients
SLF south lava flow
SPOT Satellite Pour l’Observation de la Terre (SPOT/6)
SWLF South-West Lava Flow
UNITAR United Nations Institute for Training and Research
UNOSAT UNITAR Operational Satellite Applications Programme
UTM Universal Transversal of Mercator
WLF West Lava Flow
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Abstract: After a month-long increase in activity at the summit craters, on 24 December 2018, the Etna
volcano experienced a short-lived lateral effusive event followed by a rapid resumption of low-level
explosive and degassing activity at the summit vents. By combining space (Moderate Resolution
Imaging Spectroradiometer; MODIS and SENTINEL-2 images) and ground-based geophysical data,
we track, in near real-time, the thermal, seismic and infrasonic changes associated with Etna’s activity
during the September–December 2018 period. Satellite thermal data reveal that the fissural eruption
was preceded by a persistent increase of summit activity, as reflected by overflow episodes in New
SouthEast Crater (NSE) sector. This behavior is supported by infrasonic data, which recorded a
constant increase both in the occurrence and in the energy of the strombolian activity at the same
crater sectors mapped by satellite. The explosive activity trend is poorly constrained by the seismic
tremor, which shows instead a sudden increase only since the 08:24 GMT on the 24 December 2018,
almost concurrently with the end of the infrasonic detections occurred at 06:00 GMT. The arrays
detected the resumption of infrasonic activity at 11:13 GMT of 24 December, when tremors almost
reached the maximum amplitude. Infrasound indicates that the explosive activity was shifting from
the summit crater along the flank of the Etna volcano, reflecting, with the seismic tremor, the intrusion
of a gas-rich magma batch along a ~2.0 km long dyke, which reached the surface generating an
intense explosive phase. The dyke propagation lasted for almost 3 h, during which magma migrated
from the central conduit system to the lateral vent, at a mean speed of 0.15–0.20 m s−1. Based on
MODIS and SENTINEL 2 images, we estimated that the summit outflows erupted a volume of lava
of 1.4 Mm3 (±0.5 Mm3), and that the lateral effusive episode erupted a minimum volume of 0.85 Mm3

(±0.3 Mm3). The results presented here outline the support of satellite data on tracking the evolution
of volcanic activity and the importance to integrate satellite with ground-based geophysical data in
improving assessments of volcanic hazard during eruptive crises.

Keywords: MODIS data; SENTINEL-2 images; infrasonic activity; open-vent activity; fissural
eruption; long- and short-term precursors

1. Introduction

Multidecadal satellite data from different platforms have provided great support for volcano
monitoring, and are enlarging our knowledge on the processes that drive the eruptions (e.g., [1–5]).
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For example, infrared sensors with low to moderate spatial resolution (i.e., >1 km) make it possible to
detect and quantify almost continuously the heat flux sourced from remote volcanoes [6,7], and may
now be used to estimate, in near real-time, the lava discharged rates and erupted volumes, during
worldwide effusive eruptions [5,8–10].The availability of high spatial resolution data (i.e., 30–90 m)
acquired from different platforms constitutes a further improvement of space-based thermal volcano
monitoring [11], making it possible to localize with high accuracy the position of an eruptive vents
or, more generally, to characterize the thermal contribution of different volcanic sectors inferring
magnitude and spatial information (e.g., location and size) of small hot spots (i.e., fumaroles, hot
cracks) [12–15]. High-temporal resolution thermal data make it possible to track fast and energetic
events (such as lava flows) once they have started [9,10], but they not have sufficient spatial resolution
to detect small and long-term precursory thermal anomalies.

On the other hand, ground-based monitoring networks, installed on active volcanoes, acquire,
store and process several fundamental parameters (e.g., seismicity, infrasound) that, combined together,
make a great contribution in the short-term forecasting of eruptive crises [16].

Open-vent basaltic volcanoes, such as Etna, continuously emit magmatic-related products into the
atmosphere [17], and can be sporadically affected by more energetic phenomena, such as paroxysmal
explosions or flank eruptions [18,19] that can be preceded by short- or long-term precursors [20]. Hence,
the ability to combine multiple dataset and to decipher the processes occurring within a volcanic
system at different timescales represents a challenge and a future mandatory prerequisite for hazard
assessment [21,22].

In this view, the great impact related to the explosive ash-rich paroxysms experienced by the Etna
volcano in the latter years, pushed the scientific community to improve multiparametric monitoring
systems by investigating long- and short-term variations in the behavior of the Etna volcano [23–26].
For example, Ripepe and coauthors [22] successfully developed a fully-automated early warning
system that is able to track and notify the transition from violent intermittent strombolian activity to
LFs- related eruptive column, based on infrasonic and thermal data [22].

In this work, we combine space- and ground-based geophysical data in order to investigate the
September-December 2018 eruptive phase of the Etna volcano (Sicily, Italy), with a focus on the long-
and short-term precursor signals that preceded the main effusive event of the 24 December 2018, and
the successive resuming of the summit explosive activity.

Heat flux data, derived by MODIS sensor, are used to calculate and track the evolution of
time averaged lava discharge rates (TADRs) and erupted volumes, while the high-spatial resolution
potentiality of SENTINEL-2 images are used to locate the thermal activity at the multiple summit
active vents of Etna. Infrasonic arrays and tremor amplitude measures are used to track the intensity,
the frequency and the source of the explosive events occurring at summit craters.

The integration of satellite and ground-based data, give us an in-depth ability to record the
shifting from open-vent conditions, represented by sustained summit strombolian activity, to the
24–26 December flank effusion promoted by a 2-km long feeder-dyke intrusion. This approach is
particularly useful for a complex and multiple-crater volcano as Etna, with composite eruptive pathway
and high variability in distribution and impact of future opening vents and effusive fissures.

2. Background

Etna is an open-vent basaltic volcano, characterized by a persistent degassing and frequent
explosive activity, ranging from low strombolian explosions to lava fountaining and sub-plinian
ash-rich paroxysms [27–29]. This activity occurs at several active vents located at three main sectors of
the summit area, named: Bocca Nuova–Voragine (BN/VOR, also cited as Central Craters—CC; [29]),
NorthEast Crater (NEC) and Southeast Crater–New Southeast Crater (SEC/NSEC) ([30,31]; see Figure 1).

This open-vent activity is periodically interrupted by effusive eruptions, occurring at the summit
or along the flanks of the volcano, that drain portion of the shallow magmatic system of Etna [29,32–35].
While the so-called “summit eruptions” are fed by degassed magma likely stored at a shallow level
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and rising through an open central conduit [29], the flank and fissural eruption seems to be fed by
a deeper, gas-rich magma. These eccentric eruptions take place along three main “rift zones”—NE
Rift, S Rift and W Rift—outlining the strict control played by the tectonic structural framework of the
volcano on the opening of lateral vents [34,36]. The eccentric flank eruptions may be promoted by
magma reaching the surface via new, secondary conduits and/or dike intrusions, successively being
erupted from propagating lateral fissures with multiple aligned vents [29,36]. In this view, a main
hazard source at the Etna volcano is related to the opening of distal eruptive fissures with lava flows
that potentially threatened nearby villages, infrastructures and tourist facilities [37].

During the last decade, the Etna volcano has exhibited a migration in persistence and magnitude
of eruptive activity from SEC toward the NSEC crater, due to a preferential NE–SW oriented dilatation
in the summit sector promoted by NE volcano flank instability during inflation phases [38]. Since 2011,
its activity has been characterized by the occurrence of several (54) Lava Fountain (LF) episodes
occurring at NSEC and VOR, generally preceded by an hour- to day-long increase of strombolian
activity [22,25,29,39], and recurrently accompanied by short-lived (0.5–9 h), low-volume (0.5–3 Mm3)
lava flows. The 2011–2018 period was also characterized by 5 minor effusive eruptions (January–April
2014, July–August 2014, February 2017, March–April 2017, August 2018) not accompanied by lava
fountain activity [40,41]. These events were characterized by duration from 5 to 75 days, and by
limited erupted volumes (between 1 and 12 Mm3; [42–45],) remarking a clear difference from the
voluminous eruptions occurred between 2001–2009 (having duration of 20–420 days and volumes of
30–60 Mm3; [46]).

The last effusive episodes occurred on 24 December 2018, and were characterized by the opening
of an eruptive fissure at the base of the New South-East Crater on the western flank of Valle del Bove.
The eruption produced gas and ash-rich plumes from the summit vents an intense Strombolian activity
along the fissure, feeding several eastward lava flows [47]. Notably, this event was accompanied by an
intense seismic swarm (more than 130 earthquakes in 3 h) culminating, on 26 December at 2:19 am
(UTC), with a Mw 4.9 earthquake with the epicenter between the village of Lavinaio and Viagrande
(CT), in correspondence of the Flandaca Fault. The earthquake was very shallow (1.2 km depth) and
affected buildings, facilities and injured a dozen of people close to the epicentral areas along the lower
south-eastern flank of Etna [48].
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Figure 1. Shaded relief map of Etna summit area, with the indication of the main crater sectors and
approximate maps of lava flows emplaced during the September–December 2018 activity. The location
and the configuration of the MVT infrasonic array are also represented (see Method section). Blue
arrows show the main localized back-azimuth during summit (7◦, BN/VOR sector) and lateral activity
(20◦–40◦, eruptive fissure), respectively. The adopted satellite sensors are also presented.

3. Dataset and Methods

Our work is based on the analysis of 2 satellite-based thermal datasets (provided by MODIS
and SENTINEL 2 sensors, respectively) and 2 geophysical datasets, constituted by seismic and
infrasonic signals recorded at ETN and MVT stations, respectively (Figure 1). Here, we summarize the
methodology used to analyze these four sets of data in order to track the activity of the Etna volcano
occurred between September and December 2018.

3.1. Volcanic Radiative Power by Using MODIS-MIROVA Data

MIROVA is a fully automatic volcano-dedicated hot-spot detection system ([49]) based on the
images acquired by the MODIS sensor mounted on TERRA and AQUA NASA’s satellites.

The combination of spatial and spectral principles to the middle infrared images acquired by
MODIS makes possible the identification of the hot-spot contaminated pixel(s) (1 km resolution) and,
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consequently, the quantification of high temperature (>600 K) thermal anomalies, in terms of Volcanic
Radiative Power (VRP, in Watt) (see [50]). The VRP (in Watt) is calculated through the MIR-method [50]:

VRPpIX = ApIX × 18.7 × (L4alert − L4bk) (1)

where APix, L4alert and L4bk are the pixel area (106 m2 for MODIS), and the middle infrared radiance (W
m−2 sr−1 μm−1) recorded by the alerted (L4alert) and background (L4bk) pixels, respectively. According
to [50] for hot targets that have an integrated temperature comprised between 600 and 1500 K, the
use of the constant of 18.7 sr·μm provides reliable estimates of radiant power with an uncertainty of
±30%. This makes VRP particularly appropriate for calculating the heat flux sourced by only the active
portions of lava flows, being almost insensitive to cooling lava surfaces having temperature lower than
∼300 ◦C [49].

Overall, during the September 2018–January 2019 period, MIROVA elaborated more than
657 images (four overpasses per day) of which 184 (ca. 28%) detected a thermal anomaly. The VRP
values range from less than 1 MW to a maximum of 2295 MW, this last being recorded on December 24
at 21:15 UTC.

3.2. Time Average Discharge Rate and Erupted Volume via MODIS Data

Satellite thermal data represent a useful parameter to estimate of Time Averaged lava Discharge
Rate (TADR) and erupted volumes during effusive eruptions [51]. This thermal approach relies on the
observed relationships that characterize the effusion rates, the active flow area, and the thermal flux, as
documented by [51–54].

Here, we adopted an empirical approach, proposed by [55], that directly relates the volcanic
radiant power (VRP), measured via MODIS, to the Time Average Discharge Rate (TADR) through a
unique, best-fit parameter, called radiant density (crad; in J m−3);

TADR =
VRP
crad

(2)

This empirical parameter represents the bulk efficiency of the lava body to radiate heat from its
active surface, and is mainly controlled by the rheological, insulation, and topographic conditions at
the time of emplacement [49,55]. Consequently, by integrating VRP measurements in time to obtain the
total Radiant Energy (VRE) we are able, to estimate the erupted volume by assuming the appropriate
crad, for the observed lava flow.

Based on previous calibration of the radiant density typical of Etnean lava flows [49,55], here we
used a crad between 2 and 3.6 × 108 J m−3 that makes it possible to constrain the erupted lava volumes
between a minimum and maximum value.

It should be noted that the above method relies on the assumption that all the heat recorded by
space is produced by the outpoured lava from the surface and the emplacing of lava flow or lava body.
However, during open-vent activity, no net lava can be outpoured from the volcano, despite a thermal
anomaly is still detected. In these cases the thermal approach can be used to infer the rate at which
magma reaches the uppermost levels of the conduit (i.e., the bottom of a crater), before being cycled
back in the convective magma column [56–59]. In this view, a variation in magnitude and persistence
of heat radiation from summit craters could indicate a different level of magma column [60].

3.3. SENTINEL 2 Images

The Multispectral Instrument (MSI) is carried on-board SENTINEL-2A/2B platforms, two ESA
satellites launched on polar, sun-syncronous orbit on June 2015 and March 2017, respectively.
MSI provides multispectral data in 13 bands from VNIR to SWIR spectral region, useful for volcano
monitoring applications. Indeed, the 20 m/pixel high-spatial resolution in the SWIR bands makes it
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possible to detail morphometric thermal features of the heat volcanic sources and distinguish active
volcanic craters, or sectors, during ongoing eruptions (with a decameter spatial detail; [14,42]).

The SENTINEL-2 data are made available by the ESA Copernicus Service Data Hub (https:
//cophub.copernicus.eu/dhus/#/home), were downloaded through the cloud storage service of Amazon
Web Service S3 (AWS-S3, https://registry.opendata.aws/SENTINEL-2/). Over the Etna geographical
area, SENTINEL-2 satellites have a revisit time of about 2–3 days considering the two inspecting
platforms 2A and 2B, enabling us to acquire about 10 high-resolution images per month, on average.

Following Massimetti et al. [61] we used the TOA (Top of the Atmosphere) reflectance data
with a band combination 12–11–8a in the SWIR spectral region (R: 2190 nm, ρ12; G: 1610 nm, ρ11;
B: 865 nm, ρ8a).

To analyze the thermal signature and to enlighten the presence of hot-spots, we applied a simple
approach based on spectral ratios analysis of 12–11–8a bands, detecting and locating the number of
“hot” pixels for each image in which a thermal volcanic emission is ongoing [62]. The algorithm to
detect hot-spot contaminated pixel applied here was already successfully tested on several worldwide
volcanic targets in comparison with MODIS-MIROVA heat flux [61]. For each pixel detected as “hot”,
we calculated a Thermal Index (T.I.) as the sum of the reflectances in the three SWIR bands analyzed
(e.g., T.I. = ρ 12+ ρ 11+ ρ 8A) which is here considered as a proxy of the heat source temperature. We
use the Thermal Index map to create stacked thermal profiles over the summit crater area of the
Etna volcano (Figure 4), enabling us to distinguish the different craters in terms of persistence and to
quantify the thermal contribute of each defined sector (see section Results).

To summarize, the SENTINEL-2 data are used to:

• observe qualitatively the ongoing eruptive state, comparing the chronology of Etna activity with
the visual inspection of satellite images;

• track the thermal activity of each summit crater sector via the number of “hot” pixels detected
during September–December 2018;

• evaluate the area and the length of the lava body produced during the analyzed timespan by
image processing.

3.4. Infrasound Arrays and Seismic Tremor

Infrasound monitoring at the Etna volcano is performed with two 4 elements small aperture
infrasound arrays [22,63,64], named ETN and MVT and installed, respectively, on September 2007 and
in 2015. The ETN array was installed at 2100 m a.s.l., at a distance of 5500 m from the summit craters
on the southern rim of Valle del Bove, while the MVT was installed on the southern flank of volcano at
1800 m a.s.l. and at a distance of about 6500 m from the craters. Both arrays are equipped with a FIBRA
(www.item-geophysics.it) with four elements deployed following a triangular geometry and with an
aperture (maximum distance between two array elements) of ~250 m and ~150 m, respectively ([22];
see Figure 1). Each array element is equipped with a differential pressure transducer with a sensitivity
of 25 mV/Pa, maximum pressure range of ± 100 Pa, and flat frequency response between 0.01 and
100 Hz. Infrasound pressure data are converted to digital at each array element, transmitted with fiber
optic cable to the central array element, where data is collected and GPS time stamped. The use of
fiber optic made it possible to increase the signal-to-noise ratio and reducing the damages related to
lightning and electrical discharges, with the ETN array being operational continuously since 2007.
At ETN the array is co-located with a Guralp CMG-6T broadband seismometer, with eigen-period of
10 s and sensitivity of 2000 V/m s−1.

Infrasound array data are processed in the time domain by applying a grid search procedure
for a source within the crater area. The analysis is applied on 5-s-long time window. The sound
speed velocity is fixed within the 330–360 m s−1 apparent velocity range, which accounts for a
temperature effect on the acoustic propagation velocity and for the source-receiver elevation differences
(1300 ± 100 m for the ETN array and 1600 ± 100 m for the MVT array). These two constraints allow
the automatic removal of all the sources different from the volcano. The algorithm ([65,66] for details)
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searches for coherent signals recorded across the array, and we define a detection when the semblance
exceeds 0.5. For each detection, the corresponding back-azimuth and the mean acoustic pressure are
thus calculated according to the delay times observed among the different channels. Considering
the aperture of the two arrays (<250 m) and the typical frequency of 1 Hz, the expected azimuth
resolution is ~2◦ [67], which corresponds to ~190–230 m horizontal resolution at a source-to-receiver
distance of 5500–6500 m. This processing is applied to the infrasonic data recorded at both the ETN
and MVT arrays.

Here, we analyze the MVT array data because its capability, due to the location (Figure 1), to
discriminate between Central Craters (BN/VOR and NE) and SE (NSE and SE) explosive activity.

4. Results

The complete time-series of the parameters recorded during September– December 2018 is shown
in Figure 2. Based on our acquired datasets, inspection of satellite images and published reports
(www.ingv.it), we subdivide the analyzed period into five main phases:

1. 1 September–4 November 2018; characterized by a monthly-long phase characterized by a
low-level explosive activity at summit vents;

2. 5–28 November 2018; characterized by a gradual increase in explosive activity at summit vents;
3. 29 November–23 December 2018; characterized by the concurrent strombolian and overflows

activity at BN vents and NSE sector, respectively;
4. 24–26 December 2018; the 24 December short-live lateral effusive episode along an NNW–SSE

oriented 2 km-long eruptive fissure;
5. 27 December 2018–15 January 2019; the resumption of a highly-energetic explosive activity,

localized at Central Craters sector, overlapping the end of the fissural effusive phase.

4.1. Phase I (1 September–4 November 2018): Low-Level Explosive Activity at Summit Craters

After the short effusive eruption of 23–29 August 2018 a low activity persisted at the Etna volcano
from September to mid-November (Phase I; Figure 2). This period was characterized by persistent
degassing, and low-level strombolian activity at the Central Craters (www.ct.ingv.it). Thermal and
geophysical observations during this phase outlined: (i) sporadic low to moderated MODIS-MIROVA
thermal alerts (VRP < 20 MW; Figure 2a); (ii) tremor amplitude at background level (Figure 2b) and
(iii) low-pressure infrasonic detections (<1 Pa at MVT array; Figure 2c) localized at the BN crater
(back-azimuth about 7◦). In particular, SENTINEL-2 images show that the MODIS-detected thermal
alerts were sourced by two distinct vents hosted within BN crater and from NSE sector with a sustained
degassing from NE and Central Craters (Figure 3a–c).
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Figure 2. 1 September 2018 –15 January 2019 time-series of thermal, seismic and infrasonic activity
at the Etna volcano: (a) VRP (blue stem) and Number of Hot Pixel (red circles) as retrieved by
MODIS-MIROVA and SENTINEL-2 images, respectively; (b) hourly-mean tremor amplitude expressed
as RSAM measured at ETN station; (c) hourly-mean amplitude pressure of the infrasonic detections
recorded at MVT array (see Figure 1) and cumulative number of detections at the same array. See Figure 1
for ETN and MVT location. All datasets are expressed as logarithmic scale, excepted for the Number of
Infrasonic detections. Yellow stars represent the occurrence of the 20 November seismic swarm and the
26 December earthquake (Mw = 4.9), see text for details.
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Figure 3. SENTINEL-2 class images acquired during the investigated Etna activity, in with summit
craters are marked. The imagery is processed in RGB colors (bands 12–11–8a) to enhance the presence
of hot targets (see Method section). Images represents the most representative shots (a–n) of the activity
characterized Etna volcano during September–December 2018 period.

4.2. Phase II (5 November–28 November 2018): Gradual Increase in Explosive Activity at Summit Craters

Since early November, an intensification on summit thermal activity at NSE and NE craters was
tracked by high-spatial resolution SENTINEL-2 images (Figure 3d). A clear increase in the number
of hot pixels (Figure 2a) was in fact coupled with a VRP that reached a value above 50 MW, for the
first time on 12 November, (see Figures 2a and 3d). This thermal increasing trend was confirmed by
an increment in clustered medium infrasonic pressure transient (up to 1 Pa at MVT array; Figure 2c)
associated to strombolian explosions. On 20 November 2018, a 15 h-long seismic swarm affected the
western sector of the volcano [68].

4.3. Phase III (29 November–24 December 2018): Strombolian and Effusive Activity at Summit Craters

A few days after the seismic swarm of 20 November, the Etna volcano showed a further increase
of summit activity, with the beginning of a sporadic lava effusion from a vent opened at the eastern
base of the NSE crater. SENTINEL-2 images firstly captured this overflow activity on 29 November (see
Figure 3e) when emissions become more continuous. Similarly, on 29 November at 00:50 UTC, MODIS
data firstly record VRP value above 100 MW (Figure 2a). This marked change in the thermal activity
detected by space marks the transition from Phase II to Phase III. Satellite observations tracked the
persistence of the lava overflows from the NSE Crater producing short lava flows towards East-South
East direction (maximum length of ca. 0.7 km, i.e., 21 December; Figure 3e–h).
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Overall, MODIS thermal alerts during December 2018 show a significant augmentation in terms
of both frequency (from 15% to 75% of the overpass) and intensity (from 25 to 160 MW, on average).
The further increase in VRP measured since 18 December (above the 200 MW; Figure 2a), corresponds
to the occurrence of several lava flows outpouring from the vent(s) at the base of the NSE crater, as
reported by field observations [69]. This heat flux increment is coherent with a general increase in the
number of hot pixels detected by SENTINEL-2 images during the same period (Figure 2a).

In the Phase III, the effusive episodes at NSE was accompanied by the concurrent explosive activity
at BN and NE craters (Figure 3e–h). This is also outlined by the increased thermal anomalies detected
by thermal profiles obtained by SENTINEL-2 Thermal Index map processing (Figure 4a,b). Despite
of a sustained activity at the others summit craters, no thermal anomalies were detected inside VOR
throughout Phase I, II and III (Figures 3e–h and 4a,b). It is worth noting that the overall heightened
eruptive activity at the summit craters was accompanied by only a moderate increase in frequency and
amplitude of infrasonic detections (Figure 2b).

Figure 4. N–S and E–W thermal profile(s) acquired at summit crater sector of the Etna volcano during
September 2018– January 2019 (a,b). The profiles are produced stacking each SENTINEL-2 image,
analyzed in the SWIR bands and with at least one hot pixel anomaly, in two direction, from north to
south (for each row) and from east to west (for each column; (c)). With white dotted lines are marked
the Etna craters locations, thus letting to enlighten the presence of thermal activity over time for each
vent(s). The hot pixel spread toward south and west in both profiles (red sign) indicate the occurrence
of eruptive fissure feeding the lava flow of the 24 December.
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4.4. Phase IV (24 December–26 December 2018): Opening of Lateral Fissure and Distal Effusive Activity

The general increase of eruptive activity recorded during the Phases II and III culminated on
24 December when the geophysical network recorded a drastic change on infrasonic and seismic
signals (Figure 5). At 06:00 UTC there was a sudden, almost complete cessation of infrasonic activity
at the Central Craters (back-azimuth close to 7◦; see Figures 1 and 5b), followed at 08:24 UTC, by a
sharp increase in volcanic tremor (Figure 5a,c). Intense grey- and reddish-ash plumes were observed
from NE and BN craters [47] and accompanied the rapid rise of the tremor amplitude that reached a
peak value at about the 11:00 UTC (Figure 5c). Hence, the volcanic tremor started to decline, while
infrasonic activity resumed, but with back-azimuth consistent with a new source, located at SE from
the summit craters (back-azimuth spanning from 20◦ to 40◦ angle; see Figure 5b). During this period,
ground surveys reported the opening of a 2 km-long NNW–SSE eruptive fissure (EF) extending from
the south-east base of the NSE crater, (at 3000 m a.s.l.) toward the upper portions of the west rim walls
of the Valle del Bove (2400 m a.s.l.) [47]; cf. Figures 1 and 6). This episode was accompanied by violent
strombolian explosions and ash emissions from distinct fissure segments, as well as by the emission
of several lava flows units descending along the steep walls of the Valle del Bove [47]. The end of
fissure propagation was marked by a new, sharp shift of infrasonic detections that, since 13:00 UTC
were localized again at BN crater (Figure 5). However, SENTINEL-2 and MODIS images acquired, at
10:00 UTC and 11:50 UTC, respectively, did not show yet any clear increase in terms of intensity and
extension of thermal anomaly at the summit craters, still indicating the occurrence of a multiple-branch
overflow from NSE sector (Figures 5 and 6a). Interestingly, the SENTINEL-2 image shows a dark-grey
plume, apparently sourced at the base of northwards side of Serra Giannicola Grande (Figure 6a), that
could be possibly associated to a landslide generated in response to the ongoing fissure propagation
and/or related to the intense seismic activity. On the evening of 24 December, at the 21:15 UTC, the
MODIS image recorded a peak value of 2294 MW suggesting that an important effusive activity was
ongoing (Figure 2a). However, the successive image, acquired just few hours later at 01:25 UTC of
25 December, detected a much lower thermal radiation (612 MW), likely resulting from a rapidly
waning phase of lava emission. The decrease of thermal activity was, in turn, accompanied by a
marked return of intense explosive activity at the Central Craters, as outlined by the infrasonic pressure
measured at MVT array (Figure 5a). In particular, the peaking period of explosive activity recorded at
BN sector on 25 December at 12:00 UTC (with infrasonic pressure up to 15 Pa) was coupled by VRP
values close to 100 MW, suggesting that the feeding of lateral lava flow was drastically decreased or, at
least, ceased.

The end of the lateral eruption was accompanied by the closure of the effusive crack, and by
the reactivation of the explosive activity at the summit vents, as clearly testified by the SENTINEL-2
image acquired on 26 December at 10:00 UTC (see Figure 6b). This image captured the cooling of
the southernmost lava flow unit (about 2.5 km in length), as well as a clear thermal anomaly at BN
that, outline a sudden resumption of explosive activity at the summit craters (Figures 5b and 6b), as
supported by infrasound detections.

Notably, during the ongoing eruption, at 02:19 UTC on 26 December, an earthquake of Mw 4.9
localized on the SE flank of the volcano and linked to the reactivation of the Fiandaca Fault, injured
28 people and damaged several buildings in the villages surrounding the fault [70].
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Figure 5. Timeseries of the 23–24 December of: (a) amplitude of infrasonic detections; (b) direction of
the infrasound activity, EF—eruptive fissure; BN—Bocca Nuova; (c) tremor amplitude recorded at ETN
site. (a) and (b) are those recorded at MVT, see Figure 1 for location of ETN and MVT sites.

Figure 6. Focus on 24 (a) and 26 (b) December 2018, Phase III of the Etna volcano activity. SENTINEL-2
class images are processed in RGB colors (bands 12–11–8a), and to enhance the presence of hot targets
(see Method section). The images resume the eastern summit portion of Etna edifice, covering from
craters area to the upper portion of Valle of the Bove.

4.5. Phase V (26 December 2018–15 January 2019): Summit Explosive Activity

The end of the short-lived lateral effusion was followed by an intense and powerful explosive
activity mainly localized at BN/VOR sector as recorded by the integrated geophysical measurements
and supported by space-based thermal data. The thermal output detected by MODIS-MIROVA
persisted at moderate levels (10–100 MW), as typical of high-explosive summit activity, while the
SENTINEL-2 images make it possible to confine thermal anomalies within the Central crater sector,
showing an extensive and intense anomaly rising from BN sector (Figure 3l,m). Moreover, since 29
December, the VOR crater was “thermally reactivated”, as shown in Figure 3l and in the thermal
profiles (Figure 4a,b) retrieved by high-resolution images. Since early January 2019 all the monitored
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parameters suggest a general decrease and a return to moderate explosive and sustained degassing
activity, particularly from BN and NE craters (Figures 2 and 3m,n).

5. Discussion

The datasets presented in the previous chapter outline the variations of thermal, infrasonic and
seismic activity continuously monitored at the Etna volcano by space- and ground-based sensors.
The trends preceding and following the 24 December fissural eruption are well represented by plotting
the cumulative curves of the above-mentioned parameters as recorded by SENTINEL 2 images, MVT
infrasonic array and ETN seismic station, respectively (Figure 7).

Figure 7. Cumulative trend of: (a) number of hot-detected pixels retrieved by SENTINEL-2 images,
(b) the number of hourly infrasonic detection multiplied per the hourly-average infrasonic pressure
of the detected events, and (c) the hourly-mean seismic tremor amplitude counts In the Phase II the
increasing of explosive activity marked by infrasonic measures was accompanied by a similar trend
in thermal behavior track by SENTINEL-2 images. During the Phase III the thermal activity show a
clear increase related to the NSE overflow episodes that cause the separation in infrasonic and thermal
signals. In (a) the grey dotted line highlights the hypothetical contribution of explosive activity on the
whole thermal activity following the infrasonic activity. Black dotted vertical line marks the onset of
the lateral effusive activity as recorded by the seismic tremor amplitude.
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Firstly, it can be noted that the increase in thermal activity at the end of November 2018 (Phase III
in Figure 7a), was preceded by a slight increment in both thermal and infrasonic activity started since
early November 2018 (Phase II; Figure 7a,b). Notably, SENTINEL 2 images allowed us to recognize
the contribution of two distinct thermal sources: (i) the overflows at the eastern base of the NSE
crater; (ii) the Strombolian activity localized at BN, NE and NSE vents. In contrast, the cumulate in
tremor amplitude highlights that before the sharp increase preceding the 24 December event, seismic
tremor stays at background level and showing any significant variations during September-November
timespan (Figure 7c).

In our view, the occurrence of strombolian and outflows activity at different summit craters,
coupled by sustained and growing infrasonic activity, likely represented the surface expression of a
slow but continuous increase in the magma supply within the shallow portion of the magma column.

In fact, by considering Time Averaged Discharge Rates (TADR, retrieved by MODIS heat flux;
see Method Section), the Phase III was characterized by an overall value of 0.5–0.9 m3s−1, for a total
volume outpoured during the summit overflow episodes of 0.9–1.7 Mm3 (Figure 8). On a whole, the
ongoing summit effusive regime in relation with the increase in thermal flux, seems to indicate a value
of 100 MW (0.3–0.5 m3 s−1), as a possible threshold for the transition between open-vent conditions to
effusive activity, as already suggested by Coppola et al. [57].

Figure 8. TADR and Volume trend retrieved from MODIS data, measured during the effusive phase
experienced by Mt. Etna on November–December 2018 by using a proposed crad of 2.5 × 108 J m−3.
Blue and magenta dotted lines represent ranging estimates of plotted parameters as obtained by crad

equal to 2 × 108 J m−3 and 3.6 × 108 J m−3, respectively (see Method section).

On 24 December from the 06:00 UTC and the 11:13 UTC we record: (i) the abrupt interruption
of infrasonic activity at BN crater; (ii) the beginning of a sudden increment in tremor amplitude that
(iii) peaked at about the 11:13 UTC concurrently with the reawakening of a high-energetic infrasonic
activity localized along the eruptive fissure (Figure 9). We interpret the three hours-long increase in
tremor amplitude as a tracer of the magma- dyke injection and its propagation from the central conduit
along the 2 km-long eruptive fissure extending on the western rim of the Valle del Bove. As a result, the
timing of the increasing tremor let us suggest a velocity of the intrusion of 0.15–0.2 m s−1. The end of
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this excited short-term behavior of seismic and infrasonic activity substantially marked the onset of the
fissural activity (Figure 9). This effusive episode was mainly characterized by the violent explosions
testified by the high infrasonic activity (Figure 9) and by eruptive vents feeding several lava flow units,
extending up to about 2.5 km (see Figure 6). Notably, the activity along the eruptive fissure caused the
interruption of the overflows from the NSEC, suggesting the drainage of the shallow portion of the
conduit, because of the opening of the lateral dyke. Moreover, a similar scenario may also explain the
lack of infrasonic summit activity as the result of the lateral magma migration from the central conduit
to the feeder dyke.

MODIS thermal data acquired after about 10 h after the beginning of this eruptive episode
(24 December at 21:15 UTC) suggests that the lava discharged from the fissure vent(s) with a TADR
of 9.2 (±3) m3 s−1 (Figure 8). However, on the early 25 December (01:25 UTC) this rate declined to a
value of 2.4 (±0.7) m3 s−1, indicating a rapid decrease in the effusive activity. This decline is supported
by the SENTINEL-2 image of the 26 December 10:00 UTC which tracked the cooling of the lava flow,
occurring after less than 48 h from the beginning of the effusive activity. As a whole, during this fissural
eruption we measured an erupted lava volume of about 0.8 (±0.2) Mm3, to give a total lava volume
erupted during the November–December phases of 2.1 (±0.6) Mm3 (Figure 8).

We must remind that because of the MODIS revisit time (4 image per day), all the short-lived
eruptions (such as the 24 December eruption) may be severely underestimated. In this case, our estimate
was mainly based to a unique peak thermal value that, however, has been recorded about 12 h after the
onset of the effusive/explosive fissural eruption. Moreover, we know that Etna paroxysmal events
such as effusions may be characterized by eruption rate during the first, most energetic phases, largely
above the 10 m3 s−1 [44,71,72]. Taking into account that a field report highlighted the high-energetic
behavior of the 24 December eruption onset, we stress that the proposed whole erupted volume of
0.8 Mm3 for the fissure effusive phase may be significantly underestimated.

As previously cited, the activity that followed the onset of the 24 December episode was marked by
the resumption of high infrasonic activity at the BN/VOR craters accompanying strombolian explosions.
Notably, this quick renewal of summit explosive activity was coupled with a tremor amplitude that
remained well above the pre-eruptive level, also after the complete cessation of the effusive activity
(Figure 9).

This feature seems to imply that the shallow magma drainage, occurred during the lateral effusion,
enhanced a perturbation in the conduit feeding the Central Craters. Possibly, this fast emptying
may have induced a decompression of the active magma column (unloading), with a consequent gas
exsolution promoting a resumption of the summit infrasonic detections.

Previously, this interpretation has been invoked to explain sudden explosive behaviors
(“paroxysms”) at effusive basaltic systems promoting the rapid ascent of a deep undegassed magma
batch [72–76]. Here the process has many similarities, with a partial drainage of magma stored in the
central conduit [73–75] and a consequent downward depressurization created by the flank effusion.
However, the small volume involved during the 24 December short-lived event may fails to trigger
the unloading of deeper magma portion but rather cause a strong gas separation promoting related
infrasonic and seismic activity.
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Figure 9. Timeseries of the (a) VRP, (b) Infrasonic Pressure, (c) Infrasonic back-azimuth and (d) Tremor
Amplitude focused on the behavior pre-during and after the 24 December Etna fissural activity. See text
for details.

6. Conclusions

The combined acquisition of ground and space-based data during the September 2018–January
2019 timespan allowed us to track the changes on the Etna volcanic activity and, particularly, the long-
and short-term precursor signals preceding the 24–26 December fissural eruptive episode.

Our measurements showed that this short-lived activity has been heralded by monthly-long
thermal precursor, tracked by MODIS and SENTINEL-2 satellite data, which clearly detect the overflow
episodes at NSE crater sector. We link this activity as the surface expression of an upward migration
of the active magma column that, moreover, promoted a concurrent increase in summit explosive
activity measured by infrasonic arrays. By using MODIS data, we estimate that during this phase
about 1.3 Mm3 (±0.4 Mm3) was erupted from summit vents. The continuous increase in the supply rate
pushing in the shallow portion of the magma conduit drive the intrusion of a feeder dyke producing
a 2-km long NW–SE direction eruptive fissure. Acquired datasets suggest that the propagation and
the emplacement of the dyke occurred at a rate of 0.15–0.20 m s−1 during the three-hour long sudden
increase in seismic tremor amplitude. This event was the prelude to the take place, along the fissure, of
an activity characterized by violent strombolian ash-rich explosions and multiple lava flows and the
concurrent interruption of overflows at NSE crater. Notably, the shift from summit and lateral activity
has been revealed by the interruption of infrasonic detections at Central Craters and by a subsequent
reawakening localized along the opened fissure. During the 24–26 fissural eruption, heat flux reach
value typical of effusive activity (2294 MW at 24 December 21:15 UTC), such as the 26 December
SENTINEL-2 image acquired at 10:00UTC capture the ending phase of this activity. The resumption of
a sustained degassing activity at BN/VOR sector, recorded by the infrasonic data, seems the result of a
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decompression mechanism acting on the central conduit likely due by the magma lateral drainage
feeding the fissural activity.

Results highlight that satellite, infrasonic and seismic tremor data represent an invaluable support
for the hazard assessment of the wide and complex Etna eruptive scenarios with an impact on
the forecasting of its most energetic eruptive episodes. Finally, we stress how the integration of
thermal, infrasonic and seismic data make it possible to track the shallow magma movements causing
migration of the surface activity and, in general, to detect the main volcanic changes occurred at
open-vent volcanoes.
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Abstract: We used a one-year long SO2 flux record, which was obtained using a novel algorithm for
real-time automatic processing of ultraviolet (UV) camera data, to characterize changes in degassing
dynamics at the Mt. Etna volcano in 2016. These SO2 flux records, when combined with independent
thermal and seismic evidence, allowed for capturing switches in activity from paroxysmal explosive
eruptions to quiescent degassing. We found SO2 fluxes 1.5–2 times higher than the 2016 average
(1588 tons/day) during the Etna’s May 16–25 eruptive paroxysmal activity, and mild but detectable
SO2 flux increases more than one month before its onset. The SO2 flux typically peaked during a lava
fountain. Here, the average SO2 degassing rate was ~158 kg/s, the peak emission was ~260 kg/s, and
the total released SO2 mass was ~1700 tons (in 3 h on 18 May, 2016). Comparison between our data
and prior (2014–2015) results revealed systematic SO2 emission patterns prior to, during, and after an
Etna’s paroxysmal phases, which allows us to tentatively identify thresholds between pre-eruptive,
syn-eruptive, and post-eruptive degassing regimes.

Keywords: SO2 fluxes; UV Camera; Etna Volcano; explosive basaltic volcanism

1. Introduction

Active volcanoes are monitored by a variety of increasingly sophisticated volcanic gas sensing
techniques [1–3], which are contributing to improved understanding and monitoring of volcanic
activity. In particular, trends in volcanic gas composition and fluxes help detect subtle changes in the
rates of magma ascent and degassing within shallow volcano plumbing systems, and allow to better
confinepre-eruptive and syn-eruptive processes (gas in magmas being the main drivers of volcanic
processes) [4]. Nevertheless, gas monitoring still lags behind more established seismic and geodetic
techniques [5]. This is because the low temporal resolution of gas observations has traditionally
hampered real-time analysis of fast-occurring volcanic processes, such as shallow intrusion of magma
prior to eruption, and rapid gas ascent and release during explosive eruptions.

Volcanic SO2 emissions provide key information on the rates of magma ascent in shallow (<3 km)
magma plumbing systems, and are extensively monitored worldwide using instrumental networks of
scanning ultraviolet spectrometers using the Differential Optical Adsorption Spectroscopy (DOAS)
technique [6]. The advantage of this method is that acquisition and processing are relatively easy to
automate [7], which yield exceptionally continuous records of volcanic SO2 fluxes at relatively high
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temporal resolution (tens of minutes) [8–10]. Biases in the technique include limited spatial resolution
(making it impossible to distinguish contemporaneous degassing from different vents), temporal
resolution inadequate to resolve individual explosive events, and errors related to poor knowledge of
plume speed [11].

The recent advent of UV cameras [12] has paved the way to volcanic SO2 flux observations of
much improved temporal and spatial resolution (see References [13–15] for recent reviews), which
contributes to more effective integration between gas and geophysical datasets [16–29].

Even though space-based techniques are becoming increasingly performant in detecting volcanic
SO2 fluxes, ground-based SO2 flux observations are still important and fundamental in monitoring
basaltic volcanoes. While satellites become invaluable during paroxysmal explosive eruptions,
when measurements from ground are complicated by volcanic ash within the plume. UV-camera
measurements are more effective in monitoring more sluggish quiescent emissions in the low
troposphere, and perhaps more useful to capture the early phases of unrest with escalating degassing
activity [30].

The first examples of fully automated, permanent UV camera systems [14,28,31,32] are particularly
promising, since they are opening the way to routinely monitoring volcanic SO2 flux at a high rate
continuously (daily hours only). For example, Reference [32] has demonstrated the ability of UV
cameras to capture a precursory phase of heightened SO2 flux in the weeks prior to the 2014 effusive
eruption at the Stromboli volcano (Italy).

A current limitation of permanent UV camera systems is that, while data acquisition is fully
autonomous, data processing is still time-consuming and operator-managed, e.g., data streamed by
these systems are archived, and post-processed with ad-hoc codes [33]. To fully exploit the volcano
monitoring potentials of UV cameras, automation of UV camera acquisition and processing routines is
now timely and important.

The objectives of this study are: (i) to describe a new automatic routine for nearly real-time
processing and visualization of UV camera data, (ii) to demonstrate the ability of the automatic
routine to capturing temporal changes in SO2 flux regime at Mt. Etna, and (iii) to contribute to better
constraining Etna’s degassing and eruptive behavior in 2016. To this aim, we reported on automatically
processed data streamed by a permanent UV camera deployed on Etna. In order to fully characterize
the Etna’s 2016 behavior, we integrated our SO2 flux results with independent geophysical parameters,
traditionally used at Mt. Etna to constrain volcanic activity state and evolution [34–42]. More
specifically, we used Moderate Resolution Imaging Spectroradiometer (MODIS) satellite-based thermal
data obtained from the MIROVA (Middle InfraRed Observation of Volcanic Activity) system [43],
ground-based thermal data streamed by monitoring cameras [44] of the Osservatorio Etneo (INGV-OE),
and seismic tremor data [34,36,42].

2. Materials and Methods

2.1. UV Camera System

In the framework of the ERC-funded project BRIDGE (www.bridge.unipa.it), we designed a
multi-instrument UV-absorption spectroscopy system for robust SO2 flux measurements (Figure S1).
The system is composed of (i) an instrument module and (ii) an acquisition/processing module. The
instrument module is equipped with two JAI CM-140GE-UV cameras sensible to UV-radiation, and
one Ocean-Optics USB2000+ Spectrometer coupled to a telescope of rectangular, vertically-oriented
Field Of View (FOV ≈ 0.3◦ × 14◦), and is spatially filtered to match the ≈12◦ vertical width. Two
different band-pass optical filters with Full Width at Half Maximum (FWHM) of 10 nm, and a central
wavelength of 310 and 330 nm, respectively, are applied in front of the cameras to enhance differential
UV absorption in the SO2 bandwidth [45,46]. In addition, 520 × 676 pixel images are acquired at 10-bit
resolution with a frame rate of 0.5 Hz.
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To obtain a quantitative measure of SO2 column density within the volcanic cloud, we calculate
the proportionality ratio between absorbance and SO2 concentration in a defined region of the
image pointed by the Ocean-Optic USB2000+ Spectrometer [47]. The use of the UV spectrometer
allows us to quantitatively measure the full UV spectrum, and then fit the theoretical SO2 absorption
cross-section [48] with the differential absorption between two consecutive spectra (acquired every
5 seconds). The Ocean-Optic USB2000+ Spectrometer in use has on-board a Sony ILX511B Linear
Silicon CCD Array Detector at 2048 pixels, with a wavelength response of 200–1100 nm, a dynamic
range of 8.5 × 108, and a SNR of 250:1 at full signal. Calibrated SO2 column densities over the entire
images are then obtained by integrating images achieved by the UV camera with information achieved
by the spectrometer. The instrument module is powered with a 12 V power supply, and requires
15 W in a fully operational mode. A Fujitsu RX100 Workstation, connected to the instrument module,
automatically acquires synchronous data from the instrument module, and processes data without
the need of the operator. To do this, we designed algorithms to control acquisition and processing
parameters, such as the automatic tuning of camera’s and spectrometer’s exposures, and automatic
evaluation of optimal viewing conditions (see Section 2.3.2). The computer internal time drift is
controlled by a specifically designed application that reads the time-stamp from an NMEA (National
Marine Electronics Association) standard message coming from a GPS antenna. The instrument module
communicated with the acquisition/processing module via wired or wireless TCP/IP connection.

This UV camera system was installed at the Montagnola site (on Etna Volcano, Figure 1), and
designed to stream real-time SO2 flux results using a Wi-Fi data link. The objective is to capture SO2

emissions associated with diverse volcanic processes and dynamics, including quiescent (passive)
degassing, explosive eruptions (strombolian activity/lava fountaining), and effusive eruptions [49].
Montagnola is located at ~3 km distance from the active summit vents and grants perfect views of the
southern sector of the summit crater area (Figure 1).

2.2. Seismic and Thermal Data

We compared our SO2 fluxes with other independent geophysical parameters such as tremor and
thermal radiance primary to have a benchmark in the calibration of automatic SO2 flux calculation
algorithm. Last but not least, we combined these data to characterize volcanic activity.

We used seismic data recorded by the ETN station [42,50], located at Lapide Malerba, at 5 km
from the summit area. ETN is equipped with a broad-band seismometer (Guralp CMG-40T, with a
sensitivity of 800 V/(m/s) and eigen period of 30 s). The link between SO2 flux and volcanic tremor at
Mt. Etna [22,51,52] suggests that the tremor is generated by the same degassing dynamics. We then
calculated volcanic tremor amplitude from raw traces recorded at ETN station, by averaging within a
1-minute length window the maximum RMS amplitude taken within a 1-s window.

Thermal remote sensing offers a great opportunity to follow volcanic unrest from ground and
space to characterize volcanic activity in near-real time [53] and to estimate near vent large pyroclastic
products and lava flow discharged during eruptions. We used satellite data from the MIROVA
system [43,54] and ground-based thermal cameras [44] to constrain onset, duration, and intensity
through the time of eruptive events occurring at Etna during 2016. In particular, MIROVA uses the data
provided by the MODIS sensor, which acquires four images per day (two daytime and two nighttime)
with a spatial resolution of 1 km in the infrared bands [43]. The heat flux retrieved from MIROVA data,
called Volcanic Radiative Power (VRP), is a combined measurement of the area and the integrated
temperature of the hot emitters (hot vents, lava flows, etc.) at the time of each image acquisition. These
data are provided without correction for cloud cover and satellite view geometry [43]. These factors
may introduce noise in the dataset, which has been proven not to affect the general trend associated
with the activity of Mt. Etna [43]. A mask 5 × 5 km around the volcano summit is used to filter out
thermal anomalies due to wildfires.
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2.3. The Algorithm for Automatic Processing of UV Camera Data

Manual processing of UV camera results [33] has the advantage that images are checked and
validated manually by an operator. However, manual procedures are time-consuming, especially
when dealing with huge data flows from permanent monitoring stations. To overcome this limit, we
designed a MATLAB-based algorithm to automatically process images, and thus obtain SO2 fluxes in
near real-time. Using a “low-cost” PC-workstation (with 8 GB RAM and Xeon E3 type CPU), we can
successfully process data at ~5× speed (i.e., a 5 minutes-long record is processed in ~1 min), which
allows nearly real-time monitoring. The automatic routine has been calibrated using the results of the
manual procedure and includes: (1) automatic determination of background absorbance levels, (2)
automatic determination of image goodness, using image quality indexes, (3) estimation of gas plume
speed and its distribution across the crater area, and (4) calculation of SO2 flux distribution throughout
the summit crater area. These are described in more detail below.

2.3.1. Image Processing and SO2 Column Densities

Relative UV absorption by volcanic plume SO2 is quantified by applying the Beer–Lambert law.
Sets of synchronous images, taken by the two co-aligned cameras using different filters, are combined
to obtain single absorbance images. This method, known as the “double filter method” [12,45], implies
the use of two cameras with different filters, with one centered at 310 nm and the other centered on
330 nm, where UV radiation is/is not absorbed, respectively. The use of the two filters method allows
compensating for aerosol attenuation/backscattering, to avoid any temporal mismatch associated with
filter change while using a single camera, and to maintain the sampling rate at up to 0.5 Hz (two
synchronous images every 2 s taken by two cameras [45]).

In our automatic routine, once a new raw image is acquired, a first quality check is made by the
system, in order to keep the best exposure times to compensate any subtle changes in sunlight intensity.
An automatic real-time tuning of exposure time is also applied to the UV spectrometer data, in order to
obtain the best measurement dynamics within the UV bandwidth.

Synchronous images from the two cameras are then real-time corrected for vignetting effects
associated with filters and optics, and normalized for relative exposure times. Residual intensities are
then combined to obtain an un-calibrated absorbance image using the Lambert-Beer Law equation.

A = − log10
I310

I330 −A0 (1)

where A is the absorbance, I310 and I330 are pixel intensities associated with cameras mounting the 310
or 330 nm filter, while A0 is the absorbance level associated with a clear background sky sub-area of
the image (assumed to be unaffected by SO2 absorption, I0

310 and I0
330 of Figure 2) and calculated as

−log10(I310/I330), following Kern [55].
In the automatic processing module, this background sky sub-area is automatically selected for

each image by monitoring a distal sky horizontal section with respect to the vent position, and selecting
the sector with the lowest absorbance intensity.

Residual absorbance is then converted into SO2 column density integrating data from the co-located
ultraviolet spectrometer, which is pointing to a known sub-area within the camera field of view. This
procedure yields, in real-time, the proportionality ratio between absorbance and SO2 column densities
using the method described in McGonigle [47].
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Figure 1. (a) The Montagnola site where the UV camera system was installed (position of ETN seismic
station is also indicated). Sites from where pictures (c), (d), and (e) have been taken are shown. Black
inset identifies the zoomed area of Figure 1b. (b) Etna summit area (redrawn from Reference [56])
shows the active summit craters (BN: Bocca Nuova; VOR: Voragine; NEC: North-East Crater; SEC:
South-East Crater; NSEC: New South East Crater), the 7 August degassing vent, and the graben-like
structure discussed in the text. The site where picture f has been taken is also shown. (c) Photo showing
the Montagnola site and the summit area. (d) Thermal snapshot from INGV-OE monitoring camera
capturing the 18 May lava fountaining episode. (e) Vigorous degassing from the vent opened on 7
August. (f) Picture taken from Reference [56] showing BN crater collapse occurred on 10 October, and
marking the end of enhanced degassing activity (see text).
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Figure 2. Calculation of the SO2 column densities using the dual camera method with 330 nm (a) and
310 nm (b) optical filters. Absorbance image (c) is obtained using the Lambert-Beer equation after
image normalization with respect to background absorbance intensities (black circles in (a) and (b),
automatically located). Black circles in (a) and (b) represent the sky areas where absorbance is assumed
to be SO2 free (minimum absorbance level). Black rectangles (Ssky Sgrn) in (a) represent the areas used
for calculation of the visibility index. The red circle in (c) shows the FOV of co-located UV-scanning
spectrometer used to convert un-calibrated absorbance intensities into SO2 column densities.

2.3.2. Automatic Determination of the Optimal Viewing Condition

The optimal plume viewing conditions, and the presence of a clear sky, are required for reliable
SO2 density measurements. However, weather conditions are extremely variable on Etna’s summit,
and often prevent optimal SO2 observation. To minimize uncertainties due to poor weather conditions,
we set-up a sub-routine for real-time calculation of two visibility indexes. The first visibility index (Fog
index) is calculated as the unsigned ratio between the mean pixel intensity associated with the camera
FOV’s portions capturing sky and ground, respectively. Tests we conducted on real and synthetic
images show that the higher this ratio is, the better the visibility condition is. SO2 measurements are
then selected by setting a threshold on the visibility index, and discarding measurements below the
threshold (e.g., biased by a poor visibility condition).

Detecting a “sky” signal well above the “ground” signal (Figure 2) is a required but not sufficient
condition for reliable SO2 measurements. This is especially true in the presence of a highly condensed
plume, where the SO2 absorbance signal can be masked. Thus, a second automatic procedure was
developed and run in real-time, which allows us to select only images with a clear SO2 signal above
atmospheric noise.

This latter procedure is based on the principle of combining absorbance and 310 nm images
associated with the plume. A well detected and measurable SO2 signal requires that lower intensities in
the 310 nm image are measured in the plume relative to its surroundings (because SO2 is absorbing solar
radiation), and that higher intensities are consistently obtained in the absorbance image (see the Lambert
Beer equation). This condition is only verified if the SO2 signal is high enough to emerge above the
atmospheric noise. To discriminate this condition in real-time, we defined a correlation index (Figure 3)
as the correlation coefficient between absorbance and 310-nm pixel intensities over a cross-section
intersecting the plume (Figures 3 and 4). The correlation coefficient is defined as C(i,j)/((C(i,i)*C(j,j))ˆ(1/2),
where C is the covariance matrix, i and j are pixel intensities over the cross-section of absorbance and
310-nm images, respectively. In such plots, the closer the correlation coefficient is to the value −1, the
more absorbance can be related to gas. Images that do not satisfy this condition (e.g., that have a
Correlation Index < −0.5) are disregarded by the automatic computation (Figure 4).
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Figure 3. The image quality calculation method using the correlation coefficient between the 310 nm
filter image (a) and the corresponding absorbance image (b). An intensity profile associated with a
section (dashed line) crossing the volcanic plume, for both the 310-nm filter and absorbance images, is
obtained (c). If these profiles are negatively correlated with a high correlation coefficient (d), then the
gas is visible within the plume.

 

Figure 4. Example of output of the quality indexes sub-routine. The visibility (fog) and correlation
indexes fluctuate through time as visibility conditions change (see snapshots on top of the figure). Gas
is visible only when the fog index is greater than 4 and the correlation index is less than −0.5.

2.3.3. Plume Velocity Field

A robust plume velocity field is mandatory for reliable SO2 flux measurements. Errors in plume
velocity have shown to contribute to 40% or more of the overall error in the determined fluxes [13,57].

The UV camera approach offers the unique opportunity to track the gas while dispersing right
after atmospheric emission, which minimizes errors in plume speed determination of yet more
established DOAS and COSPEC methods. These methods indirectly infer plume speed from either
on-site measurement of wind velocity or from meteorological models [11,15].

The UV camera approach allows us to derive the velocity profile over the summit craters by
applying an optical flow algorithm that tracks gas fronts in consecutive frames [58].

Optical flow consists ofthe apparent motion pattern of image objects between two consecutive
frames, caused by the movement of either the object or the camera, and is valid under the assumptions
that the pixel intensities of an object do not change significantly between consecutive frames, and that
the neighboring pixels have similar motion.
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If a pixel, with intensity I(x,y,t), where (x,y) are the pixel coordinates and t is the time in first frame,
moves by distance (dx,dy) in the next frame taken after time dt, it can be assumed that:

I(x, y, t) = I(x + dx, y + dy, t + dt) (2)

Then, from the Taylor series approximation of the right-hand side, removing common terms and
dividing by dt, one gets the following equations.

∂I
∂x

u +
∂I
∂y

v +
∂I
∂t

= 0 (3)

u =
dx
dt

; v =
dy
dt

(4)

where ∂I∂x and ∂I
∂y are the image gradients, ∂I∂t is the gradient along time, and u and v are horizontal

and vertical velocities that are unknown. Lucas & Kanade [59] provide a method (LK) to derive these
unknown velocities, by solving the basic optical flow Equations (3) and (4) for all the pixels using the
least squares criterion, and by combining information from nearby pixels. We then applied the LK
algorithm, included within the Open-CV toolbox, to our dataset [60]. We tested the performance of this
method by applying it to artificial images with known particle velocities. The method has successfully
determined velocity field with an error of <5%.

Absorbance images, obtained using the two filters method, contain gas-rich and ash-free portions
of the plume with a higher absorbance relative to the background, and/or to ash-rich or particle-rich
plume portions. We exploit this feature to track only gas moving fronts in consecutive frames by
filtering them from other moving features such as lapilli and ash and by applying the LK method to
the absorbance images rather than to the raw images directly acquired by our dual camera system.
Velocities are then calculated by selecting the best features to track within the image, and which
correspond to the areas with the highest pixel intensities (i.e., high SO2 column densities) and high
spatial coherence in consecutive frames (taken every 2 s).

2.3.4. Image Analysis and SO2 Flux Calculation

To enhance the contrast between volcanic emissions and atmospheric noise, and to limit dispersion
effects and chemical conversions of SO2 in the atmosphere, image processing was conducted on a
restricted image portion capturing an image sub-region above the crater area (Figure 2).

We also aimed at resolving gas contributions from different vents, and therefore, capturing changes
in degassing dynamics and location [28]. To do this, we selected a rectangular sub-area over the crater
terrace, along which we calculated the distribution of SO2 column densities and a plume velocity field
(Figure 2). We calculated SO2 column densities and plume speed as close as possible to the vent, which
minimizes the effects of wind and air entrainment within the plume that would produce dilution of
SO2 concentrations farther downwind. This allowed us to detect changes in degassing dynamics across
the crater terrace that were associated with changes in volcanic activity and regimes.

We then calculated velocity (mean, maximum, and associated standard deviation) and absorbance
distribution along an ideal profile positioned in the middle of the sub-area, derived from averaging a
series of parallel profiles within the area of analysis. From this, the SO2 density flux (in kgm−1s−1)
was calculated by multiplying column densities associated with each pixel of the profile with the
corresponding normal velocity component of motion (Figure 5, see also Reference [32]). Velocity
profiles (Figure 5) were obtained by averaging the calculated two-dimensional velocity fields, and
filtering out velocity points with low coherence. We also derived uncertainty in velocity determination
along the profile by calculating the standard deviation associated with the velocity values used to
determine the average velocity.
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Figure 5. SO2 density flux calculated in the sub-area encompassing the summit craters. White arrows
correspond to gas velocity vectors calculated on high coherence regions of the images. SO2 density
flux distributions along the entire crater area and over the black dashed profile are calculated within
the highlighted area, corresponding to vertical (Fy), western (FxW), and eastern (FxE) horizontal
components, respectively. The SO2 total flux, for a given sector, was then calculated by integrating the
density flux over the total length of the profile.

The SO2 flux was obtained by spatial 1D integration over the profiles. Discrimination of
degassing contributions from the different craters, specifically the central (VOR+BN) and southeastern
(SEC+NSEC) craters, was obtained by vectorial summation of the various SO2 flux components that
border each crater. In doing so, we took into account if gas is moving away or toward the vent, which
corresponds to a positive/negative flux contribution respectively.

Given the position of the station relative to the summit crater area (Figure 1), the gas contribution
from the North-East crater (NEC) was not resolvable from our images, as hidden behind the SEC
crater’s ridge.

2.3.5. Validation of the Automatic Method

Validity of the automatically processed SO2 fluxes was tested for a comparison with SO2 fluxes
manually obtained using the Vulcamera software [33] (Figure 6). In particular, this was conducted
for some selected days of acquisition characterized by a good weather condition and by clear and
well-visible volcanic plume. The manual Vulcamera procedure involves calibrating images by
individuation of a clear sky portion unaffected by degassing. Then, SO2 fluxes were calculated over
an integration profile roughly perpendicular to wind direction, using plume speeds obtained from
cross-correlation between consecutive frames along the selected profile [33].
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Figure 6. Comparison between daily averaged SO2 fluxes calculated by a manual operator (using
Vulcamera software, [33]) and those obtained by the automatic algorithm. The correlation coefficient
between the two datasets is 0.75, with a 1:1 proportionality ratio. This correlation validated the
automatic algorithm as an alternative, reliable method for SO2 flux calculation.

Comparison between manually and automatically calculated fluxes (Figure 6) demonstrated
a correlation coefficient (R2) of ~0.75, with a best-fit regression line showing a ~1 proportionality
factor. The main source of errors was associated with the algorithm for the automatic selection of
the background sky area within an image, in particular during highly variable cloud conditions and
strong winds. In such cases, background sky detection within images might not be optimal and may
then result in a main underestimation of the real SO2 column densities, as shown by the position of
outliers (Figure 6). Overall, this comparison validated the use of the automatic SO2 flux determination
procedure, which paves the way to its full exploitation in real-time volcano monitoring, as already
started on the Stromboli volcano (Italy) [32].

3. Results: Application of the Automatic Real Time Algorithm: the Etna 2016 Case

Etna is one of the volcanoes worldwide with the longest and most continuous SO2 flux record.
SO2 flux measurements have become fundamental in volcano monitoring to define the rates of magma
ascent and degassing within the shallow (<3 km) plumbing system. SO2 fluxes have been measured
on Etna since the 1970s using the COSPEC (Correlation Spectrometer) [49,61–64] and, more recently, a
network of Differential Optical absorption spectrometers (FLAME [65,66]). In view of its recurrent
activity and robust past SO2 flux record, Mt. Etna is an ideal test site for validating our automatic
processing method.

We reported below on the SO2 data automatically acquired and processed during 2016, which is a
period characterized by substantial temporal changes in activity styles, including a phase of reduced
degassing in the aftermaths of the December 2015 eruption [30,67]. This was followed by gradual
activity escalation culminating into the May 2016 eruptive phase, and in a new vent opening episode
on the eastern VOR crater rim in August [68–70].

Our aim was to test if different SO2 degassing regimes, related to such diverse activity styles,
could be resolved and characterized in automatic (and in nearly real-time) using our permanent SO2

camera system.

312



Remote Sens. 2019, 11, 1201

3.1. Etna’s Activity in 2016, SO2 Flux Records, and Comparison with Seismic, Thermal Dataset, and
Field Observations

The SO2 flux time-series of 2016, which were generated by using the automated processing
algorithm proposed in this study, is illustrated in Figure 7. The figure highlights that the significant
variability in volcanic activity style in 2016 reflected a highly dynamic SO2 flux behavior (Figure 7). As
illustrated in Figure 7, our 2016 temporal record shows daily averaged SO2 fluxes ranging between a
few hundred to ~6000 tons per day (t/d). The associated standard deviations range from 100 to 4000 t/d.
To assist interpretation of SO2 flux variations, we also reported seismic tremor and thermal radiance
time-series (Figure 7), where the latter is expressed as Volcanic Radiative Power (VRP) [71].

 
Figure 7. (a) Cumulative daily averaged SO2 fluxes are compared with thermal cumulative activity
detected by MIROVA. (b) SO2 flux daily average time-series are compared with seismic tremor
amplitude (c), and thermal radiance (d). Three volcanic degassing levels are distinguished by different
colors: green, low average degassing, orange, enhanced degassing, pink: intense degassing. The May
2016 Eruptive phase is preceded by more than one month long period of enhanced degassing activity
when no significant increase in tremor and thermal is identified. Enhanced degassing activity is also
detected between July and September, according to relatively higher tremor and thermal signals.

Combined analysis of field observations reported in Reference [56] including thermal, seismic, and
SO2 fluxes time-series allowed us to distinguish three main periods of activity: (1) a pre-eruptive period
(January to 16 May 2016), in which volcanic activity remained low (January to March) or gradually
resuming (April to 16 May), (2) an eruptive period between 16 May and 25 May, characterized
by intense strombolian activity, lava flows, and three short-lived lava fountaining episodes that
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occurred in a brief time lapse between 18 May and 21 May, (3) a post-eruptive period (26 May to 31
December), that included a brief period of reduced activity until the end of June, which is followed by
gradual (re)intensification of volcanic activity culminating with opening of new, strongly degassing
incandescent vent at VOR on 7 August. This strong degassing declined during the subsidence of the
Bocca Nuova (BN) crater’s floor that occurred on October 10. These periods are described in more
detail in the following sections.

3.1.1. Volcanic Activity from 1 January 2016 to 15 May 2016 (Pre-Eruptive Period)

Volcanic activity from January to March 2016 was mainly characterized by sporadic ash emissions
from the NSEC, and by passive degassing mainly from NEC. The daily average of SO2 fluxes fluctuated
at low levels around ~1500 tons/day. The seismic tremor was stable at around low levels for Etna, and
thermal activity occurred at reduced levels (<4 MW) (Figure 7).

Starting from the beginning of April, SO2 emissions gradually intensified and reached daily
averaged fluxes of ~2000 t/d, and seismic tremor fluctuated within a subtle increasing trend. No
significant thermal anomaly was still observed (Figure 7), and no significant volcanic activity change
was reported from field observations, with NEC still passively degassing and NSEC producing a little
more frequent ash emissions with occasional blocks ejected.

3.1.2. The May Eruptive Period (16–25 May)

In the early morning of 16 May, strombolian activity resumed at NSEC and NEC, and became
very strong at the latter crater on 17 May (also reported by References [68–70]). On 18 May at 10:50
UTC, a lava fountain started at VOR, which had been quiescent since 3 December, 2015. This event
marked the beginning of a paroxysmal sequence, lasting until 25 May. The sequence included two
additional short-lived lava fountaining episodes at VOR, on 19 May and 21 May, and ended with an
intense strombolian and lava flow activity that lasted several hours (Figures 7 and 8). Lava effusion
accompanied all the strongest explosive episodes, issuing from both fissures on the summit cone and
overflow from its crater rim. In particular, overflowing from the BN crater rim formed a large lava
field that extended downslope up to 3 km. The cumulative volume of lava flows and pyroclastic fall
deposits was preliminary estimated at 7 to 10 Mm3 [56], which is similar to what erupted during the
December 2015 paroxysmal sequence [30]. Lastly, the summit crater’s area was affected by intense
deformation with fracturing, subsidence, and a formation of a ~1 km-long and nearly NS oriented
graben-like structure (Figure 1b).

 

Figure 8. SO2 fluxes measured from 11 May 2016 to 31 May 2016 encompassed the 16–25 May eruptive
period (blue bars show the maximum and minimum values while white dot indicates the daily average),
which show a good agreement with seismic tremor amplitude, with relative maxima fitting the phases
of enhanced seismic activity linked with paroxysmal events during the eruptive period.

Thermal radiance and the seismic tremor showed coherent increases of three and two order of
magnitude, respectively (Figures 7 and 8). The three lava fountains were clearly marked by short-lived
peaks in seismic tremor amplitude on 18, 19, and 21 May (Figure 8). The 24–25 May episode of intense
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strombolian activity/lava fountaining was associated with a wider, longer-lived phase of seismic tremor
increase (Figure 8).

The daily averaged SO2 fluxes increased up to 6000 tons/day (Figure 7), pointing to heightened
degassing, nearly tripled with respect to the pre-eruptive phase. A detail of the SO2 fluxes recorded
during the May 2016 paroxysmal sequence is illustrated in Figure 8, where alternation of eruptive and
repose periods were evident in the degassing record, with peaks in daily averaged SO2 flux in three
(18, 21 and 25 May) out of four days of paroxysmal activity.

It is also worth noting that only the first (18 May) lava fountaining episode occurred during
the UV-camera acquisition temporal interval (see Section 3.2). The high daily averaged SO2 fluxes
obtained on this specific day (Figure 8), thus, reflected the “explosive” SO2 contribution during the
paroxysmal event. In contrast, the SO2 flux peaks on 22 and 25 May could not be explained by
syn-explosive SO2 release (the lava fountains occurred outside the camera acquisition hours), but
rather reflected heightened passive degassing, and/or milder (strombolian) explosive activity, prior
to/after the paroxysmal episode itself.

3.1.3. Volcanic Activity after the Eruptive Phase (26 May–31 Dec)

Reduced degassing emissions (<2000 t/d) were measured after the eruptive phase, from May
26th until the end of June (~1 month), which they could interpret as the aftermath of voluminous
gas/magma release during the previous December 2015 [30,39,67,72] and May 2016 eruptive sequences.
Field observations indicated that the summit craters were weakly fuming and occluded by lavas and
pyroclasts. A progressive subsidence occurred on the VOR crater’s floor, where lunar cracks formed
on the crust of the spatter deposits that had filled the crater. Since early July, intensification of SO2

degassing (average daily fluxes increased from ~900 to ~3000 tons/day, Figure 7) was accompanied by
crack widening near the eastern VOR’s crater rim, along the graben-like structure (Figure 1), which
culminated, on 7 August, by opening a new 20-m large pit vent, characterized by vigorous high
temperature degassing and glowing at night (Figure 1c) [69]. Consistently, thermal activity, as detected
by MIROVA, increased in early July from <5 to ~10 MW, which was also reported by Reference [69], and
a notable increase was also observed on the seismic tremor (Figure 7). However, repeated inspections
on the summit area did not reveal any evidence of explosive activity such as fallout material deposited
around the pit vent (as reported in Reference [56]).

From 10 October, after a small explosion, a large subsidence of the BN north-western inner floor
was observed. This affected lavas and pyroclastic materials that had filled the central craters during
the 2015–2016 paroxysmal sequences. This inner crater subsidence, characterized by episodic collapses,
was nicely paralleled by declining SO2 fluxes down to low values (~1000 tons/day on average). RMS
seismic amplitude and thermal radiance slightly decreased as well.

3.2. Syn-Explosive SO2 Emissions during the Lava Fountaining Event

The 18 May lava fountaining event, entirely captured by the SO2 camera (Figure 9), allowed us
to explore to what extent SO2 cameras could resolve the degassing dynamics associated with a lava
fountaining event. Lava fountains are of special concern at Etna since the volcanic ash they inject into
the atmosphere is a potential threat to aviation and population living in the surroundings [73]. These
events, while very well monitored and understood [34,36–42,50,74–77], are poorly characterized in
terms of their associated gas emission rates and volumes. Our 18 May results (Figure 9), therefore,
represent one of the first syn-explosive gas records on the volcano [28,30].
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Figure 9. SO2 camera record during the 18 May lava fountain compared with the thermal signal
recorded by the co-located INGV-OE TIR camera. The upper panels show thermal (a), absorbance (b),
and visible (c) images of the summit area in specific time intervals. SO2 fluxes are shown in (d) as raw
measurements (gray line) with the associated 10 second-window moving average (red line), while the
thermal signal is shown in (e).

Onset of the lava fountain at 10:57 UTC, as constrained by co-acquired images of the INGV-OE
thermal and visual cameras (Figure 9), was clearly detected as a visible SO2 flux increase up to ~260 kg/s
(22,000 t/d), relative to a pre-eruptive level of ~12 kg/s (~1000 t/d). In the following hour, while activity
escalated to peak at ~ 11.30–12.00 (see thermal records), a fluctuating and irregular SO2 flux trend is
registered (Figure 9). Co-acquired thermal and visual images (see panels in Figure 9), clearly indicated
that negative peaks in the SO2 flux time-series were systematically associated with the presence of ash.
The latter severely impacts SO2 detection via UV cameras [21], particularly in near-vent measurements
where plumes can be very ash-rich and, thus, optically opaque. Thermal and visual observations
showed that ash caused high-frequency fluctuations (short-lived negative peaks) in the SO2 flux record
particularly during the paroxysm climax (~11.30–12.00), but also prior to the lava fountain onset,
e.g., after 09.00 when the visual camera captured the first ash emission with no thermal anomaly yet
detected (Figure 9).

4. Discussion

Our results demonstrated the ability of the novel automatic processing routine to capture
fluctuations in the SO2 regime, which responded to changes in Etna’s activity style (Figure 7). The
automatically processed SO2 data were consistent with those manually obtained (Figure 6). However,
requiring no operator time and being obtained/delivered in nearly real-time, they represented a clear
advantage for monitoring purposes.

Our 2016 UV camera-based dataset also provided novel insights into the relationship between
rates/modes of SO2 release and eruptive/degassing styles. These latter were quite diverse in 2016 since
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they ranged from non-eruptive quiescent degassing to intense paroxysmal activity in May. Nicely, our
automatically processed SO2 fluxes peaked during heightened activity (Figures 7 and 8) during the
May 2016 eruptive sequence, and during the July-August degassing unrest that led to opening of the
VOR incandescent vent on 7 August.

One important observation is the mild but significant SO2 flux increase in April 2016, as
demonstrated by a clear change in the slope of the cumulative SO2 mass (see orange-coloured area
in Figure 7a). The SO2 flux increase started more than one month before onset of the May eruptive
sequence, which is a period when the seismic tremor was at average levels and no significant thermal
anomaly was detected (Figure 7). We interpreted these escalating SO2 fluxes as reflecting the slow but
systematic increase in the magma supply rate to the shallow (<3 km [78]) Etna’s magma feeding system
that triggered the May 2016 paroxysmal sequence [68]. However, while the relatively subtle changes in
SO2 passive degassing in April 2016 may have represented a precursory sign for the imminent (May
2016) eruption, we still noticed that a similar SO2 increase was observed from July to September 2016
(orange-coloured sub-interval in Figure 7a). This did not culminate into an eruption yet (if not for the
opening of the 7 August summit vent). Thus, the volcano’s feedback to increased shallow magma
emplacement (as indicated by increasing SO2 fluxes) may be different from time to time, perhaps
in response to distinct stress regimes prevailing on the upper part of the edifice, and/or temporally
varying feedbacks between magma ascent and rates of gravitational spreading of the mobile eastern
flank [79,80].

We also characterized SO2 emissions associated with a lava fountaining event at a high spatial and
temporal resolution [28,30]. Even though ash is a serious issue for ground-based SO2 remote sensing
during explosive eruptions, we still noted that the entirety of 18 May eruptive episode was well marked
by elevated SO2 fluxes well above background emissions in the pre-event and post-event phases. In
fact, SO2 emissions manifestly dropped down at only 14:00 UTC, when declining thermal emissions
consistently marked lava fountaining termination. From such, we found it useful to tentatively estimate
the cumulative SO2 mass released by the 18 May lava-fountain, by integrating the signal over the
eruption duration. We obtained a total SO2 mass released in the event of ~1700 tons, and an average
flux of 158 kg/s (13,600 t/d) for a total duration of ~3 h. We caution this inferred mass corresponds to a
lower range estimate, due to the presence of volcanic ash that severely depressed the measured SO2

signal during the eruption climax.

SO2 Fluxes during the May 2016 Eruptive Sequence: Comparison with 2014–2015 Results

It is well established that SO2 fluxes are directly linked to the rate of magma ascent and
degassing [78]. Thus, temporal variations in SO2 fluxes do reflect changes in magma feeding to the
volcano’s shallow plumbing system, and, as such, may help track transition in activity style, from quiet
passive degassing to eruptive periods [81]. On Etna, we now have 3 years of UV camera observations
available ([28,30], this study), during which transition from quiescence to eruption has frequently been
observed. We, thus, examined our dataset in the attempt to tentatively identify any possible systematic
SO2 flux threshold/trend corresponding to such an activity switch.

For this purpose, in Figure 10, we compared the cumulative SO2 flux trends (time-normalized) for
three different periods encompassing three eruptive paroxysmal episodes, which occurred in August
2014, December 2015, and May 2016, respectively. For each of three events, we calculated the averaged
SO2 fluxes (corresponding to the slopes of the cumulative curve) in the periods before, during, and
after eruption, and we found significant similarities between the three events. In each of the three
2014–2016 events, the pre-eruptive fluxes fell in a relatively narrow range, between 1900 and 2500
t/d. The syn-eruptive (during the paroxysmal sequence) fluxes were typically higher, and spanned
between 3000 and 5200 t/d (Figure 10), and were the highest during the December 2015 paroxysmal
sequence that was consistently the most energetic in the past few years [67]. Lastly, each of the three
post-paroxysmal phases was characterized by reduced SO2 emissions, ranging between 600 and 900 t/d,
which impliesa reduced magma supply and degassing of a volatile depleted (residual) magma after
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each eruptive episode. These ranges were fully in agreement with those indicated by Reference [49]
and by the analysis of a 13-year-long dataset.

p

Figure 10. Comparison between cumulative SO2 flux trends associated with three lava fountaining
paroxysmal sequences that occurred at NSEC (black line) in August 2014, and at VOR in December 2015
and May 2016 (red line and blue line). Stars indicate onsets of the paroxysmal sequence. Pre-eruptive,
syn-eruptive, and post-eruptive phases show similar SO2 fluxes for all these three events. In each of
these three events, pre-eruptive fluxes range between 1900 and 2500 t/d, syn-eruptive fluxes are the
highest (3000–5200 t/d), while post-eruptive fluxes are systematically the lowest (<900 t/d).

Our preliminary results are suggestive of the existence of a systematic pattern in SO2 emissions
that, if confirmed, would imply a recurrent degassing process/mechanism prior to, during, and after
the Etna’s eruptive periods. Clearly, additional data are required to corroborate this initial hypothesis.

5. Conclusions

SO2 imaging at Mt Etna during 2016 revealed different styles of gas emissions, which reflected
changes in volcanic activity, from quietly passive degassing to eruptive activity (lava fountaining,
intense strombolian activity, and lava flowing).

To real-time characterize and monitor this very dynamic activity period, we designed a novel
routine to automatically calculate SO2 fluxes including computer-based detection of image quality, and
calculation of plume speed time-series using computer vision libraries. This automatic processing
routine allowed us to obtain real-time information on volcano degassing dynamics at high spatial
and temporal resolution, which results in a further step in instrumental volcanic gas monitoring. We
validated the methodology through a comparison with manually processed results and integration
with independent thermal and seismic observations. All these independent datasets showed coherent
temporal variations that validated the use of UV cameras for detecting subtle changes in volcanic
and degassing activity. Our novel method, thus, promises a step ahead in instrumental volcanic
gas monitoring.

Our automatically derived SO2 flux time-series were used to constrain degassing regimes on Mt.
Etna in 2016. We have shown that our automatically processed SO2 fluxes peaked during heightened
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activity, such as during the May 2016 eruptive sequence, and during a phase of elevated degassing in
July–August 2016, which culminated with the opening of a new summit incandescent vent. The May
2016 sequence was preceded by a circa one-month-long phase of a mild but detectable SO2 flux increase,
and was followed by an abrupt drop in degassing. Comparison between our SO2 flux time-series in May
2016 and those associated with two other eruptive paroxysmal sequences (occurred in 2014 and 2015)
highlighted strong similarities in SO2 flux dynamics, which implies the possible existence of thresholds
that distinguish between degassing regimes, prior to, during, and after eruptions. Pre-paroxysm SO2

fluxes were found to have consistent values (of ~2000 t/d) during the three episodes. Similarly, the
highest SO2 fluxes (from 3000 t/d up to 5200 t/d on a daily average basis) were identified during the
three eruptive sequences, while post-eruptive were systematically characterized by reduced degassing
(<1000 t/d). This result, if confirmed by future observations, may bring implications for identifying
switches in volcanic activity regime. We believe this methodology can be successfully exported on
other open-vent active volcanoes, after a relatively brief period of calibration.

We also tested the ability of UV camera records to characterizing SO2 emissions during a lava
fountain episode. This is, to the best of our knowledge, one of the first SO2 camera record at high
spatial and temporal resolution of an ongoing lava fountaining [28,30]. We have reported on high
levels of degassing during the lava fountain (of up to 260 kg/s), from which we assessed a lower limit
(due to the ash presence within the plume) for the cumulative SO2 mass of ~1700 tons emitted during
a lava fountain episode.
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Abstract: Lava domes grow by extrusions and intrusions of viscous magma often initiating from
a central volcanic vent, and they are frequently defining the source region of hazardous explosive
eruptions and pyroclastic density currents. Thus, close monitoring of dome building processes
is crucial, but often limited to low data resolution, hazardous access, and poor visibility. Here,
we investigated the 2016–2017 eruptive sequence of the dome building Bezymianny volcano,
Kamchatka, with spot-mode TerraSAR-X acquisitions, and complement the analysis with webcam
imagery and seismic data. Our results reveal clear morphometric changes preceding eruptions that are
associated with intrusions and extrusions. Pixel offset measurements show >7 months of precursory
plug extrusion, being locally defined and exceeding 30 m of deformation, chiefly without detected
seismicity. After a short explosion, three months of lava dome evolution were characterised by
extrusions and intrusion. Our data suggest that the growth mechanisms were significantly governed
by magma supply rate and shallow upper conduit solidification that deflected magmatic intrusions
into the uppermost parts of the dome. The integrated approach contributes significantly to a better
understanding of precursory activity and complex growth interactions at dome building volcanoes,
and shows that intrusive and extrusive growth is acting in chorus at Bezymianny volcano.

Keywords: Bezymianny; volcano deformation; monitoring; lava dome; inflation; SAR imaging;
radar pixel offsets

1. Introduction

Many active volcanoes, about 200 worldwide [1], generate lava domes that are often characterised
by hazardous explosive eruptions that involve flank instability [2]. As domes grow, the outer flanks
oversteepen until they collapse and perilous pyroclastic flows are produced that purge down the
slopes, affecting regions at kilometres distance to the dome [3]. Lava domes are thought to grow by
interactions between magma injections into the dome (i.e., endogenous dome growth) and the addition
of extrusion layers on the top of the carapace (i.e., exogenous dome growth) [4–7]. So far, these two
styles of growth are considered as endmembers, with few examples showing higher complexity that
could be instrumentally recorded in nature, such as at the dome building volcanoes Mount St. Helens,
Unzen, or Soufrière Hills [5–7]. Geophysical sensors often observe short-term precursors, such as
seismicity, enhanced rockfall intensity, alternating volcanic gas emissions, or localised deformation
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when magma reaches shallow depths prior to imminent eruptions [8]. Interferometric Synthetic
Aperture Radar (InSAR), for example, provides an estimation of precursory deformation on the mm to
cm scale over short [9] and long [10] periods of time, yet the technique is affected by atmosphere and it
is less effective when volcanoes are covered in snow or when ground motion exceeds the maximum
detectable deformation gradient [11]. Moreover, determining deformation that is associated with dome
building volcanoes, and therefore identifying the particularities of lava dome growth, is challenging
due to the small dimensions and the hazardous access of most domes. Successful approaches barely
include in-situ and, more often, remote sensing approaches, such as ground-fixed cameras [12,13] or
satellite radar amplitude images [14–16]. A noteworthy case of the strength of camera monitoring
for tracking deformation is that of Mount St. Helens during the 2004–2008 dome growth episode,
which allowed for the spatial and temporal quantification of endogenous and exogenous growth [17].
The value of satellite radar observation, on the other hand, was underlined during the 2010 cataclysmic
eruption at Merapi, where Synthetic Aperture Radar (SAR) amplitude scenes provided vital support in
the early detection of dome growth and the associated hazard assessment [14]. The weaknesses of
SAR, in turn, come from the poor revisit period (several days), and geometric distortions that limit
interpretations due to the regions of shadow, foreshortening, and layover effects.

Here, we integrate the strengths of these techniques to better understand the current dome
growth mechanisms acting during the January 2016–June 2017 eruption sequence at Bezymianny.
We use camera monitoring to roughly identify topographic changes at Bezymianny’s flank, and we
employ a pixel offset tracking algorithm on high-resolution TerraSAR-X amplitude images to quantify
ground motion in range and azimuth direction. We show the details of plug extrusion that were
identified at least seven months before the first documented effusive eruption, and that exogenous
growth at Bezymianny was likely preceded by intrusions into the northern part of the composite dome.
The complexity of the observed cascade suggests that this finding may also provide a basis for dome
growth observation at other dome building volcanoes, ultimately promoting the understanding of
dome growth and related hazard assessment.

2. Bezymianny

2.1. Volcanological Background

Bezymianny is an andesitic, dome building volcano (~3000 m a.s.l.) that is located within
the Klyuchevskoy Group of Volcanoes (KGV) in Kamchatka, Russia (Figure 1a). It is thought that
Bezymianny, Klyuchevskoy, but also the further south located Tolbachik, derive their fluids from a
common deep parental magma chamber at 30 km depth [18,19]. During ascent beneath Bezymianny,
the volatile-rich magma arrests at different levels, which are likely associated with magma chambers,
at approximately 15 km and 5 km, but also possibly at 1.5 km depth [18,20–22].

Bezymianny is a relative young volcano (5.5 ka) whose geologic history was characterised by major
eruptive activity between 2400 and 1700 and 1350–1000 before present [23]. In 1955–1956, Bezymianny
re-emerged with a phase that culminated in a cataclysmic sector collapse and directed lateral blast
eruption, which left behind a horseshoe-shaped crater moat (Figure 1b) [24–26]. Eruption characteristics
showed strong similarities to the catastrophic eruption at Mount St. Helens in 1980 [27–29]. After the
1956 eruption at Bezymianny, near-continuous, mostly endogenous dome growth started to fill the
horseshoe shaped crater floor until 1965 [24,25,30,31]. Since 1977, on average, 1–2 explosive eruptions
occurred, which showed a characteristic cyclic behaviour: initially, days to weeks long-lasting summit
plug extrusions were followed by Vulcanian explosions and pyroclastic flows; eruptions then eventually
ceased with lava flow emplacements and degassing until the volcano became quiet again [30,31].
Only few eruptions during the 1980′s and 1990′s were solely characterised by effusive activity, or lava
flow emplacements prior to explosions [30]. By 2004, Bezymianny’s dome was completely covered
with lava flows, and multiple explosions on its top between 2005 and 2012 a new relatively stable
summit crater [19,32,33]. After four years of quiescence, activity initiated in 2016 and was followed by
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long effusive activity (5 December 2016–9 March 2017) and two strong explosive eruptions on 9 March
and 16 June 2017 [31]. Today, the morphology of Bezymianny is characterized by the remnants of the
1956 sector collapse amphitheatre (the “somma”) and the presence of an approximately 500–600 m
high composite dome in the centre (Figure 1b).

 
Figure 1. (a) Shaded relief map (TanDEM digital elevation model from 2014) of Bezymianny and its
closest neighbouring volcanoes in Kamchatka, Far East Russia (star in inset map). Location of the
time-lapse camera and footprint of the TerraSAR-X (TSX) satellite are indicated by CAM and black
box, respectively. Orthogonal arrows show flight and line-of-sight (LOS) directions of the descending
(DSC) and ascending (ASC) TSX satellites, respectively. ASC is shown in dashed lines, as this paper
focuses on the more regular DSC data. White box denotes area shown in (b). (b) Close-up shaded
relief map of Bezymianny showing the 1956 collapse scar (somma), the subsequently evolved central
composite dome, and its recent summit crater. Profile A-A’ indicates approximate 1956 collapse plane
(dashed line). Small letter profiles a–a’ and b–b’ show landmarks that are used for scale approximation
of camera images.

2.2. Monitoring Activities at Bezymianny

Bezymianny is one of the most active volcanoes in Kamchatka that poses a risk to air traffic between
North America and Asia. However, multiparametric and long-term monitoring is challenging due to
the remoteness of the volcano. During the past two decades, seismic monitoring was realized by the
Kamchatkan Branch of Geophysical Survey [34], allowing for eruption precursor identification days to
weeks before eruptions [35]. Enhanced frequency of rockfalls from the central dome is easily identified
and indicative of renewed activity at Bezymianny [35,36]. Besides characteristic tremors and high
frequency seismic signatures, long-period (LP) seismicity may also identify heralding eruptions [19],
but earlier studies suggest that only one out of four eruptions were preceded by LP events [36].
Eruptions at Bezymianny are sometimes concurrent with activity at Klyuchevskoy, which may strongly
obscure the records of Bezymianny’s seismic activity [35,36].

Besides the routine seismic monitoring, increasing importance has been ascribed to remote sensing
data analysis. Remote sensing comes with two main motivations: first, general monitoring of the
volcanic activities exploiting cost-free data and web portals; second, experimental and scientific in-depth
analysis of selected volcanic crisis. For instance, the instruments of the Advanced Spaceborne Thermal
Emission and Reflectance Radiometer (ASTER) have been episodically used to study heat radiation
during eruptions of the last few decades [37–39]. Overall, these studies have identified enhanced
ground temperature anomalies as a common precursor for Bezymianny’s eruptions, although two
eruptions were reported without a preceding change in the thermal level [39].

Yet, existing real-time monitoring methods, as well as event-based observations, could not
assess detailed dome growth processes of Bezymianny. Here, we investigate webcam images and
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high-resolution satellite radar data that cover the December 2016–June 2017 eruption sequence at
Bezymianny. The data catalogue enabled the observation of the volcano with unprecedented precision
of precursory activity, as well as exogenous and endogenous dome growth.

3. Data and Methods

This study concentrates on camera monitoring and satellite radar data acquired in 2016 and
2017. The eruption had a precursory phase, as identified by rockfalls and seismicity, then an effusive
eruption between 5 December 2016 and 28 February 2017, followed by (i) the effusive and explosive
eruption on 9 March, and then (ii) the explosive 16 June 2017 eruption. Details of these three stages
(precursor–effusive–explosive) were identified in the data. We compare our camera and SAR results to
the seismic records of Bezymianny [40].

3.1. Camera Monitoring and Mimatsu-Diagrams

Previous studies have demonstrated the strength of time-lapse camera analysis for the
determination of morphology changes at volcanoes, which substantially contributed to the spatial
deformation monitoring. Mimatsu (1962) already highlighted the significance of optical volcano
monitoring by constantly recording the volcano’s changing shape on his office paper window during
the dome growth episode at Showa Shinzan volcano, Japan. Johnson et al. [41] used video-derived
imagery to track dome uplift at Santiaguito volcano, Guatemala, and successfully correlated the
results with long-period seismic signals. A fixed camera network that was installed around Mount St.
Helens, USA, permitted the precise estimation of growth and strain rates during the 2004–2008 spine
extrusion [13,17]. Based on displacements between fixed time-lapse photographs, Walter et al. [42]
showed that dome deformation at Merapi volcano, Indonesia, is strongly governed by the local
topography. In this context, we used time-lapse imagery of Bezymianny during the 2016–2017 eruption
series to record the changes at the summit following Mimatsu’s approach.

The employed day and night capable network camera (Axis P1346) that is operated by the
Kamchatkan Branch of Geophysical Survey [43] has a focal length of 4 mm and it produces one image
(2048 × 1536 pixels) per second (Figure 2a). The time-lapse camera is located 7 km to the southeast
(160.696E, 55.94N; Figure 1a) and it captures Bezymianny as well as the neighbouring Kamen and
Klyuchevskoy volcanoes. The investigated period from May 2016 to August 2017 encompasses 579,180
time lapse images. The images were weeded out for night, no-operation, and cloudy records, but also
records where the camera lens was covered with snow. The remaining dataset was then visually checked
for clear view and high contrast images that were taken at approximately the same daytime, of which
12 representative images were manually selected and cropped to the area of Bezymianny (Figure 2a,e
and Figure S1). From the image stack, we follow the silhouette of the volcano image-by-image, which is
referred to as a Mimatsu diagram. Image offsets due to strong winds, recurrent snow cover on top
of the camera, and/or temperature changes of the installed camera gear are corrected by manual
alignment (translation in x and y, rotation around the image centre) of all the images with respect to
the master scene (7 May 2016). We favoured manual over automatic alignment as Bezymianny’s dome
was recurrently covered with snow, limiting automatic algorithm performance.

To quantify topographic changes in the field-of-view (FOV), two scales were derived by measuring
pixel distances between conspicuous landmarks on the master image (summit crater, 1956 collapse
scar) that correspond to landmarks on the digital elevation model (Figures 1b and 2b). Thus, the scale
varies between ~4.2–5.3 m/pixel, which is related to the reduction of the three-dimensional topography
into the camera’s two-dimensional FOV. As the pixels of the images are approximately squared,
the scale is assumed to be valid for horizontal and vertical changes. Since most of the images unveiled
insufficient contrast conditions and strongly varying colours (e.g., recurrent snow cover), the outlines of
Bezymianny’s composite dome were manually mapped and stacked in the resulting Mimatsu diagram.
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Figure 2. (a) Monitoring camera image of Bezymianny and its neighbouring volcanoes on 7 May 2016.
View is to the west. Black box denotes image details shown in: (b) Close-up view of Bezymianny.
Pixel and metric distances between a–a’ and b–b’ are derived from a terrain model (cf. Figure 1b).
(c) Descending non-geocoded spotlight-mode TSX amplitude image from 23 September 2016 (cf.
Figure 1a). Flight direction (azimuth) and line-of-sight (LOS) or range direction of the satellite are
indicated. White box shows area used for pixel offset tracking displayed in: (d) Close-up of Bezymianny.
Small black boxes mark assumed stable areas (i.e., no deformation) referred to later in displacement
analysis. (e) Cumulative number of seismic events in a 6 km radius to the volcano. Available TSX
acquisitions with their perpendicular baselines (Baseline⊥) to adjacent acquisitions.

3.2. Synthetic Aperture Radar (SAR)

3.2.1. SAR Data Set and Amplitude Images

SAR systems emit electromagnetic pulses to the Earth’s surface. Based on the backscattered
intensity (amplitude) and the time delay, the amplitude images are obtained from the illuminated
surface independent of daytime and weather conditions [11]. Earlier applications have used SAR
amplitude imagery to monitor and comprehend the evolution of dome building [14–16,44] and
other volcanic processes [45–47]. At Bezymianny, we employ 39 descending (track 11) spotlight [48]
TerraSAR-X satellite (TSX, wavelength = 31 mm) amplitude images that have been acquired between
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January 2016 and August 2017, with a recurrence time of mostly 11 days (Figure 2a and Figure S2,
Table S1). The images were recorded with an incidence angle of 38.7◦, and have a resolution cell
(pixel) spacing of 0.9 × 1.25 m in slant-range and azimuth direction, respectively. We also studied eight
ascending (track 64) (Figures S9, S10 and Table S2) spotlight-mode TSX images (incidence angle = 49◦;
0.9 × 1.20 m in slant-range x azimuth, respectively). The backscattered radar signal is confined by the
acquisition geometry, as well as the roughness and dielectric properties of the illuminated surface [11].
Thus, rougher and smoother surfaces correspond to brighter and darker pixels in the amplitude
image (Figure 2d,e), respectively. To visualise the reflectivity changes between amplitude images,
we created change difference maps [15] that show regions of unchanged, decreased, and increased
reflectivity values with yellow, magenta, and green colours, respectively. We note that the amplitude
information is strongly influenced by steep topography and the oblique radar acquisition geometry,
which causes distortions, such as the foreshortening of Bezymianny’s eastern flank or shadowing
at the summit crater floor (both track 11; Figure 2e). We mainly focus on track 11, as the viewing
geometry of track 64 creates pronounced foreshortening and shadowing of the western and eastern
flanks. However, although distortions in track 11 prohibit comprehensive observations of Bezymianny,
the TSX amplitude data set provides unique information to determine exogenous and endogenous
dome growth processes during the 2016–2017 eruptive sequence.

3.2.2. SAR Co-registration and Pixel Offset Measurements

Tracking pixel offsets of the co-registered SAR amplitude images may provide unambiguous
range and azimuth quantification of surface displacements, where InSAR measurements become
decorrelated [11,49]. Here, we co-registered all of the descending scenes with respect to the reference
image (master) from 25 January 2016 with the Gamma remote sensing software (Gamma) [50] (Figure S3).
We used a Pléiades digital elevation model (DEM) with a grid size of 2 m for real to SAR coordinate
conversion. Look-up tables were calculated for the first scene (sub-master) of individual amplitude
pairs, which subtracts topographic effects in the sub-master scene from range and azimuth pixel offsets.
Moreover, to retain the deformation signal, orbital related offsets were subtracted via application of a
cross-correlation based offset estimation, which determines a linear fit all over the offset tracking image
pairs. Lastly, the TSX spotlight SAR scenes were deramped to remove azimuth ramps in the Doppler
frequency. Subsequently, we employed an iterative image offset tracking algorithm with Gamma on
the amplitude data with maximum resolution (i.e., no multilooking). Initially, we used a large tracking
patch of 256 × 256 pixels (step-size = 4 pixels) to estimate the large pixel offsets. Then, we refined the
offset estimation in a subsequent step with smaller patches that varied from 160 × 160 to 32 × 32 pixels
to identify smaller displacements. To avoid aliasing of the spectrum, we oversampled the data by a
factor of two. Appendix A details the error estimation.

4. Results

4.1. Precursory Ground Movement

4.1.1. Precursory TSX Observations

Analysis of 26 TSX amplitude images that were acquired between January and November 2016
provides detailed evolution of surface motion at Bezymianny before the first documented effusive
eruption in December 2016. For this episode, we calculated range offset maps based on three
cross-correlation patches (32, 64, 96 pixels), and derived mean range offset rates under consideration of
the TSX recurrence time (Table S1) for a selected region within the summit crater (Figure 3h).

Initial ground motion (0–0.08 m d−1) is observed between January–April 2016, while the amplitude
images do not show clear changes in reflectivity (Figure 3a,e). Simultaneously, only few seismic events
occurred between February–March 2016. In May 2016, a new radar shadow area appears at the western
portion of the crater floor, which gradually increases in size until August 2016 (Figure 3b). During this
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time, the crater floor moves at increased, but near constant, rates of 0.07–0.13 m d−1 towards the satellite
(Figure 3i). By the beginning of September 2016, the shadow area considerably increased, but it started
to diverge with brighter pixels in-between at its western portion (Figure 3c). Moreover, new radar
shadows appeared at the north-eastern summit rim. Concurrent range pixel offsets within the summit
crater show a stepwise increase from 0.16 to 0.23–0.25 m d−1 during October (Figure 3g,i). At the same
time, and after five months of quiescence, seismic events were recorded again, and seismicity continued
throughout November 2016. Simultaneously, the summit floor radar shadow considerably increased
eastwards, and the ground motion is marked by the most significant stepwise increase from 0.43 m d−1

to 0.63 m d−1 (Figure 3d,i). Eventually, the total detected ground displacement at the summit crater
floor amounts to approximately 39 m towards the satellite (Figure 3h).

 

Figure 3. Eruption precursory deformation at Bezymianny between January and November 2017
determined in radar amplitude imagery change difference maps (a–d). Close-ups of these maps show
the gradual emergence of a rigid body that produces a successively larger radar shadow at the summit
crater floor displayed by magenta colours.
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Contemporaneously, new shadows appear at the northern summit rim. Displayed cumulative range
offset maps of consecutive amplitude images (e–h) are calculated with a cross-correlation patch of
64 pixels. Red and blue pixel displacements reflect motion away or towards the satellite, respectively.
(i) The lower row shows the temporal evolution of ground movement calculated for a 10 × 10 pixels
area located within the crater (red box in (h)). Error bars correspond to offset deviations in selected
stable regions (cf. Figure S4). See text for details.

4.1.2. Precursory Webcam Observations

To visually confirm the overall detected precursory TSX ground motion, we created a
Mimatsu-diagram based on five clear webcam images acquired between May and December 2016
(Figure 4a,b). The camera images reveal slight growth of the summit between May–September 2016,
whereas other images of the same period show intermittent translucent degassing and white steaming
(Figure S7). First clearly distinguishable topographic changes are discernable in October 2016, where the
eastern summit uplifts by 9–22 m, and elevations at the southern summit changes by 15 m in FOV.
This topographic growth occurs at approximately the same time as the first significant rise of TSX range
offsets (see above) and the onset of seismic activity in October 2016. Between September and beginning of
December 2016, summit degassing significantly enhanced (Figure S7), and the 7 December 2016 Mimatsu
image reveals a striking topographic uplift of 9–37 m of the eastern summit. The latter observations
concurrently occurred with the gradual increase of detected seismic events as well as with the most
significant increase of radar-derived ground motion detected in November 2016 (Figure 3).
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Figure 4. Mimatsu diagrams depicting Bezymianny’s summit: (a) before onset of the eruption sequence,
(b,c) during the 5 December 2016 and 28 March 2017 eruption, (d,e) after the first (9 March 2017) and
second (16 June 2017) explosive eruptions, respectively. Coloured bold lines correspond to the elevation
change of the summit with respect to the previous camera image.

4.2. Co-eruptive Ground Movement Observations

4.2.1. Co-eruptive TSX Observations

Co-eruptive TSX amplitude images reveal a tongue-like reflectivity change at the western dome,
which depicts the emplacement of an extensive lava flow (flow 1) (Figure 5a2 and Figure S5). Its lower
parts are marked by radar shadow casting crevasses, as well as radially and flow parallel oriented
shadow casting ridges that are bisected by a significantly larger and irregularly oriented, but also flow
perpendicular, shadow-casting ridge (Figure 6a). Between 17 November and 20 December 2016, the lava
effusion is accompanied by northward-directed rigid (inelastic) bulging of the northern composite
dome flank, and the detected azimuth offset rates increase with elevation from approximately 0.05 to
0.1 m d−1 (Figure 5a3 and Figure S5). During the end of December 2016, no motion of the northern
carapace was determined (Figure S6), whereas between 31 December 2016 and 2 February 2017 the
same motion direction and elevation-related distribution is observed, but at significantly higher rates
of approximately 0.1–0.5 m d−1 (Figure 5b3 and Figure S5). A substantial increase in seismic activity is
observed during the second half of January 2017, which rapidly decreases by the end of January 2017
(Figure 2e).
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Figure 5. Ground motion detected in TSX amplitude images during the 5 December 2016–28 February
2017 effusive eruption. Extent is indicated in Figure 1b. (a1,2), (b1,2), (c1,2), (d1,2) Geocoded TSX
amplitude images with indicated changes. Left column are master images, central column are slave
images. RB = rigid body. The colour coded outlines show extent of lava flow 1 compared with
previous extent. (a3–d3) Azimuth offset maps and 50 m contour lines of Bezymianny. Red and blue
colours reflect movement along (approximately southward) or against (approximately northward)
the TSX flight direction (LOS). Employed cross-correlation patches are indicated. Arrows in close-up
views indicate relative increase of azimuth displacements from the foot to the summit of the dome.
Displacement increases towards the summit. Compare Figure S5 for swath profiles A–A’.
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Figure 6. Topographic changes at Bezymianny between December 2016 and June 2017. (a,b) show
amplitude images of Bezymianny after the 5 December 2016 and 9 March 2017 eruptions, both marked
by large lava flows. (c) Amplitude change difference map and (d) aerial image after the 16 June 2017
eruption. White and black arrows (c,d) indicate deposition of pyroclastic deposits and an extrusive
body, respectively. Both, the pyroclastic deposits and the extrusive body are indicated by reflectivity
increases in (c) (green colouring), whereby the extrusive body is barely perceptible.

By beginning of February 2017, the surface fractures of flow 1 are widely distributed, and a
new contrasting radar shadow appears at the summit that indicates uplift of a new rigid body
(Figure 5b2). The subsequent scene from 13 February 2017 shows that the reflectivity pattern of flow 1
at the summit area significantly extended, and the shadow-producing rigid body moved westwards
(Figure 5c2). Simultaneously, the northern flank bulges again northwards with rates between 0.1–0.3 m
d−1 that increase with elevation (Figure 5c3 and Figure S5). In addition, azimuth offset maps between
December 2016 and February 2017 reveal differential motion of flow 1, where its northern and southern
segments move approximately north- and southwards, respectively. The following amplitude pair
does not reveal significant azimuth ground motion anymore (Figure S6).

The azimuth offset map of the last descending amplitude image pair (24 February–7 March 2017)
again reveals northward directed motion of the northern composite dome flank, where the rates
repeatedly increase with increasing elevation from 0.1 to 0.4 m d−1 (Figure 5d3 and Figure S5).
In addition, minor southward directed motion indicates the bulging of the southern flank. Lastly,
the only ascending amplitude image pair (17–28 February 2017) of this episode shows southward
directed motion of the southern composite dome flank (Figure S11), which implies that the southward
and northward directed bulging detected in the last descending pair occurred at different times.

The beginning of March 2017 is characterised by a significant increase in seismic activity that
culminated on 9 March 2017, when the first explosive eruption occurred (Figure 2e). The descending
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amplitude image from 18 March 2017 shows another tongue-like reflectivity change at the north-western
composite dome flank, which reveals the outpouring of the second lava flow (flow 2) (Figure 6b).
Subsequent scenes do not unveil significant changes neither of flow 2 nor of the dome flanks (Figure S2).
The surface reflectivity of flow 2 is more homogeneously distributed than that of flow 1.

By end of May 2017, seismicity picked-up and significantly increased until 16 June 2017, when the
second explosive eruption occurred. The descending change difference map between the 18 March
and 25 June 2017 amplitude images shows strongly lifted reflectivity within the western and northern
1956 crater moat (Figure 6c). Most of the surface of the two previously emplaced lava flows is now
covered by new material, which corresponds to the pyroclastic deposits that were observed in aerial
photographs from July 2017 (Figure 6d).

4.2.2. Co-eruptive Webcam Observations

Only one clear image could be selected to determine morphologic changes during the co-eruptive
episode because of strong fumarolic activity at Bezymianny and predominant poor weather conditions
between 8 December 2016 and 9 March 2017 (cf. Figure 2e). The corresponding Mimatsu diagram
between 7 December 2016 and 14 January 2017 reveals growth of the northern and southern summit
with approximately 15 m and 11 m, respectively (Figure 4c). The timing of summit growth correlates
with the onset of enhanced seismicity, and may also correspond to the beginning of the uplift of the
rigid body that produce the significant radar shadow detected on 2 February 2017 (Figures 2e and 5b2).

The 12 March 2017 Mimatsu image demonstrates partial destruction of Bezymianny’s summit
after the explosive 9 March 2017 eruption, yet most of the previously developed morphology remained
(Figure 4d). The latter agrees with radar shadows that are discernible in both the 7 and 18 March 2017
descending amplitude images (Figures 5d2 and 6a). However, the subsequent 24 April 2017 Mimatsu
image shows growth of the summit by 24 m, while during May and June 2017, a repeated partial
destruction of the summit is observed (Figure 4e).

Eventually, the 10 August 2017 Mimatsu image reveals that significant parts of the previously
determined summit accumulation are destroyed, whereas the southern summit portion is characterised
by extrusion of new material (Figures 4e and 6c,d). This last and most significant optically detected
summit morphology change corresponds well with the compelling reflectivity change of the summit
determined in the 25 June 2017 TSX amplitude image, whereby the southern summit growth is only
weakly represented in this amplitude image.

4.3. Three Stage activity

Overall, the TSX amplitude data provided the most detailed (spatially and temporally) observations
of precursory and co-eruptive ground motion during the 2016–2017 eruption sequence. Near constant
precursory ground motion is observed between January and October 2016, which then rapidly increased
two months (stage 1) prior the 5 December 2016–28 February 2017 eruption. The latter observation
agrees well with Mimatsu-derived topographic growth of Bezymianny’s eastern summit that was
detected in December 2016. During the effusive December 2016–February 2017 eruption (stage 2),
the radar data unveil recurrent flank motion at different rates that always increase with increasing
elevation. Moreover, SAR data show differential lava flow motion as well as the uplift of a rigid
body during January–February 2017 that subsequently moved westwards as the summit reflectivity
significantly changed. The timing agrees well with considerably enhanced seismicity and optically
derived growth of the eastern summit. The surface texture of the two lava flows 1 and 2 (stage 3,
9 March 2017) differ markedly, as flow 1 is characterised by shadow casting crevasses that are absent
on flow 2. Eventually, the 16 June 2017 eruption (stage 3) produced pyroclastic deposits that cover
most of the two lava flows and fill the northern 1956 crater moat.
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5. Discussion

Our data set captured seven to nine months of precursory ground motion as a rigid body
extruded at the summit prior to the first documented effusive December 2016–February 2017 eruption.
We interpret the rigid body as extruded, solidified conduit material that we refer to as a plug. Subsequent
determined differential lava flow motion was accompanied by a second plug extrusion that rafted
westwards as new lava was emplaced near the summit. Besides exogenous growth, the SAR amplitude
images also unveiled distinct, recurrent endogenous growth stages as Bezymianny’s dome bulged
northwards multiple times. Hereinafter, we first shed light on the limitation of employed techniques,
and we will then discuss our observations of the different dome growth stages at Bezymianny.

5.1. Limitations

Seismic activity beneath Bezymianny is monitored by a widespread array of seismometers
that covers activity of all volcanoes within the Klyuchevskoy Group of Volcanoes (see locations for
stations in Shapiro et al. [19]). The data used here is from a local catalogue and reflects seismic
events detected beneath the volcano within a radius of 6 km. However, accurate allocation of
events is impeded when other nearby volcanoes are active. In fact, Klyuchevskoy was very active in
2016 (cf. Figure S7), which caused the detection of only few events that are directly associated with
Bezymianny. This attracts the attention to other methods to determine activity at Bezymianny, such as
SAR and optical observations. However, these techniques are also not immune to shortcomings that
have to be considered for interpretation.

Visual observations of volcanic unrest and eruptions are important at volcano observatories to
examine topographic changes, levels of gas emissions, and other processes. Time-lapse cameras
are increasingly used for documentation and observation as they require low budget and
maintenance [13,51]. However, the number of cameras, their location, installation, and weather
conditions have strong effects on the resolution to retrieve quantitative information. Multiple terrestrial
cameras enable to break down the three dimensional deformation over time, as was demonstrated for
dome growth at, for instance, Mount St. Helens during the 2004–2008 eruption [17]. Single cameras,
in turn, may have the disadvantage of reducing the three-dimensional displacement into its
two-dimensional FOV. Therefore, determined and quantified topographic changes at Bezymianny
may over- or underestimate the total amount of deformation, as the absolute displacement may
encompass deformation further away or closer towards the camera’s FOV. Moreover, the low spatial
resolution is confined to the large distance (7 km) of the camera, which is focused on Bezymianny
and its neighbouring volcanoes. This significantly lowers the image contrast and it causes blurry
edges at Bezymianny’s dome (Figure S8), which, together with fumarolic activity and background
clouds, may have strong impact on the outline mapping quality. While most of the error contributions
cannot be further quantified, the mapping error may be equal to the calculated pixel-size-range
(i.e., 4.2–5.3 m/pixel), as the choice of the pixels along the cone outline depends on subjective and
biased decisions during the mapping. In addition, the employed metric pixel conversion strongly
depends upon topography, distance, and image distortion, which was not corrected for in the images.
Thus, the mapping error may be even higher. Yet, the webcam imagery provided valuable qualitative
information that supports and complements deductions from seismic and TSX observations, such as
deformation in foreshortening areas of the radar data. Thus, time-lapse camera observations constitute
an indispensable tool to monitor Bezymianny.

Tracking changes at dome building volcanoes is vital for hazard assessment because of the
close link to their explosive potential, dome collapse, and associated pyroclastic density currents
generation [5,14]. Yet, lava domes are often tied to the volcanic summit, which is often obscured by
frequent cloud cover. SAR systems, in turn, penetrate this cover, and hence may significantly aid
in identifying dome growth processes. Here, we analysed the amplitude information of TSX data
and employed a pixel offset tracking technique to estimate deformation at Bezymianny during the
2016–2017 eruption series. However, specific steps within the processing chain may have substantial
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influence on the distribution of pixel offsets. Speckle, for instance, causes random noise in the amplitude
information that may result in the occurrence of randomly distributed offsets. On the other hand,
speckle on surfaces also increases the tracking quality of these features. Multilooking (down-sampling),
in turn, may significantly reduce amplitude noise. Yet, it also decreases the spatial resolution and
may lead to the omission of small scale pixel offsets, such as the episodically detected distension of
the dome or smaller differential offsets during the precursory episode. Additionally, strong scatterers
within the cross-correlation window may obtain a high displacement weighting that dominates the
whole patch. This causes the appearance of patch-like offsets, where the strong reflector related offset
propagates throughout several overlapping and adjacent windows [52]. Patch like offsets occur, for
instance, outside the 1956 crater rim (Figure 3e–h), or in the azimuth offset map of the northern dome
between images 31 December 2016–2 February 2017 as offsets decrease stepwise downslope (Figure 5b3
and Figure S5). The latter may be caused by bright scatterers at the edges of older lava flows located
along the northern dome flank. In addition, offset tracking between May and September 2016 showed
that larger cross-correlation windows (64 and 96 pixels) detected near continuous range offset rates
with minor errors, whereas the smallest window (32 pixels) revealed varying offsets with much larger
errors (Figure 3i and Figure S4). Also, calculated SNRs do not sufficiently aid in the identification for
erroneous offsets as both low and high SNRs were calculated for offsets close to zero in the stable areas.
The latter is most prominent during the summer months where SNRs in stable areas are temporarily
significantly higher, while SNRs in the summit region do not reveal a considerable change (Figure S4).
However, other potential offset tracking error sources may result from changing amplitudes that are
related to slope processes (e.g., gravity driven toppling rocks as moving bright scatterers), downslope
block addition onto lava flows after its emplacement increasing the surface roughness, changing
amplitude values due to intermittent snow cover [46], or layover effects as observed at Cleveland
volcano [16]. Layover effects may be observable at the 1956 collapse scar rim, but they could not be
observed at the summit. Other limitations in pixel offset tracking occur when pixels disappear due to
strong motion as observed at the front of flow 1, or when surfaces are shifted into foreshortening areas
as observed at the summit crater rim during the precursory plug extrusion episode. Despite the error
sources, the method enabled the detailed quantification and analysis of exogenous and endogenous
growth stages at Bezymianny.

5.2. Implications and Interpretations of Eruptive Events

The observations from the TSX data allowed us to identify different stages of ground motion
activity and to distinguish processes from plug extrusion over endogenous dome deformation to lava
flow emplacement. This enables us to derive a conceptual model of volcanic growth at Bezymianny.

5.2.1. Precursory Deformation

After approximately four years of quiescence, our amplitude data reveal persistent range motion
at Bezymianny’s summit seven to nine months prior to the first documented effusive December
2016–March 2017 eruption. We associate this motion with the extrusion of cold crystalline upper
conduit material (plug) along a pre-existing, reactivated fracture network (Figure 7a, Table 1). Initially,
the plug extrusion was characterised by intermittent offsets and few detected seismic events, which may
constrain the extrusion onset to January–April 2016. The subsequently derived range offset rates
remained near constant until August 2016, whereas the seismicity of Bezymianny could not be
differentiated from that of the active Klyuchevskoy volcano. Moreover, the plug extrusion was
accompanied by observed intermittent degassing (cf. Figures S1 and S7), which, in contrast to the
observed continuous range offset rates, might indicate a discontinuous precursory plug-extrusion
behaviour. Yet, alternating weather conditions, such as daily changing wind directions and atmospheric
pressures, may have had major impact on the irregular degassing pattern [53]. Previous seismic and
petrographic studies at Bezymianny, in turn, showed that the rising magma is being stored at different
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depths prior to eruptions, which may also reflect alternating emission patterns [18,20,22,54] during the
2016 precursory stage.

 
Figure 7. Schematic sketch of endogenous and exogenous growth episodes at Bezymianny.
(a) Plug extrusion accompanied with degassing through a pre-existing, reactivated fracture network.
Circles indicate gas pressurisation, ellipses show shearing at the conduit walls. (b) December 2016 lava
flow emplacement and mixing of flow with precursory plug material causing significant compressional
folding. The remaining magma batch in the upper conduit starts to solidify. (c) The new plug clogged
the vent and (d) deflected the rising magma into distinct parts of the carapace. These mechanisms may
account for all detected distension episodes. (e) Gas pressurisation exceeds yield strength of flow 1,
and the previously formed new plug extruded. (f) Lava replenishment pushed the new plug and flow
1 westwards, which caused enhanced fracturing of the lava flow.

However, between September–October 2016, we observed a gradual change from slower to
faster plug extrusion rates, which may have been related to the gradual ascent of magmatic fluids
into shallower reservoirs. The simultaneously observed Mimatsu-derived summit growth, as well
as new radar shadows at the rim, may have formed due to the presumably related increased gas
pressurisation, which eventually pushed volcanic material over the rim, and stress-parallel oriented
shadow-casting tensile fractures were formed at the rim. During November 2016, the observed
seismicity and extrusion rates in range direction increased simultaneously, and the plug-related radar
shadow was bisected by brighter surface reflectivity. This may indicate plug disintegration due to
exhumation and concurrent loss of the previously existing circumferential pressure that was induced by
the surrounding dense composite dome crust. As the largest Mimatsu displacement was determined
between October–December 2016, and because the observed seismicity substantially increased during
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end of November 2016 and the beginning of December 2016, we assume that the determined cumulative
range motion (~40 m) constitutes the minimum of the total amount of plug extrusion.

Table 1. Chronology of volcanic processes at Bezymianny between January 2016 and August 2018.
The ra- and az-rates correspond to range and azimuth offset rates, respectively. FOV = field of view.

Observation period Description

January–April 2016 Discontinuous plug extrusion (ra-rates: 0–0.08 m d−1)
Weak seismicity between (January and March 2016)

May–August 2016 Near constant plug extrusion (ra-rate: 0.07–0.13 m d−1)
Brief seismicity in May 2016
Intermittent (apparent) translucent degassing at Bezymianny
Klyuchevskoy active (steaming)
July 2016: onset of tensile crack formation at eastern summit rim

September 2016 Faster plug extrusion (ra-rate: 0.15 m d−1)
Klyuchevskoy active (steaming)
Onset of plug disintegration at the western portion

October 2016 Onset of eastern summit uplift (9–22 m in Mimatsu diagram)
Increased plug extrusion rates (ra-rate: 0.24 m d−1)
Further widening of tensile cracks

November–beginning of December
2016

Accelerated plug extrusion (ra-rate: 0.43–0.63 m d−1)
Onset of continuous seismicity
Substantial widening of summit rim tensile cracks
Strong disintegration of precursory plug
Significant summit uplift (9–37 m in Mimatsu diagram)

December 2016 Persistently increasing seismicity
Inelastic bulging of northern composite dome (17 November–20 December 2016; az-rate: 0.05–0.1 m
d−1) related to magmatic fluid intrusion
Az-rates of 1st flank bulging increased towards the summit
Bulging occurred likely prior to emplacement of flow 1 (SAR-scene: 20 December 2016)
Flow perpendicular shadow-casting ridge interpreted as compressional fold due to lava-plug mixing

End of December 2016–beginning
of February 2017

Minor destruction of previously determined summit uplift in Mimatsu diagram
Inferred upper conduit solidification (formation of plug 2) that clogged the vent
Inelastic bulging of northern carapace (31 December 2016–2 February 2017; az-rate: ~0.1–0.6 m d−1)
related to magmatic fluid intrusion
Az-rates of 2nd flank bulging increased towards the summit
Substantial increase of seismicity during second half of January 2017
Extrusion of plug 2
Intrusion and plug 2 extrusion possibly related to enhanced seismicity

Mid of February–beginning of
March 2017

Repeated inelastic bulging of northern carapace (2–13 February 2017; az-rate: ~0.1–0.3 m d−1) related
to magmatic fluid intrusion
Lava replenishment at summit that pushed plug 2 westwards
Repeated inelastic bulging of northern carapace (24 February–7 March 2017; az-rate: ~0.1–0.4 m d−1)
related to magmatic fluid intrusion
Az-rates of the 3rd and 4th bulging events increased towards the summit
Strongly enhanced seismic activity
Inferred upper conduit crystallisation by end of February and beginning of March 2017

March 2017 Significant increase in seismic activity
Explosive eruption on 9 March 2017
Emplacement of flow 2 (SAR-scene: 18 March 2017)
Smooth reflectivity characteristics of flow 2 due to thorough degassing in reservoir

June 2017 Strongest explosive eruption on 16 June 2017 depicted by solely deposition of pyroclastic deposits
Summit bulge significantly destroyed, appearance of new extrusive body at southern summit
Southern summit crater extrusion (up to 30 m in Mimatsu diagram) not clearly resolved in SAR data

In general, plug extrusions at Bezymianny were commonly observed days to weeks prior to
explosive eruptions [30,31]. Similarly, satellite thermal observations showed enhanced anomalies
that are associated with exogenous growth 15 to 20 days prior to >20 eruptions between 1993 and
2008 [39]. Our data set, in turn, documented seven to nine months of precursory ground motion
related to plug extrusion prior to the documented effusive 5 December 2016–28 February 2017 eruption.
The absence of explosive activity of Bezymianny during the effusive eruption may be caused by
insufficient gas pressurisation during magma ascent likely as a consequence of persistent degassing.
Similar observations were made prior to a non-explosive eruption at MSH during the dome building
phase in 1981 [55]. Lastly, pixel offsets that are derived from the precursory plug extrusion episode
may be used in future to refine models and investigate the corresponding source of deformation with,
for example, a discrete element method, as described in [56,57].
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5.2.2. Effusive 5 December 2016–7 March 2017 Eruption

Our data set has shown that the so far first registered effusive eruption initiated with emplacement
of flow 1, its surface characterised by few crevasses and a dominant, radar-shadow producing, flow
perpendicular ridge. This ridge does not exhibit the typically observed radial orientation of surface folds
of many silicic lava flows, which form as the flows stretch and rotate in the flow direction [58]. Therefore,
the ridge on flow 1 could be interpreted as a result of a pronounced step in the paleotopography,
but our terrain model from 2014 does not reveal any significant elevation changes on the western
composite dome flank (see inset in Figure 2b). Instead, it may reflect the compressional folding [59] of
a mixture of the lower viscous flow 1 with the highly viscous precursory plug material (Figure 7b and
Table 1). The partial preservation of the plug would emphasize the weak explosiveness of the effusive
5 December 2016–28 February 2017 eruption.

Between the end of December 2016 and the beginning of February 2017, we observed significant
unidirectional bulging of the northern dome flank, which were not reversed again and therefore
can be considered inelastic. This was either accompanied or preceded by the emergence of a new
radar shadow at the summit as well as enhanced seismicity during the second half of January 2017.
The expansion may be explained by near vertical magmatic intrusions into the carapace without an
existing plug. Yet, deformation experiments of conical shaped volcanoes have shown that, under these
conditions, the summit always concurrently subsides [60].

Since summit subsidence was not observed at Bezymianny, we assume that a second plug
formed between December 2016 and beginning of January 2017 that caused the unidirectional bulging
(Figure 7b,c). This plug may have formed in response to low effusion rates, shallow degassing
(see degassing in Figure 4c), and microlite crystallisation [7]. A process also inferred for spine
formations during dome growth episodes at Unzen and Soufrière Hills volcanos [6,7]. The second
plug at Bezymianny possibly clogged the upper conduit, thereby causing unidirectional bulging of
magmatic fluids in the upper conduit, or the deflection of magmatic fluids into structurally weaker
parts of the composite dome (Figure 7d). Layer boundaries, interlayered unconsolidated pyroclastic
deposits, or pre-existing fractures related to explosive events that formed older summit craters might
depict the latter. Eventually, the new summit radar shadow indicates that the second plug was
extruded by the beginning of February 2017. By mid February 2017, we observed a general amplitude
change at the summit, which we associate with a second pulse of lava emplaced at the summit.
Simultaneously observed enhanced crevasse density on flow 1 and the location change of the plug
related summit shadow indicate that the new lava flow pushed both flow 1 and the previously extruded
plug westwards (Figure 7f).

As inflations were recurrently observed at the northern composite dome flank, a clogging plug may
also explain the other observed distinct lateral flank movements. Lava flow emplacements followed
the bulging events during February and March 2017 (including flow 2), which reveals that exogenous
growth succeeded endogenous growth. Therefore, it may be possible that flank bulging between
November and December 2016 also preceded flow 1. This would agree with precursory endogenous
growth of Bezymianny that was derived from remotely detected enhanced thermal activity prior to
most eruptions during 1993–2008 [39]. Since each bulging event of the recent eruption series increased
in magnitude towards the summit (Figure 5 and Figure S5), the nucleus of unidirectional intrusions
was likely located in the uppermost few hundred meters (~100–400 m) of the volcanic conduit, thus
above the base of Bezymianny’s composite dome (cf. Figure 1b(inset) and Figure 7). This agrees with
the deformation observations at Colima in Mexico, where an inferred shallowly located (~200–300 m)
clogging plug may have also governed the pathway of rising magmatic fluids prior to the volcano’s
2013 eruption series [9]. Evidence of shallow conduit pressurisation that is derived from ground
deformation and seismicity was also identified at other dome building volcanoes, such as Soufrière
Hills on Montserrat [61], Unzen in Japan [6], or Lascar in Chile [62].

Lastly, we cannot differentiate this motion from potential endogenous growth motion, since the
size of flow 1 continuously changed between adjacent amplitude scenes. Thus, we did not consider
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employing an elastic modelling approach to identify the source of deformation at the northern flank.
In fact, the detected southward motion of the southern flank in the descending and ascending data
(Figure 5b3 and Figure S11) indicates that magma may have also been deflected into the southern
carapace, but this was observed only once and it occurred very localised near the summit.

5.2.3. Exogenous and Endogenous Dome Growth—Comparison with other Volcanoes

Volcanic activity at Bezymianny identified by TSX radar and optical data indicate precursory
plug extrusion, as well as explosive eruptions, both being followed by lava flow emplacements and
renewed summit excavation. All of these activities originated from the central summit. At the dome
building Colima volcano, Mexico, activity between 1998 and 2010 also originated from a central
summit, yet in this case the recurrent growth of blocky domes, from which short lava flows emanated,
dominated the summit [63]. Soon after their formation, the summit domes were destroyed by recurrent
Vulcanian eruptions that excavated new summit craters similar to the observed reshaped summit
craters of Bezymianny. Yet, the repeated emergence of blocky domes at Colima contrasts with the
recurrently observed plug extrusions at Bezymianny that depict the stiffened upper conduit. However,
minor summit deformation at Colima’s summit (2013) also suggested the existence of a shallow plug,
which caused the deflection of the rising magmatic fluids, but was not extruded after all [9]. Yet,
deformation at Colima only occurs days or hours prior to new eruptions [9]. Moreover, our data has
shown that Bezymianny produced multiple eruptions within one year that significantly increased in
explosiveness, whereas Colima produced eruptions with rather similar explosive character [63].

In addition, we showed that the recurrent bulging events of Bezymianny’s northern dome flank
occurred at strikingly different azimuth rates near the summit (0.1–0.6 m d−1). These were likely related
to intermittent conduit plug formation, which clogged the vent as the magmatic fluids were deflected
into the northern carapace. The variance of observed endogenous growth rates at Bezymianny’s
mature composite dome strongly contrast with observations of linear endogenous growth rates during
the formation of the relatively young domes of Mount St. Helens (1980–1986) and Unzen (1990–1995),
which emphasizes the very distinct character of dome growth behaviour at different volcanoes.

Overall, we have shown that Bezymianny evolved during 2016–2017 from precursory plug
extrusion over mostly effusive and unidirectional endogenous growth to successively stronger
explosions, which produced large amounts of pyroclastic deposits that cover most of the two major
lava flows. This may point out that Bezymianny’s dome evolution is on the verge to a stratocone
volcano, as was described prior to the 1956 eruption. In fact, all of the observed eruptive activity
during the 2016–2017 eruption sequence at Bezymianny was confined to the central summit crater,
which is a common feature for many stratocone volcanoes [64].

6. Conclusions

Here, we studied endogenous and exogenous dome growth before and during the 2016–2017
eruption sequence at Bezymianny. Multitemporal TSX amplitude imagery uncovered seven to
nine months lasting precursory plug extrusion prior to the known onset of the eruption series.
Deformation analysis of the ensuing effusive December 2016–March 2017 eruption revealed repeated
exogenous lava flow emplacements that were accompanied and/or preceded by intermittent
unidirectional bulging of the northern carapace. These events are likely related to the intermittent rapid
formation of upper conduit plugs that deflected the rising magmatic fluids into the uppermost regions
of the composite dome. The corresponding endogenous growth rates of Bezymianny’s relatively
mature dome significantly varied. Thus, dome growth at Bezymianny may have reached an advanced
stage in its evolution close to the formation of a stratocone. Although endogenous growth could not be
resolved by the webcam imagery, the images unveiled exogenous growth near the summit undetected
by radar data. Yet, the images’ poor resolution only contributed qualitatively to inferences that are
drawn from seismic and SAR observations.
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In this study, we have demonstrated the strengths of high-resolution SAR amplitude images as an
effective observation tool to derive information regarding the detailed course of precursor activity as
well as for differentiation of distinct lava flow surface and dome growth processes. However, as these
processes rapidly changed, it becomes apparent that more frequent SAR acquisitions in different
acquisition geometries would make it even more useful for real-time observations. This becomes
obvious for the acquisition gaps prior the June 2017 eruption, which concealed possible precursor
ground motion. In contrast, continuous seismic observations revealed a clear picture of magmatic
activity and/or associated rockfalls prior to the eruption. Therefore, integration and analysis of different
geophysical data sets is a vital base for the monitoring of remote volcanoes, such as Bezymianny,
who poses a permanent threat to intercontinental aviation.
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Appendix A

Error estimation for offset measurements during the precursory plug extrusion

To differentiate significant from erroneous pixel offsets during the precursory plug extrusion stage,
we applied an analytical approach that is usually used to remove DEM errors for change analysis
of river beds and slope failures. This approach uses stable areas for calculation of errors [65] that
follow a normal distribution around 0 (i.e., no changes), and are assumed to be independent [66,67].
Following the approach of Lane et al. [68], we assume that the error of the point-to-point distance
between DEMs is equal to the offset uncertainty, which may be expressed as:

σo f f set =
√
σ2 + σ2, (A1)
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where σ is the standard deviation of offsets in a stable area with a size of 100 × 100 pixels. The statistic
t-score is then calculated by the following equation of Bennet et al. [69]:

tscore =
Δpx

σo f f set
, (A2)

where Δpx is the absolute pixel offset within the stable area. To determine whether the offsets of
individual pixels in the stable areas are significant, a simple one-sided t-Test with a confidence interval
of 80% (tc > 0.845) was applied to the area of real surface motion. Thus, only pixel offsets in the
deforming area larger than the median of Δpx > tc were considered as real displacements. Moreover,
since motion in the stage prior the first recognised eruption was directed towards the satellite, pixel
offsets away from the satellite were omitted in the deformation area. Finally, pixel offsets for the same
stage were compared with the Signal-to-Noise Ratio (SNR) to estimate the degree of error estimation:

SNR =
ccp
std

, (A3)

where ccp depicts the cross-correlation peak and std the corresponding standard deviation.

References

1. Sheldrake, T.E.; Sparks, R.S.J.; Cashman, K.V.; Wadge, G.; Aspinall, W.P. Similarities and differences in the
historical records of lava dome-building volcanoes: Implications for understanding magmatic processes and
eruption forecasting. Earth Sci. Rev. 2016, 160, 240–263. [CrossRef]

2. Ogburn, S.E.; Loughlin, S.C.; Calder, E.S. The association of lava dome growth with major explosive activity
(VEI ≥ 4): DomeHaz, a global dataset. Bull. Volcanol. 2015, 77, 40. [CrossRef]

3. Voight, B.; Elsworth, D. Instability and collapse of hazardous gas-pressurized lava domes. Geophys. Res. Lett.
2000, 27, 1–4. [CrossRef]

4. Huppert, H.E.; Shepherd, J.B.; Sigurdsson, H.; Sparks, R.S.J. On lava dome growth, with application to the
1979 lava extrusion of the Soufrière of St. Vincent. J. Volcanol. Geotherm. Res. 1982, 14, 199–222. [CrossRef]

5. Fink, J.H.; Malin, M.C.; Anderson, S.W. Intrusive and extrusive growth of the Mount St. Helens lava dome.
Nature 1990, 348, 435–437. [CrossRef]

6. Nakada, S.; Shimizu, H.; Ohta, K. Overview of the 1990–1995 eruption at Unzen Volcano. J. Volcanol.
Geotherm. Res. 1999, 89, 1–22. [CrossRef]

7. Watts, R.B.; Herd, R.A.; Sparks, R.S.J.; Young, S.R. Growth patterns and emplacement of the andesitic lava
dome at Soufrière Hills Volcano, Montserrat. Geol. Soc. Lond. Mem. 2002, 21, 115–152. [CrossRef]

8. Sparks, R.S.J. Forecasting volcanic eruptions. Earth Planet. Sci. Lett. 2003, 210, 1–15. [CrossRef]
9. Salzer, J.T.; Nikkhoo, M.; Walter, T.R.; Sudhaus, H.; Reyes-Dávila, G.; Bretón, M.; Arámbula, R. Satellite radar

data reveal short-term pre-explosive displacements and a complex conduit system at Volcán de Colima,
Mexico. Front. Earth Sci. 2014, 2, 12. [CrossRef]

10. Lu, Z.; Dzurisin, D.; Biggs, J.; Wicks, C.; McNutt, S. Ground surface deformation patterns, magma supply,
and magma storage at Okmok volcano, Alaska, from InSAR analysis: 1. Intereruption deformation,
1997–2008. J. Geophys. Res. Solid Earth 2010, 115, B00B02. [CrossRef]

11. Massonnet, D.; Feigl, K.L. Radar interferometry and its application to changes in the Earth’s surface.
Rev. Geophys. 1998, 36, 441–500. [CrossRef]

12. James, M.R.; Pinkerton, H.; Robson, S. Image-based measurement of flux variation in distal regions of active
lava flows. Geochem. Geophys. Geosy. 2007, 8, 3. [CrossRef]

13. Walter, T.R. Low cost volcano deformation monitoring: Optical strain measurement and application to
Mount St. Helens data. Geophys. J. Int. 2011, 186, 699–705. [CrossRef]

14. Pallister, J.S.; Schneider, D.J.; Griswold, J.P.; Keeler, R.H.; Burton, W.C.; Noyles, C.; Newhall, C.G.;
Ratdomopurbo, A. Merapi 2010 eruption-chronology and extrusion rates monitored with satellite radar and
used in eruption forecasting. J. Volcanol. Geotherm. Res. 2013, 261, 144–152. [CrossRef]

344



Remote Sens. 2019, 11, 1278

15. Wadge, G.; Cole, P.; Stinton, A.; Komorowski, J.-C.C.; Stewart, R.; Toombs, A.C.; Legendre, Y.
Rapid topographic change measured by high-resolution satellite radar at Soufrière Hills Volcano, Montserrat,
2008–2010. J. Volcanol. Geotherm. Res. 2011, 199, 142–152. [CrossRef]

16. Wang, T.; Poland, M.P.; Lu, Z. Dome growth at Mount Cleveland, Aleutian Arc, quantified by time series
TerraSAR-X imagery. Geophys. Res. Lett. 2015, 42, 10. [CrossRef]

17. Major, J.J.; Dzurisin, D.; Schilling, S.P.; Poland, M.P. Monitoring lava-dome growth during the 2004–2008
Mount St. Helens, Washington, eruption using oblique terrestrial photography. Earth Planet. Sci. Lett. 2009,
286, 243–254. [CrossRef]

18. Koulakov, I.; Abkadyrov, I.; Al Arifi, N.; Deev, E.; Droznina, S.; Gordeev, E.I. Three different types of
plumbing system beneath the neighboring active volcanoes of Tolbachik, Bezymianny, and Klyuchevskoy in
Kamchatka. J. Geophys. Res. Solid Earth 2017, 122, 3852–3874. [CrossRef]

19. Shapiro, N.M.; Droznin, D.V.; Droznina, S.Y.; Senyukov, S.L.; Gusev, A.A.; Gordeev, E.I. Deep and shallow
long-period volcanic seismicity linked by fluid-pressure transfer. Nat. Geosci. 2017, 10, 442–445. [CrossRef]

20. Thelen, W.; West, M.; Senyukov, S. Seismic characterization of the fall 2007 eruptive sequence at Bezymianny
Volcano, Russia. J. Volcanol. Geotherm. Res. 2010, 194, 201–213. [CrossRef]

21. Shcherbakov, V.D.; Plechov, P.Y.; Izbekov, P.E.; Shipman, J.S. Plagioclase zoning as an indicator of magma
processes at Bezymianny Volcano, Kamchatka. Contrib. Mineral. Petrol. 2011, 162, 83–99. [CrossRef]

22. Turner, S.J.; Izbekov, P.; Langmuir, C. The magma plumbing system of Bezymianny Volcano: Insights from
a 54 year time series of trace element whole-rock geochemistry and amphibole compositions. J. Volcanol.
Geotherm. Res. 2013, 263, 108–121. [CrossRef]

23. Braitseva, O.A.; Melekestsev, I.V.; Bogoyavlenskaya, G.E.; Maksimov, A.P. Bezymyannyi: Eruptive history
and dynamics. Volcanol. Seismol. 1991, 12, 165–194.

24. Gorshkov, G.S. Gigantic eruption of the volcano Bezymianny. Bull. Volcanol. 1959, 20, 77–109. [CrossRef]
25. Bogoyavlenskaya, G.Y.; Braitseva, O.A.; Melekestsev, I.V.; Maksimov, A.P.; Ivanov, B.V. Bezymianny

volcano. In Active Volcanoes of Kamchatka; Fedotov, S.A., Masurenkov, Y.P., Eds.; Moscow Nauka Publishers:
Moscow, Russia, 1991; Volume 1, pp. 195–197.

26. Belousov, A. Deposits of the 30 March 1956 directed blast at Bezymianny volcano, Kamchatka, Russia.
Bull. Volcanol. 1996, 57, 649–662. [CrossRef]

27. Lipman, P.W.; Moore, J.G.; Swanson, D.A. Bulging of the north flank before the May 18 eruption-geodetic data.
In The 1980 Eruptions of Mount St. Helens, Washington; Lipman, P.W., Mullineaux, D.R., Eds.; United States
Geological Survey: Reston, VA, USA, 1981; pp. 143–155.

28. Voight, B.; Glicken, H.; Janda, R.J.; Douglass, P.M. Catastrophic rockslide avalanche of May 18. In The 1980
Eruptions of Mount St. Helens, Washington; Lipman, P.W., Mullineaux, D.R., Eds.; United States Geological
Survey: Reston, VA, USA, 1981; pp. 347–377.

29. Belousov, A.; Voight, B.; Belousova, M. Directed blasts and blast-generated pyroclastic density currents:
A comparison of the Bezymianny 1956, Mount St Helens 1980, and Soufrière Hills, Montserrat 1997 eruptions
and deposits. Bull. Volcanol. 2007, 69, 701–740. [CrossRef]

30. Belousov, A.; Voight, B.; Belousova, M.; Petukhin, A. Pyroclastic surges and flows from the 8–10 May 1997
explosive eruption of Bezymianny volcano, Kamchatka, Russia. Bull. Volcanol. 2002, 64, 455–471. [CrossRef]

31. Girina, O.A. Chronology of Bezymianny Volcano activity, 1956–2010. J. Volcanol. Geotherm. Res. 2013, 263,
22–41. [CrossRef]

32. Carter, A.J.; Ramsey, M.S.; Belousov, A.B. Detection of a new summit crater on Bezymianny Volcano lava
dome: Satellite and field-based thermal data. Bull. Volcanol. 2007, 69, 811–815. [CrossRef]

33. Dvigalo, V.N.; Svirid, I.Y.; Shevchenko, A.V.; Sokorenko, A.V.; Demyanchuk, Y.V. Active volcanoes of Northern
Kamchatka as seen from aerophotogrammetric data in 2010. In Proceedings of regional conference “Volcanism
and associated processes”; Institute of Volcanology and Seismology FEB RAS: Petropavlovsk-Kamchatsky:
Petropavlovsk-Kamchatsky, Russia, 2011; pp. 26–36. (In Russian)

34. Chebrov, V.N.; Droznin, D.V.; Kugaenko, Y.A.; Levina, V.I.; Senyukov, S.L.; Sergeev, V.A. The system of
detailed seismological observations in Kamchatka in 2011. J. Volcanol. Seismol. 2013, 7, 16–36. [CrossRef]

35. Senyukov, S.L. Monitoring and prediction of volcanic activity in Kamchatka from seismological data:
2000–2010. J. Volcanol. Seismol. 2013, 7, 86–97. [CrossRef]

36. West, M.E. Recent eruptions at Bezymianny volcano-A seismological comparison. J. Volcanol. Geotherm. Res.
2013, 263, 42–57. [CrossRef]

345



Remote Sens. 2019, 11, 1278

37. Ramsey, M.; Dehn, J. Spaceborne observations of the 2000 Bezymianny, Kamchatka eruption: The integration
of high-resolution ASTER data into near real-time monitoring using AVHRR. J. Volcanol. Geotherm. Res. 2004,
135, 127–146. [CrossRef]

38. Carter, A.J.; Girina, O.; Ramsey, M.S.; Demyanchuk, Y.V. ASTER and field observations of the
24 December 2006 eruption of Bezymianny Volcano, Russia. Remote Sens. Environ. 2008, 112, 2569–2577.
[CrossRef]

39. Van Manen, S.M.; Dehn, J.; Blake, S. Satellite thermal observations of the Bezymianny lava dome 1993–2008:
Precursory activity, large explosions, and dome growth. J. Geophys. Res. Solid Earth 2010, 115, 1–20. [CrossRef]

40. Monitoring of Volcanic Activity in Kamchatka. Available online: http://www.emsd.ru/~{}ssl/monitoring/
main.htm (accessed on 30 September 2017).

41. Johnson, J.B.; Lees, J.M.; Gerst, A.; Sahagian, D.; Varley, N. Long-period earthquakes and co-eruptive dome
inflation seen with particle image velocimetry. Nature 2008, 456, 377–381. [CrossRef]

42. Walter, T.R.; Ratdomopurbo, A.; Subandriyo; Aisyah, N.; Brotopuspito, K.S.; Salzer, J.; Lühr, B. Dome growth
and coulée spreading controlled by surface morphology, as determined by pixel offsets in photographs of
the 2006 Merapi eruption. J. Volcanol. Geotherm. Res. 2013, 261, 121–129. [CrossRef]

43. Chebrov, V.N.; Droznin, D.V.; Zakharchenko, N.Z.; Melnikov, D.V.; Mishatkin, V.N.; Nuzhdina, I.N.
The development of the system of integrated instrumental monitoring of volcanoes in the Far East region.
Seism. Instrum. 2013, 49, 254–264. [CrossRef]

44. Chaussard, E. A low-cost method applicable worldwide for remotely mapping lava dome growth. J. Volcanol.
Geotherm. Res. 2017, 341, 33–41. [CrossRef]

45. Di Traglia, F.; Nolesini, T.; Ciampalini, A.; Solari, L.; Frodella, W.; Bellotti, F. Tracking morphological changes
and slope instability using spaceborne and ground-based SAR data. Geomorphology 2018, 300, 95–112.
[CrossRef]

46. Arnold, D.W.D.; Biggs, J.; Wadge, G.; Mothes, P. Remote sensing of environment using satellite radar
amplitude imaging for monitoring syn-eruptive changes in surface morphology at an ice-capped stratovolcano.
Remote Sens. Environ. 2018, 209, 480–488. [CrossRef]

47. Arnold, D.W.D.; Biggs, J.; Dietterich, H.R.; Vargas, S.V.; Wadge, G.; Mothes, P. Lava flow morphology at an
erupting andesitic stratovolcano: A satellite perspective on El Reventador, Ecuador. J. Volcanol. Geotherm. Res.
2019, 372, 34–47. [CrossRef]

48. Mittermayer, J.; Wollstadt, S.; Prats-Iraola, P.; Scheiber, R. The TerraSAR-X staring spotlight mode concept.
IEEE Trans. Geosci. Remote Sens. 2014, 52, 3695–3706. [CrossRef]

49. Michel, R.; Avouac, J.-P.; Taboury, J. Measuring ground displacements from SAR amplitude images:
Application to the Landers earthquake. Geophys. Res. Lett. 1999, 26, 875–878. [CrossRef]

50. Werner, C.; Wegmüller, U.; Strozzi, T.; Wiesmann, A. GAMMA SAR and interferometric processing software.
In Proceedings of the ERS-ENVISAT Symposium, Gothenburg, Sweden, 16–20 October 2000.

51. Poland, M.P.; Dzurisin, D.; LaHusen, R.G.; Major, J.J.; Lapcewich, D.; Endo, E.T. Remote camera observations
of lava dome growth at Mount St. Helens, Washington, October 2004 to February 2006. US Geol. Surv.
Prof. Pap. 2008, 1750, 225–236.

52. Wang, T.; Jonsson, S. Improved SAR amplitude image offset measurements for deriving three-dimensional
coseismic displacements. Sel. Top. Appl. Earth Obs. Remote Sens. 2015, 8, 3271–3278. [CrossRef]

53. Zimmer, M.; Walter, T.R.; Kujawa, C.; Gaete, A.; Franco-Marin, L. Thermal and gas dynamic investigations at
Lastarria volcano, Northern Chile. The influence of precipitation and atmospheric pressure on the fumarole
temperature and the gas velocity. J. Volcanol. Geotherm. Res. 2017, 346, 134–140. [CrossRef]

54. López, T.; Ushakov, S.; Izbekov, P.; Tassi, F.; Cahill, C.; Neill, O.; Werner, C. Constraints on magma processes,
subsurface conditions, and total volatile flux at Bezymianny Volcano in 2007–2010 from direct and remote
volcanic gas measurements. J. Volcanol. Geotherm. Res. 2013, 263, 92–107. [CrossRef]

55. Casadevall, T.J.; Rose, W.; Gerlach, T.; Greenland, L.P.; Ewert, J.; Wunderman, R.; Symonds, R. Gas emissions
and the eruptions of Mount St. Helens through 1982. Science 1983, 221, 1383–1385. [CrossRef]

56. Husain, T.; Elsworth, D.; Voight, B.; Mattioli, G.; Jansma, P. Influence of extrusion rate and magma rheology
on the growth of lava domes: Insights from particle-dynamics modeling. J. Volcanol. Geotherm. Res. 2014,
285, 100–117. [CrossRef]

57. Harnett, C.E.; Thomas, M.E.; Purvance, M.D.; Neuberg, J. Using a discrete element approach to model lava
dome emplacement and collapse. J. Volcanol. Geotherm. Res. 2018, 359, 68–77. [CrossRef]

346



Remote Sens. 2019, 11, 1278

58. Farrell, J.; Karson, J.; Soldati, A. Multiple-generation folding and non-coaxial strain of lava crusts. Bull. Volcanol.
2018, 80, 84. [CrossRef]

59. Anderson, S.W.; Stofan, E.R.; Plaut, J.J.; Crown, D.A. Block size distributions on silicic lava flow surfaces:
Implications for emplacement conditions. Geol. Soc. Am. Bull. 1998, 110, 1258–1267. [CrossRef]

60. Rincón, M.; Márquez, A.; Herrera, R. Contrasting catastrophic eruptions predicted by different intrusion and
collapse scenarios. Sci. Rep. 2018, 8, 6178. [CrossRef] [PubMed]

61. Melnik, O.; Sparks, R.S.J. Nonlinear dynamics of lava dome extrusion. Nature 1999, 402, 37–41. [CrossRef]
62. Matthews, S.J.; Gardeweg, M.C.; Sparks, R.S.J. The 1984 to 1996 cyclic activity of Lascar Volcano, northern

Chile: Cycles of dome growth, dome subsidence, degassing and explosive eruptions. Bull. Volcanol. 1997, 59,
72–82. [CrossRef]

63. Varley, N.R.; Arámbula-Mendoza, R.; Reyes-Dávila, G.; Stevenson, J.; Harwood, R. Long-period seismicity
during magma movement at Volcán de Colima. Bull. Volcanol. 2010, 72, 1093–1107. [CrossRef]

64. Pinel, V.; Jaupart, C. Magma chamber behavior beneath a volcanic edifice. J. Geophys. Res. 2003, 108, 1–17.
[CrossRef]

65. Westaway, R.M.; Lane, S.N.; Hicks, D.M. The development of an automated correction procedure for digital
photogrammetry for the study of wide, shallow, gravel-bed rivers. Earth Surf. Process. Landf. 2000, 25,
209–226. [CrossRef]

66. Durand, V.; Mangeney, A.; Haas, F.; Jia, X.; Bonilla, F.; Peltier, A. On the link between external forcings and
slope instabilities in the Piton de la Fournaise Summit Crater, Reunion Island. J. Geophys. Res. Earth Surf.
2018, 123, 2422–2442. [CrossRef]

67. Brasington, J.; Rumsby, B.T.; McVey, R.A. Monitoring and modelling morphological change in a braided
gravel-bed river using high resolution GPS-based survey. Earth Surf. Process. Landf. 2000, 25, 973–990.
[CrossRef]

68. Lane, S.N.; Westaway, R.M.; Hicks, D.M. Estimation of erosion and deposition volumes in a large, gravel-bed,
braided river using synoptic remote sensing. Earth Surf. Process. Landf. 2003, 28, 249–271. [CrossRef]

69. Bennett, G.L.; Molnar, P.; Eisenbeiss, H.; Mcardell, B.W. Erosional power in the Swiss Alps: Characterization
of slope failure in the Illgraben. Earth Surf. Process. Landf. 2012, 37, 1627–1640. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

347





remote sensing 

Article

Recent Developments and Applications of Acoustic
Infrasound to Monitor Volcanic Emissions

Silvio De Angelis 1,*, Alejandro Diaz-Moreno 1 and Luciano Zuccarello 2,3

1 School of Environmental Sciences, University of Liverpool, Liverpool L69 3GP, UK; aledm@liverpool.ac.uk
2 Departamento de Fisica Teorica y del Cosmos, University of Granada, 18071 Granada, Spain; lzuk@ugr.es
3 Istituto Nazionale di Geofisica e Vulcanologia, 56126 Pisa, Italy
* Correspondence: s.de-angelis@liverpool.ac.uk or silvioda@liverpool.ac.uk; Tel.: +44-(0)151-794-5161

Received: 25 April 2019; Accepted: 15 May 2019; Published: 31 May 2019

Abstract: Volcanic ash is a well-known hazard to population, infrastructure, and commercial and
civil aviation. Early assessment of the parameters that control the development and evolution of
volcanic plumes is crucial to effective risk mitigation. Acoustic infrasound is a ground-based remote
sensing technique—increasingly popular in the past two decades—that allows rapid estimates of
eruption source parameters, including fluid flow velocities and volume flow rates of erupted material.
The rate at which material is ejected from volcanic vents during eruptions, is one of the main inputs
into models of atmospheric ash transport used to dispatch aviation warnings during eruptive crises.
During explosive activity at volcanoes, the injection of hot gas-laden pyroclasts into the atmosphere
generates acoustic waves that are recorded at local, regional and global scale. Within the framework of
linear acoustic theory, infrasound sources can be modelled as multipole series, and acoustic pressure
waveforms can be inverted to obtain the time history of volume flow at the vent. Here, we review
near-field (<10 km from the vent) linear acoustic wave theory and its applications to the assessment
of eruption source parameters. We evaluate recent advances in volcano infrasound modelling and
inversion, and comment on the advantages and current limitations of these methods. We review
published case studies from different volcanoes and show applications to new data that provide a
benchmark for future acoustic infrasound studies.

Keywords: acoustic infrasound; volcanic emissions; ground-based remote sensing

1. Introduction

Approximately 10% of the Earth’s population live under the direct threat of one of 1508 active
volcanoes [1,2]. Understanding the nature and impact of volcanic hazards and developing monitoring
systems to detect and track eruptions in (near) real time, is central to effective early warning and
successful risk mitigation. The type and severity of hazards posed by volcanic activity depend on
the style of eruption. Effusive eruptions often affect settlements and infrastructure such as during
the recent 2018 rift eruption of Kilauea (Hawaii, USA) [3]. At the other end of the spectrum of
volcanism, explosive and sustained activity can result in loss of life, such as during the 2018 eruption
of Volcan de Fuego (Guatemala), and have a severe impact on local communities [4]. In general,
long-lived eruptions can have significant, negative, repercussions on the economy at the national and
international scale. During volcanic explosions fragments of pulverised rock, referred to as volcanic
ash, are ejected from one or more active vents at high speed, driven into the atmosphere by hot
gasses. It is well-known that airborne volcanic ash presents a direct threat to aviation; it can cause
disruption to flight operations such as during the 2010 eruption of Eyafjallajokull (Iceland) and damage
to infrastructure, with consequent loss of revenue [5].

During volcanic crises nine international Volcanic Ash Advisory Centers (VAAC), part of the
International Civil Aviation Organization’s (ICAO) Air Navigation Commission, are deputed to
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dispatch Volcanic Ash Advisories (i.e., alerts on the presence of airborne volcanic ash and estimates
of its movement) to aviation authorities [6]. Numerical models are routinely used by VAACs to
forecast atmospheric dispersal of ash clouds in order to evaluate the potential impacts of eruptions on
aviation. The volume of erupted material, the rate at which mass is ejected from volcanic vents and
the initial height of eruption plumes, collectively referred to as eruption source parameters [5], are
key inputs into these models. Assessment of these parameters relies on empirical laws, which were
derived from measurements of well-documented eruptions [7–10]. These empirical relationships
are integrated in routine protocols to estimate mass eruption rates (MER) from measurements of
ash plume height [6], despite large uncertainties when results are compared with values obtained
from direct measurements of eruption deposits and durations [5]. Mastin et al. [5] discussed whether
MER could be alternatively estimated by means of numerical modelling: based on the results of 1D
numerical simulations, they argued that empirical equations still perform better than numerical models
in reproducing field observations.

In recent times, acoustic infrasound has emerged as an increasingly popular tool for volcano
remote sensing, and its potential to assess volcanic emissions in (near) real time has been extensively
investigated. The term infrasound identifies atmospheric acoustic waves with frequencies typically
<20 Hz, below the audible range of humans. Volcanoes are prolific radiators of infrasound, generated
by large-scale eruptive processes, which inject gas and pyroclasts into the atmosphere causing its rapid
acceleration [11]; these low-frequency acoustic waves can travel distances of up to several thousands
of kilometres [1] lending themselves to volcano monitoring at different scales, from local to global.
The use of acoustic infrasound in regional and local eruption monitoring, with applications in volcano
early warning has become increasingly popular [12–16]. A substantial body of literature demonstrate
the use of infrasound to detect, locate and track explosive volcanic eruptions, and its potential to
provide estimates of eruption source parameters to inform volcanic plume rise and ash dispersal
modelling [17–23].

In this manuscript, we provide a review of past work in the field of volcano infrasound,
and describe recent developments of its use to assess eruption source parameters. Here, we focus
on applications of acoustic infrasound at local distances (i.e., within 10–15 km from eruptive vents)
and their potential to provide robust estimates of the amount of material ejected into the atmosphere
during eruptions. We present a summary of the theory of linear acoustics and discuss equivalent
models for the representation of volcano-acoustic sources. Methods derived from this theory that
exploit volcano-acoustic time series to retrieve eruptive jet velocities, and invert infrasound waveforms
to obtain estimates of mass and volume flow rates (of the eruptive mixture of gas and particles) are
reviewed. We discuss the recent integration of numerical modelling of acoustic wavefield propagation
within these workflows. We show examples from the published literature, as well as applications to
new case studies. Finally, we offer a perspective on the potential for use of acoustic infrasound in
real-time volcano monitoring.

2. The Acoustic Fingerprint of Volcanoes

Volcanic activity encompasses a broad spectrum of eruptive styles ranging from effusive discharge
of lava onto the Earth’s surface, to energetic explosions that inject large amounts of gas-laden
pyroclasts in the atmosphere. Acoustic waves are produced when the atmosphere is perturbed from
its background state by a moving source causing unsteady fluid motion, and pressure disturbances
propagate through the air. Multiple processes occur in volcanic environments making them ideal
sources of acoustic waves; these include gas-driven oscillations of the surface of lava lakes or
magma columns [24], surface mass movements and impacts (rockfalls, pyroclastic flows and lahars
[25]) explosive fragmentation of magma at different scales (from Strombolian to Plinian [17,20]),
and vigorous ash-and-gas jetting during sustained eruptions [18]. Volcanoes produce acoustic waves
that deliver energy over a broad spectrum of frequencies; however, because of the comparatively
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large spatial scale of source mechanisms, the majority of sound is radiated in the infrasonic band,
approximately between 0.01 and 20 Hz [11].

Figure 1. Infrasound waveforms associated with explosions at volcanoes that exhibit regular activity.
Excess pressures are reduced to a distance of 1 km from the vent for comparison across volcanoes:
(a) small degassing explosions recorded at Etna, Italy; (b) small degassing explosions recorded at
Santiaguito, Guatemala; (c,d) ash-rich impulsive explosions from Tunghurahua, Ecuador, and Fuego,
Guatemala; (e,f) large amplitude signals exhibiting blast wave characteristics recorded at Fuego,
Guatemala, and Sakurajima, Japan; (g,h) short-duration signals featuring multiple pulses from Fuego,
Guatemala; (i) monochromatic signal recorded at Mt. Etna associated with degassing activity from one
of the summit vents; abd (j,k) explosion signals with impulsive onsets followed by an extended coda
from Fuego, Guatemala, and Sabancaya, Peru, associated with observations of sustained ash plumes.
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Volcano infrasound waveforms range from impulsive transients (Figure 1) to tremor-like sustained
signals, with a number of other intermediate types [26]. Waveforms with short duration (5–15 s) and
sharp onsets (Figure 1a–f) are frequently generated by impulsive explosion-like sources. These signals
may feature compression onsets followed by rarefaction with a nearly symmetrical shape (Figure 1a);
this symmetry is indicative of a flow rate source time function symmetrically distributed, in time, around
a peak value [27]. In many instances, waveforms are less symmetrical, exhibiting rapid compression
onsets (e.g., Figure 1e) followed by rarefaction phases with reduced amplitudes (Figure 1b–f); waveform
asymmetry may represent either a non-symmetrical flow rate source function, or reflect a shock-type
source mechanism similar to blast waves produced by chemical explosions [27,28]. Typically, blast
waves can be separated from other explosion mechanisms due to their characteristic appearance and
much larger peak amplitudes, of the order of several hundreds of Pa within a few hundred metres from
the source. Diversity in the characteristics of infrasound signals reflects variety in source mechanisms,
and may additionally provide clues on whether explosions are gas- or tephra-rich [29]. Observational
evidence suggests that waveforms featuring impulsive onsets followed by several additional pulses
(Figure 1g–h), or by a prolonged coda (Figure 1j–k), are frequently associated to tephra-rich plumes
with durations up to a few minutes. Open-vent volcanic systems, where active degassing is persistent,
often produce nearly monochromatic waveforms [24] due to resonance taking place within the shallow
conduit and crater system (Figure 1i).

Longer duration (several minutes to hours) infrasound is typically associated with sustained
open-vent degassing, or continuous eruptive activity. Figure 2 illustrates three examples of extended
duration waveforms associated with persistent pulse-like degassing, a sequence of intermittent
small Strombolian explosions, and an episode of sustained lava fountaining. A wider variety of
tremor-like signals have been reported in the literature; a comprehensive account of these signals
is, however, beyond the scope of this manuscript. For additional details, the reader is referred to a
number of insightful reviews published in recent years on the nature and characteristics of volcano
infrasound [11,26,30,31].

Figure 2. Extended duration infrasound waveforms: (a) Twenty minutes of very regular, pulse-like,
degassing recorded at Fuego, Guatemala. This type of activity is often referred to as “chugging” and
accompanied by audible degassing with a noise similar to that of a steam train. (b) Sequence of small
Strombolian explosions recorded at Mt. Etna. This activity recorded in the summer of 2008, persisted for
days. (c) Infrasound signature of a lava fountain recorded at Etna, Italy in May 2008. This episode lasted
for several hours with relatively constant infrasonic amplitudes. (d–f) Enlargements of selected portions
(shaded gray) of signals shown in (a–c).
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3. Linear Acoustic Theory and Multipole Acoustic Sources

Fluid flow associated with volcanic explosions causes acceleration of the atmosphere making them
efficient radiators of acoustic infrasound. The propagation of density (and thus, pressure) perturbations
in a fluid medium at rest can be investigated with the Navier–Stokes equations, by solving an associated
wave equation [32]. Early, seminal, work by Lighthill [33] and Woulff and McGetchin [32] set out an
elegant formulation for the solution of the acoustic wave equation in free- and half-space, to describe
the radiation of sound from monopole, dipole, and quadrupole sources. A monopole is the simplest
source of acoustic waves, linked to unsteady fluid flow (i.e., injection of mass) such as during a volcanic
explosion, and it is the most efficient form of acoustic radiation. Dipole radiation results from the
application of a force field at the source location, and it is obtained as the linear superposition of
two adjacent monopoles oscillating out of phase by 180◦. Dipole sources, unlike monopoles, do not
introduce net mass at the source; they impart momentum to the fluid causing its movement, and thus,
to radiate sound. Woulff and McGetchin [32] suggested that dipole radiation may result from the
interaction of fluid flow from volcanic vents with the crater walls. Quadrupole radiation represents
turbulence within the gas jet itself, and it results from the combination of two opposite dipoles. Woulff
and McGetchin [32], building on previous work by Lighthill [33], and using dimensional analysis,
presented a suite of scaling laws that link the acoustic power radiated by monopole (Πm), dipole (Πd)
and quadrupole (Πq) sources to gas velocity during fluid flow from volcanic vents:

Πm = Km
ρp Av

c
v4

e (1)

Πd = Kd
ρp Av

c3 v6
e (2)

Πq = Kq
ρp Av

c5 v8
e (3)

where Km, Kd and Kq are dimensionless constants, ρp is the density of the volcanic jet, c is the speed of
sound in the atmosphere, ve is the gas exit velocity at the vent, and Av is the cross-sectional area of
the vent.

Recently, Kim et al. [34] presented a detailed review of the derivation of the formal integral solution
to the wave equation in a half-space for monopole and dipole sources, using the Green’s Function (GF)
solution to the inhomogeneous Helmholtz wave equation [35,36]. Under the assumptions of compact
acoustic sources (i.e., their characteristic dimensions are much smaller than the acoustic wavelength)
and that far-field volcano infrasound propagates in half-space (i.e., an atmosphere bounded by a flat
solid topography), the transient solutions to the wave equation for monopole, and horizontal and
vertical dipole radiation at distance r from the source can be written as:
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where pm, ph, and pv are monopole, horizontal and vertical dipole pressure fields, respectively; Ṡ is the
time history of mass acceleration at the source; (x, y, z) are coordinates in a Cartesian system centred at
the source location; Dx,y,z are dipole momenta (in units of kg m s−1) in the (x, y, z) directions; θ is the
angle between the axis of the dipole and the vertical direction; z0 is source elevation; and c is the sound
speed. Any infrasound time series can be written as the radiation from a multipole source, that is the
linear superposition of a monopole, with horizontal and vertical dipoles (and terms of higher order):

p(r, t) = pm(r, t) + ph(r, t) + pv(r, t) (7)
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The formulation of Equations (4)–(7) represents the foundation for acoustic waveform inversion
that is discussed below.

4. Eruption Source Parameters and Their Potential Use in Ash Plume Modelling

In this section, we discuss the use of infrasound for the evaluation of eruption source parameters,
and their integration into models of ash plume rise. We review some case studies and expand on past
work to include recent developments in numerical modelling of volcano acoustic wavefields, and their
integration into infrasound waveform inversion schemes for the assessment of volume and mass flow
rates during explosive eruptions.

4.1. Fluid Flow Velocity from Acoustic Infrasound

Early work from Woulff and McGetchin [32] demonstrated the application of Equations (1)–(3) to
assess volcanic jet dynamics—in particular fluid flow velocity—from records of the sound emitted
by explosions at Stromboli (Italy) and fumaroles at Acatenango (Guatemala). An experiment at
Acatenango where acoustic power, the cross-sectional area of the vent, and flow velocity could be
directly measured in the field, allowed calibration of the dimensionless constants Km, Kd, and Kd
in Equations (1)–(3), and to infer that the sound radiated in either case had, predominantly, dipolar
nature. Several authors [17–20] built on the original work of Woulff and McGetchin [32] on translating
time series of acoustic pressure into gas flow velocities. Acoustic power (Π) can be estimated directly
from the recorded infrasound [20] as:

Π =
πr2

ρatmcτ

∫ τ

0
Δp2(t)dt (8)

where Δp(t) is a time series of atmospheric pressure, r is the source-receiver distance, ρatm is
atmospheric air density, c is the atmospheric sound speed and τ is the source duration. Once acoustic
power is calculated by solving the definite integral in Equation (8), the flow velocity at the source can
be easily retrieved by inversion of Equations (1)–(3). Gas velocity is an important eruption parameter
easily translated into volume flow rate (for a known cross-sectional area of the vent), which is used as
input into one of many empirical models to evaluate the initial height of eruption plumes. The most
used of models is the one from Sparks et al. [8]:

Qmagma =

[Hplume

1.67

] 1
0.259

(9)

where Qmagma is the magma volume flow rate in units of m3/s and Hplume is the plume height in units
of kilometres. Vergniolle and Caplan-Auerbach [20] used acoustic data recorded during the sub-Plinian
phase of the 1999 eruption of Shishaldin volcano (USA) to infer gas velocity and total gas volume
erupted; they assumed dipole radiation during the sub-Plinian phase of the eruption, and confirmed
that the gas velocities obtained were realistic using independent plume height measurements and
Equation (9). They noted that the assumption of dipole radiation would not be appropriate outside
the period of sub-Plinian activity; for instance, discrete explosions are more effectively described as
monopole sources. A dipole source is often the preferred choice for explosive events lasting up to
few tens of seconds associated with plumes rising to their highest elevation within a few minutes.
In these situations, the force field exerted by the conduit and crater walls on the volcanic flow, and the
interactions of the gas phase with solid pyroclasts are well described by a dipole. During sustained
eruptions, lasting up to several hours, infrasound is generated by internal turbulence within the plume,
a source best represented as a quadrupole [17].

Caplan-Auerbach et al. [17] also favoured a dipole source to describe the infrasound recorded
during the 2006 eruption of Augustine volcano (USA); they analysed nine eruptive events with
durations of the order of several minutes that generated largely buoyant plumes reaching elevations of
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8–15 km above the vent. Here (Figure 3), we have reproduced their results following the workflow
presented in the original manuscript for two of the explosions (Events 1 and 4, in the original
publication). Estimates of flow velocity at the vent were obtained, in the original manuscript and, here,
by using Equation (8) to calculate acoustic power and then inverting Equation (2). They calculated
volume flow rates for all nine explosions assuming a vent with circular cross-section, and used these
values to predict plume heights. Modelling the plumes as buoyant thermals rather than continuously
fed by eruption (an implicit assumption of Equation (9)), they showed that gas fluxes retrieved from
analysis of acoustic data are a good indicator for the rise height of volcanic plumes. Ideally, the choice
of a specific source mechanism should be cross-validated using other geophysical measurements,
when available. For example, high-resolution visual and thermal infrared imagery can be used to
assess eruption dynamics and to calculate the exit velocity of volcanic jets in the near-vent region,
two crucial factors in controlling sound generation. Ripepe et al. [18] employed multi-parameter
data to investigate the 2011 eruption of Eyjafjallajokull (Iceland); plume heights were retrieved from
infrasound-derived fluid flow velocities assuming a dipole acoustic source, and cross-validating these
measurements with continuous thermal IR measurements of the plume in the near-vent region.

Figure 3. Infrasound-derived time series of gas velocity for two explosions during the 2006 eruption of
Augustine volcano, USA: (a,c) Raw infrasound of explosive events on 11 January 2006 and 13 January
2006, respectively. Signals recorded by a microphone at 3.2 km from the vent. (b,d) Five-second
moving-window gas velocity time series obtained by inverting Equation (2), assuming a dipole acoustic
source. The figure reproduces results originally presented in Caplan-Auerbach et al. [17].

Careful consideration, when using infrasound-derived flow velocities for the assessment of plume
rise, should be given to the nature of the plume itself, and whether its initial development is affected
by local atmospheric conditions. Empirical relationships such as Equation (9) are usually derived for
strong plumes where internal drag is negligible and entrainment of atmospheric air is approximately
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proportional to the vertical velocity of the flow [37]. For weak plumes, where internal shear is near
normal to the plume axis, turbulence may be important and some of the empirical relationships
found in the literature may not be appropriate [38]. Furthermore, plumes that develop from low to
intermediate velocity volcanic jets are more likely to be affected by local wind conditions in the lower
troposphere, causing plumes to bend. These effects are included in more complex numerical models of
ash plume rise. Woodhouse et al. [39] developed an integral model of volcanic plume rising in a windy
atmosphere and investigated how wind restricted the rise height of volcanic plumes at Eyjafjallajokull.
Lamb et al. [19] used the same plume rise model to investigate two events during the 2009 eruption of
Mt. Redoubt, USA. Fluid flow velocities were estimated from acoustic infrasound for monopole, dipole
and quadrupole sources, and used to produce models of plume rise, including local wind conditions
(Figure 4). Comparison of plume modelling [39] with syn-eruptive Doppler radar measurements of
the plumes [40] showed good agreement with the results obtained for infrasound dipole radiation.

Figure 4. Infrasound-derived gas flow velocities, and plume models for an explosion at Mt. Redoubt,
USA, on 23 March 2009: (a) raw infrasound signal recorded at 12 km from the vent; (b) five-second
moving window gas velocity time series calculated for monopole, dipole, and quadrupole infrasound
sources by inverting Equations (1)–(3); and (c,d) cross-section (in the downwind direction) and
map view of modelled plumes using measurements of local atmospheric conditions at the time of
eruption. Initial flow velocities in the plume models corresponds to peak gas velocities from infrasound
for monopole, dipole and quadrupole sources (colour coding consistent across (b–d)). The figure
reproduces and expands results originally presented in Lamb et al. [19].
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4.2. Acoustic Monopoles: Volume and Mass Flow Rate

One of the advantages in the use of acoustic infrasound for assessment of volcanic emissions
is that its source is directly linked to the unsteady injection of mass into the atmosphere and its
acceleration, and to other forces acting in the near-source region. Equations (4)–(6), thus, provide a
framework for retrieval of volume or mass flow rates of volcanic material ejected during eruptions.
For a pure monopole, the relationship between volume or mass flow rate and the resulting acoustic
pressure time series is given by Equation (4), as illustrated in Figure 5; for a source radiating as a
monopole in a homogeneous and isotropic atmosphere, Equation (4) can be inverted to retrieve the
rate at which atmospheric mass is displaced during an explosion by direct integration over time
of the recorded pressure time series. Johnson [41], Johnson and Lees [42], and Johnson and Miller
[43] demonstrated the application of the monopole source model to explosions recorded at Erebus
(Antarctica), Santiaguito (Guatemala), and Sakurajima (Japan).

Figure 5. Modelling according to linear acoustic theory for a monopole source: (a) time-history of fluid
injection into a uniform and homogeneous atmosphere (Gaussian); and (b) excess pressure time series
at 1 km from the source, obtained as the time derivative of the source time function in (a).

Direct waveform integration according to Equation (4) rests on the assumption that infrasound
amplitudes attenuate proportionally to the inverse of distance from the source (1/r, or geometrical
spreading), and neglects the effect of topography on the acoustic wavefield. It is, however, well-known
that acoustic wave amplitudes often do not attenuate proportionally to 1/r (e.g., Lacanna and Ripepe [44]),
thus limiting the application of the monopole model to single-station recordings. Johnson and Miller [43]
at Sakurajima proposed its use with data recorded at sites at proximal distance from the source and
with unobstructed line-of-sight to the vent, conditions that provide a reasonable approximation to
geometrical spreading and allow discarding major effects of topography. In Figure 6, we show an
application of the monopole model to data collected by a temporary infrasound network at Fuego
(Guatemala) during a moderate-size explosion in May 2018. This example illustrates well the effects of
non-1/r attenuation and topography at different locations around the source. Acoustic waveform
shape (Figure 6a–e) varies across the network, evidence of diffraction and scattering from topography;
the source time functions of volume flow rate (Figure 6f,j) show variable shapes and inconsistent peak
values, suggesting that Equation (4) cannot account for the true attenuation pattern, and for realistic
scattering of the acoustic wavefield.
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Figure 6. Volume flow source time functions derived from integration of infrasound waveforms at
Fuego volcano, Guatemala: (a–e) explosion infrasound recorded at a range of distances from the
source; and (f–j) time series of volume flow rate calculated from (a–e) according to Equation (10).
The inconsistency of peak volume flow rate and variability in the shape of the volume flow rate source
time functions suggest that: (i) the attenuation does not follow simple geometrical spreading corrects;
and (ii) the effects of topography on acoustic wave propagation are present.

4.3. Acoustic Multipole Sources and Infrasound Waveform Inversion

The increasing availability of infrasound data over the last decade has allowed important
advances in volcano acoustics, and helped overcoming some of the limitations of past studies based
on single-station infrasound records. While true amplitude attenuation cannot fully be accounted
for without resorting to numerical methods [44,45], using signals from multiple sensors across a
network can help mitigating the bias introduced by station location. If available, multiple signals can be
simultaneously inverted to constrain volume or mass flow rate source time functions. Johnson et al. [46]
performed multi-station inversion solving separately for pure monopole, and pure 3D dipole sources
using data from a three-station deployment at Mt. Erebus. They suggested that a more realistic
acoustic radiation would be modelled as the combination of the sound produced by the combination a
volumetric source (monopole) and a directional force field (dipole); however, inversion for such a source
would require data from at least four stations, which were not available. More recently, infrasound
waveform inversion was performed considering multipole sources. A second-order multipole source
(i.e., combined monopole and dipole) is well-justified when short-duration acoustic signals associated
with non-turbulent plumes are analysed. Higher-order source terms (i.e., quadrupoles) should be
considered when infrasound is recorded during sustained eruptions, which may generate continuous
jet noise due to internal turbulence within the fluid flow. Studies of the sound radiated by sustained
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volcanic eruptions, until now, have focused on the characterisation of their spectral signatures in analogy
to similarity spectra of aeroacoustic jet-noise, or on investigation of the asymmetrical distribution of the
recorded amplitudes [1]. We are not aware of any studies, to date, that performed waveform inversions
to constrain third-order acoustic multipole sources, thus including a quadrupole term.

A pressure time series, p, can be written as the linear superposition of three contributions
(Equation (7)), i.e., a monopole, a horizontal dipole and a vertical dipole. The vertical dipole term
is often neglected in infrasound studies; vertical dipoles cannot be reliably constrained by data
gathered exclusively on the ground, and their inclusion would introduce errors in source estimates [34].
Kim et al. [34] and De Angelis et al. [47] neglected the vertical dipole component in infrasound
waveform inversions at Tunghuraua volcano (Ecuador) and Santiaguito (Guatemala); they combined
Equation (7) with Equations (4) and (5) to obtain:

p(r, t) =
1

2πr

[
Ṡ
(

t − r
c

)
+

x
cr

D̈x

(
t − r

c

)
+

y
cr

D̈y

(
t − r

c

)]
(10)

which represents the acoustic pressure radiated in a half-space (a homogeneous and isotropic
atmosphere with constant sound speed, bounded by a flat topography) by a combined monopole-
horizontal dipole, and recorded at distance r from the source. A system of linear equations can be
obtained by discretising Equation (10):

pk
i =

1
2πri

[
mk

1 +
xi
cri

mk
2 +

yi
cri

mk
3

]
(11)

where pk
i is the kth value of pressure recorded at the ith station with coordinates (xi, yi), at distance

ri from the source; mk
i = [mk

1, mk
2, mk

3] = [Ṡ, D̈x, D̈y] is a vector of parameters that represent monopole
and dipole strengths. Equation (11) can be written in matrix form:

Pk = Gmk (12)

where Pk is a vector of n values of pressure measured at n stations. Equation (12) can be iteratively
solved over all samples in each of the n time-series, for the model vector mk:

mk = G−1Pk (13)

Equations (10)–(13) provide a framework for inversion of acoustic infrasound waveforms for a
multipole source. In Figure 7, we show an example of multipole source inversion for an explosion
recorded at Fuego (Guatemala) in May 2018. The time history of monopole (i.e., atmospheric volume
flow rate) and dipole (i.e., the magnitude of the dipole force vector) strengths are shown in Figure 7a;
it should be noted that the vector mk

1 retrieved by iteratively solving Equation (13), provides a time
history of the rate of atmospheric mass displacement, which is then translated into a volume flow
rate using the atmospheric density at vent elevation. This formulation assumes that the volume of
displaced atmosphere is equivalent to the volume of material ejected from the vent. In Figure 7b, we
show the dominant dipole direction over the source time function. Figure 7c shows the fit between
the inversion model and observations. The quality of fit is measured, following De Angelis et al. [47],
using variance reduction:

VR =
1
N

N

∑
i=1

[
1 −

∫
(si − si)

2∫
(di)2

]
(14)

where si and di are the synthetic and data at each of the N stations, and integrals are performed over
the duration of the signals. For comparison, in Figure 7d,e, we show the results for a monopole-only
source, obtained by excluding any dipole terms in Equation (11) from the inversion. Comparison of
volume flow rates obtained from multipole (black) and monopole-only (yellow) inversions (Figure 7d,e)
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shows that the inclusion of dipole terms does not produce significant differences in volume flow rate,
although it improves waveform fit between model and data.

Figure 7. Comparison of acoustic multipole and monopole-only source inversions for an explosion
recorded in May 2018 at Fuego, Guatemala: (a) monopole and (horizontal) dipole source time functions
obtained from multipole inversion; (b) dominant direction of the horizontal dipole over the source
time function (grey shaded segment in (a)); (c) waveform fit between data and model; (d) comparison
of volume flow rates obtained from monopole-only (yellow) and multipole (black) inversions; and
(e) waveform fit between data and model for monopole-only inversion. Note that these inversions
are based on a representation of the acoustic wavefield as in Equation (10). VR is variance reduction
(please, see Equation (14) in main text).

All methods discussed thus far to evaluate eruption source parameters from infrasound data do
not consider the effects of topography and local atmospheric conditions on the propagation of the
acoustic wavefield. Waveform inversion as described in Equations (10)–(13) assumes half-space sound
propagation, and relies on the simplest possible 1D formulation of the atmosphere’s GF, that is one
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that only depends on the distance between source and receiver. Kim and Lees [48] and Lacanna and
Ripepe [44] first demonstrated by means of numerical modelling the effects of both crater morphology
and local volcano topography on infrasound radiation. More recently, Kim et al. [45] introduced an
acoustic waveform inversion method that exploits a numerical approximation to the 3D atmospheric
GFs computed by a Finite Difference Time Domain (FTDT) scheme. A GF represents the impulse
response of the atmosphere, which is the acoustic pressure generated by an impulsive source, and
recorded at a given distance from it. GFs are calculated by solving a set of first-order, velocity-pressure
coupled differential equations [49], accounting for the propagation of the acoustic wavefield over
realistic topography. In these models at local scale (less than about 10 km source-receiver distance), the
atmosphere is considered homogeneous and non-moving, with constant sound speed [45]. Figure 8
illustrates results of FDTD modelling of infrasound propagation at Fuego (Guatemala); both the
sound pressure level (i.e., acoustic wave intensity measured in decibels; SPL in Figure 8a), and the
GFs computed at different locations on the volcano (Figure 8b) demonstrate complex scattering and
attenuation effects. Numerical modelling, thus, reveals that infrasound waveform complexity may, at
least partially, reflect topography rather than source effects. Kim et al. [45] and Fee et al. [50] included
3D GFs into a new acoustic source inversion workflow, akin to ordinary seismic moment tensor
inversion in seismology. A time series of acoustic pressures, p, produced by a monopole and recorded
at given location from the source can be written as a convolutional model:

p(r, t) = G(r, t; r0, t) ∗ S(t) (15)

where S(t) is the source mass flow rate (i.e., monopole strength) and G(r, t; r0, t) is the Green’s
function excited by a source at position r0 and evaluated at position r. Equation (15) can be written in
matrix form:

d = Gm (16)

where d is a vector of recorded pressures at different stations (locations), G is a matrix of GFs at each
of these locations, and m is a vector of the unknown monopole source strength. Equation (16) can
be solved for m using an iterative least square solver [51]. In Figure 9a,b, we show an application
of monopole inversion using 3D, numerical, GFs at Fuego volcano (Guatemala), and compare the
results with those from traditional monopole inversion using 1D GFs. The main observation is that
volume flow rates calculated without considering topography are overestimated by about 130% when
compared to inversion using 3D GFs. Similar results were reported by Kim et al. [45] at Sakurajima
volcano, Japan, where overestimates of volume flow rate were up to 155%.

Numerical simulations of acoustic infrasound over realistic topography are rapidly becoming
commonplace due to rapid advances in computational methods, and increasing availability of High
Performance Computing resources at comparatively low cost. Several ongoing studies are investigating
multipole source inversion using 3D GFs (e.g., [52,53]), and successful attempts to include a vertical
dipole component have been made [52]. Including dipole terms in the inversion appears to marginally
reduce estimates of fluid flow rates, and has variable influence on the quality of waveform fit between
data and the final inversion model. The influence of station density and azimuthal coverage is a
factor likely to play an important role on the stability of multipole source inversions although the
still relatively small number of experiments with high enough quality datasets means that debate
on this subject remains open. For example, due its intrinsic directivity, dipole radiation can only
be detected at certain locations, making network azimuthal coverage vital to correctly resolve its
orientation and strength. The extent to which the contribution of dipole terms can be confidently
resolved during inversion, also depends on the quality and resolution of the digital topography
used in GFs numerical modelling, in particular in the near-vent region where more pronounced
terrain discontinuities and gradients are encountered. Frequent cloud cover and rapid changes
in crater morphology make the availability of up-to-date, high-resolution, digital terrain models
difficult, posing challenges to the implementation of acoustic source inversion in (near) real time.

361



Remote Sens. 2019, 11, 1302

Preliminary results from both Iezzi et al. [52] and Diaz-Moreno et al. [53], however, suggest that for
impulsive and short-duration explosions, if the effects of topography are correctly accounted for,
monopole-only inversions are stable and may be a reasonable approximation to the infrasound source
mechanism. Finally, until now, numerical models of acoustic wave propagation have only considered
1D homogeneous representations of the atmosphere with no wind or density changes. This is a
reasonably well-justified assumption in the very near-field, although its validity may break down as
source-receiver distances approach several kilometres.

Figure 8. Numerical simulation of acoustic wavefield propagation at Fuego volcano (Guatemala):
(a) distribution of Sound Pressure Level (i.e., acoustic wavefield intensity measured in decibels relative
to background atmospheric pressure) around the source (white star); and (b) 3D Green’s Functions
excited by a monopole located at the source position (white star) and recorded at different stations
across a local infrasound network (station positions on the volcano indicated in (a)).

Figure 9. Monopole source inversion using 3D numerical Green’s functions for an explosion recorded
at Fuego volcano (Guatemala): (a) comparison of volume flow rates retrieved by monopole source
inversion using 3D and 1D Green’s functions (black and yellow, respectively); and (b) plot of waveform
fit between recorded infrasound and best model from 3D monopole inversion. VR is variance reduction
(please, see Equation (14) in main text).

We recommend that future infrasound studies should be supported by data from high-density
networks, and exploit better digital terrain models to: (i) resolve the relative influence of monopole
and dipole terms in evaluating volcanic emissions; and (ii) assess the importance of considering the
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3D nature of dipoles on the results and stability of inversions. We suggest that the influence of variable
atmospheric conditions should be further explored, as well. The theory and methods of acoustic
inversion need to be extended beyond case studies of short-duration transients, to include the more
complex infrasound associated with sustained eruptions for which internal plume turbulence may
have significant influence on the radiated acoustic wavefield. Finally, we speculate that, despite
several caveats, real-time implementation of acoustic source inversion in an operational sense is within
close reach. Similar to seismic moment tensor inversion, libraries of GFs could be implemented and
stored for use in (near) real-time inversions, and periodically updated if required. We stress the
temporal resolution offered by acoustic infrasound in retrieving eruption source parameters in order
to inform ash plume rise and transport models remains unmatched, and can play a crucial role for
rapid assessment of airborne eruption hazards.

5. Conclusions

We have presented a comprehensive overview of the most recent developments in the use of
acoustic infrasound to assess volcanic emissions, and discussed the theoretical framework of linear
acoustic wave theory and its application to volcanic explosions. A wealth of studies over the past
two decades have used acoustic infrasound data ranging from single-station pressure time-series to
high-density, multi-station datasets to decipher the complexity of the processes that radiate sound
at volcanoes. Fluid flow velocities and volume and mass flow rates can be retrieved by means of
inversion based on equivalent representations of the acoustic source mechanisms as multipole series.
We have discussed the recent introduction of numerical modelling to approximate the atmosphere’s
impulse response in the presence of realistic topography, and how it has been integrated into inversion
workflows. A large body of literature demonstrates the potential of acoustic infrasound to provide
rapid estimates of eruption source parameters and their use as input into models of ash plume rise. The
still unmatched temporal resolution offered by infrasound makes its use in (near) real time attractive
for rapid assessment of airborne hazards during volcanic crises.
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Abstract: Most of the world’s 1500 active volcanoes are not instrumentally monitored, resulting
in deadly eruptions which can occur without observation of precursory activity. The new Sentinel
missions are now providing freely available imagery with unprecedented spatial and temporal
resolutions, with payloads allowing for a comprehensive monitoring of volcanic hazards. We here
present the volcano monitoring platform MOUNTS (Monitoring Unrest from Space), which aims for
global monitoring, using multisensor satellite-based imagery (Sentinel-1 Synthetic Aperture Radar
SAR, Sentinel-2 Short-Wave InfraRed SWIR, Sentinel-5P TROPOMI), ground-based seismic data
(GEOFON and USGS global earthquake catalogues), and artificial intelligence (AI) to assist monitoring
tasks. It provides near-real-time access to surface deformation, heat anomalies, SO2 gas emissions,
and local seismicity at a number of volcanoes around the globe, providing support to both scientific
and operational communities for volcanic risk assessment. Results are visualized on an open-access
website where both geocoded images and time series of relevant parameters are provided, allowing
for a comprehensive understanding of the temporal evolution of volcanic activity and eruptive
products. We further demonstrate that AI can play a key role in such monitoring frameworks.
Here we design and train a Convolutional Neural Network (CNN) on synthetically generated
interferograms, to operationally detect strong deformation (e.g., related to dyke intrusions), in the
real interferograms produced by MOUNTS. The utility of this interdisciplinary approach is illustrated
through a number of recent eruptions (Erta Ale 2017, Fuego 2018, Kilauea 2018, Anak Krakatau 2018,
Ambrym 2018, and Piton de la Fournaise 2018–2019). We show how exploiting multiple sensors allows
for assessment of a variety of volcanic processes in various climatic settings, ranging from subsurface
magma intrusion, to surface eruptive deposit emplacement, pre/syn-eruptive morphological changes,
and gas propagation into the atmosphere. The data processed by MOUNTS is providing insights into
eruptive precursors and eruptive dynamics of these volcanoes, and is sharpening our understanding
of how the integration of multiparametric datasets can help better monitor volcanic hazards.

Keywords: volcano monitoring; Sentinel missions; Convolutional Neural Network (CNN); Synthetic
Aperture Radar (SAR) imaging; InSAR processing; infrared remote sensing; SO2 gas emission

1. Introduction

About 1500 volcanoes are considered active worldwide [1], with about 50–85 erupting volcanoes
each year [2]. Unfortunately, due to the cost and difficulty to maintain instrumentation in volcanic
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environments, less than half of the potentially active volcanoes are monitored with ground-based
sensors, and even less are considered well-monitored [3]. Numerous volcanic crises have sadly
illustrated that this lack of monitoring capabilities can have dramatic consequences [4], as it was
the case during the recent 2018 eruptions at Fuego (Guatemala) and Anak Krakatau (Indonesia),
which were both responsible for over 430 dead and missing persons according to authorities [5,6].
Moreover, volcanoes considered dormant (no recent eruption) or extinct (no eruption for >10,000 years)
are commonly not instrumentally monitored, but may experience large and unexpected eruptions,
as it was the case for Chaiten (Chile) in 2008 which erupted after 8000 years of inactivity [7]. In this
regard, satellite remote sensing can provide crucial observations when ground-based monitoring is
limited or lacking, due to remote environments and/or limited resources. In turn, continuous long-term
observations (i.e., monitoring) from space is key to identify background levels of activity, that will allow
to better recognize signs of unrest when the activity is deviating from these baselines. Provided that
precursor signals can be recorded, pre-eruptive monitoring can lead to better eruption early warnings,
and syn-eruptive monitoring can provide critical information for hazard mitigation [8].

Indeed, eruptions are often (but not always) preceded by precursory signals which may last a few
hours to a few years, indicating a state of unrest. These signals include changes in seismicity, ground
deformation, gas emissions, and/or thermal anomalies [9–11]. Apart from seismicity, all of these can be
monitored from space by exploiting various wavelengths across the electromagnetic spectrum: Synthetic
Aperture Radar (SAR) is widely used for quantification of surface deformation [12,13], infrared (IR) for
quantification of heat radiation [14], and ultraviolet (UV) for quantification of SO2 degassing [15,16].
During an eruption on the other hand, these space-borne sensors can provide additional support
to track eruptive products. In particular, IR spectroscopy is used to estimate lava flow discharge
rates [17,18], UV and IR spectroscopy to detect volcanic gas and ash clouds [19,20], whereas SAR
processing allows for detection of areas covered by lava flows [21,22] and pyroclastic deposits [23,24].

Efforts to analyze these multi-sensor datasets on global and multi-decadal scales have provided
insights into volcanic eruption dynamics and precursors [25–29], and are contributing to the
development of strategies for global volcano monitoring. Operational implementations of such
multi-sensor approaches into monitoring platforms, aiming at providing near-real-time (NRT) access
to gas, thermal, and deformation data from satellites have been initiated by a number of transnational
projects. Among the most prominent are the GlobVolcano project (2007–2010, [30]), the European
Volcano Observatory Space Services (EVOSS, 2010–2013, [31]), and more recently the Disaster Risk
Management (DRM) volcano pilot project led by the Committee on Earth Observation Satellites CEOS
(2014–2017, [28]). In parallel, data and tools are shared on research infrastructures such as the European
Plate Observing System (EPOS) or the World Organization of Volcano Observatories (WOVO, [32]) to
stimulate communication and cooperation. Nevertheless, operational monitoring systems providing
integrated multi-sensor analysis for volcano surveillance on global scale is still lacking.

Today, a growing number of new Earth Observation (EO) satellites is providing freely available
imagery, with global coverage at unprecedented spatial and temporal resolutions, which is a game
changer for volcano monitoring. In particular, the Copernicus Sentinel missions, launched by the
European Space Agency (ESA), operate a range of instruments [33] which provide the potential for
a comprehensive monitoring of volcanic unrest and eruptive dynamics, opening pathways to global,
multisensor volcano monitoring. In parallel, due to the sharply-increasing satellite data volume, novel
ways of data reduction and analysis by artificial intelligence (AI) are gaining relevance [34–38].

We here present the first operational volcano monitoring platform, incorporating multisensor
satellite-based information (Sentinel-1 SAR, Sentinel-2 SWIR, Sentinel-5P TROPOMI), ground-based
earthquakes information (Global Earthquake Catalogues GEOFON and USGS), and AI-assisted
monitoring. The system currently monitors 17 volcanoes, located in various climatic and geologic
settings across the globe: subduction zones (Colima, Popocatépetl, Fuego, Pacaya, Sangay, Sabancaya,
Bezymianny, Klyuchevskoy, Udina, Krakatau, Ambrym, Etna), oceanic hotspots (Piton de la Fournaise,
Kilauea), and continental rift zones (Nyiragongo, Nyamulagira, Erta Ale). The system is however
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designed to easily incorporate new targets to monitor, thanks in particular to the global-coverage
and free-access of the data. We use freely-available processing toolboxes to perform routine data
processing, and allow the user to investigate the multi-parametric results related to a given volcano
through an open-access website (www.mounts-project.com). We demonstrate the utility of such
an interdisciplinary approach through a number of recent eruptions, describing a range of volcanic
processes which can be tracked, from subsurface magma migration, to surface eruptive deposit
emplacement, pre/syn-eruptive morphological changes, and aerosol propagation into the atmosphere.
In addition, we show how artificial intelligence can play a key role in monitoring tasks. We show how
a pre-trained Convolutional Neural Network (CNN) can be incorporated into the processing pipeline
to detect large deformation in InSAR interferograms (e.g., related to dyke intrusions), in an automated,
timely, and robust fashion.

2. Background: Existing Space-Based Monitoring Systems

The majority of existing volcano monitoring systems are set up and operated by national monitoring
agencies, and consequently focus on volcanoes located within their own political boundaries or limited
regions of interest. The U.S. Geological Survey (USGS) for example, provides earthquake information
on a global scale, but their Volcano Hazards Program monitors volcanoes on U.S. territory only
(https://volcanoes.usgs.gov). Each monitored volcano has a dedicated webpage, where a standardized
red-yellow-green Volcano Alert Level System (VALS) informs on the state of volcanic activity [39].
Similar systems are operated by several other countries in charge of monitoring active volcanoes on
their territory. However, many volcanoes are located on political boundaries between neighboring
countries and states, and therefore leave uncertainties concerning the responsibilities during eruptive
crisis. In this regard, only a few satellite-based platforms have the scope to monitor volcanoes on
a global scale. Such platforms are often operated by scientists at research institutions and universities,
and have proven to be particularly important for volcano observatories which do not have the resources
to operate a monitoring network. These however, usually focus on the analysis of one type of
data: spectroradiometric imagery (IR and UV), or SAR. We hereafter briefly describe a selection of
relevant operating satellite-based platforms which provide open data access on a global scale (Table 1),
and expose afterwards the rationale behind MOUNTS.

2.1. Spectroradiometry-Based Systems (IR, UV)

The development of thermal remote sensing volcanic activity has seen a long evolution since the
1960s, with a significant expansion and development of autonomous monitoring systems after the
beginning of the new millennium [14].

MODVOLC, developed in 2002 by the Hawai’i Institute of Geophysics and Planetology [40–42],
is a widely used volcano thermal monitoring system which can be considered as the archetype of open-access
satellite monitoring services. It is based on the autonomous analysis of MODIS (Moderate Resolution
Imaging Spectroradiometer) IR data, which has 1 km spatial resolution. The system provides the location
of high-temperature thermal anomalies, spectral radiance data, and heat flux estimates in NRT over all
volcanoes around the globe, through an open interactive Web-GIS interface (http://modis.higp.hawaii.edu/).

MIROVA (Middle InfraRed Observation of Volcanic Activity, www.mirovaweb.it) is an enhanced
NRT volcanic hot-spot detection system, based on the analysis of the MODIS Middle InfraRed (MIR)
bands, developed by the University of Torino and the University of Firenze [43]. It currently monitors
215 volcanoes, and displays time series of various measurements, including the Volcanic Radiative
Power (VRP) which measures the heat radiated by the volcanic activity, and higher level post-processed
products such as lava effusion rates [44,45]. MOUNTS is strongly inspired by MIROVA, whose website
template was used.

HOTVOLC is a monitoring system designed to achieve NRT monitoring of volcanic activity
using geostationary satellite data (e.g., MSG-0 SEVIRI). It uses both IR and UV spectroradiometry
analysis to monitor volcanic thermal activity, lava effusion rate [46], SO2 gas plume [47], and volcanic
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ash plume [48]. It is developed at the Observatoire de Physique du Globe de Clermont-Ferrand
(France), and monitors ~50 volcanoes worldwide. HOTVOLC provides an interactive Web-GIS
interface on which geocoded raster images and time series of the above mentioned parameters are
visualized (http://hotvolc.opgc.fr).

The Global Sulfur Dioxide Monitoring Home Page, developed and maintained by NASA’s
Atmospheric Chemistry and Dynamics Laboratory (www. https://so2.gsfc.nasa.gov/), is a reference
portal that brings together volcanic and anthropogenic SO2 emission data from various monitoring
systems. The results are based on the analysis of IR and UV data from different sensors that allow the
development of the first inventory of volcanic SO2 emission at global scale [49]. The website provides
an archive of daily SO2 emissions detected over different regions of volcanic interest that can be freely
downloaded. NRT maps are also available through the various systems linked to the Global Sulfur
Dioxide Monitoring Home Page.

2.2. SAR-Based Systems

SARVIEWS, developed by the University of Alaska Fairbanks (http://sarviews-hazards.alaska.edu),
is a monitoring service based on the analysis of SAR imagery. The processing flow is triggered by
an external alert system informing on an ongoing hazardous event, including volcanic eruptions,
earthquakes, floods, or fires. By default it provides wrapped interferograms (6-day and 12-day) and
Radiometric Terrain Correction (RTC) images computed over large spatial scales (~250 km wide).
A Hybrid Pluggable Processing Pipeline (HyP3) allows on-demand higher level analysis, such as
change detection algorithms. The derived products, although not available in open-access, have proven
to be useful for operational volcano monitoring [50,51].

LiCS (Looking inside the Continents from Space) is developed by COMET (Centre for Observation
and Modelling of Earthquakes, Volcanoes and Tectonics). The InSAR portal (https://comet.nerc.ac.uk/
COMET-LiCS-portal/) is an interactive map which provides links to download interferograms and
coherence maps computed from Sentinel-1 images on large spatial scales. Although the initial focus
was the Alpine–Himalayan tectonic belt, the system has recently expanded to process volcanic areas
globally. A volcano deformation database provides access to interferograms and coherence maps at
several hundreds of volcanoes (https://comet.nerc.ac.uk/volcanoes/), with the intention to be used for
monitoring purposes in the future [26].

The University of Miami Geodesy Laboratory developed a system which provides InSAR
displacement time-series at a smaller number of selected volcano (https://insarmaps.miami.edu/).
The system relies on automatic InSAR time series analysis of Sentinel-1 products, which allows
visualization of the temporal evolution of deformation on a large number of points across the volcano.
Such approaches can be useful to detect pre-eruptive inflation, which is often observed in closed
volcanic systems [52].
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2.3. Commercial Platforms

In recent years, commercial platforms have emerged, offering free visualization of open-access
satellite imagery. Even though these are not specifically dedicated to volcano monitoring applications,
they can be useful to volcano observatories which do not have the capability to download and process
large volumes of data.

EO-Browser and Sentinel-hub Playground in particular (https://apps.sentinel-hub.com/sentinel-
playground/ and https://apps.sentinel-hub.com/eo-browser/, respectively), make it possible to browse
within a Web-GIS the complete archive of ESA Sentinel missions (Sentinel-1, Sentinel-2, Sentinel-3,
Sentinel-5P), NASA Landsat missions (Landsat-5, 7 and 8), NASA MODIS imagery, and more.
It gives the possibility to export image products in various formats, create time-lapse animation clips,
and provides simple statistical analysis tools. Additional features are offered in commercial packages.

Google Earth Engine (GEE) gives access to several catalogs of open-access satellite imagery
and geospatial datasets, and provides a platform to develop and run algorithms on Google’s cloud
infrastructure at no cost. While the GEE Explorer provides a simple web interface to visualize
satellite imagery, the GEE Code Editor (https://code.earthengine.google.com/) provides a web-based
IDE (Integrated Development Environment) for the GEE JavaScript API (Application User Interface).
This allows users to develop algorithms and run them on the cloud without having to download
the data. Although useful for processing large amounts of data, such service is not at the moment
an immediate resource for volcano monitoring.

3. Materials and Methods

3.1. Rationale of the MOUNTS System

Global volcano monitoring has the aim to assemble and provide timely information of physical
and geochemical parameters at a large number of (or all) volcanoes worldwide. The information
can in turn be useful to both the scientific and operational communities, to understand volcanic
processes and mitigate volcanic hazards. The rationale behind MOUNTS is based on the following
three requisites:

(1) To analyze the multi-sensor dataset offered by the Sentinel missions to provide the most
complete and comprehensive understanding of volcanic processes (Figure 1). Specifically, the datasets
considered are: (i) SAR imagery from Sentinel-1 (S1) to monitor surface deformation, morphological
changes, and reflectivity changes, (ii) SWIR imagery from Sentinel-2 (S2) to monitor surface thermal
anomalies, and (iii) TROPOMI SO2 data from Sentinel-5P (S5P) to monitor volcanic SO2 gas plumes.
Ground-based data is also incorporated, by querying global earthquake catalogues (GEOFON and
USGS) for earthquakes recorded in the vicinity of the volcano. The volcanic processes which can be
apprehended from the integration of these datasets is summarized in Figure 1, and those flagged with
an asterisk are illustrated in the paper.

(2) To disseminate the results of the analysis as: (i) geocoded images, and (ii) time series of key
parameters extracted from these, so as to have a comprehensive understanding of their evolution
through time. The results are published on an open-access website (www.mounts-project.com),
with a design similar to MIROVA, whereby each monitored volcano is assigned a webpage following
a standard template. Dissemination of these results is achieved in NRT, typically within <1–6 h
following the availability of the source product on ESA’s Sentinel Data Hub. The availability of such
products after sensing varies depending on the data type and processing level: typically <24 h from
sensing for Sentinel-1 SLC (Single Look Complex) products, between 2 and 12 h from sensing for
Sentinel-2 L1C (Level-1 C) products, and <3 h from sensing for Sentinel-5P NRTI (Near Real Time)
SO2 products.

(3) To implement a modular architecture, allowing easy incorporation of (i) new data types to
analyze, (ii) new targets to monitor (i.e., new volcanoes, or new regions of interests for a given volcano
depending on the activity, e.g., Kilauea 10 × 10 km extent during regular volcanic activity, and/or
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Kilauea East Rift Zone 40 × 60 km extent during flank eruption), and (iii) new algorithms to process
the data (i.e., new processing chains, or trained neural networks to solve specific tasks).

MOUNTS is the first system to integrate all these components on a unique platform, with open-access,
and global coverage capability.

Figure 1. Utility of different sensor types, both spaceborne and ground-based, used by MOUNTS to
monitor various volcanic processes. The occurrence of these may vary strongly from one volcano to
another [11,26], and therefore the timings reported are given in an indicative manner. Processes flagged
with an asterisk are those illustrated in this paper. The approximate revisit frequency of each satellite
product used is indicated with a colored-marker (see Table 1 for details). Apart from Sentinel-3, all data
are available on MOUNTS website. USGS: U.S. Geological Survey; SAR: Synthetic Aperture Radar;
SWIR: short-wave infrared (SWIR).

3.2. Workflow of the MOUNTS System

MOUNTS is based on freely available remote sensing data, open source toolboxes, and a modular
architecture. The workflow is outlined in Figure 2, and the basic processing information is described
hereafter. We refer the reader to the Supplementary Material S1 for more in-depth technical details
on various aspects of the processing chain. The entire framework is managed with Python, and is
composed of the following elements:

(1) Data query: the ESA Sentinel Data Hub is queried for new products at regular time intervals
(typically every hour) using the Open Search API. Query options include the product type (i.e., platform
name, file type), the product sensing time, and the footprint of the area of interest (AOI). Products types
used by MOUNTS are the following: Sentinel-1 Level 1 (L1) Single Look Complex (SLC) Interferometric
Wide (IW) products, Sentinel-2 Level 1C (L1C) products, and Sentinel-5P Level 2 (L2) Near Real Time
(NRTI) SO2 products. The standard AOI for a specific volcano is defined as a 10 × 10 km mask centered
around the volcano summit, but can be adapted based on specific requirements (e.g., Kilauea Rift
Zone 40 × 60 km to monitor flank eruptions). Volcano name, coordinates, and identification number
are taken from the Global Volcanism Program (GVP) database [1], maintained by the Smithsonian
Institution. The volcanoes monitored by MOUNTS and the associated relevant information for data
query and processing are stored in a local database.

(2) Data download: when a new product is found on the Sentinel data hub, the data is automatically
downloaded, and its metadata is stored in a local database.

(3) Data processing: as soon as a product is downloaded it goes through the dedicated processing
chain, which intends to generate both image files (geocoded) and extract key parameters which
help visualize volcanic activity. Products are opened and processed using ESA’s open-source SNAP
software (Sentinel Application Platform) through its Python API. The processing techniques applied to
Sentinel-1, Sentinel-2, and Sentinel-5P products are described in Section 3.3.

(4) Data dissemination: the outputs of the processing chain are displayed on an open-access
website (www.mounts-project.com). The web-design is based upon that of MIROVA, whereby all
monitored volcanoes have a dedicated webpage displaying the same set of information. A range of
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tools have been incorporated to conveniently visualize the multi-parametric data, and thereby evaluate
the volcanic activity (Figure 3).

Figure 2. Workflow of MOUNTS monitoring system, managing automated data query, download,
processing, and dissemination of satellite-based (Sentinel-1 (S1), -2 (S2) and -5P (SP5)) and ground-based
(global earthquake catalogues USGS and GEOFON) data at a number of volcanoes worldwide.

Figure 3. Snapshot of the standard webpage identical for each monitored volcano, and description of
the menu content.
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3.3. Processing Techniques

3.3.1. Sentinel-1

The Sentinel-1 mission comprises two polar-orbiting satellites (Sentinel-1A and Sentinel-1B,
launched in April 2014 and April 2016, respectively), each carrying a SAR operating at C-band [57].
As it is an active remote sensing instrument sending its own electromagnetic radiation, and as radar
wavelengths are mostly unaffected by weather clouds, it provides data in all-weather, day and night
conditions, making it particularly advantageous for volcano monitoring. The two-satellite constellation
offers a 6 day exact repeat cycle at the equator. However, since the orbit track spacing varies with
latitude, the revisit rate is significantly greater at higher latitudes than at the equator. MOUNTS
uses Interferometric Wide (IW), Single Look Complex (SLC) products, where each pixel is encoded
as a complex number containing information on both the intensity and the phase of the signal
backscattered to the radar sensor. Both information can be exploited to retrieve parameters relevant to
volcano monitoring [12,26]. In turn, MOUNTS operates two processing pipelines: a SAR pipeline to
monitor reflectivity changes due to morphological changes (incoherent change detection), and a DInSAR
(Differential SAR Interferometry) pipeline to monitor surface deformation and emplacement of eruptive
deposits (coherent change detection).

SAR Processing

The amplitude component of a SAR image measures the energy backscattered to the radar antenna
after the electromagnetic wave hits the surface. It depends on the surface slope (i.e., incidence angle
of the wave front onto the surface), the surface roughness (i.e., specular or diffuse reflector), and the
surface material (i.e., the dielectric constant, particularly affected by moisture content). For instance,
a terrain with a slope facing towards the radar sensor will backscatterer a lot of energy to the radar
(high amplitude signal), which will appear as bright pixels on the SAR image. Conversely, a slope
facing away from the radar will appear as dark pixels (low amplitude). Volcanic ash will tend to
smooth the terrain on which it is deposited, thereby acting like a specular reflector, which will tend to
backscatter more energy if the radar viewing angle is orthogonal to the slope, but less energy if looking
at an oblique angle [23].

As soon as an S1 product is downloaded, it goes through the SAR processing chain which creates
a geocoded SAR intensity image (see Supplementary Material S1 for details). Visual inspection of this
image can be useful for volcano monitoring even for non-experts, especially when optical images are
not available because of cloud coverage. In particular, large surface topography changes and eruptive
deposits are usually easily identifiable (see Section 4.3).

Retrieving parameters which can help characterize volcanic activity over time in a robust and
automated fashion is however a difficult task. Various approaches have been used to detect and
visualize changes in SAR imagery. “Low-cost” approaches usually involve “incoherent change
detection”, which identifies surface intensity changes in successive SAR images. These changes can be
visualized in a number of ways: (i) as difference maps, whereby the arithmetic difference, logarithmic
ratio, or normalized change index (NCI) between two images is plotted [58–60], or (ii) as composite
RGB image, where two bands are assigned to the first and second SAR image, and the third band to one
of the difference map described above (e.g., [23,24]). More advanced techniques track features in the
radar image prior to geocoding (i.e., radar coordinates in range and azimuth) to quantify morphological
changes. Tracking radar shadows, for example, has proven useful to detect crater deepening [23],
infilling of valleys by pyroclastic flows [24], and lava lake level variations [61]. Tracking the position of
specific reflectors on the other hand, has proven capable of quantifying volcanic dome growths [62].
Such techniques unfortunately require a lot of manual tuning to adapt to each volcano, and are
consequently a difficult approach for global monitoring. In this paper we instead favor the logarithmic
ratio approach, in which we color code areas where the intensity has increased and decreased to red
and blue respectively (see Section 4.2.2).
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DInSAR Processing

SAR interferometry exploits the phase difference between two SAR images having similar viewing
geometries, in order to measure both surface topography and displacements. More specifically,
InSAR processing is commonly used to generate digital elevation maps, whereas DInSAR processing
(Differential InSAR) successively subtracts the terrain elevation to retrieve surface deformation between
the two acquisitions [63–66]. While these techniques typically exploit only two images, more advanced
techniques known as “time series processing” exploit multiple images to retrieve more accurate
deformation time series (i.e., Permanent Scatters PS and Small Baseline SBAS, see [67] for a review).
The accuracy difference between DInSAR and time series approaches is about one order of magnitude,
i.e., from centimeter to millimeter accuracy [68]. However, time series techniques require a lot
of computing power and are therefore not performed by MOUNTS, which instead focuses on the
two-image DInSAR approach.

Each time a new SAR image (S1 IW SLC product) is downloaded by MOUNTS, it goes through
a DInSAR processing chain with the preceding acquisition (shortest temporal baseline, typically
6–12 days) from the same relative orbit. Processing of the image pair is performed with SNAP,
freely distributed by ESA, and managed through a Python API. Back-geocoding and terrain correction
are by default achieved with the SRTM-3 DEM. No multilooking is performed, so that the ground pixel
resolution of the output products is 14 × 14 m. We refer the reader to the Supplementary Material S1
for more details on the processing chain. The outputs are typically an interferogram and a coherence
map. The interferogram depicts the deformation of the ground along the sensor’s line-of-sight (LOS)
direction, and is displayed with values ranging between 0 and 2π which appear as a series of fringes
(i.e., “wrapped” interferogram). The coherence is a measure of the interferometric quality, as it is
related to the level of noise affecting the phase difference between the two SAR images. It ranges
between 0 and 1, and reflects the degree of surface change, where values towards 0 indicate a loss of
InSAR coherence (i.e., decorrelation). The main contributions to decorrelation are phase noise due to
(i) the temporal change of the scatterers (e.g., vegetation, water, sand-covered areas will appear highly
incoherent as the scatterers change continuously), (ii) geometric decorrelation (i.e., images have slightly
different look-angles), and (iii) variation in atmospheric water vapor content. Although decorrelation
usually renders interferograms useless for measuring ground deformation, it can be used to detect
changes in the ground properties (e.g., emplacement of lava flows and eruptive deposits, delineation
of eruptive fissures, etc.).

Both the interferogram and coherence image are successively analyzed to derive quantitative
parameters, which are meant to be plotted as time series and consequently inform on the evolution
of relevant volcanic processes through time. The interferogram analysis is intended to detect strong
ground deformation occurring in short time intervals (i.e., between two successive S1 acquisitions,
usually 6 to 12 days apart), which typically imprint as multiple narrow fringes (one fringes in Sentinel-1
interferograms represents 2.8 cm displacement in the radar line-of-sight). Processes such as magma
intrusion (dykes), caldera collapse, or sudden flank movements are typically detected. The deformation
detection is performed using artificial intelligence, which recovers filtered phase gradients in wrapped
geocoded interferograms. Unwrapping of the phase gradients is successively performed to recover
a deformation map, from which a deformation score (DEF) informing on the amount of ground
displacement is computed. The approach is described in detail in Section 3.4 and in Supplementary
Material S2. The coherence map, on the other hand, is analyzed to derive a decorrelation score (COH),
which counts the number of pixels below a given coherence threshold. Although this parameter can
fluctuate due to a number of non-volcanic processes (see phase noise sources described above), it can
be useful to track eruptive deposits (e.g., fresh lava flows, pyroclastic deposits, etc.).

Hence, for each new SAR acquisition, an interferogram and coherence map are generated (shortest
temporal baseline possible, typically 6 or 12 days), and disseminated on the website. From these,
a deformation and decorrelation score are respectively computed, which are plotted as time series on
the website.
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3.3.2. Sentinel-2

The Sentinel-2 mission comprises two polar-orbiting satellites, Sentinel-2A and Sentinel-2B
(launched in June 2015 and March 2017, respectively), placed at 180◦ from each other in the same
sun-synchronous orbit. They carry a Multispectral Instrument (MSI) providing multispectral data
in 13 bands spanning from visible (VIS) to short-wave infrared (SWIR) wavelengths. The SWIR
channels in particular, allow for detection of thermal emission produced by hot bodies. Considering
a revisit frequency of five days under cloud-free conditions (reduced to 2–3 days at mid-latitudes),
and a spatial resolution of 20 m/pixel in the SWIR bands, Sentinel-2 provide important measurements
for volcano thermal monitoring. Specifically, analysis of thermal and morphometric features of heat
sources facilitates tracking of a series of volcanic processes, including lava flow advancements, lava
lake pulses, extrusion phases of lava domes, fumarolic activity, thermal activity at multiple active
craters, and rise of magma column in open-vent volcanic systems (e.g., [69,70]).

MOUNTS downloads and analyzes Sentinel-2 Level 1C products. We use an approach presented
in [55], which is an enhancement of the HOTMAP detection algorithm developed by [71]. It is based on
fixed ratios between SWIR bands, and on a contextual threshold derived from a statistical distribution
of the thermal anomaly clusters. Images are analyzed considering the TOA (Top of the Atmosphere)
reflectance of the 12-11-8A bands (R: 2190 nm, �12; G: 1610 nm, �11; B: 865 nm, �8a). The algorithm
detects the number of “hot” pixels in each downloaded image, and stores this parameter (SWIR) which
can be displayed in time series. This thermal algorithm was already successfully verified on different
volcanic cases worldwide, and compared with MIROVA data, showing a strong correlation between
the detected number of “hot” pixels in Sentinel-2, and the VRP [55].

3.3.3. Sentinel-5P

SO2 emissions are recovered from the imaging spectrometer TROPOMI on-board the Sentinel-5P
satellite (launched in 2017, data available since December 2018). It offers data with a revisit frequency
of 1 day, at exceptionally high spatial resolution (7 × 3.5 km2) and detection limit (respectively
13 and 4 times better than the heritage Ozone Monitoring Instrument (OMI)), thereby opening the
possibility to detect volcanic SO2 with an unprecedented precision [16]. SO2 slant column densities are
retrieved by TROPOMI using differential optical absorption spectroscopy (DOAS) in the UV spectra
(312–326 nm). Final gas densities are provided as vertical column densities (VCDs), for 1 km thick
boxes at three different altitudes: 0–1 km (planet boundary layer, PBL), 6.5–7.5 km (mid-troposphere),
and 14.5–15.5 km (upper troposphere). ESA disseminates the data as near-real time (NRTI) products,
available during 1 month after acquisition, after which they are replaced by Offline (OFFL) products.
OFFL products are based upon consolidated calibration and auxiliary data and thus provide better
data quality data compared to NRTI products.

MOUNTS downloads Level 2 NRTI products, and processes them to retrieve SO2 mass found
in a 500 × 500 km box centered around the volcano. Vertical column SO2 densities are first converted
from mol·m−2 to the more commonly used Dobson Unit (DU), using a multiplication factor of 2241,15.
SO2 mass is then calculated following [72]:

MSO2 = 0.0285
∑n

i=0
AiSO2i, (1)

where MSO2 is the mass of SO2 (in tons), and Ai and SO2i are respectively the area (7 × 3.5 km2) and the
density (in DU) at each pixel i of the 0–1 km VCD (PBL). Pixels contaminated with SO2 are successively
isolated by creating a mask where DU > 1, to which is successively applied a morphological filter
(i.e., erosion + dilatation operators, structuring element of 5 × 5 pixels), which allows for removal of
noisy pixels. The remaining pixel clusters are assumed to be of volcanic origin, and the resulting SO2

mass is assigned to the volcano for the time series display.
The 500 × 500 km box size is chosen arbitrarily to capture large SO2 plumes. However, several

monitored volcanoes may be located within this area, potentially resulting in redundant SO2 anomalies.
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Although visual inspection of the image helps identify the emitting volcano, future developments will
focus on using wind models to discriminate the emission source, and therefore recover more accurate
SO2 emissions for each volcano.

3.4. Machine Learning in Support of Deformation Detection

Machine learning algorithms can help solve specific tasks without being explicitly programmed,
relying instead on patterns learned from a training dataset. We here show how trained Convolutional
Neural Networks (CNN) can be plugged into the workflow to automatically detect large ground
deformation in interferograms (Figure 4).

Synthetic data was first generated to train the network. The goal was to produce synthetic
interferograms, wrapped and orthorectified, depicting realistic deformation fringes and phase
decorrelation related to various artifacts (i.e., atmospheric phase delays, geometric distortions
due to orthorectification, phase decorrelation due to vegetated areas, etc.). We synthesized the
data from a combination of procedural noise and empirical rules, which although not physically
motivated, can express a wide range of patterns similar to those found in real data (at least locally).
The network was designed as a fully convolutional auto encoder built out of residual learning blocks
(inspired by ResNet, [73]). Details on the synthetic data generation and network architecture can be
found in Supplementary Material S2, and the trained CNN can be accessed on a Github repository
(https://github.com/Andreas-Ley/SAR-InterfPhaseFilter).

The network was then trained to recover from the synthetic interferograms (provided as
input), the associated phase gradients and phase decorrelation mask (expected outputs), Figure 4a.
Once trained, the network is plugged into the processing pipeline (Figure 4b): newly generated
interferograms are fed through this pre-trained network, which yields both the phase gradients
and phase decorrelation (i.e., noise mask). Unwrapping of these phase gradients is successively
performed to recover approximate ground displacements (Figure 4c), where robustness against artifacts
that might trigger false alarms is preferred over precise phase differences. The unwrapping simply
solves for a displacement map whose gradients match the gradients estimated by the CNN. Since the
CNN performs the filtering of the gradients and detection of noise, treatment of decorrellated areas
in the unwrapping is rather simple. From this displacement map a deformation score is ultimately
computed (DEF), as the standard deviation of the displacements expressed in meters in the radar
line-of-sight (LOS). This data is then disseminated (Figure 4d) and can be used to plot time series that
allow for identification of strong deformation events. In addition, automated email alerts are sent
to interested users when a threshold is exceeded. Based on empiric evaluation of all 17 volcanoes
currently monitored by MOUNTS, representing a total of >1360 interferograms, the threshold was set
to 0.001 m. This value can however be tuned for each volcano, to adapt to specific volcanic activity or
monitoring requirements.

A similar approach involving CNN has been presented by [34] to detect large deformation signals
in short-duration, wrapped and geocoded interferograms. The main differences to our approach are
the following: (i) training is performed on real interferograms, combined with a data augmentation
approach to increase the number of interferograms where deformation is recorded; we instead create
synthetic training data, allowing the generation of an unlimited number of interferograms, and avoiding
the time-consuming task of labeling interferograms where deformation is identified; (ii) edge detection
is applied to the interferograms (during both training and prediction processes), to identify phase
jumps between fringes, which are subsequently considered as noise-free regions where deformation
can be detected; our network instead is trained to output a decorrelation mask informing on the
degree of phase noise, successively used to filter noisy regions in the interferogram where erroneous
gradients could be detected, (iii) the network output is a deformation probability; our network outputs
clean phase gradients (and decorrelation mask for additional cleaning), which can be successively
unwrapped to compute ground deformation maps, from which a physically meaningful score can be
derived (i.e., standard deviation expressed in meters), (iv) the authors fine-tuned a popular network
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(AlexNet, [74]), whereas the architecture of our network was designed from scratch and trained on our
synthetic dataset, thereby allowing more flexibility in the desired outputs.

Figure 4. Workflowtodetectgrounddeformationusingapre-trainedconvolutionalnetwork: (a)Convolutional
Neural Network (CNN) training using synthetic data (see Supplementary Material S2), (b) operational usage
of the pre-trained CNN to detect to detect phase gradients and decorrelation mask in real interferograms
(Piton de la Fournaise in this example), (c) phase unwrapping to recover ground displacements, and derive
a deformation score defined as the standard deviation of the displacement map, (d) data dissemination,
as images and time series on a public website (www.mounts-project.com), and email alerts to interested users
when a threshold is overcome.

We compare the performances of the two approaches using the same evaluation metrics used
in their study, which are derived from the confusion matrix: accuracy (ratio between correctly predicted
samples and all testing samples), true positive rate (TPR, ratio between correctly identified positive
samples and all positive samples), and true negative rate (TNR, ratio between correctly identified
negative samples and all negative samples). Table 2 shows the performances of both networks, tested
on the same volcanoes (Erta Ale, Ethiopia, and Etna, Italy), and highlights the good performances of
our CNN.
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Table 2. Evaluation of the performances of the proposed CNN, and comparison with the CNN
presented by [34] (AlexNet). The metrics are derived from the confusion matrix, where P is the number
of real positives in the dataset (i.e., number of interferograms where deformation is recorded), N is the
number of real negatives, TPR is the true positive rate, and TNR is the true negative rate. For each
volcano we evaluate on the entire interferogram dataset (since training is performed on an independent
synthetic dataset), whereas [34] report the average over multiple random splits into training and testing
groups of equal size. Interferograms where deformation is expected were marked manually for ground
truth (i.e., real positives P), and during evaluation deformation detection threshold was DEF = 0.001,
the same threshold as for the email notifications.

Volcano Method
N Interferograms

(P + N)
Time Span Accuracy TPR TNR

Exec. Time
(Interf. Size)

Erta Ale proposed
CNN 134 (2 + 132) 3 February 2016–

19 May 2019 1.000 1.000 1.000 0.18 s (875 × 817)

AlexNet 1 205 (12 + 193) 11 December 2016–
6 December 2017 0.994 1.000 0.988 1.50 s (500 × 500)

Etna proposed
CNN 126 (2 + 124) 8 May 2018–

21 May 2019 0.993 1.000 0.993 -

AlexNet 1 189 (2 + 187) 3 September 2016–
9 November 2017 0.871 0.747 0.981 -

1 From [34].

Synthetic data can only seldomly cover the full range of variations and all the corner cases
that can be observed in the real world, and is thus usually inferior to real data. However, there are
also benefits that make it an attractive choice: with synthetic data the ground truth values of what
is to be predicted are known and can be used for the training. Also, since arbitrary amounts of
data can be generated, overfitting due to insufficient data is not an issue, and the generalization
capability of the final model depends primarily on the realism of the synthetic data. While the
present work was under review, a study using synthetic interferograms to train neural networks was
published [35]. Unlike our study, the authors generate deformation patterns based on analytic models
simulating realistic deformation sources in volcanic settings (i.e., Mogi and Okada sources in particular),
and model stratified atmospheric effects from weather models (i.e., GACOS). This approach incorporates
expert knowledge into the network via the training data, and opens pathways to potentially recover
deformation sources properties from the interferogram in an automatic fashion.

4. Results

We hereafter show how the products derived from S1, S2, and S5P analysis can help monitor
various aspects of volcanic activity. The usefulness of each of these parameters varies from one volcano
to another, due to both varying volcanic activity (i.e., effusive vs. explosive, open-vent vs. close-vent)
and climatic setting (i.e., desert vs. tropical environment). For this reason, we here take various
eruptive case examples, where the utility of each of these parameters is best illustrated. Below we
successively describe processes related to magma migration towards the surface, effusive and explosive
eruptive deposit emplacement, as well as SO2 gas plume propagation in the atmosphere.

4.1. Detection of Surface Deformation (DInSAR, AI)

A number of processes can cause ground deformation at volcanoes: dyke intrusions, reservoir
pressurization, caldera subsidence, cooling of eruptive deposits (lava/pyroclastic flows), landslides,
etc. These can to some extent be distinguished based on distinctive patterns of ground displacement
imaged in the interferograms [75]. As described previously, MOUNTS focuses on the automatic
detection of processes generating large ground deformations in short time intervals (i.e., between two
successive S1 acquisitions, usually 6 to 12 days apart), which typically imprint on interferograms as
many colored fringes. In particular, dyke intrusions (whereby magma intrudes into a fissure and pushes
the surrounding rock aside), are commonly characterized by two lobes with opposite displacements

381



Remote Sens. 2019, 11, 1528

directions, that imprint as a “butterfly” shape. If the dyke reaches the surface, it will result in eruptive
fissures/eruptive vents from which lava flows are emplaced.

Figure 5 illustrates the efficiency of this automated deformation detection system, taking the
case of Piton de la Fournaise (Réunion Island) as an example. The volcano experienced 5 intrusive
episodes in the past year (April 2018–April 2019), all of which reached the surface and resulted in lava
flows that lasted between 0.7–47 days (episode 1 and 4 respectively). The system successfully detected
the interferograms where ground deformation is recorded (Figure 5a–c), illustrating its robustness
against various artifacts in the geocoded interferogram (related to strong topography gradients, strong
atmospheric phase noise, and decorrelation in vegetated areas). Furthermore, thermal anomalies
detected by S2 SWIR analysis (i.e., number of hot pixels) are compared with the Volcanic Radiative
Power (VRP) provided by the MIROVA system (Figure 5d) to testify the good correspondence between
the active flow area and the heat radiated by the flow surface.

The systematic analysis of both ground deformation (amplitude, pattern, orientation) related to
the intrusion of magma in the shallow portions of the edifice, and lava effusion rate once the magma
breaches the surface, should help better understand the mechanisms controlling effusive eruptions
in closed-vent volcano systems such as Piton de la Fournaise.

Figure 5. Example of surface deformation detection related to magma intrusions at Piton de la
Fournaise (Réunion Island). (a) Wrapped interferograms and (b) deformation maps in radar line-of-sight
(LOS), obtained from interferogram unwrapping (see Figure 4). (c) Deformation score DEF computed
from the deformation map. (d) Number of hot pixels detected in the S2 SWIR image (orange
curve, computed by MOUNTS), and Volcanic Radiative Power (VRP) recovered from MODIS data
(black markers, computed by MIROVA). The eruptive episodes are numbered from 1 to 5, and highlighted
by gray areas based on the eruption timing provided by the OVPF (Observatoire Volcanologique
du Piton de la Fournaise): 0.7, 34.6, 0.8, 47, and 19.9 days respectively, publically available at
http://www.ipgp.fr/fr/ovpf/activite-recente-piton-de-fournaise. Eruptive episode 5 is shown in detail
in Figure 9, in which SO2 data is also displayed.

4.2. Detection of Eruptive Deposits (SWIR, DInSAR, SAR)

Volcanic eruptions can generate various types of eruptive deposits, including lava flows, pyroclastic
flows, mud flows, pyroclastic deposits, ash fall, etc. The best-suited parameter to detect these from
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space will depend on both the volcanic product type and the surface on which it is emplaced (i.e., arid
surface, vegetated surface). We here describe two extreme eruptive case scenarios: the Erta Ale
eruption (Ethiopia, ongoing since January 2017), characterized by an effusive activity where lava flows
are emplaced in a desert environment, and the Fuego eruption (Guatemala, June 2018), characterized
by a violent explosive activity which generated pyroclastic flows (i.e., avalanche of hot blocks and ash
which flowed down the surrounding valleys in a densely vegetated environment).

4.2.1. Using DInSAR Coherence and SWIR

Detecting lava flows in non-vegetated regions is particularly efficient using the interferometric
coherence [76]. Active lava flows will appear as highly incoherent areas (coherence values close to
zero), contrasting with the coherent surface on which they are emplaced (coherence values typically
>0.5). Moreover, because the summits of active volcanoes are usually vegetation-free, the coherence
can also be utilized to monitor summital volcanic activity, as eruptive deposits will appear incoherent.

Both applications are illustrated in Figure 6, which depicts the ongoing Erta Ale eruption and its
precursory activity. Indeed, in the months preceding the eruption onset, intense summit activity is
indicated from the coherence map analyzed in a 2 × 2 km box around the summit (Figure 6a black
curve). In particular, from June 2016 onwards the northwestern lake becomes active (in addition to
the permanently active southeastern lake), and in the following months the activity at both lakes
progressively intensifies, leading to multiple lava overflows (e.g., small overflow on 20 August
2016 visible on coherence image in Figure 6(i), and large overflow on 19 January 2017 visible on
Sentinel-2 image). On 28 January 2017, the S1 interferogram shows a strong deformation signal with
a distinctive pattern characteristic of a dyke intrusion (Figures 6c and 6(ii)), which marks the onset
of a >2-year eruption which is still ongoing today [77]. The eruptive fissure opened multiple new
vents located SE of the summit lava lakes (clearly identifiable from S1 coherence and amplitude
images), which progressively focused on a single new eruptive vent from which lava flowed during
the following months. During this time, the activity at the summit lava lakes significantly decreases
(i.e., coherence analysis on 2 × 2 km extent, Figure 6a black curve), suggesting a possible drainage of
the summit lava lakes. Both the coherence and the SWIR analyses computed on a large >20 km spatial
scale (Figure 6a blue curve and Figure 6b respectively), depict the lava flow emplacement. The good
agreement between the two highlights the fact that coherence can be used to track the active flow
front, even when S2 images may not be usable due to cloud coverage. From this basic analysis, more
elaborate parameters can be extracted offline, such as the lava flow front position through time, or the
lava effusion rate, both key for hazard mitigation issues.

The coherence threshold can be adapted to each volcano, in order to account for specific
environments (i.e., how incoherent is the surrounding land surface). More elaborate strategies can also
be implemented to enhance the decorrelation sensibility to volcano-related processes, such as using
NDVI masks (computed from S2 images) to exclude vegetated areas from the analysis. Nevertheless,
in certain climatic settings coherence-based detection is simply not the best suited, and intensity-based
detection can prove more useful.
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Figure 6. Example of lava flow emplacement detection at Erta Ale (Ethiopia) using both S1 interferometric
coherence and S2 SWIR analysis. (a) Decorrelation area related to volcanic activity, calculated as the
number of pixels where coherence<0.5, multiplied by the pixel area (14× 14 m). Black curve: decorrelation
on 2 × 2 km mask centered at the summit to image the lava lake activity. Blue curve: decorrelation on
50 × 50 km mask to image the lava flow emplacement. Because on such a large scale the coherence
map also includes sandy areas where coherence is <0.5, these regions where manually excluded for this
specific figure so that the curve only depicts the area of the active lava flow. (b) Number of hot pixels
(×106) detected in the S2 SWIR image (50 × 50 km mask). (c) Deformation score DEF computed from
the deformation map (unwrapped interferogram). Coherence maps (top image row) and SWIR images
(bottom image row) are displayed at selected dates, with spatial scales varying according to the eruptive
phase: (i) pre-eruptive phase with intense activity at the summit lava lakes, 2 × 2 km mask; (ii) eruptive
onset, manifested by surface deformation and aperture of a new eruptive vent, ~12× 12 km mask; (iii) early
stages of the effusive activity (highlighted by a gray box), showing the emplacement of lava flows on
both NE and SW flanks of the volcano, ~12 × 12 km mask; (iv) advanced stages of the effusive activity,
when the lava flow front reaches its maximum distance from the vent, 11.5 × 19.5 km mask. The red box
displayed in the coherence images refer to the 2 × 2 km mask centered on the active lava lakes.

4.2.2. Using SAR Intensity

The interferometric coherence is hardly exploitable in regions with very dense vegetation, or where
the surface is likely to change rapidly due to various environmental factors (e.g., snow or sand). In such
context, changes in the intensity of SAR images can help identify eruptive deposits. Figure 7 illustrates
this, taking as example the 2018 eruption of Fuego (Guatemala) which killed over 200 persons due
to pyroclastic flows [5]. The interferometric coherence image (Figure 7c) computed between SAR
image 1 and 2, respectively acquired before and after the eruption, is entirely incoherent and therefore
unusable. However, computing the log ratio between the two intensity images (Figure 7a) reveals
substantial changes: areas in blue are those where the intensity has decreased, whereas areas in red
are those where the intensity has increased. The latter are mainly confined in the valleys, and likely
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correspond to the rougher block-and-ash deposit [24]. Conversely, areas where intensity decreases are
concentrated around the summit vent, which could be associated to the deposition of ash.

Figure 7. Example of pyroclastic flow detection after the June 2018 Fuego (Guatemala) eruption.
(a) SAR intensity log-ratio (VV polarization) computed between image SAR 1 acquired before eruption
(2 June 2018 00:13), and image SAR 2 acquired after (8 June 2018 00:14). Blue and red colors indicate
respectively decrease and increase in backscattered intensity. (b) S2 SWIR image acquired on 4 June
2018 16:18 UTC. (c) Interferometric coherence between images SAR 1 and SAR 2.

4.3. Detection of Morphological Changes (SAR)

The intensity of SAR images is strongly dependent on the terrain slope, and is therefore useful to
monitor morphological changes affecting the volcano. Because radar wavelengths penetrate through
clouds, SAR intensity images provide crucial insights into the volcanic activity when optical imagery
is obstructed by atmospheric and/or volcanic gas clouds. We here give two examples taken from very
different volcanological settings: the summit crater collapse of Kı̄lauea (Hawai’i) during the 2018
effusive eruption (Figure 8a), and the Anak Krakatau (Indonesia) island growth and destruction during
the 2018 explosive eruption (Figure 8b).

Figure 8. Cont.
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Figure 8. Two examples of morphological changes detected from SAR intensity (images on top
rows, black markers on timeline), and closest S2 SWIR acquisition (images in bottom rows, orange
markers on timeline). The temporal evolution of the most prominent morphological changes visible
in SAR images are sketched on the right. (a) Caldera collapse of Kilauea (Hawai’i) during the
first months of the 2018 flank eruption. (b) Anak Krakatau (Indonesia) island growth during the
months preceding the 2018 tsunamigenic landslide, and horseshoe-shaped caldera after the landslide.
In this figure speckle is removed from SAR images using a non-local means filter [78] (NDSAR,
https://github.com/odhondt/ndsar), and tone mapping of SWIR images is fixed so that colors and
contrasts are the same in each image. See Supplementary Material S3 and S4 for video animations
spanning several months.

Kilauea is well known for its persistent active lava lake. In 2018, it experienced its largest flank
eruption and caldera collapse in the last 200 years [79,80]. During spring 2018, the lava lake activity
was high, which was clearly detected as a hotspot in the S2 SWIR images (Figure 8a, 13 April 2018).
On 30 April 2018, seismicity indicated the intrusion of a dyke along the East Rift Zone, which generated
a ~38 km long deformation zone, and multiple eruptive fissures with lava flows rapidly reaching the sea
(see Supplementary Material S5 for analysis of S1 and S2 over the entire rift zone). During this time the
summit underwent significant changes: lava lake withdrawal (i.e., hotspot disappears in SWIR images,
Figure 8a), accompanied by summit subsidence (i.e., deflation detected in interferogram), progressively
evolving in a ~3 km wide caldera collapse (see LIDAR digital elevation model in [80]), as the shallow
magma reservoir was being drained. The progression of the caldera collapse is clearly imaged with
SAR intensity images, which reveal the progressive formation of fractures and the profound summit
morphological changes accompanying the flank eruption (Figure 8a and video in Supplementary
Material S3). Ash deposits following the eruption onset is also captured, identified by a decrease
in the SAR backscattered intensity on the SE flank of the volcano, also visible in the SWIR images.
This decrease can be explained by the fact that fresh ash is less reflective than bare rock owing to its
loose structure and high porosity, and that ash deposits smooth the surface, resulting in a more specular
reflector which backscatters less energy towards when the slope is facing away from the sensor [23].

Krakatau is well-known for its volcano-induced tsunamis. Just over 135 years after the famous
1883 event, the volcano triggered on 22 December 2018 another deadly wave. Analysis of the SAR
intensity images clearly shows the progressive island growth in the months preceding the tsunami,
due to multiple lava flows reaching the sea and extending the island’s coast line (Figure 8b and
Supplementary Material video S4). This likely increased the instability of the volcano’s flank, which on
22 December 2018 collapsed, generating a tsunami wave [81]. Post flank sector collapse images
first reveal an amphitheater-shaped scar opened to the sea (Figure 8b, 31 December 2018 image),
which was closed shortly after by an explosion tuff ring, resulting in a ~400 m wide water filled crater
(Figure 8b, 12 January and 15 February 2019 images).
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4.4. Detection of SO2 Gas Flux (UV)

On 18 February 2019 a new eruption of the Piton de la Fournaise began. According to OVPF
Reports, 14 ± 5 Mm3 of lava were erupted during the 18 days of activity, fed by several eruptive
fissures located on the upper east flank of the volcanic cone. Following a phase of gradual increase
in volcanic tremor and the intensification of surface activity, the eruption ended abruptly on March 10
(OVPF Reports).

Figure 9 shows the time series of SO2 mass burden recovered from S5P (Figure 9b), complemented
by thermal anomalies recorded from S2 SWIR data (Figure 9c). The SO2 mass obtained from MOUNTS
is compared with the SO2 mass computed by NASA as a measure of correlation between the two
datasets. In addition, thermal anomalies detected by S2 are overlaid with the VRP data provided
by MIROVA (Figure 9c) to show correspondence between the active flow area and the heat radiated
by the flow surface. Once suitably calibrated, the combination of SO2 and thermal data provides
a synoptic view of the gas and magma fluxes during the course of the February–March 2019 eruption
which can be used to track eruptive trends and patterns in real time [82]. Notably for this specific
case, the two datasets show consistent trends, indicating a gradual intensification of the effusive and
degassing activity during the final phases of the eruption. Thermal anomalies recorded after 10 March
and in the absence of gas emission are attributed to the cooling of the lava field. The last SO2 detection
(10 March 2019 09:38 UTC) is attributed to the gas plume, no longer fed from the eruptive vent but still
inside the 500 × 500 km AOI as it slowly drifts away from the island.

Figure 9. Example of SO2 emission detection during the February 2019 eruptive crisis at Piton de
la Fournaise (Reunion Island). (a) SO2 images from Sentinel-5P at selected dates (planet boundary
layer PBL, 500 × 500 km mask). The detected pixels contaminated with volcanic SO2 are overlaid
with a semi-transparent gray mask. (b) SO2 mass recovered by MOUNTS (purple markers) and by
NASA (black markers, data available at https://so2.gsfc.nasa.gov/pix/daily/0319/reunion_0319tr.html,
computed on 1000 × 1000 km mask). (c) Number of hot pixels (×106) detected in the S2 SWIR image
(orange curve, computed by MOUNTS), and Volcanic Radiative Power (VRP) recovered from MODIS
data (black markers, computed by MIROVA).

4.5. Combining Ground-Based and Space-Based Sensors

Magma migration within the crust generates stresses, which can result in earthquakes as the
surrounding rocks are displaced or fractured. This seismicity, commonly known as volcano-tectonic
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(VT) seismicity, is often recorded both prior and during volcanic eruptions, within and around
the volcanic edifice [83]. High magnitude VT earthquakes can be recorded and located by global
seismological networks, even when the nearest seismic stations are installed several hundreds of
kilometers away. In turn, their timing, location, magnitude, and sometimes focal mechanism, are stored
in open access global earthquake databases, particularly GEOFON and USGS catalogues. MOUNTS
facilitates the interrogation of such catalogs, recovering potential earthquakes recorded in a region
centered around the monitored volcano. This data can support the analysis of the volcanic phenomena,
especially when the volcano is not equipped with ground-based monitoring instrumentation.

Figure 10 shows the recent eruption of Ambrym (Vanuatu), and illustrates how combining
ground-based and space-based sensors helps understand the eruptive dynamics of this volcano located
in a very remote and cloud-prone region. On 15 December 2018 and in the days that followed, a swarm
of volcano-tectonic earthquakes were recorded in the vicinity of the volcano, with magnitudes ranging
between ~4.5 and 5.5 (Figure 10d). The volcano was known until then for its persistent activity
characterized by two active volcanic lakes (Figure 10(b.1)), responsible for high heat and gas fluxes
(Figure 10b,c respectively), [84,85]. Analysis of the SAR intensity images immediately before and after
this swarm reveal profound morphological changes (Figure 10(d.1,d.2)), in particular the collapse and
enlargement of the summit crater. DInSAR analyses indicate very strong ground deformation during
this period (Figure 10a red curve, Figure 10(a.1)), related to dyke intrusion and caldera subsidence [86].
Simultaneously, the decorrelation in the coherence map increases (Figure 10a blue curve), due to
both the ground deformation and perhaps also pyroclastic deposits. Once stabilized, the coherence
map reveals the presence of a new eruptive vent (Figure 10(a.2)), from which lava was most likely
emitted, as suggested by the SWIR image acquired on 15 December 2018 (Figure 10(b.2)). Interestingly,
following this event the volcano completely changed dynamics: the summit lava lakes were most likely
drained, as suggested by the absence of thermal anomalies and the cessation of SO2 gas emissions.

5. Discussion

The key to detecting volcano unrest and understanding the underlying mechanisms is to be able
to recognize when a volcano is deviating from its background level of activity. Once the eruption starts
on the other hand, the key to decipher the eruptive dynamics and to mitigate the related hazards, is
to integrate multiparametric dataset streaming from both space- and ground-based sensors, in order
to provide the most comprehensive view of the eruptive phenomena. Both require “monitoring”,
i.e., observing the volcanic activity over long periods of time, during both quiescent and eruptive
phases. As such, the aim of monitoring platforms such as MOUNTS is twofold: (1) a scientific one,
aiming at deepening our understanding of volcanic processes and patterns at stake at active volcanoes,
by processing in a systematic way large amounts of data in an effort to construct global databases,
and (2) a societal one, aiming at producing more successful eruption forecasts, and providing additional
information to the operational community (e.g., local volcano observatories and civil protection)
in order to mitigate the risks related to volcanic hazards.

The results presented in this paper intend to demonstrate how the monitoring platform MOUNTS
can contribute to both scientific and operational aims. We here discuss the benefits, limitations,
and future developments of the system.
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Figure 10. Multiparametric dataset combining space-based and ground-based sensors, which help
decipher the recent eruptive dynamics of Ambrym (Vanuatu). The eruption onset on 15 December
2018 is indicated by a red vertical line across the plots. Time series of: (a) decorrelation score COH
(pixels with coherence <0.5) in blue indicating surface reflectivity change, and deformation score DEF
in red; (b) thermal anomalies from S2 SWIR analysis in orange (N hot pixels ×106) and MODIS MIR
analysis in black (VRP), processed by MOUNTS and MIROVA, respectively; (c) SO2 gas mass in the
atmosphere from Sentinel-5P analysis in purple and OMPS analysis in black, processed by MOUNTS
and NASA respectively; (d) magnitudes of the earthquake recorded in the vicinity of the volcano,
recovered from the USGS global earthquake catalog. Images: (a.1) wrapped interferogram computed
between SAR images d.1 and d.2, revealing very strong ground deformation (areas with strong phase
decorrelation are masked to show only where deformation fringes are visible); (a.2) interferometric
coherence, on which a new eruptive vent is identifiable; (b.1) S2 SWIR image prior to eruption onset,
showing the persistent lava lakes activity; (b.2) S2 SWIR image after eruption onset, showing the lava
flow emplacement from the new eruptive vent; (c.1) S5P image showing SO2 emissions prior to eruption
onset; (c.2) S5P image showing strong decrease of SO2 emissions after eruption onset; (d.1,2) S1 intensity
images immediately before and after the eruption onset, revealing profound morphological changes.
Spatial extent of images a.1,2, b.1,2 and d.1,2 = 10 × 10 km, extent of images c.1,2 = 500 × 500 km.

5.1. Benefits of MOUNTS

The benefits of the developed system are the following:

• Automated processing of free multisensor dataset which provide key parameters for volcano
monitoring: surface deformation and reflectivity changes (Sentinel-1), heat anomalies (Sentinel-2),
SO2 gas emission (Sentinel-5P), and seismic activity (USGS and GEOFON earthquake catalogues).
This interdisciplinary approach allows for assessment of a variety of volcanic phenomena
in various volcanological contexts. Moreover, exploiting multiple sensors spanning across the
electromagnetic spectrum reduces the dependency to sensing conditions (e.g., night, clouds).

• Flexible design allowing fast implementation of new targets to monitor, with freedom regarding
the size and shape of the region of interest. This allows to rapidly respond to new eruptive crisis,
and adapt to the specific scenarios (e.g., monitoring of summit activity on small ~1–2 km spatial
extent, and/or monitoring of effusive activity on large >50 km extent). The system currently
monitors 17 volcanoes in various volcanological and climatic settings across the globe, many of
which recently experienced large eruptive crisis.
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• Visualization through an open-access website (www.mounts-project.com) of both geocoded
images (i.e., DInSAR interferograms wrapped/unwrapped, DInSAR coherence map, SAR VV
intensity image, SWIR B12-B11-B8A image, and SO2 PBL concentration), and time series of
parameters extracted from each image type (i.e., deformation score, number of decorrelated pixels,
number of hot pixels, and SO2 mass, respectively). This allows to apprehend the evolution through
time of the volcanic activity and eruptive products. Download of full resolution images and time
series graphs (PNG format) is readily possible from the website; more specific data download
based on user-defined queries is planned, but for the moment possible on-demand only.

• Based on the free SNAP toolboxes, providing a unique framework to manipulate data from various
satellites, with state-of-the-art processing algorithms (e.g., DInSAR). MOUNTS is open-source,
with a Github repository (https://github.com/sebastienValade/mounts) storing both the source
code and a changelog informing on all the notable changes made to the system and website.

• Modular architecture, allowing the implementation of new processing algorithms to extract
relevant volcanological parameters, or solve specific tasks. As a matter of example, a pre-trained
CNN was plugged to detect strong deformation in the interferograms generated by the system.

• Automated email alert messaging to dedicated users when specific thresholds are overcome.
Interaction with other monitoring systems such as MIROVA is achieved by facilitating access to
volcano-dedicated webpages (Figure 3). Strengthening the interactivity between the systems is
planned, in particular by sharing database access in order to confront datasets more easily.

The operational community such as volcano observatories can use MOUNTS and contribute to its
development in a number of ways. The IGEPN (Instituto Geofísico de la Escuela Politécnica Nacional) for
example, responsible for volcano monitoring in Ecuador, suggested to add Sangay to the list of monitored
volcanoes in order to contribute to the surveillance of this remote edifice. The data available on the platform
was used freely, and a collaborative exchange was initiated upon request to provide more specific data
processing. The resulting material was further analyzed by IGEPN staff according to their needs, and was
used in the activity reports describing the ongoing crisis for public information [87]. (Disclaimers on the
data usage and appropriate acknowledgements can be found on the website). Scientific collaborations to
investigate specific volcanic processes, or to develop specific methods (based on either the dataset available
on the website, or on datasets resulting from more complex analysis) are also welcomed.

5.2. Limitations of MOUNTS and Future Developments

The quantity of data available for volcano monitoring is increasing exponentially, but so is the
difficulty to transform it into knowledge. Indeed a number of limitations arise, related to the extraction
of meaningful parameters (are we looking at the right variables?), resolution issues (is the sampling
in time and space accurate enough?), and data handling issues (how do we deal with the growing mass
of data?). MOUNTS is at this stage still a proof-of-concept, which has large potential for improvement.
We hereafter discuss the main limitations and development directions.

1. Improve MOUNTS’ capability to recover parameters informing on the state of volcanic activity, eruptive
precursors in particular. While IR and UV spectroradiometry is able to provide rather straightforward
parameters (i.e., heat and gas flux respectively), recovering parameters from SAR in a robust and
automated fashion is more challenging. In this paper, we show how trained neural networks can
achieve complex tasks in a timely and reliable manner, and can be easily implemented in operational
processing chains. In particular, strong deformation typically imprint on interferograms as many
colored fringes, which are successfully detected. Further development however is needed to detect
slow deformation mechanisms, which do not generate deformation patterns with numerous fringes.
Future developments should also focus on designing and training neural networks to recover from
SAR data other relevant parameters that can inform on volcanic activity. For example, efficient change
detection able to exclude changes non related to volcanic activity (e.g., snow fall, vegetation growths,
etc.) would prove extremely useful during both pre-eruptive and syn-eruptive phases.
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2. Incorporate additional data types in the processing chain to provide further insights into the
volcanic activity. A priority is to analyze Sentinel-3 (S3) TIR data routinely, crucial to monitor
ground thermal anomalies at high sampling rate (sensor characteristics similar to MODIS),
but also to detect ash plumes in the atmosphere. Ash detection is commonly achieved using
the brightness temperature difference (BTD) procedure [88], applied to two channels centered
around 11 and 12 μm. This approach is easily applicable, but also prone to generate false
alarms. A number of methods have been developed to overcome this issue [20], including 3-band
algorithms [48], the BTD algorithm with water vapor correction (BTD-WVC), the Robust Satellite
Technique (RST) specifically configured for volcanic ash, and shallow neural networks [89,90].
Future developments should therefore implement automated S3 processing to monitor volcanic
ash propagation in the atmosphere, which poses a major threat for air traffic in particular.

3. Incorporate modeling tools to predict the propagation of volcanic eruptive products, using
the recovered multiparametric data as input source terms for the models. Such strategies are
not new, and are now, thanks to increasing computing power and data availability, becoming
achievable in NRT to forecast the propagation of lava flows [91] or the dispersion of ash plumes
into the atmosphere (e.g., [92,93]), as well as to predict the geometry and depth of magma bodies
responsible for volcano deformation (e.g., [94–96]). Monitoring platforms such as MOUNTS
should not necessarily include such modeling routines, but should at least strive to provide
parameters than can be fed to such models.

4. Migrate processing tasks on cloud platforms where data is archived. The development of MOUNTS
was done by automatizing data download and processing, using free and open-source data and
software. In doing so, we were able to keep the costs of this proof-of-concept platform very low
(i.e., a single desktop computer manages data download, processing, and hosting of the web server).
Nevertheless, this architecture limits the ability to process larger amounts of data, which would
require the analysis of the entire available Sentinel dataset over hundreds of volcanoes worldwide.
To achieve this, cloud computing strategies are preferable, whereby algorithms would run on
a platform where the data is hosted, thereby preventing data download, and at the same time
offering higher computing power. Commercial platforms offering such services exist: the Copernicus
DIAS platforms (Data and Information Access Services, which include Sobloo, Onda, Creodias,
Mundi, and Wekeo), the Amazon Web Services (AWS), or the Google Cloud Platform.

5. Analyze the recovered multiparametric volcanic time-trends. Monitoring efforts such as the
one presented here, allow the development of consistent multiparametric databases on a variety
of volcanic settings (i.e., various volcano types, tectonic settings and magma compositions).
Such databases are crucial to decipher eruptive patterns, and potentially better estimate future
activity [25–27,29]. As a matter of example, decadal heat and gas emission time-trends help
decrypt slow mechanisms of magma/gas accumulation and release at active volcanoes [97].
Clustering of these trends in categorically similar patterns, together with time-series analysis
and probabilistic approaches (e.g., [98,99]), should be investigated to help decision making and
potentially lead to better eruption forecasting. Moreover, incorporating standardized volcano alert
level classifications (whereby color-codes help flag the activity of volcanoes [39,100]), will help
better communicate the level of volcanic unrest and eruption likelihood to local populations and
governmental authorities [101,102], and potentially lead to better early warning systems.

6. Conclusions

We present an operational volcano monitoring system, based on the automated download and
processing of multisensor satellite-based data (Sentinel-1 SAR, Sentinel-2 SWIR, Sentinel-5P TROPOMI).
The recovered data aim at providing key parameters able to inform on the state of volcanic activity,
namely: surface deformation, surface reflectivity changes, surface heat anomalies, and SO2 gas
emissions. The results are disseminated in NRT on a public website (www.mounts-project.com),
where both geocoded images and multi-parametric time series help understand the activity. Moreover,
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we demonstrate how artificial intelligence can be used in such monitoring system to solve complex tasks.
In particular, we designed and trained a convolutional neural network to detect large deformation
signals in wrapped interferograms with no atmospheric corrections. The training was done on
synthetically generated interferograms, and evaluated on >1360 real interferograms produced by
MOUNTS. Due to the very good performances of the network, it is now incorporated into the
operational processing chain, which delivers automatic email alerts to dedicated users when strong
deformation is recorded at the monitored volcanoes.

In addition to the set of parameters recovered from spaceborne sensors, we incorporate information
available from global earthquake catalogues (GEOFON and USGS) to inform on the seismicity located
in the vicinity of the volcano. The utility of integrating both satellite-based parameters (deformation,
heat and gas) and ground-based parameters (seismicity) are demonstrated through a number of recent
eruptions: Erta Ale 2017, Piton de la Fournaise 2018–2019, Fuego 2018, Kilauea 2018, Anak Krakatau
2018, and Ambrym 2018. We show how this interdisciplinary approach allows for assessment of
a variety of volcanic phenomena, ranging from subsurface magma migration, to surface eruptive deposit
emplacement, pre/syn-eruptive morphological changes, and SO2 gas emission into the atmosphere.
The data processed by MOUNTS is providing insights into the eruptive dynamics of these volcanoes,
and is sharpening our understanding of how the integration of such multiparametric datasets can help
better monitor volcanic hazards.
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Abstract: Fuego volcano (Guatemala) is one of the most active and hazardous volcanoes in the world.
Its persistent activity generates lava flows, pyroclastic density currents (PDCs), and lahars that threaten
the surrounding areas and produce frequent morphological change. Fuego’s eruption deposits are
often rapidly eroded or remobilized by heavy rains and its constant activity and inaccessible terrain
makes ground-based assessment of recent eruptive deposits very challenging. Earth-orbiting satellites
can provide unique observations of volcanoes during eruptive activity, when ground-based techniques
may be too hazardous, and also during inter-eruptive phases, but have typically been hindered by
relatively low spatial and temporal resolution. Here, we use a new source of Earth observation data
for volcano monitoring: high resolution (~3 m pixel size) images acquired from a constellation of
over 150 CubeSats (‘Doves’) operated by Planet Labs Inc. The Planet Labs constellation provides
high spatial resolution at high cadence (<1–72 h), permitting space-based tracking of volcanic activity
with unprecedented detail. We show how PlanetScope images collected before, during, and after
an eruption can be applied for mapping ash clouds, PDCs, lava flows, or the analysis of morphological
change. We assess the utility of the PlanetScope data as a tool for volcano monitoring and rapid
deposit mapping that could assist volcanic hazard mitigation efforts in Guatemala and other active
volcanic regions.

Keywords: satellite remote sensing; volcano monitoring; ash fall; lava flows; pyroclastic density
currents; mapping; volcanic hazard

1. Introduction

Persistently active volcanoes are an ever-present threat to populations and infrastructure exposed
to primary and secondary volcanic hazards on their flanks. Continuous, ground-based monitoring by
local or regional volcano observatories plays an essential role in hazard mitigation in such locations.
When ground-based techniques are impractical or too hazardous, Earth-orbiting satellites can be
a valuable tool for volcano monitoring. However, satellite remote sensing techniques can be limited by
temporal and/or spatial resolution, particularly in rapidly evolving situations.

Satellite remote sensing (or Earth observation, EO) has played an increasingly important role in
volcano surveillance over the past few decades, concurrent with technological advances in satellite
sensors [1–5]. The principle applications of EO data in volcanology include volcanic gas and ash
monitoring [6–8], monitoring of heat fluxes [9–13], optical measurements [14–16], mapping of ground
deformation [17,18], geological mapping [19,20] and geological hazard assessment [21–23]. The main
factors limiting the efficacy of EO data for volcano monitoring are the temporal and spatial resolution
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of the measurements, which are seldom optimized simultaneously in satellite instruments. Temporal
resolution is arguably the most critical, since volcanic activity remains largely unpredictable and
can produce dynamic phenomena that can be difficult to track and analyze in real-time during
rapidly evolving crisis situations. Several volcanic eruptions in 2018 demonstrated the need for
rapid response, including: Kilauea (Hawaii) in May 2018; Agung and Anak Krakatau (Indonesia) in
November–December 2018; Mayon (Philippines); Piton de la Fournaise (Reuniòn Island); and Mount
Etna (Italy) [24].

Commonly-used pushbroom visible-infrared satellite sensors, such as those deployed on the
USGS Landsat or European Sentinel-2 satellites, have intermediate-high spatial (~10–20 m), but low
temporal (days to weeks) resolution (Table 1). Since 2008, with the open access of Landsat archives,
“time series” images have been used to analyze natural processes. High acquisition frequency allows
for a more complete understanding of geological dynamics [25]. Here, we explore some volcanological
applications of a new EO paradigm that can provide observations with both high spatial and temporal
resolution: constellations of small satellites or ‘CubeSats’. The use of a constellation of CubeSats
provides a higher cadence than is possible with the use of a single satellite, whilst also providing high
spatial resolution by minimizing swath width. One of the pioneers in this field is Planet Labs Inc. [26],
which has operated an expanding constellation of over 100 CubeSats (informally called ‘Doves’) since
2014. The Planet constellation provides three or four band (visible to near-infrared) PlanetScope (PS)
imagery of the entire land surface of the Earth with ~3 m spatial resolution and a temporal cadence of
~1–72 h (Table 1). Although the temporal resolution of current CubeSat constellations is lower than
that provided by geostationary satellites, their spatial resolution is several orders of magnitude higher,
with a pixel size of ~3 m compared with pixel sizes of 0.25–2 km for geostationary imagers. In some
cases, consecutive data acquisition by Planet Doves in the same ‘flock’ (or overlapping flocks) can
provide multiple images of the same region within a few minutes. These characteristics, along with
an academic open data access policy, make PS data appealing for monitoring of volcanic activity or
other dynamic geophysical phenomena resulting in surface change (e.g., landslides, earthquakes).

Table 1. Characteristics of optical satellite instruments currently used for volcano monitoring.

Criteria Planet Labs Sentinel 2 Landsat 8 MODIS ASTER VIIRS Digital Globe

Bands (wave length) 4–5
(440–900 nm)

13
(497–2190 nm)

8
(0.45–12.5 μm)

36
(0.405–14.385 μm)

14
(0.52–11.62 μm)

22
(0.412–12.01 μm)

4–16
(450–2373 nm)

Night-time imagery No No Yes Yes Yes No No
TIR/SWIR No Yes Yes Yes Yes Yes Yes

Spatial resolution 0.8–5 m 10–60 m 15–30 m 250–1000 m 15–90 m 500–1000 m 0.5–1.85 m

Cadence <1–72 h 5–10 d 16 d 6–12 h Highly variable
(days to weeks) 24 h Highly variable

(days to months)
Product level 1B 1C 2 1A–B 1C 1 /

We use Fuego volcano (Guatemala; Figure 1) as the target of this initial study. Fuego is a persistently
active volcano. It has produced several paroxysmal eruptive events in the last three years, providing
a rich opportunity to analyze PS imagery. Paroxysmal eruptions at Fuego follow extended periods
of lower-level activity, and typically begin with continuous lava fountains and lava flows, followed
by tephra fallout and pyroclastic density currents (PDCs), which present the greatest threat to the
surrounding areas. Due to its persistent activity and subsequent remobilization of deposits by rainfall,
the morphology of Fuego and the barrancas (valleys) that radiate from its summit is in a constant state
of flux, both in the near-vent region and on the lower flanks.

We focus here on activity at Fuego in February 2018. We assess the utility of optical PS data for
monitoring activity within Fuego’s active vent region and for mapping eruption deposits using the
Normalized Difference Vegetation Index (NDVI) [27,28] and visual analysis. Of particular interest is
whether PS data can assist with ‘rapid response’ mapping of eruption deposits that could be eroded
or removed by rainfall soon after emplacement, since the volume and extent of such deposits can
provide critical information on eruption magnitude and on the threat of secondary volcanic hazards,
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such as lahars. Monitoring and mapping of such ephemeral deposits is also important for probabilistic
mapping of volcanic hazards around Fuego.

 

 

Figure 1. Location of the Fuego-Acatenango Complex. (a) Location of Fuego volcano in the Central
American Volcanic Arc. (b) Detail of the main barrancas channels surrounding the Fuego edifice.

2. Background

Fuego (alt. 3763 m; 14.4◦ N, 90.8◦ W) is the southernmost and youngest of five vents comprising
the Fuego-Acatenango massif, located on the Central American volcanic arc (CAVA) in Guatemala
(Figure 1). The CAVA is a chain of Quaternary stratovolcanoes linked to subduction of the Cocos
plate under the Caribbean plate [29,30]. Fuego is one of the most active volcanoes in Central America,
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with over 60 recorded eruptions since 1524 [31]. Most of Fuego’s historic eruptions have been classified
with a Volcanic Explosivity Index (VEI) of 2 or 3, interspersed with several larger VEI 4 events,
the most recent of which occurred in 1974 [31–34]. The region surrounding Fuego is highly populated,
with ~9000 people living within the high hazard zone potentially threatened by PDCs, and more
than one million within 30 km of the volcano. Larger eruptions of Fuego also potentially threaten the
national capital (Guatemala City) and main international airport, which are only ~40 km away. During
the 3 June 2018 eruption of Fuego the ash emissions forced the closure of the La Aurora International
Airport in Guatemala City.

Fuego undergoes long periods of relatively low background activity, interrupted by periods
of intense, or ‘paroxysmal’, activity that consists of lava flows, lava fountains and PDCs [33,34].
The latter are typically channelled down one or more of the barrancas (valleys) on the flanks of the
volcano (Figure 1b), and can be a significant hazard, either by directly impacting populated areas or by
providing material for lahars during the rainy season [32,35]. This broad range of eruptive styles makes
Fuego’s activity both scientifically interesting and challenging to forecast. Furthermore, the persistent
activity results in constant morphological variation in the vent region and on the flanks (barrancas),
which is difficult to track using ground-based observations.

Fuego was very active in 2018, with 3 paroxysmal eruptions in February, June, and November.
We focus here on the 31 January–2 February 2018 eruption, a Strombolian event of VEI 2 (Figure 2)
that was well-captured in PS data. The June 2018 eruption, which resulted in extensive loss of life
and damage to infrastructure, involved a more complex sequence of events, and will be the subject of
a separate paper. The 31 January–2 February 2018 eruption started with continuous lava fountains
and two lava flows, directed NW from the summit. Subsequently, PDCs formed on the east flank and
deposited material in two of the seven barrancas which surround the edifice. A significant amount of
ash was also emitted and dispersed predominantly to the west by prevailing winds. The activity was
also monitored by webcams, providing a visible record of the sequence of events. PS images collected
before, during and after the eruption provide a novel, detailed perspective on the volcanic activity for
monitoring and mapping the distribution of the volcanic deposits.

 

Figure 2. Timeline of the February 2018 eruption of Fuego and its main physical and volcanological
features. Data sources: (a) Smithsonian Institution Global Volcanism Program (GVP) [24]; Planet Labs
data coverage [26]; (b) MODVOLC website [36]; (c) VAAC database [37]. Planet labs imagery timeline
is in Table S1.
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3. Data and Methods

3.1. The Planet Labs CubeSat Constellation

The Planet Labs (PL) CubeSat constellation comprises (as of early 2019) over 150 CubeSats or
‘Doves’, each roughly 10 × 10 × 30 cm in size (i.e., three-unit or 3U CubeSats), orbiting in two near-polar,
Sun-synchronous (SS) orbits with ~8◦ and ~98◦ inclination at an altitude of ~475 km. Each Dove
carries a telescope and a 6600 × 4400 pixel CCD array, which acquires both visible (red–green–blue or
RGB) and near-infrared (NIR) PS data with 12-bit radiometric resolution. PS scenes are frame images
(i.e., an entire scene is imaged by the CCD at an instant in time, unlike pushbroom sensors) with
approximate dimensions of 25–30 × 8–10 km, and a native spatial resolution of 3.7 m, resampled to 3 m
for delivery. The Doves have been deployed since 2014 in ‘flocks’ from various launch vehicles. Early
CubeSats (operational in 2014–2017) were released from the International Space Station (ISS) into the
ISS orbit with 52◦ inclination at ~375 km altitude, whereas more recent PS data (including the data used
in this study) are acquired by the near-polar SS-orbiting flocks (Table 2). The Dove constellation images
the entire Earth landmass on a daily basis, with overpass times in the local morning hours. To achieve
daily contiguous global coverage, the swaths of each consecutive Dove overlap in the across-track
direction, providing the opportunity for multiple scene acquisitions within a few minutes in the overlap
region [35]. Planet Labs also operates a fleet of five RapidEye satellites and 14 SkySats, which provide
even higher spatial resolution.

Table 2. Specifications of Planet Labs deployments in International Space Station (ISS) and Sun
synchronous orbits (SSO).

Criteria PlanetScope (PS2)

Deployment ISS orbit SSO orbit
Orbit altitude 400 km 475 km

Max/min latitude coverage 52◦ 81.5◦
HFOV 21.8 km 24.6 km
VFOV 14.5 km 16.4 km
Area 316 km2 405 km2

Max image strip per orbit 8100 km2 20,000 km2

Analytic resolution 16 bit 16 bit

Several PS data products with different processing levels are available; here we use the ‘Analytic_SR’
data products which are 16-bit calibrated orthorectified surface reflectance data with a positional
accuracy of better than 10 m.

3.2. Data Processing

This study of the February 2018 activity at Fuego is based on change detection techniques-a
comparison of images pre, syn and post-eruption of the same area at different times. The activity at
Fuego permits the evaluation of PS data for a variety of eruption products including lava flows, trephra
fall deposits and PDCs.

PS imagery was browsed, and products downloaded using the Planet Explorer interface [26].
Images from before and after the 31 January–2 February eruption were identified, inspected for cloud
cover and clarity, and downloaded. Visual inspection of the images was performed by selecting suitable
RGB colour stretching values to highlight volcanic deposits and structures. Images were merged and
cropped to the extent of the area of interest. Visual comparison of pre- and post-eruption images was
performed to identify and map changes, including new deposits produced by tephra fall, lava flows
and PDCs. Visual comparisons primarily used the visible bands, but the NIR band was also used in
some cases (substituting for the green band in the RGB composite images), particularly when changes
in vegetation cover due to the volcanic activity were involved. Where new eruptive material was
deposited over areas previously covered by vegetation, a simple change detection strategy based on the
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NDVI difference was applied. NDVI values were calculated for each image from the surface reflectance
values, corresponding to the red and NIR bands [38,39]. We then subtracted the NDVI values in the
pre-eruption images from the post-eruption NDVIs, for spatially collocated pixels, yielding a raster
dataset of pre/post-eruption NDVI differences. A negative NDVI difference thus indicated areas where
vegetation has been damaged and/or covered by volcanic deposits; the NDVI difference can have
any value between −1 and 1, from completely unvegetated (or ash-covered) to completely vegetated
(or ash-free). To simplify the interpretation a threshold was chosen, usually −0.1 or −0.125, to represent
the change that was considered significant and interpreted as being produced unequivocally by the
deposition of volcanic material (e.g., tephra fall). Cloud cover limits the use of reflectance based remote
sensing data in the visible and NIR bands. Clouds and cloud shadows were visually identified and
masked in all the images; such masks were then applied to exclude cloudy areas and any associated
noise and biases from the data analysis. Finally, the raster maps obtained from the NDVI differences
were simplified, by applying a low-pass filter (e.g., 15 × 15 neighbour pixel average operation) to the
threshold maps and converting them to polygons that mapped the tephra-covered areas.

The NDVI difference approach in general is not suitable for detecting changes in areas that were
originally non-vegetated, like the upper flanks of the volcano or the active barrancas. In such cases
other band combinations can be tested to see if a suitable band or combination of bands could be used
to detect and identify the new deposits. In particular, the visible and NIR bands of a pre-eruption
image were subtracted from the corresponding band of the post-eruption image. A trial-and-error
approach was adopted using single bands (e.g., pre-eruption Band 1 minus pre-eruption Band 1, etc.)
but results were not satisfactory. Also, the same band on pre and post-eruption dates was analyzed
with the same approach as NDVI differences for a time-dependent analysis.

Processing of the visible, NDVI and other band combinations yielded a series of maps of changes
between the pre- and post-eruption images, which were then interpreted in terms of new eruptive
deposits and other volcanic processes. Additionally, volcanic structures in the vent region and upper
flanks of Fuego were also mapped visually using RGB images. PDCs can be highly erosive; they engrave
channels and incorporate pre-existing material as they move downhill. This produces characteristic
features along the PDC path that can be detected by comparing pre- and post-eruption images.
Comparing images from a longer time-series with those captured during short-livedevents allow us to
distinguish changes in crater morphology associated with background and paroxysmal activity.

4. Results

Eruptive deposits and volcanic structures mapped with the methods previously described
were compiled into a GIS platform (ArcGis,® Environmental Systems Research Institute, Redlands,
California, United States) for interpretations and analysis. Here we describe the different types of
deposits and structures separately as interpreted from our analysis.

4.1. Lava Flows

Deposits optically identified and interpreted as two lava flows erupted during the February 2018
paroxysm are shown in Figure 3. These lava flows moved down the NW slope of Fuego. The longest of
the two reaches a length of ~2000 m and they respectively cover areas of 0.12 and 0.18 km2. They are
representative of the beginning of the activity; a Strombolian style eruption characterized by sustained
lava fountains and bombs. At the beginning of the activity the upper flank is characterized by spatter
deposits and lava flows (Figure 3a). Distinguishing these deposits is difficult because of the lack of
contrast between them. In this case, the morphology plays a crucial role for the distinction between the
smoother lava flows and the rugged surface of the spatter deposit. Automated detection of different
deposits on the highest part of the edifice is more difficult. In fact, neither the NDVI difference nor any
other simpler band operation gives good results for this kind of deposits. It is still possible to map the
darker material using single bands and appropriate thresholds. Figure 3b shows band-2 pixel values
with digital numbers (DN) <3000 (in a 16-bit image) in the vent region; similar results were obtained
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for the other three bands. The result is closer to the optical map of the deposits shown in Figure 3a,
but with some additional signal (likely due to tephra fall) on the upper west flank.

Figure 3. PlanetScope image of Fuego on February 2, 2018; 15:57 UTC. (a) Lava flows and spatter
deposits optically mapped are shown in orange and yellow respectively. (b) Result for single Band 2,
using a threshold DN < 3000, for comparison.

4.2. Tephra fall

During the February 2018 paroxysm the eruption column reached over 6000 m height (Figure 2)
and was mostly dispersed to the west of the volcano. Figure 4 shows the tephra deposit extent obtained
from the NDVI difference method. One other image source (Sentinel 2) was also processed in a similar
way for comparison. For the PS images, the NDVI difference is calculated using an image collected in
January 2018 and another right after the eruption. In order to have a meaningful comparison between
PL and Sentinel 2, the post-eruption images are both from 4 February (Figure 5), with pre-eruption
images from 9 January (PS) and 10 January (Sentinel 2). Slightly different thresholds were used to
delineate the tephra fall covered areas for each image source; for the PS imagery a threshold of
−0.125 was used for the NDVI difference values (i.e., pixels with an NDVI difference <−0.125 were
considered to be covered with ash) which gives an area of 41.5 km2 for the ash covered vegetation.
For Sentinel 2 data, a NDVI difference threshold of −0.1 was used, which results in an ash covered
area of 35.6 km2. Deposits derived from the two data sources are similar to each other in shape and
orientation (Figure 4), and both show limitations in detecting the very proximal tephra fall deposits
(i.e., in non-vegetated areas).
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Figure 4. Cont.
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Figure 4. Tephra fall deposit mapped using NDVI difference analysis of (A) PlanetScope and (B)
Sentinel 2 images from 9th 10th January and 4th February 2018. Threshold values of –0.1 for Sentinel 2,
and–0.125 for PlanetScope were used to identify the ash covered areas shown in red in (A) and (B).
(C) Shows the areas that can be identified as ash covered by the NDVI differences in each set of satellite
images after applying a low-pass filter and converting them to polygons (only taking the connecting
polygons along the expected dispersal axis). BOA = Bottom of Atmosphere. Background image is
a PlanetScope image from February 4, 2018 at 15:58 UTC.

Figure 5. Schematic three-month timeline for satellite data coverage of Landsat 8 (L8), Sentinel 2 (S2)
and Planet Labs (PL). Only usable data, with no cloud coverage over the study area are considered.
Images selected for NDVI analysis are marked with darker colours. The red box shows the February
2018 event period.

4.3. Pyroclastic Density Currents

The PDC deposits from the eruption were mapped visually and are shown in Figure 6. The PDC
material in Barranca Las Lajas and El Jute covers an area of 1.24 km2. The second PDC deposited in
Barranca Honda covered an area of 0.43 km2. The use of automated methods (e.g., NDVI or other
indices or single band differences) to delineate the deposits was not successful for the whole deposit in
any of the barrancas, due to the lack of pre-existing vegetation in these zones. Figure 7 demonstrates
the value of high spatial resolution PS imagery for identifying morphological changes associated with
eruptive activity. A scar located SE of the Fuego vent region in the upper reaches of Barranca Honda
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indicates erosion and/or collapse of the steep upper flanks. The orientation of the scar suggests that the
derived material must have contributed to the PDC emplaced in barranca Honda.

Figure 6. PDC deposits in (a) Barranca Honda and (b) Barranca Las Lajas and El Jute visually mapped
using PlanetScope imagery. The inset shows the location of the displayed area. Background image is
from February 2, 2018 at 15:57 UTC.
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Figure 7. PlanetScope images of Fuego collected on January 9, 2018 at 16:57 UTC and February 2,
2018 at 15:57 UTC, showing morphological changes pre- (a) and post-eruption (b). The February 2
PlanetScope image (c) shows the presence of a scar formed during the February 2018 paroxysm, in the
upper reaches of Barranca Honda.

4.4. Structures Near the Vent and the Upper Cone Area

The persistent activity of Fuego volcano, including background activity, causes frequent and often
continuous variations in the morphology of the summit. Tracking such changes, which may provide
important indications of future activity, is very challenging from the ground and typically requires
overflights by manned or unmanned aircraft, which may be infrequent. Figure 8 shows some of these
changes identified using PS imagery collected over a period of ~ 4 months, from December 2017 to
March 2018. A roughly circular vent in December 2017 evolved into a well-defined circle with a clear
summit crater in January 2018. During the paroxysmal activity at the end of January and beginning of
February 2018 the crater morphology changes substantially and material appears to overspill down
the upper west flank. In subsequent images, cycles of crater excavation and infilling can be discerned
(Figure 8). The high temporal and spatial resolution of PS imagery thus provides a novel ability to
track morphological variations in the inaccessible regions of active volcanoes, such as Fuego, before,
during and after eruptions.
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Figure 8. PlanetScope images of Fuego collected between December 2017 and March 2018, showing
the evolution of the vent region of Fuego volcano. Left panels (a, c, e, g, i, and k) show the images
without annotations; right panels (b, d, f, h, j, and l) show the mapped morphology and significant
changes (orange lines). Figures a-d display the pre-eruption phase, whereas figures e–l represent the
morphology right after the event to one month from it.

5. Discussion

The February 2018 eruption of Fuego lasted for approximately 20 h [24], and a summary of the
activity is shown in Figure 2. The activity was captured by a monitoring webcam on the SE-flank of the
volcano, located ~6 km from the vent. A video of the webcam images that tracks the full eruption
can be accessed at https://youtu.be/JHwKFPTGAQk and https://youtu.be/4jdfmf3j4ww. Two types
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of activity can be distinguished: Strombolian to violent-Strombolian activity, characterized by lava
fountains, lava flows and a small eruptive column developing over the active vent, and a second type
of activity generating PDCs. The variety of eruptive processes and products generated during this
short eruption presents a unique opportunity to test the capability of PL satellite data to identify and
map volcanic deposits quickly after they have been emplaced.

In the case of the lava flows, the visual mapping using the visible bands gives good results.
Attempts to use band differences or index-based methods (e.g., NDVI) did not work well. Although
fresh (still hot) lava flows can be mapped using thermal (usually TIR and SWIR) bands [15], our results
show that mapping lava flows with high resolution (~3 m pixel size) visible images can be a good
alternative provided the new lava flows show enough contrast with the background. The Smithsonian
Institution Global Volcanism Program (GVP) reported a maximum length of 800 m for the lava flows,
but from the mapping, it is clear that the length reaches ~2000 m for the longest branch and ~1500 m
for the shorter lobe (Figure 3). This shows that the detailed mapping possible with PS images can
significantly improve the estimation of such parameters. The two branches in the lower part of the lava
flow are easily identified from the visible bands but closer to the vent region it is necessary to do a more
detailed analysis. The use of a threshold on a single band highlights a larger area which comprises
spatter, lava flows and tephra. Visual mapping of the February 2018 lava flows allows us defining some
important volcanological features and better understand the importance of this eruption in the history
of the Fuego volcano. According to [33] the mean thickness of recent lava flows, which are mainly
basaltic in composition, is 2 to 4 m, therefore we estimate an approximate total volume of 900,000 m3

of lava was emitted during this eruption (the total area of lava flows is 0.30 km2, with an average
thickness of 3 m). Considering the eruption duration (~20 h), we derive an approximate effusion rate of
12 m3/s. The total volume of lava flows and PDCs (the latter being more difficult to assess, as discussed
below) confirms a VEI of 2 [24] for the studied eruption. According to [33], the lava flow length, volume
and effusion rate of the February 2018 activity are values typical of paroxysmal eruptions of Fuego. It
is worth noting that this paroxysmal eruption occurred only five months before a VEI 3 eruption (June
2018).

Similar considerations apply to the mapping of PDC deposits. Our attempt to map the PDCs
using single bands or NDVI differences did not give good results, similar to the lava flows. For smaller
eruptions of Fuego, such as in February 2018, the material is confined to the channels on the flanks of
the edifice, which, for the most active barrancas, are usually non-vegetated, making the use of change
detection techniques based on NDVI difference methods more difficult or impossible. A larger event,
such as the June 2018 eruption (VEI 3), produces a larger volume of deposits that may overspill the
barrancas or cover less frequently impacted areas downstream, so that the detection can be done not
only visually but also based on change detection methods. In the February 2018 case, visual mapping
based on visible band combinations worked well.

For the tephra fall mapping analysis the NDVI difference technique gave better results, and
we consider this a much better alternative to visual mapping of the deposit, given the gradational
boundaries of the tephra fall deposits, i.e., the transition from areas with heavy tephra fall to areas
with no tephra fall is smooth and may be difficult to define visually. We highlight that this technique
can be used with other sensors that include the necessary bands (visible and NIR). Figure 5 shows
a comparison between the results obtained from the analysis performed on PL and Sentinel 2 images,
and the results show a good agreement, however the practical implications of higher spatial resolution
(~3 m PS pixel compared with the 10 m Sentinel-2 pixel) and temporal cadence (up to daily for PS
compared with ca. five days for Sentinel 2) can be significant.

Deposition of volcanic material can change the reflectance of the land surface, depending on
the type of surface cover present before the volcanic material is deposited, and on the type of
volcanic deposit. If the new volcanic material has very different reflectance properties from the
pre-existing surface material, the deposition of the new material will result in a strong reflectance
change, and possibly also a strong reflectance contrast with the surrounding areas. For volcanoes in
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highly vegetated regions (a majority of the volcanoes in tropical and temperate regions), like Fuego
volcano, the new volcanic material will often deposit on top of previously vegetated terrain which will
result in a strong reflectance change, as volcanic material and vegetation have very different reflectance
spectra. We exploit these characteristics by using a NDVI difference technique to detect changes in
vegetated areas caused by new deposited material. Although the technique does not work well for
non-vegetated areas, the detection of new deposits in such areas is often very difficult, in general,
because the new volcanic deposits can have virtually the same reflectance as the pre-existing material
and, therefore, a general spectral technique with a limited number of bands may not be able to detect
those changes. In such cases a visual inspection may be a quick, simple and effective alternative.
Our goal, then, is to focus on the deposition of material in vegetated areas, where we know the NDVI
difference method has a high chance of success, as is the case for the tephra fall deposit, described in
this paper. For other types of deposits in other areas we use a visual inspection approach, to illustrate
that the images can still be useful when analyzed in that way.

It is quite apparent that the NDVI difference results have a sharp boundary near the vent area when
showing the mapped tephra fall region (Figure 4). This is most likely due to the presence of ash in the
air for the pre-eruption image (from 9 January 2018), as Fuego is a very active volcano. This illustrates
that care must always be taken to interpret the data and, in this case, recognize such artefacts.

Finally, the higher spatial resolution of the PS images permits detailed mapping of structural
and morphological changes associated with the volcanic activity. The scar at the head of Barranca
Honda (Figure 7) is an example of the detail that PS data provides. This structure is interpreted as
either a collapse or erosion feature associated with the generation or transit of PDCs through that area,
and the identification of this structure in the image acquired immediately after the eruption, puts its
possible origin (and the corresponding interpretation) in the necessary volcanological context.

The comparison between PS and other satellite data sources underlines the strength of the
PL products. In addition to high spatial resolution, the high temporal cadence permits detailed
monitoring and offers a higher probability of obtaining useful data (e.g., Figure 5). The ability to
monitor the morphological evolution of otherwise inaccessible volcanic vents is a novel feature of
PS images (e.g., Figure 8). A similar analysis to that shown here for Fuego could be applied to
volcanoes where lava dome growth or the accumulation of potentially unstable material on the upper
flanks constitutes a potential hazard (e.g., through the generation of PDCs) or, in general, where
deposited material could be later mobilized, producing lahars. Such analysis could reduce the potential
exposure of field-based scientists to volcanic hazards by highlighting potential threats and providing
an alternative to field-based deposit mapping. Access and processing of PS data can be performed
relatively quickly; locating, downloading, preprocessing, visual inspection and quantitative analysis
(e.g., NDVI differences) can take < 1 h to a few hours for a trained analyst. Rapid assessment of
volcanic hazards is particularly important in highly populated areas [40], where timely monitoring of
volcanic activity (e.g., deposition of volcanic products) and frequently updated products are necessary
for hazard mitigation.

6. Conclusions

Persistently active volcanoes such as Fuego provide an excellent test of PS images as a resource for
mapping relatively small and ephemeral, yet significant, volcanic deposits. The paroxysmal activity of
February 2018 produced a range of deposits with variable spatial and spectral characteristics which
could be mapped using visual analysis and change detection techniques based on single bands or
the NDVI. We have shown how such deposit mapping yields estimates of eruption volume and
magnitude, with important implications for subsequent activity. The high spatial resolution and
temporal cadence of PS imagery also permits the identification of new deposits and morphological
changes on scales of a few meters, which are a poorly understood aspect of frequently active volcanoes.
These characteristics also proved to be a valuable tool for monitoring pre-eruptive and eruptive phases,
which is often impossible from the ground. Similar methods could be applied to other active volcanoes
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during volcanic crises. We conclude that PS images represent a valuable new resource for volcano
monitoring that promises to increase our understanding of, and ability to observe, volcanic processes.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-4292/11/18/2151/s1,
Table S1: Planet Labs imagery timeline data entry for Figure 2.
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