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2.2. Porphyrins in Organic Frameworks

Porphyrins are used to develop many supramolecular frameworks like metal organic (MOF),
covalent organic (COF), surface metal organic (SURMOF) frameworks with applications for gas
storage/separation, catalysis, drug delivery, photovoltaics, etc. Hence, PDFT calculations of porphyrin
organic frameworks have gained importance for understanding their electronic structure to tune their
applications. Hamad et al. [55], studied the electronic structure of porphyrin-based MOFs (PMOF) with
porphyrins connected through phenyl-carboxyl ligands and AlOH species to assess their suitability for
the photocatalysis of fuel production reactions using sunlight. They used the rhombohedral primitive
cell obtained from the orthorhombic crystal structure of Al-PMOF [56] and replaced the porphyrin
core with either hydrogens or various 3d transition metals and performed PDFT calculations of each
model. The calculations were performed with GGA-PBE [45] functional starting with optimization
of each lattice structure, followed by single point calculations for determination of DOS and band
structure with HSE06 functional [46,47]. A typical crystal structure of the PMOF unit cell is presented
in Figure 4a. From PDFT calculations, they reported that the bandgaps for PMOFs are in a favorable
range (2.0–2.6 eV) for efficient adsorption of solar light. Furthermore, it was shown that the MOFs’
band edges align with the redox potentials (Figure 4b) for water splitting and carbon dioxide reduction
with reactions that can occur at neutral pH. This study was followed up with another PDFT study
by Aziz et al. [4] by modifying the octahedral Aluminum metal center of the lattice structure with
Fe+3 metal to determine the changes in the band structure and electronic properties of PMOFs. It was
reported that adding Fe at the porphyrin core slightly raises the valence band edge, while Fe at the
octahedral node significantly lowers the conduction band edge. So, iron can be used as a good dopant
for band structure alignment in porphyrin-based MOFs.

 

Figure 4. Perspective view of the porphyrin-based metal organic framework (MOF) investigated in
this study in (a) the protonated case, and (b) the metal-substituted case. Color code: gray = carbon,
white = hydrogen, red = oxygen, blue = nitrogen, magenta = aluminum, green = transition metal.
(c) Bandgaps and band edge positions of MOFs with respect to the vacuum level, as calculated with
the HSE06 functional. Energy levels corresponding to redox potentials of water splitting and carbon
dioxide reduction reactions producing methane, methanol, and formic acid at pH = 7 are also shown
with dotted lines. Reproduced from reference [55] published by The Royal Society of Chemistry.

PDFT calculations of porphyrin based SURMOFs has been reported by Liu et al. [57,58], who
studied the photophysical properties of Zn(II)porphyrin-based SURMOFs. Using PDFT band structure
with PBE functional [45] its was shown that a small dispersion of occupied and unoccupied bands in the
Γ-Z direction [57], which is the porphyrin stacking direction, leads to the formation of a small indirect
band gap. In a follow up study [58], the effect of introducing an electron-donating diphenylamine (DPA)
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into Zn SURMOFs was studied and PDFT simulations showed that DPA causes a shift in the charge
localization pattern in the valence band minimum. This charge shift was attributed to the DPA groups
which causes a shift of the optical absorption spectrum and the improved photocurrent generation
in Zn SURMOFs. PDFT simulations are also used to study the stability of the porphyrin-COFs upon
gas adsorption. Ghosh et al. used GGA-PW91 [59] and LDA-PZ [60] functionals to study hydrogen
storage in H2P-COF. The structural stability of COF upon introducing pyridine molecules to bridge the
interlayer gaps in porphyrin COFs is studied.

2.3. Porphyrins as Nano Wires, Sheets, Tubes, and Ladders

As mentioned earlier, porphyrins can form many structural shapes due to their mechanical
flexibility and rich chemistry. Hence, PDFT simulations were used to study the unique electronic
structures and their applications that are possible because of the multidimensionality of porphyrins.
Figure 5 shows typical shapes—various porphyrin nanowires, nanotubes, and nanosheets. Posligua et
al. [61] studied the band structures of porphyrin nano sheets and tubes formed through covalent linkers.
They used screened hybrid density functional theory simulations and Wannier function interpolation
to obtain accurate band structures. The structural optimizations were performed with PBE-D2 [45,53]
functional and single point calculations for band structure were obtained using the HSE06 [46,47]
functional. It was reported that the electronic properties exhibit strong variations with the number
of linking carbon atoms (C0 = no carbon atoms, C2 = two carbon atoms, C4 = four carbon atoms).
For example, all C0 nanostructures exhibit gapless or metallic band structures, whereas band gaps
open for the C2 or C4 structures. PDFT simulations showed that it is possible to design porphyrin
nanostructures with tailored electronic properties such as specific band gap values and band structures
by varying the type of the linkage used between each porphyrin units and the type of self-assembled
formations (linear chains, nanosheets, nanotubes, and nanorings). A previous study on porphyrin
nanotubes formed with acetyl linkers was done by Allec et al. [62] who reported large oscillations in
bandgaps of porphyrin nanotubes with increase in their size. The simulations were performed with a
variety of periodic DFT functionals which show similar oscillation trend in the band gaps irrespective
of the functional. Additionally, the authors report that the bandgap is a direct-bandgap which can be
observed with photoelectron spectroscopic experiments.

Figure 5. Typical structures of porphyrin (a) nanowire, (b) nanosheets, and (c) nanotubes. Reprinted
with permission from reference [61] Copyright 2018 American Chemical Society.

Various porphyrin nanosheet structures with variable porphyrin core metals and substituents were
also studied extensively with PDFT calculations. Using the GGA-PBE functional [45], Singh et al. [63]
predicted the stable formation of a 2D ferromagnetic half-metal based on vanadium polyporphyrin
(PP). The stability of the 2D metal was determined by comparing the Curie temperature (Tc) and
phonon dispersion to other known 2D structures like manganese phthalocyanine (MnPc) and CrPP.
The authors also note that the predicted 2D VPP is quite suitable for use in flexible spintronic devices.
A similar study with Fe, Co, Li, Zn, and H2PPs was done by Zhu et al. [64] who reported that H2, Li,
and Zn PPs behave as direct bandgap semiconductors while Fe, and Co PP behave as half-metals.
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They also report that 2D PP systems behave like n-type semiconducting materials with strong electron
mobilities, which were obtained using PDFT combined with Boltzmann transport method with
relaxation time approximation. An interesting PDFT study of porphyrin nanosheets and nanowires
fused at meso-meso-, β-β-, and β-β-linked array (referred to as SA) and a directly β-fused array
(referred to as SB), was performed by Yamaguchi [65]. In this study it was reported that the bandgaps of
nanosheets is slightly lower than the nanowires and more importantly it was found that SA type linked
arrays have significantly lower bandgaps than SB type. Another example of fused polyporphyrins
(PP) with pyrazine linkage was performed by Kumar et al. [66] with transition metals Cr, Mn, Fe, Co,
Ni, Cu, and Zn at the porphyrin cores of the nanosheet. Using PDFT calculations with GGA-PBE [45]
and GGA+U [67,68] approaches, it was shown that metal PPs have excellent thermal stability with the
MnPP system having a ferromagnetic character and half-metallic behavior.

Instead of 2D polyporphyrin (PP) nanosheets, nanowires of 1D PPs were also studied using PDFT.
Some 1D porphyrins are also referred to as tape porphyrins in the literature. Gao et. al. [69] studied
the electronic structure of metal-polyporphyrin (MPP) and metal-polyhexaphyrin (MPHP) tapes
using GGA-PBE functionals. While different MPHP and MPHP (M = Co, Ni, Cu, Zn, and Ru) tapes
were studied for their conductive (metals/half-metals/semiconductors) behavior, it was reported that
doubly linked CoPHP, NiPHP, and double, triple-linked RuPP has half-metallic nature with potential
applications for spintronic devices. Zheng et al. studied 1D PP nanowires linked with acetyl linkers
with various transition metals (Cr, Mn, Co, Ni, Cu, and Zn) in the porphyrin cores using GGA-PBE [45]
and GGA+U [67,68] functionals. Of all the PPs, ZnPP and NiPP nanowires are nonmagnetic while the
rest are magnetic with magnetic moments like their corresponding monomer structures. Among all
the metal-PP nanowires with acetyl linkers, only MnPP nanowires exhibit half-metallic behavior.

3. PDFT Simulations of Porphyrins on Surfaces

Porphyrins have extended pi-electronic structures which makes them excellent candidates for
adsorption on surfaces. They can also bind covalently to substrates through selective meso, α, β,
peripheral substituents. PDFT simulations of porphyrins on surfaces are aimed to understand the
adsorption configurations, surface reactivity, binding energetics, charge distribution, and transport
at surfaces and interfaces and the corresponding magnetic and electronic properties (DOS and band
structure) when porphyrin bind to substrates. In this section we present a survey of various PDFT
simulations of porphyrins on surfaces based on the type of porphyrin, type of substrate, and application
of interest.

3.1. Conformational Studies of Meso-Substituted Porphyrins on Substrates

Meso-substituted porphyrins have multiple structural configurations due to the flexibility of the
porphyrin molecule [70]. When porphyrins adsorb on atomically flat conductive surfaces, scanning
tunneling microscopy (STM) is used as the preferred technique [71] to understand their surface
structures. The adsorption configuration of meso-substituted porphyrins cannot be easily obtained
from STM alone due to the limits of STM resolution and structural flexibility of meso-substituted
porphyrins. Figure 6 shows some typical confirmations of meso-substituted porphyrins on the surface.
Thus, PDFT simulations are complimentary to experimental studies of conformation of porphyrins on
substrates. One of the earlier PDFT studies of meso-substituted porphyrins on surfaces was performed
by Zotti et al. [72] who studied the adsorption of freebase tetrapyridyl porphyrin (TPyP) and FeTPyP on
Ag(111). The PDFT simulations were performed with GGA-PW91 [59] functional in conjunction with
STM experiments. It was reported that TPyP adsorbs in a flat geometry at 5.6 Å from the surface. The
dihedral angle of the pyridyl rings is found to be 70◦ with adlayer structure primarily directed by lateral
intermolecular interactions. Another PDFT study of MnTPyP on Cu(111) [73] with GGA-PBE [45]
showed that MnTPyP adsorbs in a saddle shape due to the rotation and inclination of the pyridyl
groups towards Cu adatoms, which stabilize the metal-organic chains.
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Figure 6. Typical confirmations of meso-substituted tetraphenyl porphyrins on a surface. Reprinted
with permission from reference [74] Copyright 2017 American Chemical Society.

Metalated and non-metalated meso-substituted phenyl porphyrins are some of the extensively
studied porphyrins on surfaces [71]. Like the TPyP porphyrins, tetra-phenyl porphyrins (TPP) have
high degree of structural flexibility. Rojas et al. [75] studied the adsorption of freebase TPPs on Ag(111)
and Cu(111) metal substrates using GGA-HCTH functional [76,77]. They reported that TPPs form
a 2D network on Ag(111), driven by attractive intermolecular interactions, small migration barrier,
and minimal charge transfer. In contrast 2H-TPP/Cu(111) has significant charge transfer, resulting in
repulsive forces between the molecules that prevent molecular adlayer network formation. A similar
result was observed by Lepper et al. [78] who reported an inverted TPP on Cu(111) surface due to
coordination of the two iminic nitrogen atoms to the Cu(111) surface via their lone pairs and thus
significant charge transfer.

Extensive PDFT studies of adsorption of 3d transition metal (TM) TPP (TM = Co [79–82], Ni [83])
molecule on Ag and Cu substrates were done by various research groups. Both LDA and GGA
functionals were used to study the TM-TPP/substrate system. CoTPP on Ag(111) and Cu(111) surfaces
exhibited two adsorption properties: first, an asymmetric saddle deformation of CoTPP with an
enhanced tilting of the upwards bent pyrroles and second, a single adsorption site where the Co center
occupies a bridge position and one molecular axis aligned with the [1-10] substrate direction [79]. On
Cu(110) [81], CoTPP molecules adsorb at the short-bridge site with substantial chemical interaction
between the molecular core and the surface causing the porphyrin macrocycle to accommodate close
to the surface in a flat geometry, which induces considerable tilting distortions in the phenyl groups.
NiTPP [83] also has an asymmetric saddle deformation on Cu(111) with observed chemical shifts of Ni
2p3/2 caused by Ni 3d orbital interaction with Cu(111) substrate.

Due to their structural flexibility, meso-substituted porphyrin molecules interact with surface
adatoms on metallic substrates. Hötger et al. [84] studied the surface transmetalation of central metals
in TPP and TPyP molecules on Au(111) surface. They reported that Fe+2 cation of FeTPP can be
replaced by Co in a redox transmetalation-like reaction on Au(111) surface. Likewise, Cu can be
replaced by Co. The reverse reaction does not occur, i.e., Fe does not replace Co in the porphyrin.
The mechanism and energetics for the surface transmetalation reaction was determined using PDFT
calculations with GGA-PBE [45] functional and DFT-D3 [53,85] van der Waals (vdW) corrections.
They also report that while identical transmetalation in TPyP molecules were observed, they are not
prevalent as in TPP molecules. The reason for this is attributed to peripheral pyridyl groups offering
additional coordination sites for the metals, thus suppressing the metal exchange. Moreno-López et
al. [86], used PDFT studies with GGA-PBE [45] with DFT-D3 [53,85] and vdW-DF [43,48] functionals to
understand the adsorption and coupling of Cl4TPP molecules on Cu(111). Using DFT, they reported
two coupling reaction pathways: direct dechlorination and Cu adatom-mediated Ullmann coupling.
The latter is barrierless, whereas the former faces a barrier of about 0.9 eV for inverted Cl4TPP on
Cu(111). Adatoms of Au(111) also interact with H2TPP [87] forming different surface electronic
structures. These observations were confirmed by simulated STM images from PDFT calculations of
H2TPP on Au(111) in various configurations.

Tetraphenyl porphyrins on non-metallic substrates have also been studied using PDFT simulations.
Bassiouk et al. [88], studied the self-assembly of H2TPP, CoTPP, and NiTPP molecules on HOPG (highly
ordered pyrolytic graphite) surface using STM. It was reported that these TPP molecules only adsorb
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at surface defects due to weak pi-pi or vdW interactions between TPPs and HOPG. PDFT calculations
were performed to understand the TPP adsorption at the step edges and defects of HOPG. Simulations
with PW91 [59] LDA functional showed that the electronic structure is modified significantly at the
surface defects and edges of HOPG causing the adsorption and nucleation TPP molecules. TPP
molecules on SiC(110) substrate were studied by Catellani et al. [89] using PDFT with GGA-PBE [45].
The sensitization of SiC(110) substrate based on the adsorbed components of a TPP like pyrrole group,
phenyl group, and the whole TPP molecule was studied. It was reported that none of these molecules
changes the polarity of the SiC(110) substrate even with dispersion interactions. El Garah et al. [90], and
Boukari et al. [91], studied the adsorption if Cu-5,10,15,20-tetrakis(3,5-ditert-butyl-phenyl) porphyrin
(Cu-TBPP) on Si(111) and boron-defect Si(111)-B surfaces respectively using PDFT simulation and in
both cases the CuTBPP confirmations on the substrate were determined.

All the PDFT studies of meso-substituted porphyrins listed above involve aromatic substituents
in the meso positions. PDFT studies of meso-substituted porphyrins with tetra-alkyl groups were also
reported in the literature. Chin et al. [92] studied the adsorption of tetranonadecyl (C19H39) porphyrin
on HOPG using STM and DFT. While the structural optimization was carried with molecular DFT, the
authors used to determine the STM structure with PDFT simulations with GGA-PW91 [59] functional.
Due to long alkyl chains in the molecule, ONIOM [93] method with quantum mechanical simulations
on the porphyrin macrocycle and molecular mechanics simulations on alkyl substituents was used to
determine the optimized geometries. The STM simulation of the optimized structure matched with STM
experiments. In a later study, Reimers et al. [94], studied the adsorption of terta-alkyl porphyrins with
alkyl chain lengths (CnH2n+1 with n = 6–28) on HOPG using multiple computational methods. It was
reported that molecular QM/MM calculations and PDFT calculations with PBE-D3 method predicted
similar properties for the chain-length dependence of monolayer formation and polymorphism.

3.2. Conformational Studies of Non-Meso-Substituted Porphyrins on Substrates

Porphyrins without the meso substituents lack the structural flexibility of meso-substituted
porphyrins [70]. Octaethylporphyrins (OEP) are some of the commonly studied non-meso-substituted
porphyrins on substrates [71] using STM. Fanetti et al. [95] studied the adsorption of CoOEP on Ag(110)
surface and reported that CoOEP molecule bind to Ag(110) with a tilt angle of 15◦ with respect to the
substrate due to strong hybridization of the adlayer with the Ag substrate which the authors confirm
by PDFT simulations using GGA-PBE [45] functional. Kim et al. studied the adsorption of PtOEP
molecule on bare Au(111) and on NaCl/Au(111) surfaces using STM and PDFT with GGA-PBE [45]
functional and reported that the top of the valence band has a downward shift in NaCl/Au(111)
substrate relative to Au(111). In either of these studies, the adsorption energy of OEP molecules on
these substrates has not been reported.

A first comprehensive study of OEP on substrates using PDFT simulations was reported by
Chilukuri et al. [96]. It was reported that using standard GGA [45] and LDA [97] functionals
would significantly underestimate the adsorption energies of porphyrins on substrates compared to
calculations using van der Waals corrected DFT methods like vdW-DF [43,48] or DFT-D3 [53,85]. The
binding energies of CoOEP on Au(111) with GGA functional was reported to be −0.31 eV, while the
value is −4.34 eV with vdW-DF functional. On HOPG the binding energies are −1.18 and −2.42 eV
with LDA and vdW-DF functionals respectively. These results indicate that traditional LDA and GGA
functionals significantly underestimate dispersion energies with metallic substrates but to a lesser
degree with carbon supports. The authors also report the interfacial charge redistribution, DOS and
work function changes upon adsorption of CoOEP on substrates. They also reported the first PDFT
simulated bias dependent STM images (Figure 7) of OEP molecules on Au(111) and HOPG which
matches with experimental observations. The advantage of using dispersion DFT methods on OEPs is
further corroborated by Tada et al. [98], who reported that RhIII(OEP)(Cl) molecule would not have
bound to the basal plane of HOPG if not for dispersion corrected DFT functional.
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Figure 7. PDFT simulated bias-dependent STM images of Cobalt Octaethylporphyrins (OEP) on
Au(111) and HOPG surfaces. Reproduced from reference [96] published by the PCCP Owner Societies.

Iron based haem(b) porphyrin has tetraethyl and tetramethyl substituents in the non-meso
positions. Sena et al. [99], studied the adsorption of haem(b) porphyrin on Si(111):H substrate using
GGA-PW91 [59] functional and determined the STM images using Tersoff-Hamann approach [100].
The binding energy was estimated to be only 0.42 eV which is likely significantly underestimated
because they did not include dispersion interactions in their functional.

Non-substituted porphins (P) are also studied extensively using PDFT simulations. Hanke et
al. [101], used PDFT simulations with GGA-PW91 [59] and vdW-DF [43,48] functionals to determine
the surface configurations of H2P molecule on Cu(110) surface and the respective adatom interactions
were reported. A similar study was performed by Dyer et al. [102], using vdW-DF method who
reported that H2P is chemisorbed to the surface, caused by electron donation into down-shifted and
nearly degenerate unoccupied porphine π-orbitals accompanied with electron back-donation from
molecular π-orbitals. Miller et al. [103], reported the electronic and spin structure of FeP on Pt(111)
surface using multiple vdW-DF [43,48] and functionals with added Hubbard U term. They report that
vdW-DF-optPBE and vdW-DF-optB88 functionals found the same binding site to be the most stable
and yielded binding energies that were within ~20% of each other, whereas vdW-DF-revPBE functional
were substantially weaker. One of the earlier PDFT studies of porphine adsorption was done by Leung
et al. [104] using MnP and PdP porphins on Au(111). DFT+U [68] technique with PDFT simulations
using LDA [97] functionals were used to determine the face-on and side-on interactions of porphins
on Au(111) substrate. Buimaga-Iarinca et al. studied the effect of translation on binding energy for
transition-metal (V, Cr, Mn, Fe, Co, Ni) porphins adsorbed on Ag(111) surface using vdW-DF-cx [105].
They concluded that the bridge positions of Ag(111) are favorable for all transition metal porphins.

PDFT calculations of not porphyrins but porphyrin-based molecules are also studied in the
literature. For example, Zhang et al. studied the adsorption of Ni(Salophen) molecule on Au(111)
surface using vdW-DFT functionals and determined the adsorption energy to be 2.74 eV which is about
2/3 of the adsorption energy of similar porphyrin [96,106] molecules on Au(111). Gurdal et al. studied
the adsorption of pyrphyrin molecules on Au(111) [107] and Ag(111) [108] surfaces using various GGA
and vdW-GGA functionals. They reported the effect of surface herringbone reconstruction of Au(111)
surface on the adsorption dynamics of Co(Pyrphyrin) molecules. It was reported that the dominant
contribution to the adsorption energy are dispersion forces, followed by the interaction of the cyano
groups with the metal. The monolayer formation and geometrical configuration of the assembly are
mainly driven by the molecule/molecule interactions.

Surface adsorption of porphyrins as part of a multicomponent mixture were also studied using
PDFT simulations. Jahanbekam et al. [109], reported the competitive adsorption of CoOEP and coronene
molecules as a function of concentration at the 1-phenyloctane/Au(111) solution solid interface using
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STM. In this work, it was reported that CoOEP prefers to bind to the substrate unto a molar ratio of
more than 55:1 coronene:CoOEP. At 55:1 ratio, only coronene molecules are seen on the Au(111) surface
with STM. Using PDFT simulations of coronene, CoOEP, and coronene:CoOEP models, that authors
reported that the strong preference of CoOEP binding to Au(111) is that CoOEP has about ~1.8 times
larger binding energy than coronene on Au(111). vdW-DF functionals with PAW pseudopotential
basis sets were used to determine the adsorption energetics. Additionally, they report that the 1-1
coronene:CoOEP (A in Figure 8) structure is stable between 22:1 to 45:1 molar ratios because the ethyl
groups of the CoOEP molecule trap the coronenes on to the Au(111) surface until further changes
in the molar ratios. Additionally, the authors used PDFT calculations to determine the interfacial
charge distribution (B in Figure 8) and potential energy surfaces for adsorption of CoOEP and coronene
molecules on Au(111) surface and used these energies to determine the vibrational frequencies for
molecular desorption. It is important to note that coronene molecules exhibit cooperativity and
coverage dependency [110] when desorbing from Au(111) substrates.

  

Figure 8. Model of coronene:CoOEP 1:1 structure (A) with corresponding surface charge distribution
(B) obtained from PDFT simulations. Reprinted with permission from reference [109] Copyright 2015
American Chemical Society.

3.3. Porphyrins on Single Layer Substrates

Porphyrins can be used for functionalizing and tuning material properties of various single layered
substrates like graphene, carbon nanotubes (CNT) and boron nitride (BN) nanotubes. PDFT simulations
were used to study the binding and functional changes caused by porphyrins on such substrates.
Touzeau et al. [111], studied the adsorption of Metal (Fe, Zn, Mn, Ti) TPP and Zn tetraalkyl porphyrins
on graphene surface using PDFT with GGA-PBE [45] functional. The goal was to understand the effect
of the peripheral substituents and metal-centers of porphyrins on the functionalization of graphene.
PDFT simulations revealed that graphene functionalization with porphyrin-like molecule is suitable for
band-gap opening in graphene. They showed porphyrin adsorption on graphene is controlled by the
size of the atomic radii, the occupation of the metal 3d orbitals and the host porphyrin structure. Zeng
et al. [112], used PDFT simulations to study the spin filter characteristics metal (M = Cr, Mn, Fe, Co)
porphyrins functionalized to edges of graphene. Using LDA functional and non-equilibrium Green’s
functions (NEGF) [113], they determined that Mn-porphyrin bound to graphene exhibits an extremely
high spin polarization coefficient in a parallel magnetic configuration which plays a significant role in
making a high-performance spin filter.

Functionalization of single walled carbon nanotubes (SWCNT) with various metalloporphyrin
(M = Co, Ni, Cu, Zn) molecules using PDFT simulations was reported Zhao et al. [114]. The
authors used semiconducting (10,0) and metallic (6,6) SWNTs for functionalization studies using
the GGA-PBE [45] functional. DFT calculations indicate that porphyrins can be used to separate
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conducting vs. semiconducting in SWCNTs. This is due to hybridization and charge transfer between
porphyrins and CNTs. Additionally, metalloporphyrins were found to retain unpaired electrons during
functionalization which makes the porphyrin-CNT system a good candidate for optical and spintronic
devices. Correa et al. [115], determined the optical response from freebase, Zn-porphyrins/CNT
and phthalocyanine/CNT systems using PDFT simulations with vdW-DF [43,48] functionals. They
propose that CNT-porphyrins and CNT-phthalocyanines have variable absorption in the visible
region, thereby causing increased conversion energy efficiency in an optical device made with both
macrocycles. Another interesting study on functionalization of SWCNTs with porphyrins is conducted
by Ruiz-Tagle et al. [116], by comparing the effect of physisorption and chemisorption of FeP on metallic
and semiconducting SWCNTs. For physisorption studies, LDA [97] functional with vdW-DF [43,48]
formalism was used while only LDA [97] functional was used for chemisorption study. The results
showed that non-covalent functionalization caused the least change in the electronic and optical
properties of SWCNTs. On the other hand, covalent functionalization with metallic SWCNTs would
have better electrocatalytic properties than with semiconducting SWCNTs. Porphyrins were also
used for functionalizing boron nitride nanotubes (BNNT) similar to SWCNTs. Zhao and Ding [117]
performed a PDFT study of BNNT functionalized with metalloporphyrins (M = Fe, Co, Ni, Cu, Zn)
using GGA-PBE [45] functional. The authors found that metalloporphyrins energetically prefer to bind
the metal with the binding energies ranging from 0.17 to 0.91 eV.

3.4. Porphyrins on Oxide Supports

Porphyrins are widely used as dyes in dye sensitized solar cells where the solar energy trapped
by porphyrins is transferred into conductive oxide substrates like TiO2, ZnO, etc. In this section, we
present a collection of PDFT studies involving interactions of porphyrins with oxide supports used in
photovoltaic devices and in catalysis.

Gomez et al. [118], used PDFT simulations with GGA-PW91 [59] functionals to study the surface
interactions and charge transfer of [COOH-TPP-Zn(II)] porphyrin on TiO2(110) surface. Using PDFT
simulations they identified the stable binding site for the anchoring group (-COO−) to the TiO2

surface that facilitates electron injection. Using frontier orbitals and DOS from DFT simulations, the
authors report that Zn(II) porphyrin is capable of electron injection into TiO2, as has been shown from
experiments. A similar study was performed by Lin et al. [119], and they used PDFT simulations to
study the optical and charge transfer properties of Zn porphyrin adsorbed on the TiO2 surface. If the
TiO2(110) surface is hydroxylated, Lovat et al. [120], showed that the iminic nitrogens of free base
porphyrins (OEP, TPP, and tetra-butyl TPP) capture the hydrogen atoms from the TiO2(110) surface.
They used x-ray photoelectron spectroscopy (XPS) experiments combined with PDFT simulations
using GGA-PBE [45] functional and DFT-D corrections, and showed the favorable energetics and
mechanism for hydrogen capture by porphyrins.

In-situ metalation of TPP using Ni atoms adsorbed on TiO2(110) surface was studied by Wang et
al. [121] using STM. PDFT simulations were done with the DFT-FIREBALL [122] method. STM images
and currents were simulated using Keldysh-Green function formalism. The surface electronic structure
from STM experiments matched with the simulated STM images. PDFT simulations [123] are also used
to determine the band gap of porphyrin MOFs adsorbed on TiO2(110) surface, and it was found that
HSE06 functional [47] predicted the bandgap and TiO2 structure matching the experimental data. Xie
et al. [124], studied the effect of asymmetric modification of meso-substituents of TPPs on TiO2(110)
using PDFT simulations. Experiments have shown that asymmetric modifications can improve the
light-harvesting properties and enhance the electron distribution, but the surface adsorbed structure
was unknown. In this work, the authors used molecular and PDFT simulations with GGA-PW91 [59]
functional to optimize the adsorption geometries of various asymmetric meso-substituted porphyrins
on TiO2 and determine their electronic properties. While TiO2 is the extensively used oxide support for
many PDFT simulations involving porphyrin binding, supports like ZnO [125] and SiO2 [126] are also
studied. In the case of ZnO, the support was used as an alternative for TiO2 in dye sensitized solarcells
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and PDFT calculations were used to understand the charge transfer characteristics. SiO2-porphyrin [126]
studies are used to determine the binding strength for porphyrins to SiO2 support for application as a
trapping agent in petroleum industry.

3.5. PDFT Simulations of Substrate Bound Porphyrin Reactions and Catalysis

Porphyrins on solid substrates can act as active sites for various catalysis reactions. PDFT
simulations are typically used to determine the reaction mechanisms of catalytic reactions on surfaces.
Quinn et al. [127], used Cu porphyrin to functionalize the graphene surface for methane catalytic
reaction. Using PDFT simulations with GGA-PBE [45] functional, it was determined that the porphyrin
Cu metal center acts as an active site for the direct oxidation of methane to methanol. The PDFT
simulations elucidate the step-by-step reaction mechanism and energetics to understand the catalytic
reaction with CuP functionalized graphene at the atomic level. The reaction coordinate (Figure 9) and
corresponding geometries of the oxidation reaction was obtained using climbing image nudged elastic
band method [128,129] and charge analysis using Bader charges [130].

 

Figure 9. Reaction energy profile for the reaction of CH4 with pre-adsorbed O atom on CuP
functionalized graphene surface. The numbers indicate the energies relative to the reference system of
gas phase CH4 and O bound to the metal center of CuP functionalized graphene surface. The transition
states are shown as the maxima on the energy landscape. The x-axis corresponds to the reaction
coordinate along the reaction pathway. Reprinted with permission from reference [127] Copyright
2017 Elsevier.

On surface reactions of organic molecules with porphyrins supported on surfaces and monitored
by STM experiments has gained significant interest since the pioneering work by Grill et al. [131]. PDFT
simulations were used to understand the on-surface reaction mechanisms, energetics and dynamics
of porphyrin. Shi et al. [132] studied the Heck reaction of alkene attached aryl bromides to TPP
porphyrins on Au(111) surface. The surface structure of TPP changes upon the attachment of the aryl
group. The reactions was found to be catalyzed by Pd attached to Au(111) surface. PDFT simulations
using GGA-PBE [45] functional with DFT-D3 correction was used to determine the molecular surface
configurations during debromination and coupling of Hack reaction on Au(111). Shu et al. [133],
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studied the on-surface reactions of aryl-chloride and Cu(111) attached porphyrins. PDFT simulations
with GGA-PBE [45] functional and DFT-D3 correction was used to determine the surface reaction
dynamics and energetics of dehalogenation, cross coupling and cyclodehydrogenation reactions on
Cu(111) surface.

3.6. Magnetic Couplings in Substrate Bound Porphyrins

Porphyrins adsorbed on ferromagnetic substrates can act as excellent candidates for spintronic
devices. The ferromagnetic substrates typically involve Co or Ni films deposited on metallic substrates.
Mn, Fe, Co, Ni, and Cu porphyrins on Co and Ni substrates were studied to understand the magnetic
coupling between metalloporphyrins and metallic surfaces. PDFT simulations are especially helpful to
understand the magnetic properties of porphyrin/substrate systems. Wende et al. [134] studied the
adsorption of FeOEP on Ni and Co films bound to Cu(100) surface using X-ray absorption spectroscopy
(XAS) and X-ray magnetic circular dichroism (XMCD). The experiments were combined with PDFT
simulations of corresponding porphyrin/substrate systems using GGA-PW91 [59] functional and
DFT+U approach [68]. Binding energetics of ClFeOEP and FeOEP on Co and Ni substrates were
determined, and it was noted that the porphyrin loses Cl− upon adsorption. PDFT simulations
provided a deeper understanding of Fe-substrate exchange coupling from DOS, charge analysis and
magnetization densities. A similar study with free base and Fe porphyrins on Co substrate was carried
out by Oppeneer et al. [135] also using GGA-PW91 [59] functional and DFT+U approach [68]. The
PDFT simulations were used to understand the origins of the substrate induced magnetic ordering
of metalloporphyrins. It was demonstrated that FeOEP ferromagnetically exchange couples, while
ClFeOEP antiferromagnetic couples with the substrate. The same research group also studied the
magnetic coupling of FeOEP on c(2 × 2) oxygen reconstructed Co(100) surface [136] with the same
PDFT methodology as their earlier studies and showed that FeOEP couples antiferromagnetically with
oxygen reconstructed Co(100) surface.

Magnetic coupling with Mn porphyrins on Co substrates was studied by Ali et al. [137] using
GGA-PW91 [59] functional and DFT+U approach [68]. The authors reported that Mn porphyrins can
adsorb or chemisorb on the Co substrate with MnP-Co binding distances at 3.5 Å and 2.1 Å, respectively.
This variable surface binding caused distinct magnetic exchange interactions between porphyrin and
substrate, but it was found that Mn magnetic switching occurs at both binding distances. Chylarecka
et al. [138] showed that ClMnTPP porphyrin involves in indirect magnetic coupling with Co substrate
using PDFT and, STM, XAS, and XMCD studies. GGA-PBE [45] functional with Gaussian type orbitals
and with DFT+U approach were used to determine the surface DOS and magnetic properties of
ClMnTPP on Co substrate. It was found that if the chloride ion of the MnTPPCl molecule orients away
(Co-Mn-Cl) from the Co surface, a weak ferromagnetic molecule-substrate coupling is observed. PDFT
simulations with DFT+U approach were also used to understand the magnetic coupling interactions of
Co porphyrins on Ni [139] and graphene [140] substrates.

3.7. Porphyrin Molecular Junctions

Porphyrins and substituted porphyrins were widely studied in single molecule junctions [14].
These junctions typically involve a molecule covalently linking two electrodes. PDFT studies were
used to understand the binding and charge transport properties of the molecule and electrodes in
the junction. Lamoen et al. [141] performed one of the early studies of the covalently bound Pd
porphyrin to gold electrode. They studied the side on (hydrogens of one pyrrole) interactions of Pd
porphyrin on Au(111) using the LDA functional. Although this initial model is not a full Pd porphyrin
molecular junction (because only one gold electrode was used), the simulation was helpful to gain
atomic level understanding of rectifying behavior and charging effects associated with molecular
conduction via single-electron tunneling. Another study with the same Pd porphyrin in a one sided
junction with Al(111) electrode was performed by Picozzi et al. [142], with both LDA-PW [59] and
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GGA-PBE [45] functionals. The energy level alignments, binding energy, and DOS were calculated,
and it was reported that PdP/Al(111) interaction is weak yet rectifying.

PDFT study of a complete junction involving a porphyrin sandwiched between two gold electrodes
was conducted by Long et al. [143]. A nonequilibrium Green’s functions (NEGF) [113] approach with
PDFT was used to determine the electron transport properties of the porphyrin molecular junction.
The porphyrin molecule is linked to the gold electrodes through two (5,15)-meso-diphenyl substituents.
In addition, the role of electron donating and withdrawing substituent (at the 10-meso position)
on the electron transport properties was determined. The authors report a negative differential
resistance behavior from PDFT calculations which is a critical property for many molecular electronics
applications. In another PDFT study, An et al. [144] studied high efficiency switching in porphyrin
ethyne benzene/gold molecular junction using GGA-PBE functional. The electron transport properties
from PDFT simulations indicated that ethyne-bridged phenyl porphyrin molecules are good candidates
for molecular switching devices. The rotation of the phenyl substituent allows for high and low currents
due to change in orbital overlaps upon rotation. Additionally, placing amino and nitro substituents
caused high ON/OFF current ratios with larger substituent effect when entire porphyrin molecule is in
a co-planar geometry than in perpendicular configuration.

Liu et al. [145], developed an optimally-tuned range-separated hybrid (OT-RSH) functional [146]
using DFT+Σ method [147,148] and NEGF [113] approach for accurate description of molecular
conduction in junctions. The effect of central metal (M = 2H, Ni, Co, Cu) of porphyrins in the molecular
conductance between two gold electrodes was studied using PDFT simulations. It was reported that
changing the central metal can change the conductance by nearly a factor of 2. Cho et al. [149], studied
magnetic and charge transport properties of a metal (M =H2, Cr, Mn Fe, Co) porphyrin array (PA∞)
connected through thiol groups to two gold electrodes. PDFT simulations with GGA-PBE functional
and NGEF formalism was used to determine the conductance and band structure of metal porphyrin
junction. It was reported that CrPA∞ exhibits half-metallic behavior originating from the high spin
state of Cr which causes spin asymmetry of the conduction band in CrPA∞. Additionally, it was
reported that spin-filtering ability occurs with an array size of 2, Cr-PA2. Sedghi et al. [150] studied the
effect of the length of the substituent side chain in oligo porphyrin molecular wires on the long-range
electron tunneling and conductance properties in molecular junction. Three oligo-porphyrins with
oligomer length of 1, 2, 3 were sandwiched between gold electrodes and, PDFT simulations and
scattering theory were used to study the molecular conductance. It was reported that phase-coherent
tunneling occurs through the whole molecular junction.

Graphene and carbon nanotubes (CNT) were also used as electrodes in porphyrin molecular
junctions. Suárez et al. [151] studied the low voltage transport response of porphyrin molecular wires
bridging two graphene sheets via physisorption. They used the vdW-DF [43,48] functional to study the
Breit-Wigner molecular resonances as a function of translation of graphene sheets and porphyrin wires.
It was reported that the conductance values are dependent upon the sampling of k-points during
simulation. Li et al. used PDFT simulations to study the molecular conductance of porphyrin bridged
CNTs. Maximally localized Wannier functions (MLWF) in conjunction with NEGF formalism was used
to determine the conductance and quantum interference in the transport properties of porphyrin/CNT
junctions. Using molecular conductance data, they reported that tape porphyrins can act as molecular
size memory units with many-valued logic.

3.8. Ligand-Porphyrin Reactions on Surfaces

Central metals in metalloporphyrins can react with many axial ligands [152] forming
porphyrin-ligand complexes. These ligands can be mono or bi-axial leading to pentavalent and
hexavalent complexes. When metalloporphyrins bind to solid surfaces, the surface may act like an
axial ligand in the fifth coordination site [153–155]. In this section we present a collection of PDFT
studies on coordination of ligands to metalloporphyrins that are adsorbed to surfaces. Coordination of
gaseous molecules like CO [156], NO [155], O2 [157], etc. to porphyrins on surfaces were studied by
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various experimental techniques. PDFT simulations were used to understand the binding mechanism
of these ligands to substrate bound porphyrins.

Nandi et al. [106], used PDFT simulations with vdW-DF [43,48] functional to understand the
binding mechanism of imidazole (Im) ligand to Ni-octaethylporphyrin (NiOEP) bound on HOPG
surface. Using STM, solution-spectroscopy, and molecular DFT calculations the authors reported that
Im ligand does not bind to NiOEP in solution or in gas-phase but does bind when NiOEP is on the
HOPG surface. The reactivity of imidazole toward NiOEP adsorbed on HOPG is attributed to charge
donation from the graphite stabilizing the Im-Ni bond (Figure 10). This charge transfer pathway is
supported by molecular and periodic modeling calculations which indicate that the Im ligand behaves
as a π-acceptor. DFT calculations also show that the nickel ion in the Im-NiOEP/HOPG complex is
in a singlet ground state. This is surprising because the gas phase Im-NiOEP complex is found to be
stable in a triplet ground state. Integrated charge transfer data (Figure 10) from PDFT also showed that
HOPG donates the charge to Imidazole ligand via the NiOEP macrocycle, which indicates that the
porphyrin molecule only acts as a charge mediator.

 

Figure 10. From left to right, charge density difference mappings for positive (colored in brown) and
negative (colored in pink) charges for NiOEP/HOPG (A and B) and Im-NiOEP/HOPG (C and D) systems
respectively. The images in the top row (A1–D1) represent side-view (along the a-axis) and the bottom
row (A2–D2) represent top-view (along c-axis). Element colors are carbon—gray, nitrogen—blue,
nickel—yellow (not visible). Hydrogens are masked for clarity. In the cross-section (A1–D1, top row)
the rainbow colors (blue to red) indicate charge with blue being highly negative and red being highly
positive. Reproduced from reference [106] published by the PCCP Owner Societies.

Binding of gaseous molecules to substrate bound porphyrins using PDFT were carried with
tetraphenyl-porphyrins and tape porphyrins. Hieringer et al. [155], reported the ‘surface trans effect’
of NO axial coordination to Co-porphyrin on Ag(111). GGA-PBE [45] functional with dispersion
corrections was used to model the NO/CoP/Ag(111) surface and the corresponding structural and
energetics were determined. They reported that competition effects, like the trans effect, play a central
role and lead to a mutual interference of the two axial ligands, NO and Ag, and their bonds to the
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metal center. Wäckerlin et al. [158], used PDFT simulations with DFT+U approach [68] and showed
that surface magnetization of porphyrin/ferromagnetic surfaces can be tuned via the choice of axial
ligands. NO (S = 1/2) and NH3 (S = 0) ligands were used to coordinate with FeTPP and MnTPP
porphyrins on Ni and Co ferromagnetic surfaces. PDFT simulations revealed that they reported that
the structural trans effect on the surface rules the molecular spin state, as well as the sign and strength
of the exchange interaction with the substrate. In another study, Janet et al. [159] compared DFT+U
approach and semi-local DFT simulations with GGA-PBE [45] functional using O2 coordination with
CoTPP/Au(111) interface. They reported that semi-local DFT simulations can optimize a structure but
DFT+U approach is better for charge and spin predictions in the system. It was also reported that O2

binding to CoTPP was over stabilized by GGA, while DFT+U predicted reliable energetics especially
with spin active systems. Ghosh et al. [160], used DFT+U approach to determine the spin states of CO,
NO and O2 bound to Mn porphyrin on Au(111). The PDFT simulations were used to demonstrate
reversible spin-switching of ligand bound porphyrin/Au(111) system by conformations changing of
porphyrin structure on the substrate. Ligand binding on porphyrin nanowires were also studied using
PDFT simulations. Binding of NO molecule to metal tape-porphyrins [161–163] with PDFT calculations
reveal molecular structure of metal tape-porphyrins has negligible change upon ligand binding but
considerable change in the electronic structure was observed. Additionally, a significant band gap
reduction has been observed upon NO ligand binding.

4. Summary

Periodic density functional theory (PDFT) calculations have been indispensable to bridge the
gaps between observable properties at the condensed phase and the electronic structure of the periodic
system. They led to fundamental understanding and tuning of the solid-state behavior of many
functional materials and interfaces. In this review, a collection of PDFT simulations of porphyrins
in nanostructures and on surfaces were presented. Porphyrins are important compounds used for
many have numerous biological and technological applications. While many reviews of porphyrins
and their derivatives are available in the literature, a review of periodic porphyrin structures has
never been reported to our knowledge. We organized the review based on applications of PDFT
simulations to understand specific structural, conformational, adsorption, electronic, magnetic, charge
transfer properties, and reactivity of porphyrins on surfaces. The typical properties calculated using
PDFT simulations include optimized geometries, binding energetics, density of states, band structure,
spin switching and magnetization, charge transport, STM images (local electronic structure), reaction
intermediates in catalytic reactions, etc. Hence, this review should be of great interest for the porphyrin
research community and to the broader audience performing PDFT simulations.

In our survey of periodic simulations on porphyrins with DFT, plane wave pseudopotential
basis sets were the predominant choice rather than Gaussian type orbital basis sets. Most of the early
simulations were performed with the bottom two rungs of the “Jacob’s ladder” which are the GGA and
LDA type functionals. The drawbacks of using these functionals include underestimation of electronic
bandgaps and weak dispersion interactions, especially with systems involving organic molecules like
porphyrins. LDA overestimates, while GGA underestimates the binding energies in condensed phase
systems like transition metal, metal oxides, carbon, and silicon crystals. Both functionals underestimate
interactions involving organic molecules like porphyrins.

Recently many PDFT studies were performed with dispersion corrected DFT functionals or with
empirical dispersion corrections. Inclusion of vdW interactions greatly improved the calculated binding
energies of porphyrins leading to data that better matched experiments. It was reported that dispersion
interactions are more important for porphyrins on metallic substrates than on non-metal substrates.
Within the last decade hybrid functionals like B3LYP and HSE were used for PDFT simulations of
porphyrins. These functionals improved the band gap and geometric optimizations of porphyrin
nanostructures and interfaces. Our review of the literature also found that DFT+U is the method of
choice for calculations involving magnetically coupled and spin active porphyrin systems. With the
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improvement of DFT functionals and computing capability more and more expensive calculations
were being performed for a fundamental understanding of porphyrin behavior in periodic systems.

Like many quantum mechanical calculations, PDFT calculations have limitations with respect
to the size of the modeled system and accuracy of the energies obtained from DFT calculations.
Additionally, choosing the right DFT functional for modeling a heterogeneous periodic system like
porphyrins is challenging and no single PDFT functional is deemed appropriate for all applications.
Based on the problem of interest like electronic structure, binding energies, excited state properties, etc.,
a variety of PDFT functionals were used to study bulkier systems like porphyrins and phthalocyanines.
Unlike molecular DFT functionals used for porphyrin based systems [24], the number of PDFT
functionals are limited especially for performing time-dependent or excited state systems. In addition,
simulations of larger periodic systems [110] with PDFT is computationally expensive, while ab initio
molecular dynamics (MD) simulations of larger systems are practically impossible.
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Abstract: Several applications of quantum mechanics and information theory to chemical reactivity
problems are presented with emphasis on equivalence of variational principles for the constrained
minima of the system electronic energy and its kinetic energy component, which also determines
the overall gradient information. Continuities of molecular probability and current distributions,
reflecting the modulus and phase components of molecular wavefunctions, respectively, are
summarized. Resultant measures of the entropy/information descriptors of electronic states,
combining the classical (probability) and nonclassical (phase/current) contributions, are introduced,
and information production in quantum states is shown to be of a nonclassical origin. Importance
of resultant information descriptors for distinguishing the bonded (entangled) and nonbonded
(disentangled) states of reactants in acid(A)–base(B) systems is stressed and generalized entropy
concepts are used to determine the phase equilibria in molecular systems. The grand-canonical
principles for the minima of electronic energy and overall gradient information allow one to
explore relations between energetic and information criteria of chemical reactivity in open molecules.
The populational derivatives of electronic energy and resultant gradient information give identical
predictions of electronic flows between reactants. The role of electronic kinetic energy (resultant
gradient information) in chemical-bond formation is examined, the virial theorem implications for
the Hammond postulate of reactivity theory are explored, and changes of the overall structure
information in chemical processes are addressed. The frontier-electron basis of the hard (soft)
acids and bases (HSAB) principle is reexamined and covalent/ionic characters of the intra- and
inter-reactant communications in donor-acceptor systems are explored. The complementary A–B
coordination is compared with its regional HSAB analog, and polarizational/relaxational flows in
such reactive systems are explored.

Keywords: chemical reactivity theory; HSAB principle; information theory; quantum mechanics;
regional complementarity rule; virial theorem

1. Introduction

The quantum mechanics (QM) and information theory (IT) establish a solid basis for both
determining the electronic structure of molecules and understanding, in chemical terms, general
trends in their chemical behavior. The energy principle of QM has been recently interpreted [1–3] as
equivalent variational rule for the overall content of the gradient information in the system electronic
wavefunction, proportional to the state average kinetic energy. In the grand-ensemble representation
of thermodynamic (mixed) states they both determine the same equilibrium of an externally open
molecular system. This equivalence parallels identical predictions resulting from the minimum-energy
and maximum-entropy principles in ordinary thermodynamics [4].

The generalized, Fisher-type gradient information in the specified electronic state is proportional
to the system average kinetic energy. This allows one to interpret the variational principle for electronic
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energy as equivalent information rule. The energy and resultant-information/kinetic-energy rules thus
represent equivalent sources of reactivity criteria, the populational derivatives of ensemble-average
values of electronic energy or overall information, e.g., the system chemical potential (negative
electronegativity) and hardness/softness descriptors. The IT transcription of the variational principle
for the minimum of electronic energy allows one to interpret the familiar (energetical) criteria of
chemical reactivity, the populational derivatives of electronic energy, in terms of the corresponding
derivatives of the state-resultant information content. The latter combines the classical (probability) and
nonclassical (current) contributions to the state kinetic energy of electrons, generated by the modulus
and phase components of molecular wavefunctions, respectively. This proportionality between the
state resultant gradient information and its kinetic energy also allows one to use the molecular virial
theorem [5] in general reactivity considerations [1–3].

The resultant measures combining the probability and phase/current contributions allow one
to distinguish the information content of states generating the same electron density but differing
in their phase/current composition. To paraphrase Prigogine [6], the electron density alone reflects
only the molecular static structure of “being”, missing the dynamic structure of “becoming” contained
in the state current distribution. Both these manifestations of electronic “organization” in molecules
ultimately contribute to resultant IT descriptors of the structural entropy/information content in
generally complex electronic wavefunctions [7–10]. In quantum information theory (QIT) [7], the
classical information contribution probes the entropic content of incoherent (disentangled) local
“events” while its nonclassical supplement provides the information complement due to their
coherence (entanglement).

The classical IT [11–18] has been already successfully applied to interpret the molecular probability
distributions, e.g., References [19–22]. Information principles have been explored [1–3,23–28] and
density pieces attributed to atoms-in-molecules (AIM) have been approached [22,26–30] providing
the information basis of the intuitive (stockholder) division of Hirshfeld [31]. Patterns of chemical
bonds have been extracted from electronic communications in molecules [7,19–21,32–42] and
entropy/information distributions in molecules have been explored [7,19–21,43,44]. The nonadditive
Fisher information [7,19–21,45,46] has been linked to electron localization function (ELF) [47–49] of
modern density functional theory (DFT) [50–55]. This analysis has also formulated the contragradience
(CG) probe [7,19–21,56] for localizaing chemical bonds and the orbital communication theory (OCT)
of the chemical bond has identified the bridge bonds originating from the cascade propagations of
information between AIM, which involve intermediate orbitals [7,21,57–62].

In entropic theories of molecular electronic structure, one ultimately requires the quantum
(resultant) extensions of the familiar complementary measures of Fisher [11] and Shannon [13],
of the information and entropy content in probability distributions, which are appropriate for the
complex probability amplitudes (wavefunctions) of molecular QM. The wavefunction phase, or its
gradient determining the current density and the associated velocity field, gives rise to nonclassical
supplements in resultant measures of an overall entropic content of molecular states [7,63–68].
The information distinction between the bonded (entangled) and nonbonded (disentangled) states of
subsystems, e.g., molecular substrates of a chemical reaction, also calls for such generalized information
descriptors [69–72]. The extremum principles for the global and local measures of the resultant entropy
have been used to determine the phase-equilibrium states of molecular systems, identified by their
optimum (local, probability-dependent) “thermodynamic” phase.

Various DFT-based approaches to classical issues in reactivity theory [73–79] use the
energy-centered arguments in justifying the observed reaction paths and relative yields of their
products. Qualitative considerations on preferences in chemical reactions usually emphasize changes
in energies of both reactants and of the whole reactive system, which are induced by displacements
(perturbations) in parameters describing the relevant (real or hypothetical) electronic state. In such
classical treatments, also covering the linear responses to these primary shifts, one also explores
reactivity implications of the electronic equilibrium and stability criteria. For example, in charge
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sensitivity analysis (CSA) [73,74] the “principal” (energy) derivatives with respect to the system
external potential (v), due to the fixed nuclei defining molecular geometry, and its overall number
of electrons (N), as well as the associated charge responses of both the whole reactive system and
its constituent subsystems, have been used as reactivity criteria. In R = acid(A)← base(B) ≡ A–B
complexes, consisting of the coordinated electron-acceptor and electron-donor reactants, respectively,
such responses can be subsequently combined into the corresponding in situ descriptors characterizing
the B→A charge transfer (CT).

We begin this overview with a summary of the probability and current distributions, the physical
attributes reflecting the modulus and phase components of quantum states, and an introduction to the
resultant QIT descriptors. The phase equilibria, representing extrema of the overall entropy measures,
will be explored and molecular orbital (MO) contributions to the overall gradient-information measure
will be examined. Using the molecular virial theorem, the role of electronic kinetic energy, also
reflecting the system resultant information, in shaping the electronic structure of molecules, will be
examined. This analysis of the theorem implications will cover the bond-formation process and the
qualitative Hammond [80] postulate of reactivity theory. The hypothetical stages of chemical reactions
invoked in reactivity theory will be explored and the in situ populational derivatives will be applied
to determine the optimum amount of CT in donor-acceptor coordinations. Populational derivatives
of the resultant gradient information will be advocated as alternative indices of chemical reactivity,
related to their energetical analogs. They will be shown to be capable of predicting both the direction
and magnitude of electron flows in A–B systems. The frontier-electron (FE) [81–83] framework for
describing molecular interactions will be used to reexamine Pearson’s [84] hard (soft) acids and
bases (HSAB) principle of structural chemistry (see also Reference [85]) and electron communications
between reactants will be commented upon. The ionic and covalent interactions between the “frontier”
MO will be invoked to fully explain the HSAB stability predictions, and the “complementary” A–B
complex will be compared with its regional-HSAB analog. The complementary preference will be
explained by examining physical implications of the polarizational and relaxational flows in these
alternative reactive complexes. In appendices, the continuity relations for the probability and phase
distributions of molecular electronic states resulting from the Schrödinger equation (SE) of QM will
be summarized, the dynamics of resultant gradient information will be addressed, the nonclassical
origin of the overall gradient-information production will be demonstrated, and the grand-ensemble
representation of open molecular systems will be outlined.

2. Physical Attributes of Quantum States and Generalized Information Descriptors

The electronic wavefunctions of molecules are determined by SE of QM. This fundamental
equation also determines the dynamics of the modulus (probability) and phase (current) attributes of
such elementary quantum states. In a discussion of “productions” of the resultant entropy/information
quantities [7,69,72], it is of interest to examine implications of SE for the dynamics of these fundamental
physical distributions of quantum states. For simplicity, let us first consider a single electron at time t
in state |ψ(t)〉 ≡ |ψ(t)〉 ≡ |ψ〉, described by the (complex) wavefunction in position representation,

ψ(r, t) = 〈r|ψ(t)〉 = R(r, t) exp[iφ(r, t)] ≡ R(t) exp[iφ(t)] ≡ ψ(t), (1)

where the real functions R(r, t) ≡ R(t) and φ(r, t) ≡ φ(t) stand for its modulus and phase parts,
respectively. It determines the state probability distribution at the specified time t,

p(r, t) = 〈ψ(t)|r〉〈r|ψ(t)〉 = ψ(r, t)*ψ(r, t) = R(t)2 ≡ p(t), (2)

and its current density

j(r, t) = [h̄/(2mi)] [ψ(r, t)* ∇ψ(r, t) − ψ(r, t) ∇ψ(r, t)*] = (h̄/m) Im[ψ(r, t)* ∇ψ(r, t)]
= (h̄/m) p(r, t) ∇φ(r, t) ≡ p(t) V(t) ≡ j(t).

(3)
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The effective velocity field V(r, t) = j(t)/p(t) ≡ V(t) of the probability “fluid” measures the local
current-per-particle and reflects the state phase gradient:

V(t) = j(t)/p(t) = (h̄/m) ∇φ(t). (4)

The wavefunction modulus, the classical amplitude of the particle probability density, and the state
phase, or its gradient determining the effective velocity of the probability flux, thus constitute two
physical degrees-of-freedom in the full IT treatment of quantum states of a monoelectronic system:

ψ ⇔ (R, φ) ⇔ (p, j). (5)

One envisages the electron moving in the external potential v(r), due to the “frozen” nuclei
of the Born–Oppenheimer (BO) approximation determining the system geometry, described by the
electronic Hamiltonian

Ĥ(r)= −(h2/2m)∇2 + v(r) ≡ T̂(r) + v(r), (6)

where T̂(r) denotes its kinetic part. The quantum dynamics of a general electronic state of Equation (1)
is generated by SE

∂ψ(t)/∂t = (ih)−1Ĥψ(t), (7)

which also determines temporal evolutions of the state physical distributions: The (instantaneous)
probability density p(t) and (local) phase φ(t) or its gradient reflecting the velocity field V(t), the
current-per-particle of the probability “fluid” [7,69,72]. The relevant continuity relations resulting from
SE are summarized in Appendix A.

To simplify the notation for the the specified time t = t0, let us suppress this parameter in the list
of state arguments, e.g., ψ(r, t0) ≡ ψ(r) = 〈r|ψ〉, etc. We, again, examine the mono-electron system in
(pure) quantum state |ψ〉. The average Fisher’s measure [11,12] of the classical gradient information
for locality events, called the intrinsic accuracy, which is contained in the molecular probability density
p(r) = R(r)2 is reminiscent of von Weizsäcker’s [86] inhomogeneity correction to the density functional
for electronic kinetic energy:

I[p] =
∫

p(r) [∇lnp(r)]2dr = 〈ψ|(∇lnp)2|ψ〉 =
∫

[∇p(r)]2/p(r) dr = 4
∫

[∇R(r)]2 dr ≡ I[R]. (8)

This local measure characterizes an effective “narrowness” of the particle spatial probability
distribution, i.e., a degree of the particle position determinicity. It represents the complementary
measure to the global entropy of Shannon [13,14], the position-uncertainty index,

S[p] = −
∫

p(r) lnp(r) dr = − 〈ψ|lnp|ψ〉 = −2
∫

R(r)2 lnR(r) dr ≡ S[R], (9)

which reflects the particle position indeterminicity, a “spread” of probability distribution. This classical
descriptor also measures the amount of information received when the uncertainty about particle’s
location is removed by an appropriate experiment: IS[p] ≡ S[p].

In QM, these classical measures can be supplemented by the associated nonclassical contributions
in the corresponding resultant QIT descriptors [7,45,63–67]. The intrinsic accuracy concept then
naturally generalizes into the associated overall descriptor, a functional of the quantum state |ψ〉 itself.
This generalized Fisher-type measure is defined by the expectation value of the Hermitian operator
Î(r) [7,45] of the overall gradient information,

Î(r)= −4Δ = (2i∇)2 = (8m/h2)T̂(r), (10)

related to kinetic energy operator T̂(r) of Equation (6). Using integration by parts then gives:
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I[ψ] = 〈ψ|Î|ψ〉 = −4
∫

ψ(r)∗Δψ(r)dr = 4
∫
|∇ψ(r)|2dr

= I[p] + 4
∫

p(r)[∇φ(r)]2dr ≡
∫

p(r)[Ip(r) + Iφ(r)]dr ≡ I[p] + I[φ] ≡ I[p, φ]

= I[p] + (2m/h)2
∫

p(r)−1j(r)2dr ≡ I[p] + I[j] ≡ I[p, j].
(11)

The classical and nonclassical densities-per-electron of this information functional read:

Ip(r) = [∇p(r)/p(r)]2 and Iφ(r) = 4[∇φ(r)]2. (12)

The quantum-information concept I[ψ] = I[p, φ] = I[p, j] thus combines the classical (probability)
contribution I[p] of Fisher and the nonclassical (phase/current) supplement I[φ] = I[j]. The positive
sign of the latter expresses the fact that a nonvanishing current pattern introduces more structural
determinicity (order information) about the system, which also implies less state indeterminicity
(disorder information). This dimensionless measure is seen to reflect the average kinetic energy
T[ψ] = 〈ψ|T̂|ψ〉:

I[ψ] = (8m/h̄2) T[ψ] ≡ σ T[ψ]. (13)

One similarly generalizes the entropy (uncertainty) concept of the disorder information in
probability density, e.g., the global quantity of Shannon or the gradient descriptor of Fisher, by
supplementing the relevant classical measure of the information contained in probability distribution
with the corresponding nonclassical complement due to the state (positive) phase or the associated
current pattern [7–10]. The resultant Shannon-type global-entropy measure then reads

S[ψ] = − 〈ψ|lnp + 2φ|ψ〉 = S[p] − 2
∫

p(r) φ(r) dr ≡ S[p] + S[φ] ≡ S[p, φ]. (14)

It includes the (positive) probability information IS[p] ≡ S[p] and (negative) nonclassical supplement
S[φ] reflecting the state average phase. These entropy contributions also reflect the real and
imaginary parts of the associated complex-entropy concept [8], the quantum expectation value of the
non-Hermitian entropy operator S(r) = − 2lnψ(r),

S[p, φ] = − 2〈ψ|lnψ|ψ〉 ≡ S[p] + i S[φ]. (15)

The resultant gradient entropy similarly combines the (positive) Fisher probability information
and (negative) phase contribution due to the current density:

M[ψ] = 〈ψ|(∇lnp)2 − (2∇φ)2|ψ〉 = I[p] − I[φ] ≡ M[p] + M[φ] ≡ M[p, φ]. (16)

The sign of the latter reflects an extra decrease of the state overall structure indeterminicity due to
its nonvanishing current pattern.

The extrema of these resultant entropies identify the same optimum, equilibrium-phase solution
φeq. ≥ 0 [7,63–67]:

{δS[ψ]/δψ*(r) = 0 or δM[ψ]/δψ*(r) = 0} ⇒ φeq.(r) = − (1/2) lnp(r). (17)

This local “thermodynamic” phase generates the associated current contribution reflecting the negative
probability gradient:

jeq.(r) = (h̄/m) p(r) ∇φeq.(r) = − [h̄/(2m)] ∇p(r). (18)

The above one-electron development can be straightforwardly generalized into a general case
of N-electron system in the specified (pure) quantum state |Ψ(N)〉, exhibiting the electron density
ρ(r) = Np(r), where p(r) stands for the density probability (shape) factor. The corresponding N-electron
information operator then combines terms due to each particle,
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Î(N)=
N

∑
i=1

Î(ri)= (8m/h2)
N

∑
i=1

T̂(ri)≡ σT̂(N), (19)

and determines the state overall gradient information,

I(N) = 〈Ψ(N)|Î(N)|Ψ(N)〉 = σ〈Ψ(N)|T̂(N)|Ψ(N)〉 = σT(N), (20)

proportional to the expectation value T(N) of the system kinetic-energy operator T̂(N). The relevant
separation of the modulus and phase components of such general N-electron states calls for a
wavefunction yielding the specified electron density [52]. For example, this goal can be accomplished
using the Harriman–Zumbach–Maschke (HZM) [87,88] construction of DFT. It uses N (complex)
equidensity orbitals, each generating the molecular probability distribution p(r) and exhibiting the
density-dependent spatial phases, f (r) = f [ρ; r], which safeguard the MO orthogonality.

Consider the Slater-determinant describing an electron configuration defined by N (singly)
occupied spin MO,

ψ = {ψs} = (ψ1, ψ2, . . . , ψN), {ns = 1},
Ψ(N) = |ψ1ψ2 . . . ψN|.

(21)

The kinetic-energy/gradient-information descriptors then combine additive contributions due to
each particle:

T(N) = ∑s ns〈ψs|T̂|ψs〉 ≡ ∑s nsTs = (h2/8m)∑s ns〈ψs|Î|ψs〉 ≡ σ−1 ∑s ns Is. (22)

In the analytical (LCAO MO) representation, with MO expressed as linear combinations of the
(orthogonalized) atomic orbitals (AO) χ= (χ1, χ2, . . . , χk, . . . ),

|ψ〉 = |χ〉 C, C = 〈χ|ψ〉 = {Ck,s = 〈χk|ψs〉}, (23)

the average gradient information in Ψ(N) for the unit matrix n = {ns δs,s′ } = {δs,s′ } of MO occupations,
then reads

I(N) = ∑s ns〈ψs|Î|ψs〉 = ∑k ∑l

{
∑s Ck,snsCs,l

∗
}
〈χl | Î|χk〉 ≡ ∑k ∑l γk,s Il,k = tr(γI). (24)

Here, the AO matrix representation of the gradient-information operator,

I = {Ik,l = 〈χk|Î|χl〉 = σ〈χk|T̂|χl〉 = σTk,l}, (25)

and the charge/bond-order (CBO) (density) matrix of LCAO MO theory,

γ = CnC† = 〈χ|ψ〉n〈ψ|χ〉 ≡ 〈χ|P̂ψ|χ〉, (26)

is the associated matrix representation of the projection operator onto the occupied MO-subspace,

P̂ψ= N[∑
s
|ψs〉(ns/N)〈ψs|] ≡ N[∑

s
|ψs〉ps〈ψs|] ≡ Nd̂, (27)

proportional to the density operator d̂ of the configuration MO “ensemble”.
This expression for the average overall information in Ψ(N) thus assumes thermodynamic-like

form, as trace of the product of the CBO matrix, the AO representation of the (occupation-weighted)
MO projector determining the configuration density operator d̂, and the corresponding AO
matrix of the resultant gradient information related to that of the kinetic energy of electrons. It
has been argued elsewhere [7,32–42] that elements of the CBO matrix generate amplitudes of
electronic “communications” between AO “events” in the molecule. Therefore, the average gradient
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information of Equation (24) is seen to represent the communication-weighted (dimentionless)
kinetic-energy descriptor.

The SE (7) also determines a temporal evolution of the average resultant descriptor of the
gradient-information content in the specified (pure) quantum state (see Equation (11)). The time
derivative of this overall information functional I[ψ] is addressed in Appendix B.

3. Probing Formation of the Chemical Bond

The association between the overall gradient information and electronic kinetic energy suggests
the use of molecular virial theorem in extracting the physical origins of the chemical bonding [89–92]
and for understanding general reactivity rules [1–3,5]. The previous analyses [89–91] have focused on
the interplay between the longitudinal (in the bond direction, along “z” coordinate) and transverse
(perpendicular to the bond axis, due to coordinates “x” and “y”) components of electronic kinetic energy.
The former appears as the true driving force of the covalent-bond formation and the accompanying
electron-delocalization process at an early approach by the two atoms, while the latter reflects an
overall transverse contraction of the electron density in the attractive field of both nuclei.

It is of interest to examine the global production (Equation (A20)) of the resultant gradient measure
of the electronic information due to the equilibrium current of Equation (18),

σI
eq. = −σM

eq. ∝ −
∫

jeq.(r)·∇v(r) dr ∝
∫

∇p(r) ·∇v(r) dr, (28)

which accompanies a formation of the covalent chemical bond A–B (Figure 1). Reference to this figure
shows that in the axial (bond) section of the molecule ∇p(r)·∇v(r) < 0, thus confirming a derease of the
longitudinal contribution to the average structure information, i.e., an increase in the axial component
of the overall gradient entropy (Equation (A24)) as a result of the chemical bond formation: σI

eq.(axial)
< 0 and σM

eq(axial). > 0. This accords with the chemical intuition: electron delocalization in the covalent
chemical bond at its equilibrium length R = Re should produce a higher indeterminicity (disorder,
entropy) measure and a lower level of the determinicity (order, information) descriptor, particularly in
the axial bond region between the two nuclei.

Since the gradient measure of the state overall gradient information reflects the system
kinetic-energy content, one could indeed relate these conclusions to the known profiles of the
longitudinal and transverse components of this energy contribution [89–91]. The former contribution
effectively lowers the longitudinal inhomogeneity of molecular probability density, σI

eq.(axial) < 0,
particularly in the bond region between the two nuclei, while the (dominating) latter component
implies an effective transverse contraction of the electron distribution, i.e., σI

eq.(transverse) > 0.
The bonded system thus exhibits a net increase in the probability inhomogeneity, i.e., a higher
gradient information compared to the separated-atoms limit (SAL). This is independently confirmed
by a lowering of the system overall potential-energy displacement ΔW(R) = W(R) − W(SAL) at the
equilibrium bond-length Re,

ΔW(Re) = 2ΔE(Re) = −2ΔT(Re) < 0 (29)

Here,
ΔW(R) = ΔV(R) + [ΔUe(R) + ΔUn(R)] ≡ ΔV(R) + ΔU(R)

combines the (electron-nuclear) attraction (V) and repulsion (U = Ue + Un) energies between electrons
(Ue) and nuclei (Un).

It is also of interest to examine variations of the resultant gradient information in specific
geometrical displacements ΔR of this diatomic system. Its proportionality to the system kinetic-energy
component again calls for using the molecular virial theorem, which allows one to partition the relative
BO potential ΔE(R) = ΔT(R) + ΔW(R) into the SAL-related changes in the electronic kinetic energy
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[ΔT(R)] and its overall potential complement [ΔW(R)]. In the BO approximation the virial theorem for
diatomics reads:

2ΔT(R)( + ΔW(R) + R[dΔE(R)/dR] = 0. (30a)

It implies the following kinetic and potential energy components:

ΔT(R) = − ΔE(R) − R [dΔE(R)/dR] = − d[RΔE(R)]/dR and
ΔW(R) = 2ΔE(R) + R [dΔE(R)/∂R] = R−1 d[R2ΔE(R)]/dR.

(30b)

Figure 1. Schematic diagram of the axial (bond) profiles, in section containing the “z” direction of
the coordinate system (along the bond axis), of the external potential (v) and electron probability (p)
in a diatomic molecule A–B demonstrating a negative character of the scalar product ∇p(r) ·∇v(r).
It confirms the negative equilibrium contribution σI

eq.(axial) of the resultant gradient information
(Equations (A20) and (A21)) and positive source σM

eq.(axial) of the resultant gradient entropy (Equation
(A24)) in the bond formation process, due to the equilibrium current of Equation (18), jeq.(r) ∝ −∇p(r).

Figure 2 presents qualitative plots of the BO potential ΔE(R) and its kinetic-energy contribution
ΔT(R) in diatomics. The latter also reflects the associated displacement plots for the resultant gradient
information ΔI(R) = σ ΔT(R). It follows from this qualitative diagram that, during a mutual approach
by two constituent atoms, the kinetic-energy/gradient information is first diminished relative to SAL,
due to the dominating longitudinal contribution related to Cartesian coordinate “z” (along the bond
axis). However, at the equilibrium distance Re the resultant information already rises above the SAL
value, due to the dominating increase in transverse components of the kinetic-energy/information
(corresponding to coordinates “x” and “y” perpendicular to the bond axis). Therefore, at the
equilibrium separation Re between atoms the bond-formation results in a net increase of the resultant
gradient-information relative to SAL, due to—on average—more compact electron distribution in the
field of both nuclei.

Consider next the (intrinsic) reaction coordinate Rc, or the associated progress variable P = |Rc|,
of the arc length along this trajectory, for which the virial relations also assume the diatomic-like form.
The virial theorem decomposition of the energy profile E(P) along Rc in bimolecular reaction

A + B → R‡ → C + D, (31)

where the R‡ denotes the transition-state (TS) complex, then generates the associated profile of its
kinetic-energy component T(P), which also reflects the associated resultant gradient information I(P).
Such an application of the molecular virial theorem to endo- and exo-ergic reactions is presented in the
upper panel of Figure 3, while the energy-neutral case of such a chemical process, on a “symmetric”
potential energy surface (PES), refers to a lower panel in the figure.
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Figure 2. Variations of the electronic energy ΔE(R) (solid line) with the internuclear distance R in a
diatomic molecule and of its kinetic energy component ΔT(R) (broken line) determined by the virial
theorem partition.4. Reactivity Implications of Molecular Virial Theorem.

 
(a) 

(b) 

Figure 3. Variations of the electronic total (E) and kinetic (T) energies in exo-ergic (ΔEr < 0) or endo-ergic
(ΔEr > 0) reactions (upper Panel (a)), and on the symmetrical BO potential energy surface (PES) (ΔEr = 0)
(lower Panel (b)).

The (qualitative) Hammond postulate [80] of reactivity theory relates a general
resemblance/proximity of the reaction TS complex R‡ to either its substrates α ∈ (A, B) or
products β ∈ (C, D) to the reaction energy ΔEr = E(Pprod.) − E(Psub.): in exo-ergic (ΔEr < 0) processes,
R‡ ≈ α and in endo-ergic (ΔEr > 0) reactions, R‡ ≈ β. Accordingly, for the vanishing reaction energy
ΔEr = 0, the position of TS complex is expected to be located symmetrically between the reaction
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substrates and products. A reference to Figure 3 indeed shows that the activation barrier appears
“early” in exo-ergic reaction, e.g., H2 + F → H + HF, with the reaction substrates being only slightly
modified in TS, R‡ ≈ [A–B]. Accordingly, in the endo-ergic bond-breaking–bond-forming process,
e.g., H + HF → H2 + F, the barrier is “late” along the reaction coordinate P and the activated complex
resembles more reaction products: R‡ ≈ [C–D]. This qualitative statement has been subsequently
given several more quantitative formulations and theoretical explanations using both the energetic
and entropic arguments [93–100]

Previous virial-theorem analyses [1–3,5] have shown that this qualitative rule is fully indexed by
the sign of the P-derivative of the average kinetic energy or of the resultant gradient information at
TS complex. The energy profile along the reaction “progress” coordinate P, ΔE(P) = E(P) − E(Psub.) is
again directly “translated” by the virial theorem into the associated displacement in its kinetic-energy
contribution ΔT(P) = T(P) − T(Psub.), proportional to the corresponding change ΔI(P) = I(P) − I(Psub.)
in the system resultant gradient information, ΔI(P) = σ ΔT(P),

ΔT(P) = −ΔE(P) − P [dΔE(P)/dP] = − d[PΔE(P)]/dP. (32)

A reference to qualitative plots in Figure 3 shows that the related ΔT(P) or ΔI(P) criteria distinguish
these two directions by the sign of their geometrical derivative at TS complex:

endo-direction: (dI/dP)‡ > 0 and (dT/dP)‡ > 0, ΔEr > 0;
energy-neutral: (dI/dP)‡ = 0 and (dT/dP)‡ = 0, ΔEr = 0;
exo-direction: (dI/dP)‡ < 0 and (dT/dP)‡ < 0, ΔEr < 0.

This observation demonstrates that the RC derivative of the resultant gradient information at TS
complex, proportional to dT/dP|‡, can indeed serve as an alternative detector of the reaction energetic
character: its positive/negative values respectively identify the endo/exo-ergic processes, exhibiting
the late/early activation barriers, respectively, with the neutral case, ΔEr = 0 or dT/dP|‡ = 0, exhibiting
an “equidistant” position of TS between the reaction substrates and products on a symmetric PES, e.g.,
in the hydrogen exchange reaction H + H2 →H2 + H.

The reaction energy ΔEr determines the corresponding change in the resultant gradient
information, ΔIr = I(Pprod.) − I(Psub.) = σ ΔTr, proportional to ΔTr = T(Pprod.) − T(Psub.) = −ΔEr. The
virial theorem thus implies a net decrease of the resultant gradient information in endo-ergic processes,
ΔIr(endo) < 0, its increase in exo-ergic reactions, ΔIr(exo) > 0, and a conservation of the resultant
gradient information in the energy-neutral chemical processes: ΔIr(neutral) = 0. One also recalls that
the classical part of this information displacement probes an average inhomogeneity of electronic
density. Therefore, the endo-ergic processes, requiring a net supply of energy to R, give rise to more
diffused electron distributions in the reaction products, compared to substrates. Accordingly, the
exo-ergic transitions, which release the energy from R, generate a more compact electron distributions
in products and no such change is predicted for the energy-neutral case.

4. Reactivity Criteria

The grand-ensemble basis of populational derivatives of the energy or information descritors in
the externally open molecular systems [1–3,53,101,102] has been briefly summarized in Appendix C.
The equilibrium energy function

E [D̂eq.] = E(μ, T; v) = ∑i ∑j Pj
i(μ, T; v)Ej

i,
D̂eq. = ∑i ∑j |ψj

i〉Pj
i(μ, T; v)〈ψj

i| ≡ D̂(μ, T; v),
(33)

is determined by the optimum probabilities {Pj
i(μ, T; v)} of the ensemble stationary states {|ψj

i〉},
eigenstates of Hamiltonians {Ĥ(Ni, v)}: Ĥ(Ni, v)|ψj

i〉 = Ej
i |ψj

i〉. These state probabilities correspond
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to the grand-potential minimum with respect to the ensemble density operator (see Equations (A29)
and (A38)):

min
D̂

Ω[D̂]= Ω[D̂eq.]. (34)

Thermodynamic energy of Equation (33) identifies the two Lagrange multipliers involved in this
variational rule as corresponding partial derivatives with respect to the constraint values:

μ =

(
∂E
∂N

)
S

∣∣∣∣
D̂eq.

and T =

(
∂E
∂S

)
N

∣∣∣∣
D̂eq.

.

The minimum-energy principle of Equation (34) (see also Equation (A38)) can be alternatively
interpreted as the associated extremum rule for the overall gradient information [1–3,19,45],

σmin
D̂

Ω[D̂]= σΩ[D̂eq.]= I [D̂eq.] +
8m
h2 {W [D̂eq.]− μN [D̂eq.]− TS [D̂eq.]}, (35)

where the ensemble-average value of the system potential energy again combines the
electron-nuclear attraction (V) and the repulsion (U ) contributions: W [D̂eq.] = V [D̂eq.] + U [D̂eq.].
This gradient-information/kinetic-energy principle is seen to contain the additional constraint of
the fixed overall potential energy, 〈W〉ens. = W , multiplied by the Lagrange multiplier

λW = −σ =

(
∂I
∂W

)
N ,S

∣∣∣∣∣
D̂eq.

≡ κ. (36)

It also includes modified “intensities” associated with the remaining constraints: information potential

λN = σμ =

(
∂I
∂N

)
W ,S

∣∣∣∣∣
D̂eq.

≡ ξ and (37)

information “temperature”

λS = σT =

(
∂I
∂S

)
W ,N

∣∣∣∣∣
D̂eq.

≡ τ. (38)

The conjugate thermodynamic principles, for the constrained extrema of the
ensemble-average energy,

δ(E [D̂]− μN [D̂]− TS [D̂])D̂eq. = 0, (39)

and thermodynamic gradient information,

δ(I [D̂]− κW [D̂]− ξN [D̂]− τS [D̂])D̂eq. = 0, (40)

have the same state-probability solutions [1–3]. This manifests the physical equivalence of the energetic
and entropic principles for determining the equilibrium states in thermodynamics [4].

The equilibrium value of resultant gradient information, given by the weighted expression in
terms of the equilibrium probabilities in the grand-canonical mixed state,

〈I〉ens. ≡ I [D̂eq.]= tr(D̂eq.Î) = ∑i ∑j Pj
i(μ, T; v)〈ψj

i|Î|ψj
i〉 ≡ ∑i ∑j Pj

i(μ, T; v)Ij
i,

Ij
i = σ〈ψj

i|T̂|ψj
i〉 ≡ σTj

i,
(41)

is related to the ensemble average kinetic energy T :

〈T〉ens. ≡ T = tr(D̂eq.T̂) = ∑
i

∑
j

Pj
i(μ, T; v)〈ψj

i|T̂|ψj
i〉 = ∑

i
∑

j
Pj

i(μ, T; v)Tj
i,= σ−1I . (42)
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In this grand-ensemble approach the system chemical potential appears as the first (partial)
populational derivative [53,73,74,101–105] of the system average energy. This interpretation also
applies to the diagonal and mixed second derivatives of equilibrium electronic energy, which involve
differentiation with respect to the electron-population variable N . In this energy representation, the
chemical hardness reflects N -derivative of the chemical potential [53,73,74,106],

η =

(
∂2E
∂N 2

)
S

∣∣∣∣
D̂eq.

=

(
∂u
∂N

)
S

∣∣∣∣
D̂eq.

> 0, (43)

while the information hardness measures N -derivative of the information potential:

ω =

(
∂2I
∂N 2

)
W ,S

∣∣∣∣∣
D̂eq.

=

(
∂ξ

∂N

)
W ,S

∣∣∣∣∣
D̂eq.

= ση > 0. (44)

By the Maxwell cross-differentiation relation, the mixed derivative of the energy,

f (r) =
(

∂2E
∂N ∂υ(r)

)
S

∣∣∣∣
D̂eq.

=

(
∂u

∂υ(r)

)
S

∣∣∣∣
D̂eq.

=

(
∂ρ(r)
∂N

)
S

∣∣∣∣
D̂eq.

, (45)

measuring the global Fukui Function (FF) [53,73,74,107], can be alternatively interpreted as either the
density response per unit populational displacement, or the global chemical-potential response per
unit local change in the external potential. The associated mixed derivative of the resultant gradient
information then reads:

ϕ(r) =
(

∂2I
∂N ∂υ(r)

)
W ,S

∣∣∣∣∣
D̂eq.

=

(
∂ξ

∂υ(r)

)
W ,S

∣∣∣∣∣
D̂eq.

= σ f (r). (46)

The positive signs of the diagonal descriptors assure the external stability of a molecule with
respect to external flows of electrons, between the molecular system and its electron reservoir. Indeed,
they imply an increase (a decrease) of the global energetic and information “intensities” conjugate
to N = N, the chemical (μ), and information (ξ) potentials, in response to a perturbation created
by an electron inflow (outflow) ΔN. This is in accordance with the familiar Le Châtelier and Le
Châtelier–Braun principles of thermodynamics [4], that the secondary (spontaneous) responses in
system intensities to an initial population displacement diminish effects of this primary perturbation.

Since reactivity phenomena involve electron flows between the mutually open substrates, only
in such generalized, grand-ensemble framework can one precisely define the relevant CT criteria,
determine the hypothetical “states” of subsystems, and eventually measure the effects of their mutual
interaction. The open microscopic systems require the mixed-state description, in terms of the
ensemble-average physical quantities, capable of reflecting the externally imposed thermodynamic
conditions and defining the infinitesimal populational displacements invoked in reactivity theory.
In this ensemble approach, the energetic and information principles are physically equivalent, giving
rise to the same equilibrium probabilities. This basic equivalence is consistent with the alternative
energetic and entropic principles invoked in equilibrium thermodynamics of macroscopic systems [4].

5. Donor-Acceptor Systems

In reactivity considerations one conventionally recognizes several hypothetical stages of chemical
processes involving either the mutually closed (nonbonded, disentangled) or open (bonded, entangled)
reactants α = {A, B} [1–3,73,74], e.g., substrates in a typical bimolecular reactive system R = A–B
involving the acidic (A, electron acceptor) and basic (B, electron donor) subsystems. The nonbonded
status of these fragments, when they conserve their initial (integer) overall numbers of electrons
{Nα = Nα

0} in the isolated (separated) reactants {α0}, is symbolized by the solid vertical line, e.g., in the
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intermediate, polarized reactive system R+ ≡ (A+|B+) combining the internally polarized but mutually
closed subsystems. It should be emphasized that only due to this mutual closure the substrate identity
remains a meaningful concept. Their descriptors in the final, equilibrium-reactive system R* ≡ (A*¦B*)
≡ R, combining the mutually open (bonded) fragments, as symbolized by the vertical broken line
separating the two subsystems, can be inferred only indirectly [1–3], by externally opening the two
mutually closed subsystems of R+ with respect to their separate (macroscopic) electron reservoirs {Rα}
in the composite polarized system

MR
+ = (RA¦A+|B+¦RB) ≡ [MA

+|MB
+]. (47)

The subsystem densities {ρα = Nα pα}, with pα denoting the internal probability distribution in
fragment α, are “frozen” in the promolecular reference R0 = (A0|B0) consisting of the isolated-reactant
distributions {ρα

0 = Nα
0 pα

0} shifted to their actual positions in the “molecular” system R. The polarized
reactive system R+ combines the relaxed subsystem densities, modified in presence of the reaction
partner at finite separation between both subsystems: {ρα

+ = Nα
+pα

+, Nα
+ =

∫
ρα

+dr = Nα
0}. In the

global equilibrium state of R as a whole, these polarized subsystem densities are additionally modified
by the effective inter-reactant CT: {ρα

* = Nα
*pα

*, Nα
* =

∫
ρα

*dr �= Nα
0}.

The overall electron density in the whole R+ is given by the sum of reactant densities, polarized
due to “molecular” external potential v = vA + vB combining contributions due to the fixed nuclei in
both substrates at their final mutual separation,

ρR
+ ≡ NR pR

+ = ρA
+ + ρB

+ ≡ NA
+ pA

+ + NB
+ pB

+, Nα
+ =

∫
ρα

+dr, ∑α Nα
+ = NR. (48)

Here, {pα
+ = ρα

+/Nα
+} stand for the internal probability densities in such promoted fragments, and the

global probability distribution reflects the “shape” factor of the overall electron density,

pR
+ = ρR

+/NR = (NA
+/NR) pA

+ + (NB
+/NR) pB

+

≡ PA
+ pA

+ + PB
+ pB

+,
∫

pR
+dr = PA

+ + PB
+ = 1,

(49)

where condensed reactant probabilities {Pα
+ = Nα

+/NR = Nα
0/NR = Pα

0} denote fragment shares in
NR. At this polarization stage, both fragments exhibit internally equalized chemical potentials {μα

+ =
μ[Nα

0, v]}, different from the separate-reactant levels {μα
0 = μ[Nα

0, vα]}.
The two molecular subsystems lose their identity in the bonded status, as the mutually open

parts of the externally closed reactive system R*, which allows for the inter-fragment (intra-R) flows
of electrons. In such a global equilibrium each “part” effectively extends over the whole molecular
system since the hypothetical boundary defining the fragment identity does not exists any more. Both
subsystems then effectively exhaust the molecular electron distribution, their electron populations are
equal to the global number of electrons,

ρA
* = ρB

* = ρR, {μα
* = μR ≡ μ[NR, v], Nα

* = NR, pα
* = ρR/NR ≡ pR}, (50)

and subsystem chemical potentials in R are equalized at molecular level μR: {μα
* = μR}.

One can contemplate, however, the external flows of electrons, between the mutually closed
(nonbonded) but externally open reactants and their separate (macroscopic) reservoirs {Rα}. The
mutual closure then implies the relevancy of subsystem identities established at the polarization
stage of R+, while the external openness in the composite subsystems {Mα

+ = (α+¦Rα
+)} allows one

to independently “regulate” the external chemical potentials of both parts, {μα
+ = μ(Rα)}, and hence

also their average densities {ρα
+ = Nα

+pα
+} and electron populations Nα

+ =
∫

ρα
+dr. In particular, the

substrate chemical potentials equalized at the molecular level in both subsystems, {μα
+ ≡ μ[Nα

*, v] =
μR ≡ μ[NR, v]}, which then also describes a common molecular reservoir {Rα(μR) = R(μR)} coupled to
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both reactants, (R(μR)¦A*¦B*), formally define the global equilibrium state in the molecular part R* =
(A*¦B*) of the composite system which (indirectly) represents the global equilibrium in R as a whole:

MR
* = MR

+(μR) ≡ [MA
*(μR)|MB

*(μR)]
= [R(μR)¦A+(μR)|B+(μR)¦R(μR)] ≡ [R(μR)¦A*(μR)¦B*(μR)] ≡ (R*¦R*).

(51)

This reactive system indeed implies an effective mutual openess of both reactants, realized through the
direct external openness of both substrates to a common (molecular) reservoir R(μR). It allows for an
effective donor(B)→acceptor(A) flow of electrons, between subsystems of the molecular fragment R*

of MR
*, while retaining the reactant identities assured by the direct mutual closeness of the polarized

molecular part R+ in MR
+.

The final reactant distributions {ρα
* = ρα

+(μR)} in R* and the associated electron populations {Nα
*

= Nα
+(μR)} are then modified by effects of the inter-reactant CT

NCT = NA
* − NA

0 = NB
0 − NB

* > 0, (52)

for the conserved overall (average) number of electrons in the globally isoelectronic processes in the
reactive system as a whole:

NA
* + NB

* ≡ NR
* = N(μR) = NR = NA

+ + NB
+ ≡ NR

+ = NA
0 + NB

0 ≡ NR
0. (53)

Density changes due to these equilibrium redistributions of electrons are indexed by the
corresponding in situ FF. In CSA [73,74], one introduces the reactant-resolved FF matrix of the substrate
density responses to displacements in the fragment electron populations, for the fixed (molecular)
external potential (geometry),

f+(r) = {f α ,β(r) = [∂ρβ
+(r)/∂Nα]v}, (54)

which generate the FF indices of reactants in the B→A CT:

f α
CT(r) = ∂ρα

+(r)/∂NCT = f α ,α(r) − f β ,α(r); (α, β �=α) ∈ {A, B}. (55)

One recalls, that these relative responses of reactants eventually combine into the corresponding global
CT derivative, of the reactive system as a whole,

FR
CT = ∂ρR

+/∂NCT = ∑α=A,B ∑β=A,B (∂ρβ
+/∂Nα) (∂Nα/∂NCT)

= (f A,A − f B,A) − (f B,B − f A,B) ≡ f A
CT − f B

CT,
(56)

which represents the populational sensitivity of R* with respect to the effective internal CT, between
the externally open but mutually closed reactants.

To summarize, the fragment identity remains a meaningful concept only for the mutually closed
(nonbonded) status of the acidic and basic reactants, e.g., in the polarized reactive system R+ or in the
R+ part of MR

+. The global equilibrium in R as a whole, R = R*, combining the effectively “bonded”,
externally open but mutually closed subsystems {α*} in MR

*, accounts for the extra CT-induced
polarization of reactants compared to R+. Descriptors of this state, of the mutually “bonded” reactants,
can be inferred only indirectly, by examining the chemical potential equalization in the equilibrium
composite system MR

*. Similar external reservoirs are involved when one examines independent
population displacements on reactants, e.g., in defining the fragment chemical potentials and their
hardness tensor in the substrate fragment of MR

+. In this hypothetical chain of reaction “events”, the
polarized system R+ thus appears as the launching stage for the subsequent CT and the accompanying
induced polarization, after the hypothetical barrier for the flow of electrons between subsystems has
been effectively lifted.
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Thus, the equilibrium case MR
* ofMR

+ also represents the effectively open reactants in R*.
The equilibrium substrates {α*} indeed display the final equilibrium densities {ρα

* = ρα(μR)} after
the B→A CT, giving rise to molecular electron distribution

ρA
* + ρB

* = ρA
+(μR) + ρB

+(μR) = ρR(μR) ≡ ρR (57)

and the associated populations {
∫

ρα
+(μR) dr = Nα

+(μR) = Nα
*} corresponding to the chemical potential

equalization in R = R* as a whole: μA
* = μB

* = μR. One observes that the reactant chemical potentials
have not been equalized at the preceding polarization stage in the molecular part Rn

+ = (A+|B+) of a
general composite system

MR
+ = (MA

+|MB
+) = (RA

+¦A+|R+¦RB
+), {Rα

+ = Rα[μα
+]}, (58)

when μA
+[ρA

+] < μB
+[ρB

+].
In the polarized reactive system, the fragment chemical potentials μR

+= {μα
+ = μα[Nα

0, v]} and the
resulting elements of the hardness matrix ηR

+ = {ηα ,β} represent populational derivatives of the system
average electronic energy in reactant resolution, Ev({Nβ}). They are properly defined in MR

+, calculated
for the fixed external potential v reflecting the “frozen” molecular geometry. These quantities represent
the corresponding partials of the system ensemble-average energy with respect to ensemble-average
populations {Nα} on subsystems in the mutually closed (externally open) composite subsystems {Mα

+

= (α+¦Rα
+)} in MR

+ = (MA
+|MB

+):

μα ≡ ∂Ev({Nγ})/∂Nα, ηα ,β = ∂2Ev({Nγ})/∂Nα∂Nβ = ∂μα/∂Nβ. (59)

The global reactivity descriptors, of the R = (A*¦B*) ≡ R* part of MR
*, similarly involve

differentiations with respect to the average number of electrons of R in the combined system MR
* =

(R*¦R*) = (A*¦B*¦R*):

μR = ∂Ev(NR)/∂NR, ηR = ∂2Ev(NR)/∂NR
2 = ∂μR/∂NR. (60)

The optimum amount of the (fractional) CT is determined by the populational “force”, measuring
the difference between chemical potentials of the polarized acidic and basic reactants which defines
the effective CT gradient,

μCT = ∂Ev(NCT)/∂NCT = μA
+ − μB

+ = σ−1[ξA
+ − ξB

+] ≡ σ−1ξCT < 0, (61)

and the in situ hardness (ηCT) or softness (SCT) for this process,

ηCT = ∂μCT/∂NCT = (ηA,A −ηA,B) + (ηB,B − ηB,A+) ≡ ηA
R + ηB

R = SCT
−1

= σ−1∂ξCT/∂NCT = σ−1 ωCT,
(62)

representing the effective CT Hessian and its inverse, respectively, proportional to the CT information
hardness Hessian ωCT. The optimum amount of the inter-reactant CT,

NCT = −μCT/ηCT = −ξCT/ωCT > 0, (63)

then generates the associated second-order stabilization energy due to CT,

ECT = μCT NCT/2 = − μCT
2/(2ηCT) = σ−1 [− ξCT

2/(2ωCT)] ≡ σ−1 ICT < 0, (64)

proportional to the associated change ICT in the resultant gradient information.
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6. HSAB Principle Revisited

The physical equivalence of reactivity concepts formulated in the energy and resultant
gradient-information representations has direct implications for OCT, in which one treats a molecule
as an information network propagating signals of the AO origins of electrons in the bond system
determined by the configuration occupied MO. It has been argued that elements of the CBO matrix
γ = {γk,l} of Equation (26), weighting factors in Equation (24), determine amplitudes of conditional
probabilities defining molecular (direct) communications between AO. Entropic descriptors of
such information channel generate the entropic bond orders and measures of their covalent/ionic
components, which ultimately facilitate an IT understanding of molecular electronic structure in
chemical terms [7,19–21,32–42]. The communication “noise” (orbital indeterminicity) in this network,
measured by the channel conditional entropy, is due to the electron delocalization in the bond system
of a molecule. It represents the system overall bond “covalency”, while the channel information
“capacity” (orbital determinicity), reflected by the mutual information of the molecular communication
network, measures its resultant bond “iconicity”. The more scattering (indeterminate) is the molecular
information system, the higher its covalent character; a more deterministic (less noisy) channel thus
represents a more ionic molecular system. These two bond attributes thus compete with one another.

In chemistry, the bond covalency, a common possession of electrons by interacting atoms, is
indeed synonymous with an electron delocalization generating a communication noise. A classical
example of a purely covalent interaction constitute bonds connecting identical atoms, e.g., hydrogens
in H2 or carbons in ethylene, when the interacting AO in the familiar MO diagrams of chemistry
exhibit the same AO energies. The bond ionicity accompanies large differences in electronegativities,
generating a substantial CT between the interacting atoms. Such bonds correspond to a wide separation
of AO energies in MO diagrams. The ionic bond component diminishes noise and introduces more
determinicity into AO communications, thus representing the bond mechanism competitive with the
bond covalency.

One of the celebrated (qualitative) rules of chemistry deals with stability preferences in molecular
coordinations. The HSAB principle [84,85,106] predicts that chemically hard (H) acids prefer to
coordinate hard bases in the [HH] complexes A–B, and soft (S) acids prefer to coordinate soft bases
in the [SS] complexes, whereas the “mixed” [HS] or [SH] coordinations, of hard acids with soft bases
or of soft acids with hard bases, are relatively unstable. Little is known about the communication
implications of this principle. In such a communication perspective on reactive systems the H and
S reactants correspond to internally ionic (deterministic) and covalent (noisy) substrate channels,
respectively. The former involves relatively localized communications between AO, while the latter
corresponds to delocalized probability scatterings between the basis states.

In the reactivity context, the following additional questions arise:
What is an overall character of communications responsible for the mutual interaction

between reactants?
How does the HSAB rule influence the inter-reactant propagations of information, i.e., how do

the [HH] and [SS] preferences shape the inter-reactant communications in these complexes?
Do the S substrates in [SS] complex predominantly interact “covalently”, and H substrates in the

[HH] complex “ionically”?
In the frontier electron (FE) [81–83] approach to molecular interactions and CT phenomena, the

orbital energy of the substrate highest occupied MO (HOMO) determines its donor (basic) level of the
chemical potential, while the lowest unoccupied MO (LUMO) energy establishes its acceptor (acidic)
capacity (see Figure 4). The HOMO–LUMO energy gaps in subsystems then reflect the substrate
molecular hardnesses. The interaction between the reactant frontier MO of comparable orbital energies
is predominantly covalent (chemically “soft”) in character, while that between the subsystem MO
of distinctly different energies becomes mostly ionic (chemically “hard”). Figure 4 summarizes the
alternative relative positions of the donor (HOMO) levels of the basic reactant, relative to the acceptor
(LUMO) levels of its acidic partner, for all admissible hardness combinations in the reactive system
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R = A–B. In view of the proportionality relations between the energetic and information reactivity
criteria, these relative MO energy levels also reflect the corresponding information potential and
hardness descriptors of subsystems, including the in situ derivatives driving the information transfer
between reactants.

A magnitude of the ionic, CT-stabilization energy in A–B systems is then determined by the
corresponding in situ populational derivatives in R,

Δεion. = |ECT| = μCT
2/(2ηCT) > 0, (65)

where μCT and ηCT stand for the effective chemical potential and hardness descriptors of R involving
the FE of reactants. Since the donor/acceptor properties of reactants are already implied by their
known relative acidic or basic character, one applies the biased estimate of the CT chemical potential.
In FE approximation, the chemical potential difference μCT for the effective internal B→A CT then
reads (see Figure 4):

μCT(B→A) = μA
(−) − μB

(+) = εA(LUMO) − εB(HOMO) ≈ IB − AA > 0. (66)

It determines the associated first-order energy change for the B→A transfer of NCT electrons:

ΔEB→A(NCT) = μCT(B→A) NCT > 0. (67)

The CT chemical potential of Equation (66) thus combines the electron-removal potential of the basic
reactant, i.e., its negative ionization potential IB = E(B+1) − E(B0) > 0,

μB
(+) = εB(HOMO) ≈ − IB, (68)

and the electron-insertion potential of the acidic substrate, i.e., its negative electron affinity

AA = E(A0) − E(A−1) > 0,
μA

(−) = εA(LUMO) ≈ −AA.
(69)

Figure 4. Schematic diagram of the in situ chemical potentials μCT(B→A), determining the effective
internal charge transfer (CT) from basic (B) reactant to its acidic (A) partner in A–B complexes, for their
alternative hard (H) and soft (S) combinations. The subsystem hardnesses reflect the HOMO-LUMO
gaps in their orbital energies.
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The energy of the CT disproportionation process,

[A—B] + [A—B] → [A−1—B+1] + [A+1—B−1], (70)

then generates the (unbiased) finite-difference measure of the effective hardness descriptor for this
implicit CT:

ηCT = (IA − AA) + (IB − AB)
≈ [εA(LUMO) − εA(HOMO)] + [εB(LUMO) − εB(HOMO)]

= ηA + ηB > 0.
(71)

These in situ derivatives ultimately determine a magnitude of the CT stabilization energy of
Equation (65), which reflects the ionic part of the overall interaction energy,

Δεion. = μCT
2/(2ηCT) = [εA(LUMO) − εB(HOMO)]2/[2(ηA + ηB)]. (72)

In the FE framework of Figure 4, the CT-interaction energy is thus proportional to the squared gap
between the LUMO orbital energy of the acidic reactant and the HOMO level of the basic substrate.
This ionic interaction is thus predicted to be strongest in [HH] pairs of subsystems and weakest in [SS]
arrangements, with the mixed [HS] and [SH] combinations representing the intermediate magnitudes
of this ionic-stabilization effect.

It should be realized, however, that ionic and covalent energy contributions complement each
other in the resultant bond energy [85]. Therefore, the [SS] complex, for which the energy gap
εA(LUMO)−εB(HOMO) between the interacting orbitals reaches the minimum value, implies the
strongest covalent stabilization in the reactive complex. Indeed, the lowest (bonding) energy level εb of
this FE interaction, corresponding to the bonding combination of the (positively overlapping) frontier
MO of subsystems,

ϕb = Nb [ϕB(HOMO) + λϕA(LUMO)], S = 〈ϕA(LUMO)|ϕB(HOMO)〉 > 0, (73)

then exhibits the maximum bonding energy due to the covalent interaction:

Δεcov. = εB(HOMO) − εb > 0. (74)

It follows from the familiar secular equations of the Ritz method that this covalent energy can be
approximated by the limiting MO expression

Δεcov. ∼= (β − εb S)2/[εA(LUMO) − εB(HOMO)], (75)

where the matrix element of the system electronic Hamiltonian, which couples the two states,

β = 〈ϕA(LUMO)|Ĥ|ϕB(HOMO)〉 (76)

is expected to be proportional to the overlap integral S between the frontier MO involved. It indeed
follows from Equation (75) that the maximum covalent component of the inter-reactant chemical bond
is expected in interactions between soft, strongly overlapping reactants, since then the numerator
assumes the highest value while the denominator reaches its minimum. For the same reason one
predicts the smallest covalent stabilization in interactions between the hard, weakly overlapping
substrates, with the mixed hardness combinations giving rise to intermediate bond covalencies.

To summarize, the [HH] complex exhibits the maximum ionic stabilization, the [SS] complex the
maximum covalent interaction, while the mixed combinations of reactant hardnesses in [HS] and [SH]
coordinations exhibit a mixture of moderate covalent and ionic bond components between the acidic
and basic subsystems. Therefore, communications representing the inter-reactant bonds between
the chemically soft (covalent) reactants are also expected to be predominantly “soft” (delocalized,
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indeterministic) in character, while those between the chemically hard (ionic) subsystems are predicted
to be dominated by the “hard” (localized, deterministic) propagations in the communication system
for R as a whole.

The electron communications between reactants {α = A, B} in the acceptor-donor reactive
system R = A–B are determined by the corresponding matrix of conditional probabilities (or of their
amplitudes) in AO resolution, which can be partitioned into diagonal blocks of the intra-reactant
(internal) communications within individual substrates and off-diagonal blocks of the inter-reactant
(external) communications between different subsystems:

[R→R] = {[α→β]} = {[α→α]δα ,β} + {[α→β] (1 − δα ,β)} = {intra} + {inter}. (77)

The [SS] complexes combining the “soft” (noisy, delocalized) internal blocks of such probability
propagations imply similar covalent character of the external blocks of electron AO communications
between reactanta, i.e., strongly indeterministic scatterings between subsystems: {intra-S} ⇒ {inter-S}.
The “hard” (ionic) internal channels are similarly associated with the ionic (localized) external
communications: {intra-H} ⇒ {inter-H}. This observation adds a new communication angle to the
classical HSAB principle of chemistry.

7. Regional HSAB versus Complementary Coordinations

One of the still problematic issues in reactivity theory is the most favorable mutual arrangement
of the acidic and basic parts of molecular reactants in donor-acceptor systems. It appears that the global
HSAB preference is no longer valid regionally, in interactions between fragments of reactants, where
the complementarity principle [108,109] establishes the preferred arrangement between the acidic
and basic parts of both substrates. These more subtle reactivity preferences result from the induced
electron flows in reactive systems, reflecting responses to the primary displacements in molecular
complexes. Such flow patterns can be diagnosed, estimated, and compared using either the energetical
or information reactivity criteria defined above.

Consider the reactive A–B complex consisting of the basic reactant B = (aB| . . . |bB) ≡ (aB|bB)
and the acidic substrate A = (aA| . . . |bA) ≡ (aA|bA), where aX and bX denote the acidic and basic
parts of X, respectively. The acidic (electron acceptor) part is relatively hard, i.e., less responsive
to external perturbations, exhibiting lower values of the fragment FF descriptor, while the basic
(electron donor) fragment is relatively soft and more polarizable, as reflected by its higher density or
population response descriptors. The acidic part aX exerts an electron-accepting (stabilizing) influence
on the neighboring part of another reactant Y, while the basic fragment bX produces an electron-donor
(destabilizing) effect on a fragment of Y in its vicinity.

There are two ways in which both reactants can mutually coordinate in the reactive complexes. In
the complementary (c) arrangement of Figure 5,

Rc ≡
[

aA − bB

bA − aB

]
, (78)

the reactants orient themselves in such a way that geometrically accessible a-fragment of one
reactant faces the geometrically accessible b-fragment of the other substrate. This pattern follows
from the maximum complementarity (MC) rule of chemical reactivity [108,109], which reflects an
electrostatic preference: an electron-rich (repulsive, basic) fragment of one reactant prefers to face an
electron-deficient (attractive, acidic) part of the reaction partner. In the alternative regional HSAB-type
structure of Figure 6,

RHSAB ≡
[

aA − aB

bA − bB

]
, (79)

the acidic (basic) fragment of one reactant faces the like-fragment of the other substrate.
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The complementary complex, in which the “excessive” electrons of bX are placed in the attractive
field generated by the electron “deficient” aY, is expected to be favored electrostatically since the
other arrangement produces regional repulsions between two acidic and two basic sites of reactants.
Additional rationale for this complementary preference over the regional HSAB alignment comes
from examining charge flows created by the dominating shifts in the site chemical potential due to
the presence of the (“frozen”) coordinated site of the nearby part of the reaction partner. At finite
separations between the two subsystems, these displacements trigger the polarizational flows {PX}
shown in Figures 5 and 6, which restore the internal equilibria in subsystems, initially displaced by the
presence of the other reactant.

Figure 5. Polarizational {Pα = (aα→bα)} and charge-transfer {CTα = (bα→aβ)} electron flows, (α, β �=α)
∈ {A, B}, involving the acidic A = (aA|bA) and basic B = (aB|bB) reactants in the complementary
arrangement Rc of their acidic (a) and basic (b) fragments, with the chemically “hard” (acidic) fragment
of one substrate facing the chemically “soft” (basic) part of its reaction partner. The polarizational
flows {Pα} (black arrows) in the mutually closed substrates, relative to the substrate “promolecular”
references, preserve the overall numbers of electrons of isolated reactants {α0}, while the two partial
{CTi} fluxes (white arrows), from the basic fragment of one reactant to the acidic part of the other
reactant, generate a substantial resultant B→A transfer of NCT = CT1 − CT2 electrons between the
mutually open reactants. These hypothetical electron flows in such a “complementary complex” are
seen to produce an effective concerted (“circular”) flux of electrons between the four fragments invoked
in this regional “functional” partition, which precludes an exaggerated depletion or concentration of
electrons on any fragment of reactive system.

In Rc, the harder (acidic) site aY initially lowers the chemical potential of the softer (basic) site bX,
while bY rises the chemical potential level of aX. These shifts trigger the internal polariaztional flows
{aX→bX} in both reactants, which enhance the acceptor capacity of aX and donor ability of bX, thus
creating more favourable conditions for the subsequent inter-reactant CT of Figure 5. A similar analysis
of RHSAB (Figure 6) predicts the bX→aX polarizational flows, which lower the acceptor capacity of
aX and donor ability of bX, i.e., produce an excess electron accumulation on aX and stronger electron
depletion on bX, thus creating less favourable conditions for the subsequent inter-reactant CT.

The complementary preference also follows from the electronic stability considerations, in spirit
of the familiar Le Châtelier–Braun principle in ordinary thermodynamics [4]. In Figures 5 and 6, the CT
responses follow the preceding polarizations of reactants, the equilibrium responses to displacements
{ΔvX} in the external potential on subsystems. In stability considerations one first assumes the primary
(inter-reactant) CT displacements {ΔCT1, ΔCT2} of Figures 5 and 6, in the internally “frozen” but
externally open reactants, and then examines the induced secondary (intra-reactant) relaxational
responses {IX} to these populational shifts in the CT-perturbed substrates.
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Figure 6. Polarizational {Pα = (bα→aα)} and charge-transfer, CT1 = (bB→bA) and CT2 = (aB→aA),
electron flows, involving the acidic A = (aA|bA) and basic B = (aB|bB) reactants in the regional HSAB
complex RHSAB, in which the chemically hard (acidic) and soft (basic) fragments of one reactant
coordinate to the like fragment of the other substrate. The two partial {CTi} fluxes (white arrows)
now generate a moderate overall B→A transfer of NCT = CT1 + CT2 electrons between the mutually
open reactants. These hypothetical electron flows in the regional HSAB complex are seen to produce a
disconcerted pattern of fluxes producing an exaggerated outflow of electrons from bB and and their
accentuated inflow to aA.

Let us first examine the CT-displaced complementary structure Rc,

RCT
c ≡

⎡
⎢⎢⎣

aA
ΔCT1← bB

↓ IA ↑ IB

bA
ΔCT2→ aB

⎤
⎥⎥⎦. (80)

It corresponds to the primary CT perturbations of Figure 5:

[Δ(CT1) = ΔN(aA) = −ΔN(bB)] > [Δ(CT2) = ΔN(aB) = −ΔN(bA)]. (81)

In accordance with the Le Châtelier principle, an inflow/outflow of electrons to/from a given site
x increases/decreases the site chemical potential, as indeed reflected by the positive value of the site
diagonal hardness descriptor

ηx,x = ∂μx/∂Nx ≡ ηx > 0. (82)

The initial perturbations of the partial CT flows {ΔCTk} thus create the following shifts in the site
chemical potentials, compared to the initially equalized levels in isolated reactants A0 = (aA

0¦bA
0) and

B0 = (aB
0¦bB

0),

[ΔμaA
(CT1) > 0] > [ΔμbA

(CT2) < 0], [ΔμaB
(CT2) > 0] > [ΔμbB

(CT1) < 0]. (83)

These CT-induced shifts in the fragment electronegativities thus trigger the following secondary
(induced) relaxational flows {IX} in Rc

CT,

aA
IA→ bA and aB

IB→ bB, (84)

which diminish effects of the CT perturbations by reducing the extra charge accumulations/ depletions
created by the primary populational displacements.
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Consider next the CT-displaced HSAB complex RHSAB,

RCT
HSAB ≡

⎡
⎢⎢⎣

aA
ΔCT2← aB

↓ IA ↑ IB

bA
ΔCT1← bB

⎤
⎥⎥⎦. (85)

The primary CT shifts in the site electron populations,

[Δ(CT1) = ΔN(bA) = −ΔN(bB)] < [Δ(CT2) = ΔN(aA) = −ΔN(aB)], (86)

where inequality reflects expected magnitudes of the associated in situ chemical potentials,

[|μ(CT1)| = μ(bB) − μ(bA)] < [|μ(CT2)| = μ(aB) − μ(aA)], (87)

now induce the following internal relaxations in reactants:

aA
IA→ bA and bB

IB→ aB. (88)

These charge responses further exaggerate charge depletions/accumulations created by the primary
CT perturbations, thus giving rise to less stable reactive complex.

8. Conclusions

In this work we have emphasized the information contributions due to the modulus (probability)
and phase (current) components of general (complex) electronic states in molecules, accounted for in
generalized entropy/information concepts of the QIT description. The relevant continuity relations
for these elementary physical distributions are summarized in Appendix A. In this overview, the
physical equivalence of variational principles formulated in terms of the average electronic energy and
the resultant-information/kinetic energy has been stressed. The quantum dynamics of the resultant
gradient information measure is examined in Appendix B. The proportionality of the state average
gradient information to electronic kinetic energy allows one to use the molecular virial theorem in the
information exploration of general (energetical) rules of structural chemistry and chemical reactivity.
The phase aspect of molecular states was shown to be vital for distinguishing the hypothetical bonded
(entangled) and nonbonded (disentangled) states of molecular subsystems in reactive systems, for
the same set of the fragment electron densities. The resultant-information analysis of reactivity
phenomena complements earlier classical IT approaches to chemical reactions [110–112] as well as the
catastrophe-theory or quantum-topology descriptions [113–115]. One also recalls a close connection
between the ELF criterion of electron localization and the nonadditive component of the molecular
Fisher information [46,56].

The grand-ensemble description of thermodynamic equilibria in externally open molecular
systems is outlined in Appendix C. It has been argued that thermodynamic variational principles for
the ensemble-average electronic energy of molecular systems and their resultant gradient information
are physically equivalent. The populational derivatives of the resultant gradient information,
related to the system average kinetic energy, have been suggested as alternative reactivity criteria,
proportional to their energetical analogs and fully equivalent in describing the CT phenomena.
Indeed, they were shown to correctly predict both the direction and magnitude of the electron
flows in reactive systems. The virial theorem has been used in an information exploration of the
bond-formation process and in probing the qualitative Hammond postulate of reactivity theory.
The information production in chemical reactions has been addressed, and the ionic/covalent
interactions between frontier-electrons of the acidic and basic reactants have been examined. The HSAB
preferences in molecular coordinations have been explained and the communication perspective on
interaction between reactants has been addressed. It has been argued that the internally soft and
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hard reactants prefer to externally communicate in the like manner, consistent with their internal
communications. The HSAB preference is thus reflected by the predicted character of the inter-reactant
bonds/communications: Covalent/noisy in [SS] and ionic/localized in [HH] complexes. The regional
complementary and HSAB coordinations, between acidic and basic fragments of the donor and
acceptor reactants, have been compared, and the complementary preference has been explained using
the electrostatic, polarizational, and relaxational (stability) arguments.
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Nomenclature

The following notation is adopted: A denotes a scalar, A is the row or column vector, A represents a square
or rectangular matrix, and the dashed symbol Â stands for the quantum-mechanical operator of the physical
property A. The logarithm of Shannon’s information measure is taken to an arbitrary but fixed base: log = log2
corresponds to the information content measured in bits (binary digits), while log = ln expresses the amount of
information in nats (natural units): 1 nat = 1.44 bits.

Appendix A. Continuities of Probability and Phase Distributions

Consider a general quantum state in mono-electronic system represented by the wavefunction of Equation
(1). The total time derivative of the particle probability density p(t) = p[r(t), t] reads

dp(t)/dt = ∂p(t)/∂t + (dr/dt) · ∂p(t)/∂r = ∂p(t)/∂t + V(t) ·∇p(t) ≡ σp(t). (A1)

It determines the local probability “source” σp(r, t) ≡ σp(t), which measures the time rate of change in an
infinitesimal volume element around r in the probability fluid, moving with the local velocity dr/dt = V(t), while
the partial derivative ∂p(t)/∂t refers to the volume element around the fixed point in space:

∂p(t)/∂t = σp(t) − V(t) ·∇p(t)
= σp(t) − (h̄/2mi)[ψ(t)* Δψ(t) − ψ(t) Δψ(t)*] = σp(t) − ∇· j(t)

= σp(t) − [V(t) ·∇p(t) + p(t) ∇·V(t)]
= σp(t) − (h̄/m) [∇φ(t) ·∇p(t) + p(t) ∇2φ(t)].

(A2)

One also recalls that probability dynamics from SE expresses the sourceless continuity relation for the particle
probability “fluid”, σp(t) = 0, or

∂p(t)/∂t + ∇·j(t) = ∂p(t)/∂t + ∇p ·V(t) + p ∇·V(t) = 0. (A3)

This relation thus implies the vanishing divergence of effective velocity field determined by the phase-Laplacian:

∇·V(t) = (h̄/m) ∇2φ(t) = 0. (A4)

The partial derivative of Equation (A2) expressing the probability dynamics thus reads:

∂p(t)/∂t = − V(t) ·∇p(t) = − (h̄/m) ∇φ(t) ·∇p(t) (A5)

or
dp(t)/dt = ∂p(t)/∂t + ∇· j(t) = ∂p(t)/∂t + V(t) ·∇p(t) = 0. (A6)

The probability continuity also determines the dynamics of the state modulus component:

∂R(t)/∂t = − (h̄/m) ∇φ(t) ·∇R(t). (A7)

For example, for a general local-phase expression [86,87]

φ(r) = k·f (r) + C, (A8)

where the constant C remains unspecified in QM, one determines the probability-velocity field at point r = {xα}:
V(r) = (h̄/m) k ∇·f (r). Its vanishing divergence then implies a local condition

k ·∇[∇·f (r)] ≡ k ·∇2f (r) = ∑α∑β kα [∂2f β(r)/∂xα ∂xβ] = 0. (A9)
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The effective velocity V(t) also determines the phase current, the flux concept associated with the state phase:
J(t) = φ(t) V(t). The scalar field φ(t) and its conjugate current density J(t) then generate a nonvanishing phase
source in the associated continuity equation:

σφ(t) ≡ dφ(t)/dt = ∂φ(t)/∂t + ∇· J(t) = ∂φ(t)/∂t + V(t) · ∇φ(t) �= 0 or
∂φ(t)/∂t − σφ(t) = −∇· J(t) = − (h̄/m) [∇φ(t)]2. (A10)

The phase dynamics from SE [7],

∂φ/∂t = [h̄/(2m)] [R−1ΔR − (∇φ)2] − v/h̄, (A11)

finally identifies the phase source:

σφ = [h̄/(2m)] [R−1∇2R + (∇φ)2] − v/h̄. (A12)

As an illustration consider the stationary wavefunction corresponding to energy Es,

ψs(t) = Rs(r) exp[iφs(t)], φs(t) = − (Es/h̄) t = − ωs t, (A13)

representing the eigenstate of electronic Hamiltonian of Equation (6):

Ĥ(r)Rs(r) = −(h2/2m)∇2Rs(r) + v(r)Rs(r) = EsRs(r). (A14)

It exhibits the stationary probability distribution, ps(t) ≡ Rs(r)2 = ps(r), the purely time-dependent phase φs(t),
Vs(t) = 0 and hence also js(t) = Js(t) = 0. The phase-dynamics Equations (A11) and (A12) then recover the preceding
stationary SE and identify the constant phase source (see Equation (A13)):

σφ[ψs] = [h̄/(2m)] (Rs
−1∇2Rs) − v/h̄ = − ωs = − (Es/h̄) = const. (A15)

Appendix B. Information Dynamics

Let us now examine a temporal evolution of the overall integral measure of the gradient-information content
in the specified (pure) quantum state |ψ(t)〉 of such a mono-electronic system (Equation (11)). In the Schrödinger
dynamical picture, the time change of the resultant gradient information, the operator of which does not depend
on time explicitly,

Î(r)= −4∇2 = (8m/h2)T̂(r) ≡ σT̂(r), (A16)

results solely from the time dependence of the system state vector itself. The time derivative of the average
(Fisher-type) gradient information is then generated by the expectation value of the commutator

[Ĥ,Î]= [v, Î] = 4[∇2, v] = 4{[∇, v]·∇+∇·[∇, v]}, [∇, v] = ∇v, (A17)

dI(t)/dt = (i/h)〈ψ(t)|[Ĥ, Î]|ψ(t)〉, (A18)

and the integration by parts implies:

〈ψ(t)|∇ψ(t)〉 = − 〈∇ψ(t)|ψ(t)〉 ≡ 〈∇†ψ(t)|ψ(t)〉 or ∇† = −∇. (A19)

Hence, the total time derivative of the overall gradient information, i.e., the integral production (source) of this
information descriptor, reads:

σI(t) ≡ dI(t)/dt = (4i/h̄) {〈ψ(t)|∇v · |∇ψ(t)〉 − 〈∇ψ(t)| ·∇v|ψ(t)〉}
= − (8/h̄) Im 〈ψ(t)|∇v · |∇ψ(t)〉

= − (8/h̄) Im[
∫

ψ(t)* ∇v ·∇ψ(t) dr]
= − (8/h̄)

∫
p(t) ∇φ(t) ·∇v dr = − σ

∫
j(t) ·∇v dr.

(A20)

This derivative is seen to be determined by the current content of the molecular electronic state. Therefore,
it identically vanishes for the zero current density everywhere, when the local component of the state phase
identically vanishes, thus confirming its nonclassical origin.

This conclusion can be also demonstrated directly (see Equation (11)):

σI(t) ≡ dI(t)/dt = dI[p]/dt + dI[φ]/dt = dI[φ]/dt, (A21)
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since by the sourceless probability continuity of Equation (A6),

σp(r) = dp(r)/dt = 0, (A22)

and hence
dI[p]/dt =

∫
[dp(r)/dt] [δI[p]/δp(r)] dr = 0. (A23)

Therefore, the integral source of resultant gradient information in fact reflects the total time derivative of its
nonclassical contribution I[φ]. Hence the associated derivative of the overall gradient entropy of Equation (16):

σM(t) ≡ dM(t)/dt = dI[p]/dt − dI[φ]/dt = −dI[φ]/dt = −σI(t). (A24)

This result is in accordance with the intuitive expectation that an increase in the state overall structural
determinicity (order) information, σI(t) > 0, implies the associated decrease in its structural indeterminicity
(disorder) information (entropy): σM(t) < 0.

Appendix C. Ensemble Representation of Thermodynamic Conditions

Only the ensemble average overall number of electrons 〈N〉ens. ≡ N of the (open) molecular part M(v),
identified by the external potential v of the specified (microscopic) system, in the composite (macroscopic) system
M= [M(v)¦R] including the external electron-reservoir R,

N = tr(D̂N̂) = ∑
i

Ni(∑
i

Pj
i) ≡ ∑

i
NiPi, ∑

i
Pi = 1, (A25)

exhibits a continuous (fractional) spectrum of values, thus justifying the very concept of the populational (N )
derivative itself. Here, N̂ = ∑i Ni (∑j |ψj

i〉 〈ψj
i|) stands for the particle-number operator in Fock’s space

and the density operator D̂ = ∑i ∑j |ψ j
i〉 Pj

i 〈ψ j
i| identifies the statistical mixture of the system (pure)

stationary states {|ψj
i〉 ≡ |ψj(Ni)〉} defined for different (integer) numbers of electrons {Ni}, which appear

with the (external) probabilities {Pj
i} in the ensemble. Such N -derivatives are involved in definitions of familiar

CT criteria of chemical reactivity, e.g., the chemical potential (negative electronegativity) [53,101–105] or the
chemical hardness/softness [106], and Fukui function (FF) [107] descriptors (see also References [53,73,74]).

Such N -derivatives are thus definable only in the mixed electronic states, e.g., those corresponding to
thermodynamic equilibria in externally open molecules. In the grand ensemble, this state is determined by the
density operator specified by the relevant (externally imposed) intensive parameters, the chemical potential of
the electron reservoir, μ = μR, and the absolute temperature T of a heat bath B, T = TB : D̂eq. ≡ D̂(μ, T; v). The
optimum state probabilities {Pj

i(μ, T; v)} correspond to the minimum of the associated thermodynamic potential,
the Legendre transform

Ω = E − (∂E/∂N )N−(∂E/∂S)S = E − μN−TS (A26)

of the ensemble-average energy

E [D̂] ≡ (N ,S ; v)= tr(D̂Ĥ) = ∑
i

∑
j

Pj
iEj

i, (A27)

called the grand potential. The latter corresponds to replacing the “extensive” (ensemble-average) state parameters,
the particle number N and thermodynamic entropy

S[D̂]= tr(D̂Ŝ) = ∑
i

∑
j

Pj
iSj

i(Pj
i)}, Sj

i(Pj
i) = −kB ln Pj

i, (A28)

where kB denotes the Boltzmann constant, by their respective “intensive” conjugates defining the applied
thermodynamic conditions: μ = μR and T = TB . The grand potential of Equation (A26) includes these externally
imposed intensities as Lagrange multipliers enforcing constraints of the specified values of system’s average
number of electrons, 〈N〉ens. = N , and its thermodynamic-entropy, 〈S〉ens. = S , at the grand-potential minimum:

min
D̂

ΩD̂= Ω[D̂(μ, T; v)]≡ Ω(μ, T; v). (A29)

The externally imposed parameters (μ, T) then determine the optimum probabilities of the ensemble
stationary states, eigenstates of the Hamiltonians {Ĥ(Ni, v)}, in the (mixed) equilibrium state of the grand ensemble,

Pj
i(μ, T; v) = Ξ−1 exp[β(μNi − Ej

i)], (A30)
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and the associated density operator

D̂(μ, T; v)= ∑
i

∑
j
|ψj

i〉Pj
i(μ, T; v)〈ψj

i| ≡ D̂eq.. (A31)

Here, Ξ stands for the grand-ensemble partition function and β = (kBT)−1. The equilibrium probabilities of
Equation (A30) represent eigenvalues of the grand-canonical statistical operator acting in Fock’s space:

d̂(μ, T; v) = exp{β[μN̂ − Ĥ(v )]}/tr{β[μN̂ − Ĥ(v )]}. (A32)

In the T→0 limit [53,101,102] only two ground states (j = 0), |ψ0
i〉 and |ψ0

i+1〉, corresponding to the
neighboring integers “bracketing” the given (fractional) 〈N〉ens. = N ,

Ni ≤ N ≤ Ni + 1, (A33)

appear in the equilibrium mixed state. Their ensemble probabilities for the specified

〈N〉ens. = i Pi(T→0) + (i + 1)[1 − Pi(T→0)] = N (A34)

read:
Pi(T→0) = 1 + i − N ≡ 1 − ω and Pi+1(T→0) = N − i ≡ ω. (A35)

The continuous energy function E (N , S) then consists of the straight-line segments between the neighboring
integer values of N . This implies constant values of the chemical potential in all such admissible (partial) ranges
of the average number of electrons, and the μ-discontinuity at the integer values of the average electron-number
{N = Ni}.

This zero-temperature mixture of the molecular ground states {|ψ0
i〉 = ψ[Ni, v]}, defined for the integer

number of electrons Ni = 〈ψi|N̂|ψi〉 and corresponding to energies

E0
i = 〈ψ0

i|Ĥ(Ni, v)|ψ0
i〉 = E[Ni, v], (A36)

which appear in the ensemble with the equilibrium thermodynamic probabilities Pi(μ, T→0; v), represents an
externally open molecule 〈M(μ, T→0; v)〉ens. in these thermodynamic conditions.

In this thermodynamic scenario the pure-state probabilities thus result from the variational principle for the
thermodynamic potential

Ω[D̂]= E [D̂]−μN [D̂]−TS [D̂]= tr(D̂Ω̂),
Ω̂(μ, T; v) = Ĥ(v)− μN̂ − TŜ , Ŝ = −kB ln d̂,

(A37)

min
D̂

Ω[D̂]= Ω[D̂(μ, T; v)]= E [D̂eq.]−μN [D̂eq.]−TS [D̂eq.]. (A38)

The relevant ensemble averages of the system energy and electron number read:

〈E(μ, T)〉ens. = E [D̂eq.] = ∑i ∑j pj
i(μ, T; v)Ej

i,
〈N(μ, T)〉ens. = N [D̂eq.] = ∑i[∑j pj

i(μ, T; v)]Ni = ∑i pi(μ, T; v)Ni
(A39)

and von Neumann’s [116] ensemble entropy

〈S(μ, T)〉ens. = S [D̂eq.]= tr[D̂eq.Ŝ(μ, T; v)]
= −kBtr(D̂eq. ln D̂eq.)−kB ∑i ∑j Pj

i(μ, T; v)∑ ∑i ∑j Pj
i(μ, T; v)Sj

i(μ, T; v),
Ŝ(μ, T; v) = ∑i ∑i |ψj

i〉Sj
i(μ, T; v)〈ψj

i|,
Sj

i(μ, T; v) = 〈ψj
i|Ŝ(μ, T; v)|ψj

i〉 = −kB ln Pj
i(μ, T; v).

(A40)

The latter identically vanishes in the pure quantum state ψj
i, when Pj

i = 1 for the vanishing remaining state
probabilities.
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