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#### Abstract

Almost all vision technologies that are used to measure traffic volume use a two-step procedure that involves tracking and detecting. Object detection algorithms such as YOLO and Fast-RCNN have been successfully applied to detecting vehicles. The tracking of vehicles requires an additional algorithm that can trace the vehicles that appear in a previous video frame to their appearance in a subsequent frame. This two-step algorithm prevails in the field but requires substantial computation resources for training, testing, and evaluation. The present study devised a simpler algorithm based on an autoencoder that requires no labeled data for training. An autoencoder was trained on the pixel intensities of a virtual line placed on images in an unsupervised manner. The last hidden node of the former encoding portion of the autoencoder generates a scalar signal that can be used to judge whether a vehicle is passing. A cycle-consistent generative adversarial network (CycleGAN) was used to transform an original input photo of complex vehicle images and backgrounds into a simple illustration input image that enhances the performance of the autoencoder in judging the presence of a vehicle. The proposed model is much lighter and faster than a YOLO-based model, and accuracy of the proposed model is equivalent to, or better than, a YOLO-based model. In measuring traffic volumes, the proposed approach turned out to be robust in terms of both accuracy and efficiency.
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## 1. Introduction

Detecting traffic volumes is the basis on which traffic management and operation is implemented. For example, traffic signal control is totally dependent on the traffic volumes of each lane group that shares a signal phase. Measuring traffic volumes in real time is inevitable for a signal controller to adaptively assign signal phases to each lane group. Traffic volumes also determine the service level of a highway segment with respect to congestion management. For the purpose of transportation planning, an analyst depends on historical traffic volumes collected on an area-wide scale over a long-term basis to decide how best to budget for transportation infrastructure. A conventional spot detector, however, has limitations in accuracy and maintainability when implementing the aforementioned tasks. Although loop detectors are pervasive in current traffic surveillance [1,2], they cannot be a future option due to frequent breakdowns that entail large maintenance costs.

Traffic management centers that depend on probe vehicles also cannot measure traffic volumes and focus on collecting information on traffic speeds or travel times. The present study proposed a robust approach to constantly measure traffic volumes on an area-wide scale. Recently, computer vision technologies have replaced the spot-detecting and probe-based schemes, because high-resolution cameras are now more affordable and deep learning algorithms are easily accessible to engineers for use in processing images.

Prior to the success of deep learning, many rule-based algorithms had been developed to recognize vehicles within an image. The rule-based algorithms can be broken down into three categories according to taxonomy [3]. The first category uses the temporal difference method to capture moving objects by utilizing the differences in two consecutive images [4,5]. The performance of this method is largely affected by unexpected noises such as illumination drift due to changes in weather and to variations in the moving speed of objects. The second category involves use of the optical flow method to recognize moving vehicles from video frames by tracking changes in pixel intensities [6-9]. With this method, motion vectors of moving vehicles are mathematically derived from changes in pixel intensities. This method is also vulnerable when unexpected noise occurs and adds a computational burden to derive the motion vectors. The last category is background subtraction, which had been the most popular method before learning-based algorithms evolved [10,11]. This method utilizes the difference between a target image and the background image to recognize vehicles. Securing a consistent background image is a decisive factor in the success of this method. Some researchers adopted a dynamic background to avoid the impact of environmental changes by considering local features and motion histograms [12]. Even after obtaining a silhouette image from the background subtraction, a robust algorithm is necessary to recognize vehicles from the blob image. Two different approaches are available: Utilization of the convex hull theory [13] and devising an edge detector [14].

It should be noted that all these methods are rule-based rather than learning-based. This means that their models cannot evolve even when more image data are available. Recently, deep-learning algorithms such as YOLO v3 [15] and Fast-RCNN [16] scored a breakthrough in detecting objects within an image and have been successfully utilized in vehicle counting [17-19]. It is likely that learning-based algorithms will soon replace rule-based algorithms for traffic surveillance, since they incorporate advantages in both accuracy and maintainability. Such learning-based algorithms for vehicle detection, however, cannot accomplish the task of measuring traffic volumes. Traffic volume is defined as the number of vehicles passing a cross section of a road segment during a specified period such as 15 min or 1 h . It is necessary to track vehicles across time by continuously matching a vehicle detected in the previous video frame with that in the next frame. A standard Kalman filter, which assumes a constant velocity motion for the state equation and a linear relationship for the observation equation, has been adapted to track vehicles detected by YOLO [20]. The state vector is composed of the center coordinates, the height, the aspect ratio of a bounding box, and their velocities. The first three elements of the state vector are derived from direct observations of the vehicle state. The Kalman filter uses observations to iteratively predict and update the state vector.

Several algorithms are used to match the vehicle state forecasted by a Kalman filter with a corresponding observation in the next time frame. This matching problem can be solved via the Hungarian algorithm that uses the intersection over union (IOU) index [21]. Although the two-step approach succeeded in yielding a robust measurement performance, a simpler and lighter model must be developed.

Although a YOLO can be a robust vehicle detector, it requires a large computing resource for a field implementation. Furthermore, YOLO requires additional training whenever the testbed changes. Drawing a bounding box for every vehicle in training images entails considerable human effort, but it is required in order to accurately recognize vehicles in photos taken from different viewpoints [22].

In the present study, we devised an autoencoder model that would overcome the drawbacks of learning-based traffic volume counters. The proposed model requires neither human input to annotate images nor an additional algorithm to track vehicles after detection. The proposed model was trained in an unsupervised manner and thus eliminates the human effort needed to tag images with labels. In addition, the model is much lighter than any other learning-based models that are used to detect and track vehicles, because it utilizes only a small number of pixels within an image, which corresponds to a virtual cross line drawn on a road segment. The pixel intensities on the virtual line constitute a one-dimensional input vector, and the vector feeds an autoencoder as input and simultaneously becomes a label for the corresponding output. An autoencoder consists of two functional parts. While
the former encoding part abstracts an input vector into features of a smaller dimension, the latter decoding part reproduces the original input vector from the abstracted features. Both parts have a generally symmetrical structure. The encoding part of the present model reduces the input vector into a scalar signal. After training, an autoencoder evaluated the signal from an input vector, and a simple rule was adopted to judge the presence of a vehicle. The latter decoding part is used only in the training stage to learn the parameters of an autoencoder.

As with other image-based object detection models, however, this autoencoder model was not immune to the impact of shadows and various illuminations. Furthermore, real vehicle images assume complex patterns, and thus signals representing the same vehicle are not consistent according to which part of a vehicle passes the detection line. Due to these complications, the signals were imperfect in judging whether a vehicle was occupying the virtual line sensor. To tackle the problem, original images were simplified using a CycleGAN developed by [23], so that both vehicles and backgrounds would have monotone colors. Such a transformation had already been successfully adopted in our previous studies measuring traffic speed and delay $[22,24]$.

Section 2 explains how an autoencoder is used to recognize a vehicle's presence and shows how the model architecture is set up. Section 3 describes how to choose a testbed and collect image data. Section 4 shows how threshold values are selected to judge the vehicle presence and to count the vehicle passages. In the last subsection of Section 4, the traffic volumes measured from the present approach are compared with those from a YOLO+SORT algorithm [18]. Section 5 extends both the proposed model and the reference model, and the results are compared. The first subsection of Section 5 provides a brief description of the CycleGAN that was used to convert real photos into simple images. The following subsections describe how an autoencoder model was trained and tested on the synthesized images, and how a YOLO+SORT algorithm was fine-tuned using additional aerial photos. In Section 5, the efficiency of the proposed model is compared with a reference model and a plausible method to classify vehicle types based on the proposed model introduced. Finally, Section 6 draws conclusions and suggests further studies to develop the present approach.

## 2. An Autoencoder Recognizes the Presence of Vehicles

Autoencoders have been utilized to reduce the dimensions of input features [25,26], to remove the noise from corrupted input data [27,28], and to pretrain the weights of a supervised deep learning model [29,30]. In addition to these typical uses, autoencoders have been used for many other purposes [31]. An autoencoder belongs to the category of unsupervised learning models because it requires no human effort to label or annotate data for training. This is a great advantage of an autoencoder-based model when adapted to measuring traffic volumes. A standard autoencoder was employed in the present study to reduce the dimensions of an input feature into only a scalar signal without supervision. We expected the signal to be fully qualified to recognize the presence of a vehicle.

A cross line drawn on a road segment was assumed to be a virtual detector for counting traffic volumes. The width of the line was set as only a pixel, so that the input and output vectors for an autoencoder could be one-dimensional. Pixel intensities along the line vary according to the presence and absence of vehicles. The proposed approach was devised under the expectation that an autoencoder could recognize such differences in pixel intensities according to the presence or absence of a vehicle. The former encoder portion of the present autoencoder was established to be symmetrical with the latter decoder portion. Both the encoding and decoding portions of the autoencoder are composed of eight hidden layers, respectively. A single hidden node placed in the middle acts as a potential output node that produces a scalar signal to recognize the presence of a vehicle. The latter decoder portion is used only in the training stage.

$$
\begin{equation*}
\text { Loss function }=E\left[(F(X)-X)^{T} \cdot(F(X)-X)\right] \tag{1}
\end{equation*}
$$

The discrepancy between the input and the output was set as the loss function to be minimized when training the autoencoder. The mean square error (MSE) was chosen to be the loss function. In Equation (1), $X$ is a one-dimensional input vector of the autoencoder. In practice, the absolute value of pixel intensities subtracted from those of an empty road are used as input after normalization. $F(X)$ is the estimated output vector of the autoencoder. A stochastic gradient descent algorithm was used to train the model, and the batch size was 48 . Training data were extracted from video frames of 100 min . Ten percent of the training data were randomly chosen to secure the convergence while sidestepping over-fitting.

Once the model training is complete, only the encoder portion computes a signal that can be used to recognize the presence of a vehicle. Dense layers are stacked to build both the encoder and decoder portions. The number of hidden nodes dwindles to 1 through the encoder portion and is then amplified up to the original input dimensions through the decoder portion. Figure 1 shows the entire architecture of the autoencoder adopted in the present study. For brevity, the activation using the rectified linear unit (ReLU) after each hidden layer is omitted in the figure. A scalar node in the middle is activated with a sigmoid function. The model architecture was set up after testing as many plausible alternative structures as possible.


Figure 1. Architecture of the proposed autoencoder used to recognize the presence of a vehicle.
To facilitate the recognition of vehicle presence, the last signal of the encoder is activated by a sigmoid function, such that the signal ranges between 0 and 1 . It is likely that the signal for vehicle presence will approach either of the boundary values. However, which value indicates the presence of a vehicle is unknown even after training the autoencoder. To understand the boundary value for vehicle presence, an analyst must intuitively examine the video stream used for training by comparing signal estimates with the vehicle presence. Based on the examination, a threshold value should be manually chosen to determine the presence or absence of vehicles. This engineering judgment could be the only limitation in the proposed approach. Although the threshold value may also vary according to the times of day and the weather conditions, it is difficult in practice to prepare different threshold values in advance. We suggest a revolutionary method in the fourth section to overcome this difficulty by transforming complex real photos into simple illustrations based on a CycleGAN.

## 3. Testbed and Data Collection

An intersection approach with four lanes was chosen as the testbed to train and test the proposed autoencoder. One hundred minutes of video stream were taken from 35 m above the intersection. Figure 2 shows a snapshot of the video stream. For each critical intersection in the Seoul metropolitan area, a $25-35 \mathrm{~m}$ high pole is planted to hang a CCTV for multipurpose surveillance. We assumed that the CCTV could be used for the purpose of traffic surveillance since it provides street photos
from a bird's-eye view. The coverage of the testbed was 13 m wide and 34 m long. The virtual line detector was placed ahead of the stop line to avoid the condition whereby a vehicle would occupy the line during a red signal phase. Another reason to draw a virtual detection line closely to the stop line was because a lane change is not permitted when a vehicle is passing the stop line. Even though our ultimate goal was to measure traffic volumes, an autoencoder simply recognizes the presence or absence of a vehicle on a virtual detection line. How the autoencoder output is used to measure traffic volumes will be described in the next section.


Figure 2. Testbed for the present study.
The proposed autoencoder model was trained and tested in a single testbed. Usually, testing results are most accurate when the model was trained in the same environment. It is rational that the proposed autoencoder should be trained for each site, since training the model is not a burdensome task without supervision. Trying to find a universal model that can cover all different locations is unnecessary for the present model. Basically, reducing the model size is more important for a real-time application than finding a heavier universal model with many parameters.

To assess the performance of the autoencoder, vehicle presence was manually identified during the entire time period. That is, the actual presence of vehicles on the virtual detection line was recorded every 0.2 s . Based on the ground truth, the precision and recall for the proposed autoencoder was computed (see the next section).

The present study was focused on confirming whether an autoencoder could be used to measure traffic volumes in the field on a real-time basis. To test the proposed approach, true traffic volumes were observed in the testbed. The number of vehicles passing the virtual detection line of each lane was counted for every two cycles of the traffic signal ( $=2.5 \times 2 \mathrm{~min}$ ). Based on these data, the final performance of the proposed approach was tested and compared with that of a reference model.

There are two types of object detectors based on deep learning technologies. A Fast-RCNN is accurate but has a disadvantage in computation time because it adopts a two-stage detection algorithm wherein a preprocess of regional proposals precedes a detection task. If a tracking stage is added when measuring traffic volumes, the model should go through three stages, which is not appropriate for a real-time application. On the other hand, a YOLO is a single-stage detection algorithm that has the merit of computation time, which has made the model widely accepted for the real-time recognition of objects. Since traffic volumes should be measured on a real-time basis, instead of the other two-stage models, we adopted a YOLO model as a reference to be compared with the proposed model. As mentioned earlier, the latest YOLO (version 3) with default weights is incapable of detecting vehicles in photos taken from a bird's-eye view. To fine-tune the YOLO model, we manually drew bounding boxes for all the vehicles in 1500 video frames of the testbed.

## 4. The Model Performance Based on Real Photos

All analyses in this section are based on real photos from video shoots. First, this section introduces a simple rule-based methodology to choose threshold values used to recognize the presence and absence of vehicles from the signal output of a trained autoencoder. Next, the precision and recall are computed for the autoencoder based on the chosen thresholds. Last, the performance of the proposed approach in measuring traffic volumes is compared with that of a "state-of-the-art" model based on YOLO and SORT [18].

### 4.1. Choosing Threshold Values to Measure Traffic Volumes

The trained autoencoder provided signals for the test data and the signal profile, as shown in Figure 3. Once a signal profile that a trained autoencoder emits is available, it is possible to find a threshold value with the naked eye by watching the video simultaneously with the signal profile. We selected a threshold value to recognize the presence of vehicles in such a way. When compared with actual video, signal values closer to 1 indicated that a vehicle was occupying the virtual detection line, whereas those closer to 0 corresponded to the background. Unfortunately, there is no rigorous way to drive an optimal boundary between the presence and absence of vehicles. We chose a threshold directly from the signal profile, such that it could be slightly larger than the lowest signal value for the background. The signal value for the background was almost 0 , and the chosen threshold was set at 0.06. This manual choice did no harm in recognizing the presence of vehicles, which is verified in the next subsection by computing the precision and recall based on the ground truth.


Figure 3. Signal profile from the autoencoder for the test data.
Although signals are derived from a sigmoid function, 0.5 cannot be selected as a threshold value because the signals corresponding to the presence of vehicles fluctuates significantly. The signal profile in Figure 3 shows variations in the signals of a vehicle's presence. This fluctuation could have been due to inconsistent shapes and colors of vehicles. If vehicle shapes and colors were consistent, it would be possible to establish a more robust way to choose a threshold value. A CycleGAN [23] will be adopted in the next section to transform real photos into simple illustrations with consistent vehicle shapes and colors.

Once a vehicle's presence is recognized, the raw signal profile can be updated in a clearer manner, as shown in Figure 4. Another threshold is the necessity to judge whether a series of signals belongs to a vehicle's passage. It is simple to count vehicles based on the updated signal profile, because the time gap between consecutive vehicles cannot be decreased to a minimum value in an intersection approach. Thus, a period of background shorter than the minimum gap was ignored and incorporated with the previous and next intervals of a vehicle's presence. The highway capacity manual (HCM, 2020) defines the saturation flowrate in an intersection approach for various geometric and operational conditions. The minimum headway derived from the saturation flowrate under ideal conditions is 1.8 s . This means that no vehicle could pass the stop line within 1.8 s right after the preceding vehicle has passed it. The minimum gap is shorter than the minimum headway according to the time it takes for the vehicle length to pass. The minimum gap ( $=0.5 \mathrm{~s}$ ) chosen in the present study was very conservative. This minimum gap is globally applicable. However, the threshold value to recognize the vehicle presence is expected to vary from site to site.


Figure 4. Final signal profile after judging the presence of vehicles based on chosen thresholds.

### 4.2. The Performance of the Autoencoder at Judging the Presence of Vehicles

The precision and recall of the trained autoencoder was computed to evaluate its performance for detecting the presence of vehicles. As mentioned earlier, to validate the autoencoder model we manually recognized the presence of vehicles. To facilitate the labeling task, only the video frames for green signals were utilized. Out of $100-\mathrm{min}$ video frames, 80 min were used for training, and the remainder was reserved for testing. Table 1 shows the precision and recall for both the training and the testing data. Unlike the prior expectation, the testing results were ameliorated somewhat when compared with the training results. This might be due to a coincidence wherein the test dataset includes fewer problematic situations. The test results showed that the proposed autoencoder is not error free. A remedy was needed to increase the model performance, and that will be introduced in the next section.

Table 1. The precision and recall of the proposed autoencoder to identify the presence and absence of vehicles on the virtual detection line.

|  | Train Data |  |  | Test Data |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Positive <br> (Ground <br> Truth) | Negative <br> (Ground <br> Truth) | Sum | Positive <br> (Ground <br> Truth) | Negative <br> (Ground <br> Truth) | Sum |
| Positive | 19,806 | 456 | 20,262 | 4230 | 84 | 4314 |
| (Predicted) |  |  |  |  |  | 11,164 |
| Negative | 1355 | 51,603 | 52,958 | 202 | 11,366 |  |
| (Predicted) | 21,161 | 52,059 | 73,220 | 4432 | 11,248 | 15,680 |
| Sum |  | 0.977 |  |  | 0.981 |  |
| Precision | 0.936 |  |  | 0.954 |  |  |
| Recall |  |  |  |  |  |  |

### 4.3. The Performance of the Proposed Approach to Measure Traffic Volumes Compared with that of a Yolo-Based Model

The accuracy of measuring traffic volumes for the test data is introduced in this subsection. Since the autoencoder was not perfect in judging the presence of vehicles, its accuracy in measuring the traffic volumes entailed some errors. The traffic volume measured by the autoencoder-based methodology was overestimated when compared with observations. This implies that the methodology mistakenly double-counted some vehicle passages (Table 2).

A YOLO-based model was selected as a reference to validate the proposed model. The reference model adopted a two-step approach that involved detecting and tracking. The YOLO detects vehicles, and then a SORT algorithm tracks them [18]. Table 2 compares the accuracy of both the reference and the proposed methodology. Unexpectedly, the accuracy of the reference model was inferior to that of the proposed model. This resulted from the fact that the original YOLO had been trained only on vehicle images taken from the ground view, whereas testing images were taken from an aerial view. In the next section, the model will be fine-tuned using extra labeled images taken from an aerial view to enhance the performance. A CycleGAN-based remedy will also be used to allow the proposed model to overcome the inaccuracy.

Table 2. Comparing the accuracy of the proposed model with that of the reference model.

| Accuracy Comparison |  | Autoencoder Model |  |  |  | YOLO v3 Model |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Lane 1 | Lane 2 | Lane 3 | Lane 4 | Lane 1 | Lane 2 | Lane 3 | Lane 4 |
| C1~2 | Predicted/ Ground truth | 35/34 | 31/30 | 18/18 | 21/21 | 22/34 | 29/30 | 18/18 | 20/21 |
| C3~4 | Predicted/ Ground truth | 39/39 | 42/40 | 17/17 | 19/19 | 38/39 | 39/40 | 14/17 | 17/19 |
| C5~6 | Predicted/ Ground truth | 46/44 | 39/39 | 22/20 | 16/16 | 36/44 | 38/39 | 20/20 | 10/16 |
| C7~8 | Predicted/ Ground truth | 41/43 | 45/46 | 21/20 | 18/18 | 31/43 | 44/46 | 32/20 | 13/18 |
| Total | Predicted / Ground truth | 161/160 | 157/155 | 78/75 | 74/74 | 127/160 | 150/155 | 84/75 | 60/74 |
|  | Error (\%) | +0.6\% | +1.3\% | +4\% | 0\% | -20.6\% | -3.2\% | +12\% | -18.9\% |

## 5. The Model Performance Based on Synthesized Images

The dependence on real photos is an aspect of the proposed autoencoder that prevents it from sufficiently recognizing the presence of vehicles. Pixel intensities on the detection line are inconsistent while a vehicle is passing the line, because the shape and color of the vehicle varies. A robust way to change an original photo into a simpler image is introduced in this section under the assumption that the performance of the autoencoder could be enhanced if the shape and color of a vehicle were consistent within an image.

A CycleGAN was used to preprocess input images so that a vehicle image could be simpler and more consistent in both color and shape. It should be noted that a CycleGAN is not a prerequisite for an autoencoder to measure traffic volumes, but instead is an assistant tool to refine input images for the best accuracy.

### 5.1. The Introduction of a Cycle-Consistent Adversarial Network (CycleGAN)

The use of deep learning technologies in computer vision has recently trended toward the development of generative models to synthesize images [23,32,33]. In the use of these technologies, the approach of Zhu et al. [23] has been noteworthy in that an image in one context can be transformed to its corresponding image in another context. A CycleGAN has been used to change the photos of a summer landscape into those of a winter landscape, female photos into male photos, or satellite images into real physical maps. This capability of a CycleGAN also facilitates traffic surveillance that depends on images. We have already used images synthesized by a CycleGAN to enhance the accuracy of measuring both traffic speeds and delays [22,24]. This scheme was adopted in the present study to obtain images that were more consistent at recognizing the presence of vehicles on the detection line.

A CycleGAN is composed of two types of CNN models that are alternately updated during training. A generator converts images in one context to corresponding images in the other context, whereas a discriminator judges which context an image belongs to. Generators are trained to minimize the discrepancies between the images in one context and the images that are cycled from them. The training of discriminators must address two different objectives. A discriminator judges real photos as true and synthesized images as fake. Adversarial learning, however, attempts to deceive a discriminator so that it cannot discern a cycled image from the original real photo. For details concerning the training of a CycleGAN, readers can refer to previously published studies listed in the references [23,24].

Two separate image sets in different contexts are necessary to train a CycleGAN. In the present study, original photos were taken in the field, and cartoon-like illustrations were obtained from a traffic simulator (VISSIM v5.0, PTV, Karlsruhe, Germany). When training a CycleGAN two image sets do not have to be paired, which is a tremendous advantage. That means that no human effort is required to
tag photos with labels in order to train a CycleGAN. The only requirement was traffic simulation that would mimic real traffic conditions. Most traffic simulators provide an animation module to visualize the simulation results. This function facilitates the generation of images that contain vehicles that are consistent in shape and color. Figure 5 shows examples of real photos and their corresponding images that were synthesized using a CycleGAN. The synthesized images include jelly-like vehicle shapes, each of which is represented by a constant color. In the next subsection, the enhancement in the performance of the autoencoder will be examined based on precision and recall.


Figure 5. Original photos vs. synthesized images.

### 5.2. Enhancing the Performance of the Autoencoder to Better Judge the Presence of Vehicles

As expected, the performance of the autoencoder to judge the presence of vehicles was considerably improved when synthesized images were used instead of real photos for training and testing (compare Tables 1 and 3). The profile of raw signals from the enhanced autoencoder is quite different from that of the original autoencoder, which was based on real photos (see Figures 3 and 6). The updated profile more closely approximated the final profile after recognizing vehicle passages based on chosen thresholds (see Figures 6 and 7).

Table 3. The precision and recall of the autoencoder when synthesized images are used as input.

|  | Train Data |  |  | Test Data |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Positive <br> (Ground <br> Truth) | Negative <br> (Ground <br> Truth) | Sum | Positive <br> (Ground <br> Truth) | Negative <br> (Ground <br> Truth) | Sum |
| Positive <br> (Predicted) | 20,051 | 376 | 20,427 | 4206 | 32 | 4238 |
| Negative <br> (Predicted) | 942 | 51,851 | 52,793 | 213 | 11,229 | 11,442 |
| Sum | 20,993 | 52,227 | 73,220 | 4419 | 11,261 | 15,680 |
| Precision |  | 0.982 |  |  | 0.992 |  |
| Recall |  | 0.955 |  |  | 0.952 |  |



Figure 6. Updated signal profile from the autoencoder when using synthesized images for the test data.


Figure 7. Final signal profile of vehicle passages when using synthesized images for the test data.
Figure 8 was drawn to directly show the reason for the performance enhancement. The signal of a real vehicle varies while passing the virtual detection line (=yellow line), whereas that of a jelly-type vehicle shape synthesized from a CycleGAN is much more consistent. This confirms that the proposed methodology has a great advantage when directly applied to field operation.


Figure 8. Signal profile comparison between a real vehicle (bottom) and a synthesized vehicle shape (top).

### 5.3. The Performance of the Updated Autoencoder in Measuring Traffic Volumes Compared with that of a Yolo-Based Model

The performance of the autoencoder to measure traffic volumes was improved considerably when synthesized images were used. The accuracy of the updated autoencoder approached $100 \%$, which is much higher than that of the naive autoencoder trained on real photos (compare Tables 2 and 4).

Table 4. The accuracy comparison between the updated model and reference model.

| Accuracy Comparison |  | Autoencoder Model (Updated) |  |  |  | YOLO v3 Model (Fine Tuned) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Lane 1 | Lane 2 | Lane 3 | Lane 4 | Lane 1 | Lane 2 | Lane 3 | Lane 4 |
| C1~2 | Predicted/Ground truth | 34/34 | 30/30 | 18/18 | 21/21 | 34/34 | 20/20 | 18/18 | 21/21 |
| C3~4 | Predicted/Ground truth | 39/39 | 40/40 | 17/17 | 19/19 | 47/39 | 40/40 | 16/17 | 19/19 |
| C5~6 | Predicted/Ground truth | 44/44 | 39/39 | 20/20 | 16/16 | 44/44 | 39/39 | 20/20 | 16/16 |
| C7~8 | Predicted/Ground truth | 41/43 | 45/46 | 20/20 | 18/18 | 41/43 | 45/46 | 25/20 | 16/18 |
| Total | Predicted/Ground truth | 158/160 | 154/155 | 75/75 | 74/74 | 166/160 | 154/155 | 79/75 | 72/74 |
|  | Error (\%) | -1.3\% | -0.6\% | 0\% | 0\% | +3.8\% | -0.6\% | +5.3\% | -2.7\% |

The performance of the updated autoencoder to measure traffic volumes was compared with that of a YOLO-based model. For a fair comparison, a YOLO-based model was also updated with extra labeling data. One thousand and five hundred pictures from an aerial view were annotated with bounding boxes to fine tune the original YOLO v3 model with default weights. This took almost a week with two coding experts hired. Drawing a bounding box for every vehicle within all images is a very labor-intensive task, which makes the use of a YOLO-based model less practical for use in traffic surveillance. The performance of the YOLO-based model after fine tuning was comparable to that of the proposed model (Table 4). It should be noted that the proposed model does not require human effort for the task of labeling. Both the autoencoder and the CycleGAN belong to the category of unsupervised learning.

## 6. The Model Efficiency and the Potential to Classify Vehicle Types

One of the main purposes of the present study is to develop a lighter model that could be implemented on a real-time basis using edge computing. A one-dimensional input instead of a full image has a great advantage in saving computer memory onsite. The comparison of computing time and memory usage is introduced in Table 5. The number of parameters in the proposed model was much smaller than that in a YOLO. The proposed model turned out to be much lighter and faster than a YOLO when recognizing vehicles for a frame. Even when a CycleGAN was used to preprocess an input image, a YOLO did not outperform the proposed model in computing speed.

Table 5. The efficiency comparison between the proposed model and reference model.

|  | Number of Parameters | Evaluation Time per Frame |
| :---: | :---: | :---: |
| Autoencoder model | 59,361 | 0.00007 s |
| CycleGAN + Autoencoder model | $9,525,101$ | 0.032 s |
| YOLO v3 model | $61,581,727$ | 0.078 s |

The proposed model did not include the intrinsic function of classifying vehicle types, whereas other image-based models such as YOLO can easily classify vehicle types. A plausible methodology
is proposed to classify vehicle types via a simple rule-based approach. It is possible that the vehicle length could be approximately measured under the assumption that the length would be proportional to the passing time. This assumption has been widely accepted when the vehicle type was estimated based on signals from a conventional loop detector. The moving average of a vehicle's passage time was dynamically updated and used as a basis on which the vehicle length was determined. If a vehicle passage time is larger than a threshold value, the vehicle is categorized into a group of large trucks or buses (Figure 9). We determined a threshold value to be 1.67 -fold of the average of vehicle passage times.


Figure 9. Threshold to classify vehicle types.
On the other hand, a YOLO has the ability to directly classify vehicle types. We reduced the number of classes of a YOLO model and trained it from scratch using our own labeled images without depending on pretrained parameters. A YOLO version 3 was trained so that it could classify three different types of vehicles such as cars, small vehicles, and large vehicles. Small vehicles include SUVs and small trucks, and large vehicles include buses, large trucks, and trailers. For the comparison with the proposed model with only two classes, cars and small vehicles were categorized into a single group of small vehicles. As shown in Table 6, the proposed model turned out to be capable of classifying vehicle types, even though the performance was slightly inferior to that of a YOLO.

The motorcycles were excluded in measuring traffic volumes. The passage of a motorcycle left smaller signals than vehicles. These signals of motorcycles could be a cause of false positives. Although a carefully chosen threshold turned out to minimize the errors, rigorous measures should be taken to recognize motorcycles, which will depend on two-dimensional signals in the further study.

Table 6. The accuracy comparison for classifying vehicle types.

| Accuracy Comparison | Autoencoder |  |  |  | CycleGAN + Autoencoder |  |  |  | YOLO v3 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Lane 1 | Lane 2 | Lane 3 | Lane 4 | Lane 1 | Lane 2 | Lane 3 | Lane 4 | Lane 1 | Lane 2 | Lane 3 | Lane 4 |
| Small Vehicle | 152/150 | 155/155 | 74/73 | 71/72 | 149/150 | 154/155 | 73/73 | 72/72 | 156/150 | 154/155 | 77/73 | 70/72 |
| Large Vehicle | 9/10 | 2/0 | 4/2 | 3/2 | 9/10 | 0/0 | 2/2 | 2/2 | 10/10 | 0/0 | 2/2 | 2/2 |

## 7. Conclusions

A novel methodology to measure traffic volumes without supervision was developed in the present study. An autoencoder was trained to recognize the presence of vehicles on a cross section of a roadway based solely on pixel intensities. The proposed methodology requires no human effort to tag images with labels. The performance of the proposed model trained on synthesized images approximated that of a YOLO-based model that was fine-tuned with the extra labeling of images. When considering the human effort required for the labeling task, the proposed methodology seems more promising for use in the field.

The proposed methodology, however, demonstrated a critical drawback wherein vehicle types could not be distinguished. It is possible to approximately classify vehicle types if a constant speed is assumed for all moving vehicles. This assumption is acceptable when the detection line is placed on the stop line of an intersection approach. Speed estimation that depends on spot detectors usually
adopts such an assumption. Further study is expected to develop a traffic volume counter that could classify each vehicle type.
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#### Abstract

The traffic bottlenecks in urban road networks are more challenging to investigate and discover than in freeways or simple arterial networks. A bottleneck indicates the congestion evolution and queue formation, which consequently disturb travel delay and degrade the urban traffic environment and safety. For urban road networks, sensors are needed to cover a wide range of areas, especially for bottleneck and gridlock analysis, requiring high installation and maintenance costs. The emerging widespread availability of GPS vehicles significantly helps to overcome the geographic coverage and spacing limitations of traditional fixed-location detector data. Therefore, this study investigated GPS vehicles that have passed through the links in the simulated gridlock-looped intersection area. The sample size estimation is fundamental to any traffic engineering analysis. Therefore, this study tried a different number of sample sizes to analyze the severe congestion state of gridlock. Traffic condition prediction is one of the primary components of intelligent transportation systems. In this study, the Long Short-Term Memory (LSTM) neural network was applied to predict gridlock based on bottleneck states of intersections in the simulated urban road network. This study chose to work on the Chula-Sathorn SUMO Simulator (Chula-SSS) dataset. It was calibrated with the past actual traffic data collection by using the Simulation of Urban MObility (SUMO) software. The experiments show that LSTM provides satisfactory results for gridlock prediction with temporal dependencies. The reported prediction error is based on long-range time dependencies on the respective sample sizes using the calibrated Chula-SSS dataset. On the other hand, the low sampling rate of GPS trajectories gives high RMSE and MAE error, but with reduced computation time. Analyzing the percentage of simulated GPS data with different random seed numbers suggests the possibility of gridlock identification and reports satisfying prediction errors.


Keywords: bottleneck and gridlock identification; gridlock prediction; urban road network; long short-term memory

## 1. Introduction

Traffic congestion has been an increasing problem in the busiest urban cities. The main obstacles of traffic congestion are illegal parking, road maintenance, lane closure due to utility work, narrowing roads, accidents, and weather conditions. These incidences lead to traffic bottlenecks, which cause several adverse effects on the number of crashes, the increased cost of travelers and commuters, and fuel consumption. The traffic bottlenecks can often be located at strategic locations in a network, e.g., at off-ramps, on-ramps, and lane drop areas [1]. Practically, there have been various useful definitions of bottlenecks proposed by several authors identifying traffic fluctuations along with connected roadway segments. A bottleneck implies the congestion evolution and queue formation,
which consequently disturb travel delay and worsen the urban traffic environment and safety [2]. In our previous work [3], a bottleneck was defined in that the demand and supply are mismatched due to the network structure such as upstream links merging to only one downstream link in each intersection area.

Traffic management and control systems have become increasingly important for developing traffic operations' efficiency and safety [4]. To improve traffic management, various sources of data are available via different traffic data collection methods. A series of spot sensors such as inductive loop detectors, remote transportation microwave sensors, and video cameras can provide accurate traffic information. However, these fixed-location sensors can only incorporate the traffic state at specific locations, and these devices might include high maintenance expenditure with frequent malfunction. For urban road networks, sensors need to cover a wide range of areas, especially for bottleneck and upstream/downstream analysis. The high installation and maintenance costs of those sensors are proven to be impractical for many cities.

Compared to the traditional way of using fixed-location sensors, with further advances in technology, using vehicles equipped with Global Positioning System (GPS) sensors as probes to collect traffic data has become popular. Ubiquitous traffic data are available everywhere automatically, and this helps develop Intelligent Transportation Systems (ITSs). The emerging widespread availability of probe data significantly helps to overcome the geographic coverage and spacing restrictions of traditional loop detector data [5]. Using such vehicles can provide real-time information on the traffic conditions along with the entire road network. These GPS-equipped vehicles can collect and output mobility data periodically, including longitude, latitude, speed, vehicle headings, and timestamps.

Traffic condition prediction is one of the primary components of ITSs, and its attention has grown in transportation research. The objective is to provide individual commuters or travelers with accurate traffic information on time. Some of the most promising predictions could improve travel time reliability with the accurate prediction for the same trips compared with the same day of adjacent weeks because time series of traffic data usually have recurrent temporal patterns. For example, similar traffic congestion happens every morning and evening rush hour. Further, this pattern is likely to occur weekly, monthly, and yearly.

This research aims at identifying bottleneck at each intersection and predicting urban network gridlocks. To summarize, the primary contributions of this paper are listed as follows:

1. This paper proposes a bottleneck definition in an urban traffic network according to the congestion state of each intersection;
2. This paper proposes a gridlock definition in the urban traffic network according to the bottleneck states at each intersection in the gridlock-looped intersections;
3. The difference from the previous work [3] is in trying to use GPS vehicles to gain advantages over the high installation and maintenance costs of traditional detectors in practice. Concerning the difficulty of obtaining the GPS mobility data due to privacy issues, in this research, the vehicles traveling around the point of interest area in the simulated urban network are assumed as GPS vehicles. However, the critical concern with the limited coverage by GPS vehicles is to study the required minimum number of GPS vehicles while maintaining the desired precision and accuracy levels [6]. Therefore, this work investigates $1 \%$ to $50 \%$ available GPS vehicles passing through the links in the simulated gridlock area. For the development of bottleneck and gridlock prediction, we chose the Chula-SSS (Chula-Sathorn SUMO Simulator) dataset [7], which has already been calibrated with morning and evening cases for the Sathorn road network area, for our study;
4. This paper proposes gridlock prediction using temporal time series analysis based LSTM with time-lagged observations. This paper considers the lowest 1 min time-lagged observation period as a baseline to compare the prediction error values to study the effectiveness of LSTM on extended time-lagged observations.

The remainder of the paper is organized as follows. Section 2 provides the related works. Section 3 presents the simulation framework. Section 4 proposes the methodology of traffic data processing,
the description of bottleneck and gridlock identification, and the study of sample sizes for gridlock detection. Section 5 presents the urban gridlock prediction based on the bottleneck with LSTM. Section 6 discusses the experimental results. Finally, concluding remarks are presented in Section 7.

## 2. Related Works

Traffic control and management are a primary issue in urban transport networks. In general, bottlenecks are identified and studied to find ways to overcome their negative effects on traffic. The traffic bottlenecks in urban road networks are more challenging to investigate than in freeways or simple arterial networks [8]. Traffic bottlenecks in urban road networks vary with traffic demands with spatiotemporal characteristics. Other events, such as traffic signals, traffic accidents, roadworks, and severe weather conditions, are required to consider more of their impacts on urban networks than in freeways.

When a bottleneck happens, there is a notable difference between traffic speed in the bottleneck area and its nearby downstream links. Oversaturation is usually caused by vehicle queues first occurring at some bottleneck intersections (i.e., critical intersections) and then propagating to neighboring upstream and downstream links between intersections. In [9], to identify oversaturated intersections, the authors proposed residual queue length estimation using shockwave speed. The authors also presented the detection of spill-over by identifying long detector occupancy time during the green phase. In [10], the authors proposed the identification of bottlenecks in an urban area practicing on causal congestion trees and graphs with the correlations of road segments according to the congestion propagation speed. More recently, in [11], the authors studied a traffic bottleneck identification method based on the traffic speed of loop detector data using the fusion of different collection cycles of loop detector data. To identify urban bottlenecks, in [1], the authors proposed a congestion analysis on the bottleneck core link and its neighboring links by clustering links based on the ranks of speed.

More recently, GPS-equipped vehicles were used in the field of bottleneck identification. In [12], the authors presented the processes of identifying and defining bottlenecks using GPS data obtained by trucks. In [13], the authors explored and identified bottlenecks in urban areas based on recurrent low-speed segments in the road network using GPS data. In [14,15], the authors used a spatiotemporal variation of speed to identify and classify bottlenecks using GPS data and crowdsourced traffic data. In [16], the authors tried to identify recurrent bottlenecks using spatial and temporal concepts on probe-reported speed data. In [17], the authors proposed a bottleneck identification method on urban expressways based on the traffic speed variance between the bottleneck area and its neighboring downstream links by analyzing the floating car data. In [18], the authors investigated traffic state and identified traffic bottlenecks on urban expressways using the fusion data accessible from fixed detectors and mobile navigation application data.

Future traffic condition prediction is a general concept [19]. In [20], the authors proposed the characterization of the traffic predictor to analyze vehicular traffic behavior for the different road segments using SUMO. In recent years, as deep learning techniques have advanced rapidly, researchers have started to adopt deep neural networks for high-accuracy traffic prediction. The Recurrent Neural Network (RNN) is widely known as a proper method to recognize the spatiotemporal evolution of traffic flow. In [21], the authors proposed a deep learning architecture based on the Recurrent Neural Network and Restricted Boltzmann Machine (RNN-RBM) to predict the spatiotemporal congestion evolution pattern using GPS data. In [22], the authors used an error-feedback Recurrent Convolutional Neural Network structure (eRCNN) for continuous traffic speed prediction. However, the traditional RNN fails to capture the long-term evolution. To resolve the vanishing gradient problem in RNN, a Long Short-Term Memory (LSTM) network was proposed in [23]. LSTM is well suited to classify, process, and predict time series given time lags of unknown duration. In [24], the authors proposed a novel short-term traffic volume prediction model using

LSTM. More recently, in [25], the authors proposed a multiple time step short-term traffic prediction architecture using the RNN framework based on LSTM.

As mentioned above, the studies discussed identifying bottlenecks in intersections and respective upstream and downstream links in urban areas. Furthermore, LSTM has been applied in short-term traffic prediction. However, to the best of our knowledge, research on gridlock analysis has not yet been fully studied. We hope that this research will fill this gap by discussing the bottleneck and gridlock analysis based on the bottleneck at each intersection in the urban area. Congestion from the bottleneck originates traffic jams and propagates to neighboring upstream and downstream vicinities [26]. Such a situation usually leads to gridlock, which can potentially reduce traffic efficiency to an almost halted state, especially in a complex urban road network. Gridlock is used to describe severe road traffic congestion with zero flow $[27,28]$. Each interrelated intersection in a road network is fully occupied by slow-speed vehicles, and vehicles on conflicting approaches cannot move forward even when receiving a green traffic light, as shown in Figure 1. In our previous work [3], we proposed gridlock detection based on recurrent and non-recurrent congestion using the measurable gridlock characteristics in terms of traffic jam length and speed for both the upstream and downstream links of corresponding intersections. In previous work, we used simulated lane area detectors to detect gridlock, but these fixed-location detectors have some spacing limitations and installation costs in practice, as mentioned above.


Figure 1. An example of gridlock-looped intersections.

## 3. Simulation Framework

Simulation models that can closely represent the real-world scenario are powerful and useful. In the area of road traffic simulation, three different models [29] are used, i.e., the (1) microscopic model, (2) macroscopic model, and (3) mesoscopic model. Microscopic simulation models have been used in several transportation areas in developing ITS technologies.

In this research, the Simulation of Urban MObility (SUMO) has been used to handle large, complicated road networks at a microscopic (vehicle-level) scale. SUMO is an open-source microscopic simulator developed by the German Aerospace Centre DLR in 2001 [30]. SUMO supports the traffic simulation community with a full-featured suite of modeling utilities, including the TraCI tool [31]. This tool is a Python API allowing users during the simulation run-time to retrieve simulated objects' values, e.g., in accessing the speed of simulated GPS vehicles on each link in the simulated urban network.

For traffic police and traffic engineer deployment, an educational tool [7] has been introduced by the Chulalongkorn University's Sathorn Model project in Bangkok (Thailand), namely the Chula-Sathorn SUMO Simulator (Chula-SSS). By using this tool, traffic police can see the traffic signal phase, the queue length of vehicles in each upcoming direction at each signalized intersection, and the overall area with neighborhood road segments with user-friendly interfaces. Chula-SSS supports two calibrated datasets (morning and evening rush hours) for the Sathorn road network area. This study chose to investigate the morning case of Chula-SSS from 6 am to 9 am (corresponding to $21,600 \mathrm{~s}$ to $32,400 \mathrm{~s}$ after midnight). This time interval is the morning congestion period during weekdays [7], whereby in practice, the local traffic police have often observed the real occurrences of gridlocks in the network. The simulated Chula-SSS consists of 2375 intersection nodes, 4517 edges, and 10 signalized intersections, as shown in Figure 2.


Figure 2. Sathorn road network topology in SUMO.
The dataset consists of 55,000 traveling vehicles in the morning or evening rush hours. Recurrent based gridlock happens on a daily basis in both morning and evening rush hours. This gridlock phenomenon has been intentionally disabled during the calibration attempt of Chula-SSS to find the optimal mobility model parameters. To exhibit the case of gridlock during morning rush hours, the previous work [3] already included two extra routes (1 and 2) to the Sathorn critical region of Chula-SSS with traffic flows of 2125 vehicles (Route 1) and 1500 vehicles (Route 2) per hour, with their routes as shown in Figure 3. The Sathorn critical region is where about 12,000 out of 55,000 vehicles travel on 10 edges, as shown in Figure 4. The GPS data collection has different time resolutions ( $1 \mathrm{~s}, 5 \mathrm{~s}$, $10 \mathrm{~s}, 15 \mathrm{~s}, 20 \mathrm{~s}, 25 \mathrm{~s}, 30 \mathrm{~s}, 35 \mathrm{~s}, 40 \mathrm{~s}, 45 \mathrm{~s}, 50 \mathrm{~s}, 55 \mathrm{~s}, 60 \mathrm{~s}$ ) within the simulation time interval for three hours from 6 am to 9 am . The collected vehicle data are assumed as GPS vehicles. With the limited penetration ratio of GPS vehicles, the different number of samples of GPS vehicles ( $1 \%, 5 \%, 10 \%, 15 \%$, $20 \%, 25 \%, 30 \%, 35 \%, 40 \%, 45 \%, 50 \%$ ) that passed through the links in the simulated gridlock area were investigated for the development of the identification of bottlenecks and the prediction of gridlock.


Figure 3. Simulated additional traffic routes representing parent trips to drop off students at local schools during morning rush hour.


Figure 4. Links in the Sathorn critical region.

## 4. Methodology

### 4.1. Traffic Data Processing

A traffic network is comprised of a set of links and a set of junctions or intersections in the area of a typical urban transportation network. The network-wide congestion state of links is expressed as a $2 \times 2$ matrix indexed in time (the number of time steps $T$ ) and space (the number of links $N$ ). Given the intersection and link topological characteristics, the intent is to develop a bottleneck identification for each intersection in the network using GPS vehicles as the input data. The initial step is to identify the traffic congestion state of each link using GPS data. The GPS data are collected with varying time resolutions ( $1 \mathrm{~s}, 5 \mathrm{~s}, 10 \mathrm{~s}, 15 \mathrm{~s}, 20 \mathrm{~s}, 25 \mathrm{~s}, 30 \mathrm{~s}, 35 \mathrm{~s}, 40 \mathrm{~s}, 45 \mathrm{~s}, 50 \mathrm{~s}, 55 \mathrm{~s}, 60 \mathrm{~s}$ ) to represent the congestion state of each upstream link $u$ and downstream link $d$, for each of the intersection areas. Herein, let $e$ denote an arbitrary link index for upstream link $u$ or downstream link $d$. The mean link speed $V_{e}^{t}$ of link $e$ at time $t$ is computed from the arithmetic mean of the speed values of all GPS vehicles on that link $e$ at time $t$. In the matrix, the mean link speed $V_{e}^{t}$ values for all links $e$ and time $t$ is expressed as:

$$
\left[\begin{array}{cccc}
V_{1}^{1} & V_{1}^{2} & \ldots & V_{1}^{T} \\
V_{2}^{1} & V_{2}^{2} & \ldots & V_{2}^{T} \\
\vdots & \vdots & \ddots & \vdots \\
V_{N}^{1} & V_{N}^{2} & \ldots & V_{N}^{T}
\end{array}\right]
$$

### 4.2. Description of Bottleneck and Gridlock Identification

In this study, the congestion state for each upstream link $u$ and downstream link $d$ is defined in terms of the low mean link speed indicator $C_{e}^{t}$ at time $t$ of an arbitrary link $e$, as shown in Equation (1)

The traffic congestion is set with the cut-off mean link speed threshold ( $5 \mathrm{~km} / \mathrm{h}$ ). If the mean link speed is less than or equal to the threshold, then the low mean link speed indicator $C_{e}^{t}$ of link $e$ at time $t$ is 1 (congested); otherwise, it is 0 (not congested).

$$
C_{e}^{t}= \begin{cases}1, & \text { when } V_{e}^{t}<=5 \mathrm{~km} / \mathrm{h}  \tag{1}\\ 0, & \text { otherwise }\end{cases}
$$

However, the low mean link speed for both the upstream and downstream can be affected by the red traffic signal light. To filter out such a red traffic signal light effect, therefore, if the low mean link speed indicator $C_{e}^{t}$ alerts that there is congestion for a long enough time interval of length $w$, then this congestion state is said to be persistent for the corresponding link. For instance, the time interval $w$ is 10 min herein, which is long enough to filter out the usual red time intervals in practical scenarios in the Chula-SSS dataset [7]. The persistently low mean link speed indicator $\tilde{C}_{e}^{t}$ of link $e$ at time $t$ can then be expressed as:

$$
\begin{equation*}
\tilde{C}_{e}^{t}=\prod_{\tau=0}^{w-1} C_{e}^{t-\tau} \tag{2}
\end{equation*}
$$

A bottleneck occurrence at an intersection can be determined by considering two locations, upstream link $u$ and downstream link $d$ at the intersection. This study considers the direction of the upstream and downstream only on the conflicting approaches in the loop, as shown in Figure 1. A bottleneck is said to occur if and only if the low mean link speed indicator for any possible pair of upstream and downstream links at that intersection drops below a cut-off speed threshold. Let $P$ be the number of upstream and downstream link pairs at intersection $I$, and $\left(u_{j}, d_{j}\right)$ denotes the $j$ th pair of upstream and downstream links, $(j=1,2, \ldots, P)$. For intersection $I$, define the bottleneck indicator $B_{I}^{t}$ at time $t$ as Equation (4) based on the low mean link speed indicators $C_{u}^{t}$ and $C_{d}^{t}$ for any upstream and downstream link pair $(u, d)$ in $I$. If all pairs of upstream and downstream links of the intersection $I$ are congested at $t$, then we say that there is a bottleneck in this intersection $I$ at time $t$.

$$
\begin{gather*}
C_{(u, d)}^{t}=C_{u}^{t} \cdot C_{d}^{t}  \tag{3}\\
B_{I}^{t}=\prod_{\forall(u, d) \in\left\{\left(u_{1}, d_{1}\right),\left(u_{2}, d_{2}\right), \ldots,\left(u_{P}, d_{P}\right)\right\}} C_{(u, d)}^{t} \tag{4}
\end{gather*}
$$

A temporary low-speed intersection does not necessarily represent a bottleneck, but an active bottleneck always results in a low-speed intersection. Therefore, the persistent bottleneck indicator $\tilde{B}_{I}^{t}$ is used to confirm an active bottleneck for every time step $\tau$ within a time interval of length $w$, as shown in Equation (6).

$$
\begin{gather*}
\tilde{C}_{(u, d)}^{t}=\tilde{C}_{u}^{t} \cdot \tilde{C}_{d}^{t}  \tag{5}\\
\tilde{B}_{I}^{t}=\prod_{\forall(u, d) \in\left\{\left(u_{1}, d_{1}\right),\left(u_{2}, d_{2}\right), \ldots,\left(u_{P}, d_{P}\right)\right\}} \prod_{\tau=0}^{w-1} \tilde{C}_{(u, d)}^{t-\tau}  \tag{6}\\
G_{L}^{t}=\sum_{I \in L} B_{I}^{t}  \tag{7}\\
\tilde{G}_{L}^{t}=\sum_{I \in L} \tilde{B}_{I}^{t} \tag{8}
\end{gather*}
$$

With the bottleneck intersection identification, gridlock can be defined as the severe congestion state of a critical region that forms a loop of adjacent intersections in an urban road network. Let $L$ be a set of potentially gridlock-looped intersections and $L=\left\{I_{1}, I_{2}, \ldots, I_{J}\right\}$. For the Chula-SSS dataset, a recurrent gridlock loop is shown in Figure 5 with intersections within yellow dotted circles. The gridlock indicator for loop $L, G_{L}^{t}$, is triggered at time $t$ if the bottleneck indicator $B_{I}^{t}$ for every intersection $I \in L$ at time $t$ is triggered, as shown in Equation (7). Consequently, the persistent gridlock
is triggered due to the active bottleneck of all intersections, as shown in Equation (8). The computed gridlock labels quantizing the overall effect of the bottleneck indicators $\tilde{B}_{I}^{t}$ in loop $L$ for all intersections are as shown in Figure 5. The computed gridlock labels are $0,1,2,3,4$, and 5 based on the percentage of congested intersections in loop L. For example, if all intersections are not congested, then the computed gridlock label is 0 ; if $20 \%$ of intersections are congested, then the computed gridlock label is 1 ; if $40 \%$ of intersections are congested, then the computed gridlock label is 2 , and so on, as shown in Table 1.


Figure 5. Gridlock-looped intersections in the Sathorn area.
Table 1. Gridlock labels.

| Bottleneck Intersections | Gridlock Labels |
| :---: | :---: |
| all intersections are congested | 5 |
| $80 \%$ of intersections are congested | 4 |
| $60 \%$ of intersections are congested | 3 |
| $40 \%$ of intersections are congested | 2 |
| $20 \%$ of intersections are congested | 1 |
| all intersections are not congested | 0 |

### 4.3. Effect of Sample Size on Gridlock Detection

The sample size selection is fundamental to any traffic engineering analysis, including bottleneck and gridlock analysis. Firstly, this section attempts to determine the time resolution based on the vehicles' mean speed on the links in the interested area. The GPS data collection is simulated in the Chula-SSS dataset with different time resolutions ( $1 \mathrm{~s}, 5 \mathrm{~s}, 10 \mathrm{~s}, 15 \mathrm{~s}, 20 \mathrm{~s}, 25 \mathrm{~s}, 30 \mathrm{~s}, 35 \mathrm{~s}, 40 \mathrm{~s}, 45 \mathrm{~s}$, $50 \mathrm{~s}, 55 \mathrm{~s}, 60 \mathrm{~s}$ ) for the simulation time interval of three hours from 6 am to 9 am . Figure 6 shows the mean speed of all GPS vehicles on the upstream links (Sathorn_Thai_1, Charoen_Rat, Surasak) and downstream link (Sathorn_Thai_2) at the Surasak intersection. In this Figure 6, the mean speed of each upstream and downstream link reaches the congested conditions after the low mean speed. The standard deviation is the measure of the variability of the data distribution. Herein, the standard deviation of the mean speed of GPS vehicles on each upstream/downstream link for the sample size of $30 \%$ in each time resolution is shown in Figure 7. The reported results show that the standard deviation of the mean speed of all GPS vehicles on each upstream/downstream link obtained from 1 s at a high resolution is not statistically different from that obtained from 60 s at a low resolution. This suggests that any time resolution in the range of 1 s to 60 s can be used for bottleneck and gridlock analysis. Therefore, this study selected, for subsequent experimental investigations, the value of 60 s , which is currently available using GPS vehicles in practice for Bangkok's targeted area in this research study.


Figure 6. Mean speed of the upstream links (Sathorn_Thai_1, Charoen_Rat, Surasak) and downstream link (Sathorn_Thai_2) at the Surasak intersection.


Figure 7. Standard deviation of the mean speed of GPS vehicles on each upstream/downstream link for a sample size of $30 \%$ for each time resolution.

Besides, this study investigated the sample size with which to experiment to analyze the status of gridlock with the multiple categories of gridlock labels based on bottleneck intersections. These gridlock labels are based on the identification of gridlock, as defined in Section 4.2. In particular, from the simulated movements of all GPS vehicles, we can compute the Detection Rate (DR) and the False Alarm Rate (FAR) of detected gridlock labels. DR and FAR are based on the True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) by:

$$
\begin{gather*}
D R=\left(\frac{T P}{T P+F N}\right)  \tag{9}\\
F A R=\left(\frac{T N}{T N+F P}\right) \tag{10}
\end{gather*}
$$

where TP, TN, FP, and FN measure the number of time steps for which corresponding results occur for the detection of gridlock label values. The detection of a gridlock label is said to be positive if, and only if, Equation (8) returns that gridlock label as the output. Otherwise, the detection is said to be negative for that gridlock label. The actual value of the gridlock label is computed by Equation (8) when $100 \%$ of simulated vehicles are assumed to have GPS data. In the case of less than $100 \%$ of available GPS data, the positive (or negative) detection results are said to be true or false according to whether or not the detection results are the same as those obtainable by the actual value of the gridlock label.

This section explores the effect of sample size on the identification of gridlock labels to understand the detection rate and false alarm rate. The detection rate and false alarm rate resulting from the settings of different sample percentages of GPS vehicles' penetration ratio ( $1 \%, 5 \%, 10 \%, 15 \%, 20 \%$, $25 \%, 30 \%, 35 \%, 40 \%, 45 \%, 50 \%$ ) for the identification of gridlock labels are plotted in Figures 8 and 9 . Here, DR_1, DR_2, DR_3, DR_4, and DR_5 are indicated for the detection rate of the gridlock labels 1, 2, 3, 4, and 5. Furthermore, FAR_1, FAR_2, FAR_3, FAR_4, and FAR_5 are indicated for the false alarm rate of the gridlock labels $1,2,3,4$, and 5 . These diagrams depict the detection rate and false alarm rate in each sample size with the time resolution of 60 s . In general, DR denotes the percentage of correctly detected gridlock. The algorithm works well in identifying gridlock labels if the DR is close to $100 \%$. Notably, increasing the number of GPS vehicles will dramatically affect the detection rate and false alarm rate.


Figure 8. Detection Rate (DR) for all gridlock labels.
The data coverage of the road network is helpful for bottleneck and gridlock analysis. The higher the penetration ratio of vehicles with GPS in the road network is, the better the data coverage capability, and consequently, the detection rate increases and false alarm rate decreases, as shown in Figures 8 and 9 for each gridlock label, except the sample size of $1 \%$ for low data coverage. Furthermore, it should be noted that the identification is most accurate for the gridlock label 5 (the network has been locked) in terms of both DR and FAR because the traffic flow of the gridlock-lopped intersections reaches almost the halted state. With the same logic for the explanation, on the contrary, identifying low gridlock labels (where the network is lightly or moderately loaded) is less accurate. However, such identification for lower gridlock labels poses less concern than when the whole network is gridlocked. Thus, a significant benefit of studying the detection rate and false alarm rate is that they allow for a means of gridlock prediction under the circumstances of the GPS vehicle penetration ratio. At the gridlock label 5, which is the most critical one for gridlock management, it is finally noted that to achieve the practical target of at least $80 \%$ DR and at most $10 \%$ FAR, Figures 8 and 9 indicate that $30 \%$ of GPS vehicles are needed.


Figure 9. False alarm rate for all gridlock labels.

## 5. Urban Gridlock Prediction Based on Intersection Bottlenecks with Long Short-Term Memory

Time series modeling and prediction have been an active area of research due to the wide variety of applications [32]. Deep learning has been applied in time series analysis for both classification and prediction [33]. Prediction for time series is usually based on historical measurements. The better the learning of the inter-dependencies among past observations is modeled, the more accurate the prediction can be. Long Short-Term Memory (LSTM) [23] has been developed as an extension of the recurrent neural network with the advantages of learning long-range time dependencies.

### 5.1. Time Series Construction for Gridlock Prediction

The time series prediction methods have been developed over the years, advancing from simple regression techniques to statistical and intelligent algorithms. Short-term traffic flow prediction is a time series analysis that aims to predict traffic flow for a particular time based on historical traffic flow, as shown in Figure 10. This research adopted this concept to predict the severe road traffic congestion based on the historical time series congestion status of the intersections and gridlocks in the urban road network.


Figure 10. Time series prediction.
In our formulation, firstly, the time series observations of bottleneck indicators $B_{I_{1}}^{t}, \ldots, B_{I_{J}}^{t}$ and computed gridlock indicator $G_{L}^{t}$ for each $t$ are calculated. The values of all such indicators are then transformed to a multivariate time series of persistent bottleneck indicators for all intersections $\tilde{B}_{I_{1}}^{t}, \ldots, \tilde{B}_{I_{J}}^{t}$ and computed persistent gridlock indicator $\tilde{G}_{L}^{t}$, as defined earlier in Section 4.2. A multivariate time series is denoted as $X=\left\langle\tilde{B}_{I_{1}}^{T}, \ldots, \tilde{B}_{I_{J}}^{T}, \tilde{G}_{L}^{T}\right\rangle$ with time stamp $T$. To take into
account all the intersections that can form a potential gridlock loop, define $x^{t}$ as the vector of all persistent bottleneck indicators of $\tilde{B}_{I_{1}}^{t}, \ldots, \tilde{B}_{I_{J}}^{t}$ and persistent gridlock indicator $\tilde{G}_{L}^{t}$ for each $t$, as shown in Table 2. As indicated in Figure 10, to distinguish the time instances used in simulating detailed system dynamics and in obtaining the time series observations with the potentially more extended time sampling period, we change the previously used time indices from $t$ to $k$ for the following gridlock prediction formulation.

Table 2. Observation instances of observed and computed time series.

| Instance | Bottleneck |  |  |  |  |  | Gridlock |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x^{1}$ | $\tilde{B}_{I_{1}}^{1}$ | $\tilde{B}_{I_{2}}^{1}$ | . | . | . | $\tilde{B}_{I_{I}}^{1}$ | $\tilde{G}_{L}^{1}$ |
| $x^{2}$ | $\tilde{B}_{I_{1}}^{2}$ | $\tilde{B}_{I_{2}}^{2}$ | . | . | . | $\tilde{B}_{I_{J}}^{2}$ | $\tilde{G}_{L}^{2}$ |
| $x^{3}$ | $\tilde{B}_{I_{1}}^{3}$ | $\tilde{B}_{I_{2}}^{3}$ | . | . | . | $\tilde{B}_{I_{J}}^{3}$ | $\tilde{G}_{L}^{3}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $x^{T}$ | $\tilde{B}_{I_{1}}^{T}$ | $\tilde{B}_{I_{2}}^{T}$ | . | . | . | $\tilde{B}_{I_{J}}^{T}$ | $\tilde{G}_{L}^{T}$ |

Define the $k$-th observation value as the original time series value sampled at time $t=k T_{s}$ where $T_{s}$ denotes the length of the time sampling interval. The basic idea in this study is to predict the $k$-th observation $y^{k}$ fed to produce $\tilde{G}_{L}^{k T_{s}}$ from a finite set of $s$ time-lagged observations; we aim at predicting in a rolling forecasting fashion, herein defined as:

$$
\begin{equation*}
z^{k}=\left\{x^{(k-1) T_{s}}, \ldots, x^{(k-s) T_{s}}\right\} \tag{11}
\end{equation*}
$$

where $x^{(k-1) T_{s}}, \ldots, x^{(k-s) T_{s}}$ denote the corresponding time sampled values for the $k$-th observation. The input historical bottleneck and computed gridlock sequence are used to predict gridlock at the $k$-th observation. Figure 11 shows the unrolled network of time-lagged observation to predict $y^{k}$ over the set of time-lagged observations $z^{k}$. In the experiments, we consider $z^{k}=x^{(k-1) T_{s}}$, i.e., $s=1$ for the case of using one time-lagged observation, as well as trying to increase $s$, the number of time-lagged observations.


Figure 11. Unrolled LSTM network.

### 5.2. Formulation for the Prediction of the Time Sampled Persistent Gridlock Indicator

The LSTM has the advantage of capturing temporal information and is approved to be adopted in time series modeling. It is a special kind of recurrent neural network with a purpose-built memory cell representing long-term dependencies in the time series data.

The memory cell has three units, namely the input gate $\left(i^{k}\right)$, the forget gate $\left(f^{k}\right)$, and the output gate $\left(o^{k}\right)$, to maintain the information of a long period. The forget gate determines what information is required to be rejected from the input $z^{k}$. The input gate $i^{k}$ determines what information $z^{k}$ is required to be kept, and the output gate $o^{k}$ produces the output based on $z^{k}$. They are composed of a sigmoid neural network layer $(\sigma)$, pointwise multiplication operation, and tanh function, as depicted in Figure 12. $w_{f}, b_{f}, w_{i}, b_{i}, w_{o}$, and $b_{o}$ are the weight matrices and bias vectors of each gate. The gates are updated in LSTM by [23]:

$$
\begin{align*}
f^{k} & =\sigma\left(w_{f} \cdot\left[z^{k}, y^{k-1}\right]+b_{f}\right) \\
i^{k} & =\sigma\left(w_{i} \cdot\left[z^{k}, y^{k-1}\right]+b_{i}\right)  \tag{12}\\
o^{k} & =\sigma\left(w_{0} \cdot\left[z^{k}, y^{k-1}\right]+b_{0}\right)
\end{align*}
$$



Figure 12. LSTM memory cell for time series prediction of the persistent gridlock indicator with the time sampling interval of $T_{s}$.
After updating the gates, the updated values from the input and forget gates are used for updating the current state $c^{k}$ of the LSTM unit based on $\widetilde{c}^{k}$ and $c^{k-1} \cdot w_{c}$ and $b_{c}$ are the weight metrics and bias vector, and tanh is the activation function. The output $y^{k}$ is triggered by the output gate $o^{k}$ as defined in Equation (13), which yields the activated output to the next LSTM unit.

$$
\begin{align*}
& \widetilde{c}^{k}=\tanh \left(w_{c} \cdot\left[z^{k}, y^{k-1}\right]+b_{c}\right) \\
& c^{k}=f^{k} \cdot c^{k-1}+i^{k} \cdot \check{c}^{k}  \tag{13}\\
& y^{k}=o^{k} \cdot \tanh \left(c^{k}\right)
\end{align*}
$$

Additionally, the activation sigmoid function $\sigma$ is used to map the range of $[0,1]$, and the tanh function is applied to map the range of $[-1,1]$.

## 6. Evaluation of the LSTM Based Prediction Experiment on the Chula-SSS Dataset

This study used a dataset that has been collected from the GPS vehicles sampled from the calibrated Chula-SSS dataset in SUMO using different random seed numbers for a total of 100 simulated days (each from 6 am to 9 am ). The GPS data collection was periodically sampled every 60 s during the simulation time interval. To develop and evaluate the LSTM model, the dataset was divided into training data containing 80 simulated days and testing data containing the remaining 20 simulated days from a total of 100 simulated days. Each simulated day has 181 time steps (every 60 s within

6 am to 9 am ) and 6 features by combining the 5 persistent bottleneck indicators of 5 intersections and 1 persistent gridlock indicator. The important step is to select the model hyperparameters. In this investigation, the hyperparameters of LSTM include the number of neurons to improve the network's learning capacity, the number of epochs, and the batch size, as shown in Table 3. The number of epochs defines the number of times that the learning algorithm will work through the all training data. The models were developed with the standard Keras library [34]. Additionally, the standard gradient descent algorithm, ADAM [35], was used to update the weight values given the batch size value.

Table 3. Description of the LSTM model setup.

| Item | Description |
| :--- | :--- |
| Prediction Target | Gridlock labels $(0,1,2,3,4,5)$ |
| Input Variable | Multivariate time series observations for all intersections |
| Training Parameters | epochs, number of neurons, batch size |

To evaluate the effectiveness of the gridlock prediction model, we calculate the Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE) [36] in estimating the time sampled values of the persistent gridlock indicator. These metrics are calculated by comparing the time series's target values and the corresponding time series for the concatenation of all the testing data, each lasting for three hours. The proposed approach for predicting time series is applied to predict gridlock based on the bottleneck state for each intersection in the experiments with different sample sizes by varying the GPS vehicle penetration ratio in percentage and with various settings on the time-lagged observation period $\left(s T_{s}\right)$ and the time sampling interval $\left(T_{s}\right)$. Figures $13-15$ report the obtained results, i.e., the RMSE and the MAE, as well as the required computation time of LSTM.


Figure 13. RMSE with varied time-lagged observation period.


Figure 14. MAE with varied time-lagged observation period.


Figure 15. Computation time with varied time-lagged observation period.

### 6.1. Effect of Time-Lagged Observation Period

Firstly, the time-lagged observation period $\left(s T_{s}\right)$ was varied as $1,5,10,15,30$, and 60 min , as shown in Figures 13-15. Herein, the time sampling interval $\left(T_{s}\right)$ for every 60 s was used. Figure 13 shows the RMSE values for different time-lagged observation periods using 10 neurons of LSTM outputs linearly combined with the final dense layer with one prediction output, 10 epochs, and a batch size of 50 . Figure 14 shows the MAE values for different time-lagged observation periods using the same parameters. These hyperparameter values were searched by brute force and finally selected to show the achieved performance of LSTM in our considered case studies. To compare the prediction error values, this study considered as a baseline the lowest 1 min time-lagged observation period, i.e., LSTM is allowed to look back into the past for only 1 min . Figures 13 and 14 show that the RMSE and MAE eventually decrease with the increase of the past observation interval length allowable for LSTM based prediction. When the time-lagged observation is 1 min , there is a big gap between the RMSE values and the other time-lagged observations of 5 min to 60 min . It is understandable that the short historical observation interval cannot provide adequate information for accurate prediction. However, the gap of the RMSE and MAE values between 5 min and other time-lagged observation periods from 10 min to 60 min is relatively not as much as that from 1 min to 5 min .

Although a short historical observation interval does not generally provide accurate prediction, Figures 13 and 14 suggest that the RMSE and MAE values are still acceptable even at the 1 min time-lagged observation, i.e., less than 0.25 for RMSE and 0.05 for MAE from the presumed linear scale of five. On the other hand, if LSTM has more information on the extended time-lagged observation, the RMSE value is reducible to as low as 0.02 , and the MAE value is as low as 0.001 with the 60 min time-lagged observation. Therefore, the result confirms that LSTM has good performance over the whole practical range of time-lagged observations. The performance improves further when the input time-lagged observations are sufficiently long.

Although prediction accuracy is improved, if the number of time-lagged observations is increased, the computation is unavoidably increased, as shown in Figure 15. The computation time reported here is based on the currently used hardware of NVIDIA GeForce GTX 1080 Ti with 11 GB memory. At the 60 min time-lagged observation period, it is found that the computation time is up to 700 s or almost 12 min . Such a computation time can be further reduced if the hardware capacity is upgraded. In practice, engineers can design the needed hardware so that the computation can be completed within the time sampling interval, resulting in a real-time prediction effect.

Figure 16 shows the predicted and actual gridlock labels with 1 min time-lagged observation using the $5 \%$ sample size. Figure 17 shows the detection rate for all gridlock labels after prediction with LSTM. In Section 4.3, this study presents the effect of sample size to detect gridlock, and the detection rate is $80 \%$ on the sample size of $30 \%$ GPS vehicles. However, after prediction with LSTM,
our proposed LSTM model can predict more gridlock labels, 1,2 , and 3 , as low as the $1 \%$ sample, but the $1 \%$ sample cannot predict the gridlock labels 4 and 5 using the insufficient information of the loop. In Figure 17, the reported DR is $93 \%$ for the $5 \%$ sample size. This reported detection rate after LSTM confirms that LSTM has good performance using the time-lagged observation in the rolling forecast fashion.


Figure 16. Example of actual and predicted gridlock labels with the 1 min time-lagged observation using the $5 \%$ sample size.


Figure 17. Detection rate for all gridlock labels after prediction with LSTM.
In Figures 18 and 19, the reported RMSE and MAE values are decreased to as low as 0.03 and 0.001 with the 60 min time-lagged observation using the $3 \%$ sample. Therefore, the results confirm that the required minimum sample size of $3 \%$ GPS vehicles traveling on each link of the loop is enough to predict the gridlock. Using the mean speed of this penetration ratio of GPS vehicles, in practice, can successfully and effectively detect gridlock.


Figure 18. RMSE of sample sizes $3 \%$ to $5 \%$ with varied time-lagged observation period.


Figure 19. MAE of sample sizes $3 \%$ to $5 \%$ with varied time-lagged observation period.

### 6.2. Effect of Time-Sampling

A short time sampling interval of data collection refers to a high sampling rate, while a long time sampling interval of data collection refers to a low sampling rate. The higher sampling rate of GPS vehicle trajectories gives more sampling points to form the trajectory path. However, because of the strict limits of battery storage for hand-held GPS-embedded devices carried inside moving vehicles, they are often unable to collect high sampling rate data for a long period [37]. Therefore, the time sampling rate interval of GPS vehicle data is an important issue. To study the effect of the sampling interval in gridlock prediction, this study used the time sampling interval $T_{s}$ of the GPS vehicle data in Figures 20-22 at 5, 10, and 15 min . Like in Figures 13-15, we selected the LSTM hyperparameter values of 10 neurons, 10 epochs, and a batch size of 50 .


Figure 20. RMSE with varied time sampling.


Figure 21. MAE with varied time sampling.


Figure 22. Computation time with varied time sampling.
Our findings suggest that the time sampling interval directly affects the achievable accuracy of LSTM prediction for persistent gridlock indicators. In Figure 20, the reported prediction error increases as the time sampling interval increases. The prediction error obtained from the time sampling interval of 5 min is at most 0.4 for RMSE for the minimally required $5 \%$ GPS vehicle sample. However, a long time sampling interval results in a large RMSE value, for example up to 0.9 for RMSE for the 15 min time sampling. From the computation time point of view, the longer the time sampling interval, the less the computation time, as shown in Figure 22. For example, the 15 min time sampling lasts only around 6 s or 7 s .

In practice, one can evaluate the quantized gridlock label by rounding off the predicted gridlock label value first. In this case, an RMSE less than 0.5 should be considered as acceptable. Under such practical concerns, based on Figures 20-22, the proposed LSTM based model can predict the gridlock label for effectively 5 min into the future and at the affordable up to 15 s computation time. That lead time of 5 min is comparable to a reasonable cycle length of adjusting traffic signal lights. Therefore, by foreseeing such gridlock occurrences by one control cycle, at least, the operational traffic signal controller can adaptively try to correct its signal interval settings to either mitigate the occurring gridlock effects or prevent the gridlock from happening in the first place.

## 7. Conclusions

This study proposes bottleneck based gridlock prediction on simulated GPS vehicles using spatiotemporal time series analysis based LSTM. The investigation shows that LSTM can predict the gridlocks with a long range of time dependencies by conducting the experiments on different time-lagged observation periods and time sampling. The sample size of $30 \%$ GPS vehicles is needed for geographic data coverage of bottleneck and gridlock analysis before using LSTM. The RMSE result of 0.02 with the 60 min time-lagged observation confirms that LSTM prediction with current hardware capacity has satisfying performance if the input time-lagged observations are sufficiently long. The time sampling interval of 5 min reports 0.4 for RMSE with the required sample of $5 \%$ GPS vehicles. The reported results suggest the effect of time sampling using the data collection interval of 5 min . Our proposed LSTM model can predict the gridlock labels for effectively 5 min into the future with a 15 s computation time. Therefore, if our LSTM model has information on the previous time-lagged observation of a 5 min data collection interval, it can predict the future 5 min of the gridlock occurrences. The traffic signal controller can adapt to correct the signal timings to alleviate the gridlock effects in the loop. The reported RMSE and MAE values are decreased to as low as 0.03 and 0.001 , with the 60 min time-lagged observation using the $3 \%$ sample with LSTM. Therefore, the results confirm that the required minimum sample size of $3 \%$ GPS vehicles traveling on each link of the loop is enough to predict the gridlock. Using the mean speed of this penetration ratio of GPS vehicles,
in practice, can successfully and effectively detect the gridlock. The reported results suggest that the percentage of simulated GPS vehicles using different random seed numbers can give the possibility of bottleneck and gridlock identification, as well as gridlock prediction using LSTM.
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#### Abstract

This paper presents a novel method for predicting the traffic speed of the links on large-scale traffic networks. We first analyze how traffic flows in and out of every link through the lowest cost reachable paths. We aggregate the traffic flow conditions of the links on every hop of the inbound and outbound reachable paths to represent the traffic flow dynamics. We compute a new measure called traffic flow centrality (i.e., the $Z$ value) for every link to capture the inherently complex mechanism of the traffic links influencing each other in terms of traffic speed. We combine the features regarding the traffic flow centrality with the external conditions around the links, such as climate and time of day information. We model how these features change over time with recurrent neural networks and infer traffic speed at the subsequent time windows. Our feature representation of the traffic flow for every link remains invariant even when the traffic network changes. Furthermore, we can handle traffic networks with thousands of links. The experiments with the traffic networks in the Seoul metropolitan area in South Korea reveal that our unique ways of embedding the comprehensive spatio-temporal features of links outperform existing solutions.
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## 1. Introduction

Accurate prediction of speed on traffic networks helps improve traffic management strategies and generate efficient routing plans. However, precisely estimating the traffic speed in advance has been a non-trivial task since various factors determine traffic flows in many ways.

Various approaches have been used for traffic speed prediction using statistical methods [1-7] and machine learning with neural networks with deep hidden layers [8-18]. However, the existing solutions are mostly limited to estimating traffic speed for either a single road link or a small-scale sub-network with only a handful of traffic links (e.g., a crossroad). In reality, a road system is a large-scale connected graph with the traffic links affecting each other's traffic flow over time in a more complicated fashion that cannot be explained easily with a simple statistical model. The works without a broader view of the traffic links may not adequately unravel the hidden, but critical speed prediction factors.

In this paper, we adapt the node embedding techniques introduced by Hamilton et al. [19]. We represent the relationship between links with a feature vector whose size is invariant even when certain changes are made to the traffic networks' structure, such as the addition or deletion of roads.

We analyze how the traffic flows in and out of a link through reachable multi-hop paths computed with the Floyd-Warshall algorithm [20]. How the links impact each other given the traffic flow analysis is quantified through a novel metric we refer to as Traffic Flow Centrality (TFC). We combine the data related to TFC with the external conditions around each link, such as climate and time information (e.g., time of day, the indication of holidays). We use a recurrent neural network algorithm to correlate between the composite feature's temporal transition and the traffic speed of each link. Our method captures the traffic flow dynamics through sub-networks around every link without embedding the entire adjacency matrix. Therefore, our method is much more space efficient, and it can handle large-scale traffic networks with thousands of links. We also do not face the problem of considering irrelevant information such as the hollow points around traffic networks when they are represented either with a sparse adjacency matrix or raster graphics [10,18]. Our solution assesses the impact of the remote links in addition to the adjacent neighbors on traffic flows. Hence, with the broader contextual view and the exclusion of unnecessary information, we expect to outperform the works that based their speed prediction only on the limited view of adjacent links.

This paper is structured as follows: In Section 2, we first review the related work. In Section 3, we introduce the method for inferring traffic speed given the temporal transitions of links' composite contextual features that are modeled with a novel link embedding technique. In Section 4, we benchmark the performance of our approach against existing works, and we conclude in Section 5.

## 2. Related Works

In this section, we put our work in the context of various related research works on traffic speed prediction. Recently, artificial neural networks with deep hidden layers have gained popularity, as they are effective at modeling the non-linear traffic speed dynamics. Some of the notable works have employed FNNs (Fuzzy Neural Networks) [8,9], DNNs (Deep Neural Networks) [11,21], RNNs (Recurrent Neural Networks) [13,14], DBNs (Deep Belief Networks) [12,15], and the IBCM-DL (Improved Bayesian Combination Model with Deep Learning) [17] models. These works have shown more accurate speed prediction than the approaches that are based on classic statistical methods such as ARIMA (Auto-Regressive Integrated Moving Average) models [1-3], SVR (Support Vector Regression) [4,5], and K-NN (K-Nearest Neighbor) [6,7].

When the models are obtained by learning the pattern on a single specific link [1-3,13-15,17], the distinct features of other links may not be adequately accounted for. Thus, modeling the traffic speed pattern per individual link was discussed in [22]. Nonetheless, the work by Kim et al. [22] still did not reflect the substructure of the traffic network around each link.

The works presented in $[10,16,23,24]$ extracted spatial features from a visual representation of traffic networks. In particular, Zheng et al. [23] used a two-dimensional traffic flow that is embedded in Convolutional Neural Networks (CNN). They also used a Long Short-term Memory (LSTM) [25] algorithm to model long-term historical data. Similarly, Du et al. [16] represented the passenger flows among different traffic lines in a transportation network into multi-channel matrices with deep irregular convolutional networks. Guo et al. [10] analyzed the congestion propagation patterns based on the traffic observations recorded at fixed intervals in time and fixed locations in space. They represented the traffic observation in raster data. Then, all the raster data were fed into a 3D convolutional neural network to model the spatial information. They used a $3 \times 3$ convolutional kernel that includes the hollow points where no road lies and no traffic flows. The hollow points in the convolutional kernel may accidentally reflect stale traffic flows. Instead, Du et al. [16] used an irregular convolution kernel that refers to the traffic flow values from the adjacent traffic lines to fill in the values of the hollow points. These methods commonly exploit the CNN architecture that effectively models visual imagery [26-28]. Furthermore, a family of RNN algorithms such as GRU [29] and LSTM [25] was used so that repetitive temporal patterns can be discovered. However, these works did not capture the relation between the flow points on the two-dimensional spaces such as junctions, crossroads, and overpasses. Therefore, these models are susceptible to errors by correlating between irrelevant traffic flows. For instance,
they may confuse overpasses and overlapping roads as crossroads. Furthermore, these works did not address the impact of the external conditions on the traffic flow. Learning the correlation between traffic flows and weather parameters was useful for flow prediction, as presented in [12,30]. However, they overlooked the impact of the substructure around traffic links on traffic flows.

More recently, modeling the traffic flow based on the graph representation of the traffic networks has emerged. The works presented in [18,31-33] combined GNNs (Graph Neural Networks) [34,35] and RNNs to capture the temporal flow transition patterns given adjacency matrices that explicitly reflect the complex interconnections. These methods do not have to unnecessarily deal with the information irrelevant to the traffic flow, such as the hollow points in the visual traffic networks that Du et al. [16] had to consider forcefully.

ST-TrafficNet [33] used Caltrans PeMS (Performance Measurement System) data from around 20 links between intersection points and predicted traffic speed with stacked LSTM using a spatially-aware multi-diffusion convolution block. This PeMS data were from 350 loop detectors at 5 min intervals from 1 January 2017 to 31 May 2017. This model reflects spatial influence through multi-diffusion convolution with forward, backward, and attentive channels.

TGC-LSTM was used by Cui et al. [18] to predict the traffic speed on four connected freeways in the Greater Seattle Area. They used publicly available traffic state data from 323 sensor stations over the entirety of 2015 at 5 min intervals. With their model, traffic speed was predicted with the RMSE (Root Mean Squared Error) as low as 2.1. However, the GNN architecture has to be restructured whenever the traffic networks undergo some changes. This is because TGC-LSTM uses the entire adjacency matrix as an input to the GNN instead of embedding the features of individual traffic links. Upon any change to the traffic networks, we have to re-train from scratch with the newly updated GNN architecture. Furthermore, since TGC-LSTM uses a very large adjacency matrix, both the time and space complexity of modeling the network structure becomes high. However, more importantly, the larger the adjacency matrix is, the more sparse it becomes. Therefore, TGC-LSTM still faces the problem of incorporating unnecessary data such as the hollow points captured in a regular convolution kernel, as discussed in [10]. The shortcomings of these GNN-based approaches motivated us to devise a new method for embedding the characteristics of the traffic network.

We adapt the node embedding techniques introduced by Hamilton et al. [19]. We represent the relationship between links on the traffic network with a feature vector whose size is invariant even when any part of the network structure changes. We analyze how the traffic routes through a link via reachable lowest cost multi-hop paths that are computed with the Floyd-Warshall algorithm [20]. We compute every link's relative impact on other links based on its inbound/outbound traffic flow patterns and its neighbors' collective conditions. We refer to the relative cross-link impact value as Traffic Flow Centrality (TFC). We combine the features related to TFC with the external conditions around each link, such as climate and time information. We use a recurrent neural network algorithm to learn how such a composite feature change over time determines the traffic speed of each link.

Our method does not involve the process of embedding the entire adjacency matrix. Therefore, our solution is more space efficient and can easily handle large-scale traffic networks with thousands of links. Furthermore, it avoids incorporating irrelevant information such as the hollow points that can be present in traffic networks when they are represented with a sparse adjacency matrix or raster graphics $[10,18]$. Our solution considers the conditions of the remote links beyond the adjacent neighbors. By ruling out irrelevant information and having the broader contextual view, we expect to outperform the works that base their speed prediction myopically on the conditions of the adjacent links.

The advantage of our work, named TFC-LSTM, is summarized in Table 1, which shows the comparison between existing related works we have discussed so far. The "Traffic Network Structure" refers to the usage of the abstract representation of interconnections between links. The "Surrounding Conditions" refer to the consideration of external situations around links such as climate and time information. The "Traffic Flow Reachability Analysis" refers to the process of analyzing
the pattern of traffic flowing in and out of links through reachable paths. The "Centrality Analysis" refers to the usage of the link's relative influence on others. The "Chains of Neighbors" column indicates the consideration of remote neighbors besides the adjacent ones when capturing the substructure around a link.

Table 1. Comparison with other models. TFC, Traffic Flow Centrality.

| Prediction Models | Raw Data Usage |  |  | Traffic Network Representation |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Traffic Speed/Volume | Traffic Network Structure | Surrounding Conditions | Invariant Input Feature Vector Size | Traffic Flow Reachability Analysis | Centrality Analysis | Chains of Neighbors |
| TFC-LSTM | O | O | O | O | O | O | O |
| TGC-LSTM [18] | O | O | X | X | X | X | X |
| ST-3DNET [10] | O | O | X | X | X | X | X |
| DST-ICRL [16] | O | O | O | X | X | X | X |
| IBCM-DL [17] | O | X | X | X | X | X | X |
| DBN [15] | O | X | X | X | X | X | X |
| LSTM [13] | O | X | X | X | X | X | X |
| GRU [14] | O | X | X | X | X | X | X |
| DNN [12,22] | O | X | O | X | X | X | X |
| FNN [8,9] | O | O | X | X | X | O | X |
| K-NN [6,7] | O | O | X | X | O | X | X |
| SVR [4,5] | O | O | X | X | X | X | X |
| ARIMA [1-3] | O | X | X | X | X | X | X |

## 3. Methodology

We outline the overall procedure for predicting the link's speed on the traffic networks, as shown in Figure 1. Given raw data such as adjacency, distance, and speed in a data tensor, we compute reachability information such as hop count, distance, and cost of traffic flowing between a pair of source and destination links through a chain of neighboring links. Paired with other external features such as weather conditions, time of day, and day of the week, we expect that encoding the dynamics of the temporal traffic flows on the neighboring links would significantly improve the prediction of links' speed. How we generate the embedding of complex context-aware spatio-temporal features is explained in greater detail in Section 3.1. We model the correlation between the input feature and each link speed with a Long Short-Term Memory (LSTM) algorithm. We use 512 perceptrons in the hidden layer, ReLU for the activation function [36,37], and Adam for the optimizer [38,39].


Figure 1. The overall procedure for traffic link embedding and training for traffic speed prediction.

### 3.1. Link Embedding

Feature representation of a link is done in the following three steps: First, we abstract the traffic system as a link adjacency matrix $A$. A traffic network illustrated in Figure 2A is abstracted further as a directed graph structure, as shown in Figure 2B, with every directional link being uniquely identified. Figure 3A shows the link adjacency matrix for the sample traffic system in Figure 2A. $A_{l_{i} l_{j}}$ denotes whether traffic can flow from link $l_{i}$ to link $l_{j}$. For instance, according to the example in Figure 2A,
$A_{l_{2} l_{3}}=1$ since traffic can flow from $l_{2}$ to $l_{3}$. Otherwise, $A_{l_{2} l_{3}}$ equals 0 . We exclude the links through which no traffic can reach any other parts of the traffic system. For instance, $l 1$ and $l 16$ are disconnected from the rest of the traffic system. Figure 3B illustrates a matrix of the distance between every pair of adjacent links. Given $A_{l_{i} l_{j}}$, Figure 3C shows the speed of the traffic flowing from $l_{i}$ to adjacent link $l_{j}$.

(A) Network

(B) Relation of Network

Figure 2. Relation and bound of the network.

(A) Adjacency Matrix

(D) Hop Count of Reachable Paths

(B) Distance between Links

(E) Distance between Links via Reachable Paths

(C) Speed Matrix

(F) Cost (time) of reaching between Links

Figure 3. Matrices representing adjacency, distance, and information about reachable paths between links.
Second, we conduct a traffic flow reachability analysis. For every link $l$, we extract all inbound multi-hop paths through which traffic traverses towards $l$. Oppositely, we compute all outbound multi-hop paths through which the traffic originated from $l$ diffuses. Given $A_{l_{i} l_{j}}$, we run the Floyd-Warshall algorithm [20] to obtain the minimum time it takes to travel from every source link $l_{i}$ to all other destination links $l_{j}$, as shown in Figure 3F. We generate a matrix of hop counts and minimum distances from every source link $l_{i}$ to all other destination link $l_{j}$, as shown in Figure 3D,E, respectively. For instance, the traffic on $l_{5}$ (at Hop 3) takes $l_{6}$ (at Hop 2) to reach $l_{9}$ at time $t_{2}$ in Figure 4B as opposed to taking $l_{4}$ (at Hop 1) at time $t_{1}$ in Figure 4A due to the heavy congestion on $l_{4}$. After we obtain the paths, we discard the links through which traffic cannot reach the source link before the beginning of the next time window. For example, if the traffic on $l_{9}$ is too slow to reach the remote link
$l_{15}$ by the end of the current time window, then we discard $l_{15}$ from the reachable outbound path from $l_{9}$, as shown in Figure 5.

$$
\begin{gather*}
P_{\text {in }}=\sum_{i \in R}^{R} C_{\text {in }}, \quad P_{\text {out }}=\sum_{i \in R}^{R} C_{\text {out }}  \tag{1}\\
\rho F_{\text {in }}=\sum_{i \in R}^{R} \frac{v_{\text {in }_{i}}}{f_{\text {in }_{i}} d_{\text {in }_{i}}}, \quad \rho F_{\text {out }}=\sum_{i \in R}^{R} \frac{v_{\text {out }_{i}}}{f_{\text {out }_{i}} d_{\text {out }_{i}}}  \tag{2}\\
L_{x_{\text {in }}}=\frac{\rho F_{\text {in }}}{\sum_{i \in R}^{R} \rho F_{\text {in }}}, \quad L_{x_{\text {out }}}=\frac{\rho F_{\text {out }}}{\sum_{i \in R}^{R} \rho F_{\text {out }}}  \tag{3}\\
Z_{\text {in }}=\ln \left(\sum_{n \in N_{\text {in }}}^{N_{\text {in }}} \frac{L_{n_{\text {in }}}}{e^{\text {hop }}}\right), Z_{\text {out }}=\ln \left(\sum_{n \in N_{\text {out }}}^{N_{\text {out }}} \frac{L_{n_{\text {out }}}}{e^{\text {hop }}}\right)  \tag{4}\\
Z_{\text {in }}=\frac{Z_{n_{\text {in }}}}{\sum_{n \in N}^{N} Z_{n_{\text {in }}}}, Z_{\text {out }}=\frac{Z_{n_{\text {out }}}}{\sum_{n \in N}^{N} Z_{n_{\text {out }}}}  \tag{5}\\
\left|Z_{\text {in }}-Z_{\text {in }}^{\prime}\right|<\epsilon,\left|Z_{\text {out }}-Z_{\text {out }}^{\prime}\right|<\epsilon \tag{6}
\end{gather*}
$$


(B) Inbound Network focused on Link I9 (time $\mathrm{t}_{2}$ )

Figure 4. Extraction of inbound reachable paths and the computation of the inbound Z value for $I_{9}$.


Figure 5. Extraction of outbound reachable paths and the computation of the outbound Z value for $I_{9}$.

In the final step, we compute the $Z$ value for every link, which we refer to as the traffic flow centrality. Given the matrix of minimum time to travel from source link $l_{i}$ to destination link $l_{j}$ (Figure 6A), we count the number of inbound and outbound reachable paths ( $R$ ), ( $P_{\text {in }}$ and $P_{\text {out }}$ )for every link using Equation (1), as illustrated in Figure 6B. We also compute the speed and distance between every pair of adjacent links on the reachable paths. Equation (2) defines ( $\rho F$ ) as the weighted sum of the average traffic speed $(v)$ on every link $i$ on the multi-hop reachable paths. The weight of each intermediate link $i$ is the inverse of the product between the fanout $f$ and the distance $d$ to $i$, where $f$ specifically represents the number of alternate paths on a junction. The weight represents the impact on a given link the current traffic is either destined to or stemmed from. We expect the impact to be sensitive to the $f$ and $d$ values. For instance, we can capture the circumstance where the traffic on links with higher $f$ and $d$ values are less likely to move towards a target link $l$ than the traffic on a link with lower $f$ and $d$ values. This is because traffic on the link with higher $f$ and $d$ values is more likely to veer away by taking different turns on the junctions or halt the transition at any point on the path. As an example, computing the inbound and the outbound $\rho F$ values for the link $l_{9}$ is illustrated in Figure 6C,D. The aggregation steps above are to account for the traffic flow dynamics around every link.


(C) Inbound Network focused on Link I9

(D) Outbound Network focused on Link I9

Figure 6. An example of aggregating the traffic conditions of the neighboring links on reachable paths.

Note that the links adjacent to each other are also inter-dependent on each other with regards to computing their $Z$ values. Due to the inter-dependence, we have to compute Equations (4) and (5) iteratively until the condition on Equation (6) holds. We obtain a converged $Z$ value when Equation (6) is satisfied. We re-scale the $\rho F$ values to $L_{x}$ through normalization as specified in Equation (3). Suppose we have a set of adjacent inbound and outbound neighbors $N_{i n}$ and $N_{o u t}$, respectively, for a given link. Then, we take the sums of $L_{x} / e^{\text {hop }}$ of every neighbor in $N_{i n}$ and $N_{\text {out }}$. The division by $e^{h o p}$ reflects that the impact of a link's $L_{x}$ value on its immediate neighbor is inversely proportional to the hop distance between them. We take the natural logarithmic function on the sums as shown in Equation (4) and normalize the value as defined in Equation (5). Whenever Equation (4) repeats, $L_{n}$ is substituted by $Z^{\prime}$ obtained in the previous iteration. The $\epsilon$ value in Equation (6) is for determining the converged $Z$. We empirically set the $\epsilon$ value that leads to the most accurate link speed prediction. The iterative computation of the $Z$ value for every link in a traffic network is illustrated in Figure 7.

The traffic flow centrality is to capture the inter-link relationship, and we expect it to be one of the key factors for accurately predicting traffic speed. Intuitively, it is highly probable that a link would experience traffic swarming in and causing congestion, especially when a large portion of its immediate neighbors also experience high inbound traffic through the reachable paths. Furthermore, a link with several surrounding links that spread out traffic quickly is likely to disseminate its traffic more easily.


Figure 7. Iterative computation of traffic flow centrality for every link in the traffic network.
We embed the 7 features, $\left(V, P_{\text {in }}, P_{\text {out }}, \rho F_{\text {in }}, \rho F_{\text {out }}, Z_{\text {in }}, Z_{\text {out }}\right)$, into a vector for every link, where $V$ is the traffic speed. We make this link embedding more context-aware by simply concatenating an additional vector of external conditions surrounding the link. The external conditions include temperature, precipitation, time of day, day of the week, and an indication of whether a given day is a public holiday. The steps for generating the final input matrix we feed into a neural network for speed prediction is illustrated in Figure 8.

No matter how many adjacent neighbors a link has, the length of the input vector remains invariant, thus making our solution resilient to changes such as the addition or deletion of neighboring links. We do not take the entire adjacency matrix as an input to the prediction engine based on recurrent neural networks. Therefore, our approach becomes space-efficient. Our input vectors contain only the essential information instead of the initial raw adjacency matrix that is sparse. With every link expressed with highly distinct features, we expect it to yield better prediction results. Note that the input vectors are computed at every time window. In the following section, we introduce the method for modeling the transition of the features over time.


Figure 8. Generation of the input tensor reflecting the context-aware traffic flow centrality of every link.

### 3.2. Modeling the Temporal Patterns with Recurrent Neural Networks

Given the input matrix generated at a time window, we predict the traffic speed of every link in the next time window using recurrent neural networks, such as GRU and LSTM. With the hidden layers, we can model a complex non-linear relationship between the input and the output values. Specifically, the example of feeding in the input features of every link and predicting its speed through an LSTM network is illustrated in Figure 9. The states summarized in the previous time window are fed into the block of hidden layers at the subsequent time window. Besides the previous states, we feed in the updated input feature vectors of every link. By training this network, we can model the spatial information's temporal transition, such as the transition of the traffic system's structure, traffic flow dynamics, and external conditions. We also make the correlation between the traffic speed of each link and the temporal transition of the most comprehensive set of features to date.


Figure 9. Using LSTM for modeling the correlation between the temporal patterns and the speed prediction at every time window.

## 4. Evaluation

In this section, we evaluate our approach using the data from TOPIS (Seoul Traffic Operation and Information service) https:/ /topis.seoul.go.kr/, which contain hourly average speed information for the 4670 major traffic links in the Seoul metropolitan area. We obtained data at one hour intervals for 8760 h worth of data from 00:00 on 1 January 2018 to 23:00 on 31 December 2018. Temperature and precipitation information of each link was obtained from the nearest weather station. We retrieved the climate readings from KMA's https:/ / data.kma.go.kr/ AWS(Automatic Weather System). We took $60 \%$ of the data as a training set, $20 \%$ as a validation set, and the rest as the test set. The attributes of the dataset used in this paper are listed in Table 2 with basic statistics, units, measurement intervals, and data types.

Table 2. Data attributes.

| Data | Speed | Temperature | Precipitation | Day | Holiday |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Mean | 28.17 | 12.88 | 0.14 | - | - |
| Median | 25.62 | 13.7 | 0 | - | - |
| Max | 110.00 | 40.5 | 76 | 1 | 1 |
| Min | 0.74 | -27.1 | 0 | 0 | 0 |
| Unit | $\mathrm{km} / \mathrm{h}$ | ${ }^{\circ} \mathrm{C}$ | mm | - | - |
| Time <br> Interval | 1 h | 1 h | 1 h | 1 day | 1 day |
| Type | float | float | float | binary | binary |

We conducted our experiments on NVIDIA DGX-1 with an 80-Core (160 threads) CPU, 8 Tesla V100 GPUs with 32 GB of exclusive memory and 512 GB of RAM. NVIDIA DGX-1 was operated with the Ubuntu 16.04.5 LTS server, and the machine learning tasks were executed through the Docker containers. The machine learning algorithms were implemented with Python (v3.6.9), Tensorflow (v1.15.0), and Keras (v2.3.1) libraries. We used ReLU for the activation function [36,37] and Adam for the optimization function $[38,39]$. The learning rate was empirically set to 0.001 . The early stoppage was configured by setting the patience value to 200 through Keras. To measure the prediction
performance, we employed the metrics as follows: (1) MAE (Mean Absolute Error) (Equations (7)); (2) RMSE (Root Mean Squared Error) (Equation (8)); and (3) MAPE (Mean Absolute Percentage Error) (Equation (9)). $y_{t}$ and $\hat{y}_{t}$ are the predicted speed and the actual speed, respectively. $n$ is the number of test cases. The $\epsilon$ value for checking the convergence of the $Z$ value, as defined in Equation (6), was empirically set as shown in Table 3. With $\epsilon=0.005$, we were able to achieve the lowest MAPE.

$$
\begin{array}{r}
M A E=\frac{1}{n} \sum_{t=1}^{n}\left|y_{t}-\hat{y}_{t}\right| \\
R M S E=\sqrt{\frac{1}{n} \sum_{t=1}^{n}\left(y_{t}-\hat{y}_{t}\right)^{2}} \\
M A P E=\frac{1}{n} \sum_{t=1}^{n}\left|\frac{y_{t}-\hat{y}_{t}}{y_{t}}\right| * 100 \tag{9}
\end{array}
$$

Table 3. Prediction performance according to the convergence condition ( $\epsilon$ ) setting.

| Epsilon | MAE | RMSE | MAPE |
| :---: | :---: | :---: | :---: |
| 0.1 | 2.60 | 4.40 | 10.84 |
| 0.05 | 2.69 | 4.48 | 11.16 |
| 0.01 | 2.63 | 4.41 | 11.07 |
| 0.005 | 2.50 | 4.28 | 10.39 |
| 0.001 | 2.69 | 4.43 | 11.15 |
| 0.0005 | 2.59 | 4.36 | 10.79 |
| 0.0001 | 2.54 | 4.32 | 10.51 |

### 4.1. Measurement of Prediction Performance

We measured the prediction performance between various approaches denoted as DNN, TFC-DNN, GRU, TFC-GRU, LSTM, and TFC-LSTM. The prefix TFC- stands for Traffic Flow Centrality, and it represents the following seven novel features that we introduced in Section 3, i.e., $V, P_{\text {in }}, P_{\text {out }}$, $\rho F_{\text {in }}, \rho F_{\text {out }}, Z_{\text {in }}$, and $Z_{\text {out }}$. We evaluated the effectiveness of the information about external conditions such as climate and date information separately. DNN, GRU, and LSTM are the artificial neural network architectures we employed for machine learning. Table 4 contains the prediction performance of each approach. For each model, we picked the empirically best hyper-parameter settings, such as the number of hidden layers, perceptrons per layer, and the number of time windows for the recurrent neural networks. For double hidden layers, we had 64 and eight perceptrons for the first and the second layer, respectively. For a single hidden layer, we used 512 perceptrons. We cited the representative existing works that fall under the prediction model categories that do not use our techniques. We did not compare the methods that could not deal with the traffic networks that scale to thousands of links. MSE values during the training and validation stage are plotted on the graphs in Figure 10. MSEs converged at epoch $=400$.

The consideration of every link's external conditions was effective only when used by LSTM and TFC-LSTM. On the other hand, we observed that using the features related to traffic flow centrality consistently led to improvement over the baseline approaches. However, when both the external conditions and the features related to traffic flow centrality were used with LSTM, i.e., TFC-LSTM, we achieved the lowest MAPE of 10.39.

Table 4. Comparison of prediction performance.

| Prediction Models | Usage of Surrounding <br> Condition Information | Hidden Layer Structure <br> (\# of Perceptrons per Layer) | \# of Time <br> Windows | MAE | RMSE | MAPE |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| DNN [12,22] | No | Double layers (64-8) | - | 4.05 | 6.25 | 15.58 |
|  | Yes | Double layers (64-8) | - | 4.36 | 6.42 | 17.36 |
| TFC-DNN | No | Double layers (64-8) | - | 3.84 | 5.98 | 15.27 |
|  | Yes | Double layers (64-8) | - | 3.96 | 6.01 | 17.02 |
| GRU [14] | No | Single layer (512) | 18 | 3.70 | 5.51 | 14.42 |
|  | Yes | Single Layer (512) | 18 | 7.52 | 10.20 | 31.12 |
| TFC-GRU | No | Single layer (512) | 18 | 2.85 | 4.60 | 11.42 |
|  | Yes | Single Layer (512) | 18 | 6.20 | 8.12 | 22.57 |
| LSTM [13] | No | Single layer (512) | 18 | 2.88 | 4.91 | 11.89 |
|  | Yes | Single Layer (512) | 18 | 2.64 | 4.48 | 10.87 |
| TFC-LSTM | No | Single layer (512) | 18 | 2.63 | 4.47 | 11.38 |
|  | Yes | Single layer (512) | 18 | 2.50 | 4.28 | 10.39 |

The DNN-based approaches without the information about the external conditions performed poorly compared to the recurrent neural network models because it does not model the temporal transitions of the link features.


Figure 10. MSEs during training and validation.

### 4.2. The Effect of Reachable Path Length Cutoff

We noticed that a link in the Seoul traffic system could be reached from any other links within an hour regardless of the distance, even during rush hours with heavy traffic, according to the Floyd-Warshall algorithm we used for retrieving the lowest cost inbound and outbound paths between any OD pairs. It turns out that the Floyd-Warshall algorithm retrieved several unrealistic reachable paths between any OD pairs by ignoring specific restrictions on some of the traffic links. For example, the algorithm generated some routes that included wild U-turns that are not allowed on some roads. As a result, path lengths measured as the number of hops tended to be excessively long. Thus, we were unnecessarily taking into account the state of the links for which it is practically impossible to influence the state of the remote links.

One possible solution to this problem is to have a shorter time window than an hour. However, TOPIS only makes the hourly data available to the public. Therefore, we revised the algorithm to limit the path length instead. When overall traffic flows at the lowest average speed, we limited the reachable inbound and outbound path lengths to 15 hops. On the other hand, for the period when overall traffic flows at the highest average speed, we relaxed the length limit to 45 hops. Furthermore, the link's low speed may be attributed to the congestion on the neighboring links in the vicinity. Thus, reachability from other links to the low-speed link is also limited. Therefore, it is sufficient to consider only the links in proximity. Compared to the period of lowest average traffic speed ("Lowest Speed

Period" in Table 5), the reachability of the traffic from one link to the others is higher during the highest average traffic speed period. Thus, for such a period ("Highest Speed Period" in Table 5), we considered the states of the other links within a wider range. Our simple revision of the algorithm is empirically proven to be effective, as shown in Table 5. It shows the prediction performance for different path length cutoff settings. We observed that our approach performed most effectively with an MAPE of 10.39 when the range of neighboring links to consider was proportional to the traffic's average speed.

Table 5. The effect of reachability path length limit on speed prediction.

| Lowest Speed Period | Highest Speed Period | MAE | RMSE | MAPE |
| :---: | :---: | :---: | :---: | :---: |
| 15 hops | 15 hops | 2.61 | 4.38 | 10.83 |
| 30 hops | 30 hops | 2.51 | 4.30 | 10.48 |
| 45 hops | 45 hops | 2.61 | 4.40 | 10.96 |
| 15 hops | 45 hops | 2.50 | 4.28 | 10.39 |
| 45 hops | 15 hops | 2.63 | 4.44 | 10.98 |

### 4.3. The Discussion on Scalability

One of the merits of our approach is the capability to predict the traffic speeds even for a very large-scale traffic network such as the road system of Seoul. The larger the traffic network is, the higher the opportunity is to predict speed accurately. This is because we can consider more conditions around the links that are often overlooked by the existing works. The works that only consider the conditions of adjacent neighbors [18] exhibited a decline in prediction accuracy compared to what was originally reported and performed worse than our approach. This is because their approaches were unableto capture the farther away links' highly probable influence.

Naively feeding in the raw adjacency matrix was the most space inefficient approach [40,41]. We could not even compare the prediction performance with such approaches, as they quickly encountered out-of-memory errors when dealing with Seoul's large-scale road system. Our approach is agnostic of the scale of the network and even the structure change. Regardless of the scale and any changes, we ran the aggregation functions to compute the fixed-length input feature vector concerning the traffic flow centrality. Therefore, we did not need to restructure the neural network architecture upon changes to the traffic system (i.e., addition/deletion of links, change of adjacent links).

However, we dealt with a fragment of the entire national traffic system in South Korea. The traffic networks in Seoul are connected to the systems in other districts such as Gyeonggi Province and Incheon metropolitan area. Due to the fragmented view, we accidentally identified the links that bridge between different traffic networks as dead-ends, as shown in Figure 11. We could not accurately reflect the traffic flow centrality for these dead-end links. The $Z_{\text {out }}$ value was zero for these dead-end links because there is no way out. The $Z_{i n}$ value is not credible as the inbound traffic from other regions was not accounted for. The inaccurate $Z$ values on the dead-end may negatively impact the neighboring links' $Z$ values.

For this issue, we applied the average $Z$ value of the whole system as the $Z$ value of the dead-end links, which still cannot be viewed as an ideal solution. This motivated us to venture into applying our approach to predicting speed prediction for all the links in the entire national traffic system. By expanding the view of the traffic network, we expect the accuracy to improve further. This is planned to be done soon after we are given integrated traffic information from all Korean regions.


Figure 11. Bridge links between traffic networks subject to analysis and out-of-range traffic network accidentally being recognized as dead-end links.

## 5. Conclusions

We presented a novel method for describing the dynamic circumstances around any given traffic links. Specifically, by using a new measure called traffic flow centrality, we were able to concisely express the dynamics of the traffic flow in and out of any given link. Through this measure, we can reflect on the inherently complex ways in the interconnected traffic links affecting each other. Combined with the information about the external conditions surrounding the links, e.g., climate and time of day, the new features and their temporal patterns are used for predicting traffic speed. According to the information available from TOPIS (Seoul Traffic Operation and Information service), training with the LSTM algorithm given our comprehensive spatio-temporal features yielded the lowest prediction error with an MAPE of 10.39. Our experiment also shows that our solution is easily applicable to large-scale traffic systems. We could predict the traffic speed on the road network with thousands of links, unlike the existing works without any efficient feature embedding approaches.

As future work, we plan to apply our solution to the nation-wide traffic system.
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## Abbreviations

The following abbreviations are used in this manuscript:
OD Origin and Destination
TFC Traffic Flow Centrality (Z value)
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#### Abstract

Automated Vehicles (AVs) are expected to dramatically reduce traffic accidents that have occurred when using human driving vehicles (HVs). However, despite the rapid development of AVs, accidents involving AVs can occur even in ideal situations. Therefore, in order to enhance their safety, "preventive design" for accidents is continuously required. Accordingly, the "preventive design" that prevents accidents in advance is continuously required to enhance the safety of AVs. Specially, black ice with characteristics that are difficult to identify with the naked eye-the main cause of major accidents in winter vehicles-is expected to cause serious injuries in the era of AVs, and measures are needed to prevent them. Therefore, this study presents a Convolutional Neural Network (CNN)-based black ice detection plan to prevent traffic accidents of AVs caused by black ice. Due to the characteristic of black ice that is formed only in a certain environment, we augmented image data and learned road environment images. Tests showed that the proposed CNN model detected black ice with $96 \%$ accuracy and reproducibility. It is expected that the CNN model for black ice detection proposed in this study will contribute to improving the safety of AV s and prevent black ice accidents in advance.
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## 1. Introduction

As discussions on the fourth industrial revolution become more active, there is a movement to utilize big data, artificial intelligence, and 5G. Among them, Automated Vehicles (AVs), a collection of various technologies, are attracting attention in the transportation field. AVs are expected to bring effects such as improving mobility for the vulnerable and reducing traffic congestion costs and are expected to minimize human and material losses in terms of preventing traffic accidents caused by driver negligence [1,2]. Currently, various companies such as Google, NVIDIA, and Tesla are developing and experimenting with AV systems, and each country is reorganizing its institutional foundation to prepare for the commercialization of AVs. Despite these efforts, however, traffic accidents continue to occur in autonomous driving situations, and the social acceptability of AVs has emerged due to Uber's pedestrian deaths in 2018 [3-5]. In order to solve these problems fundamentally, Germany and the United States have issued an ethics guideline for AVs [6,7]. The guidelines specify the need to develop principles to cope with dilemma situations, along with information on the preventive design of the AVs to avoid accidents. Preventive design of AVs is an issue about risk management that can occur in a realistic driving environment, changing from passive safety systems to active safety systems research [8]. In addition, recently, there has been a change in the tendency toward preventing accidents themselves by learning all the accident situations related to AVs [9]. While various preventive design
studies are being carried out, there is a lack of research on preventing black ice accidents, which are the main cause of large-scale traffic accidents in winter. Black ice is a thin ice film formed on the road by combining rain and snow with pollutants such as dust, which is likely to lead to fatal accidents because it is difficult to identify with the naked eye. As black ice is considered to be a potential accident factor even in the era of commercialization of AVs, it is expected that technologies that can detect it in advance, and thus prevent accidents, will be required. Therefore, we will adopt the Convolutional Neural Network method, which is known to detect object's images most effectively, to present measures for preventing AV-related black ice accidents in the study.

This study is conducted in the following order: Section 2 discusses the research on the use of Convolutional Neural Networks (CNN) in the field of transportation and derives the differentiation of this research, while Seciton 3 sets up the CNN model learning environment for the detection of black ice. Seciton 4 identifies and analyzes learning results through models, and Seciton 5 presents implications and future studies with a brief summary.

## 2. Literature Review

In this chapter, we consider existing detection methods for black ice and studies using CNN in the transportation field to derive the differentiation of this study.

### 2.1. Black Ice Detection Methods

Methods for detecting black ice include sensors [10-12], sound waves [13,14], and light sources [15]. Habib Tabatabai et al. (2017) [10] conducted a study to detect black ice, ice and water in roads and bridges using sensors embedded in concrete. In this study, a sensor that detects the road surface condition was proposed through the change of electrical resistance between stainless steel columns inside concrete. As a result of conducting experiments under various surface conditions, it was suggested that the proposed sensor can effectively detect the road condition, thereby preventing various accidents. Nuerasimuguli ALIMASI et al. (2012) [11] conducted a study to develop a black ice detector consisting of an optical sensor and an infrared thermometer. The study was conducted in Route 39 around Sekihoku Pass, Hokkaido, and was conducted on a total of six road conditions (dry, wet, "sherbet", compact snow, glossy compacted snow, black ice) and diffuse reflection and reflection. As a result of the experiment, black ice had a large specular reflection $\left(R_{s}\right)$ and a small diffuse reflection $\left(R_{D}\right)$ was measured, resulting in a low $\left(R_{S} / R_{D}\right)$ value. Youngis E. Abdalla et al. (2017) [12] proposed a system for detecting black ice using Kinect. The types of ice (Soft Ice, Wet Snow, Hard Ice, Black Ice) were classified and the thickness and volume of the ice were measured using Kinect. Experiments have shown that the types of ice formed in the range of 0.82 m to 1.52 m from the camera can be distinguished, and the error rate of measured thickness and volume is very low, suggesting that black ice can be detected by utilizing Kinect. Xinxu Ma et al. (2020) [15] studied a black ice detection method using a three-wavelength non-contact optical technology. The study conducted an experiment to distinguish dry, wet, black ice, ice and snowy conditions using three wavelengths ( $1310 \mathrm{~nm}, 1430 \mathrm{~nm}, 1550 \mathrm{~nm}$ ). As a result of the experiment, it was confirmed that black ice was detected through the reflectance of each wavelength, and it was suggested that it can be used as basic data for the development of equipment to detect road conditions.

### 2.2. Deep Learning Applications to Intelligent Transportation

Artificial Intelligence (AI) methodologies are currently being used in various fields, and CNN studies using image data for the detection of vehicles and pedestrians, detection of traffic signs, and detection of road surface are actively carried out in the transportation field.

First of all, for vehicle and pedestrian detection, studies using AlexNet [16,17], VGG (Visual Geometry Group) 16 [18], Mask R-CNN [19], and Faster R-CNN [20,21] existed, and a comparative analysis of the performance of Faster R-CNN and YOLO (You Only Look Once) [22,23]. Lele Xie et al. (2018) [24] conducted a vehicle license plate detection study at various angles using CNN-based

Multi-Directive YOLO (MD-YOLO). The study proposed an ALMD-YOLO structure combining CNN and MD-YOLO, and compared the performance of various models (ALMD-YOLO, Faster R-CNN, SSD (Single Shot multibox Detector), MD-YOLO, etc.) and found that the newly proposed ALMD-YOLO had the best performance. It also suggested that the simple structure of the model reduced the computational time and that a high-performance multi-way license plate detection model could be established. Ye Yu et al. (2018) [25] proposed a CNN-based Feature Fusion based Car Model Classification Net (FF-CMNET) for the precise classification of vehicle models. The above study utilized FF-CMNET, which combines UpNet to extract the upper features of the car's frontal image and DownNet to extract the lower features. Experiments have shown performance better than traditional CNN methodologies (AlexNet, GoogLeNet, and Network in Network (NIN)) in terms of extracting the car's fine features. M. H. Putra et al. (2018) [26] conducted a study using YOLO to detect people and cars. Unlike the traditional YOLO structure, the above study proposed a modified YOLO structure using seven convolutional layers and compared their performance. As a result of the study, the modified YOLO's $11 \times 11$ grid cells model had a lower mAP compared to the traditional YOLO model, but had better processing speed. In addition, tests with actual images showed that small-sized people and cars could be extracted.

Second, in the case of traffic sign detection, there have been many studies using the basic CNN structure [27-30], Mask R-CNN [31,32], and Faster R-CNN [33,34]. Rongqiang Qian et al. (2016) [35] conducted a study using Fast R-CNN to recognize traffic signs on road surfaces. To enhance the performance of the model, the experiment was conducted by utilizing MDERs (Maximally Stable Extremal Regions) and EdgeBoxes algorithms in the object recognition process. The results of the experiment showed that the Recall rate was improved, with an average precision of $85.58 \%$. Alexander Shustanov and Yakimov, P. (2017) [36] conducted a CNN model design study for real-time traffic sign recognition. The study used modified Generalized Hough Transform (GHT) and CNN, with $99.94 \%$ accuracy. It was also confirmed that the proposed algorithm could process high-definition images in real time and accurately recognize traffic signs farther away than similar traffic sign recognition systems. Lee, H.S. and Kim, K. (2018) [37] conducted a study using CNN to recognize the boundaries of traffic signs. They designed CNN based on SSD architecture, and unlike previous studies, they proposed a method of estimating the positions of signs and converting them into boundary estimates. Experiments have confirmed that various types of traffic sign boundaries can be detected quickly.

Finally, studies of road surface detection were reviewed to identify road surface conditions and to detect road cracks. Juan Carrillo et al. (2020) [38] and Guangyuan Pan et al. (2020) [39] are both studies that identify road surface conditions. The above studies divided the data into three and four classes and compared the performance of the CNN model. Studies found that up to $91 \%$ accuracy was derived, and CNN showed excellent performance in road surface identification. In the road crack detection study, Janpreet Singh et al. (2018) [40] conducted a study using Mask R-CNN to detect road damage in images taken with smartphones. The data utilized 9053 road damage images taken with smartphones, and the CNN's structure utilized Mask R-CNN. Experiments have confirmed that road damage is detected effectively, showing high accuracy and 0.1 s processing speed. Zheng Tong et al. (2018) [41] conducted a study to classify the length of asphalt cracks using DCNN (Deep Convolutional neural networks). Data collection was conducted in various places and weather conditions, and the data were divided into eight classes from 0 cm to 8 cm in 1 cm increments. As a result of the experiment, the accuracy was $94.36 \%$ and the maximum length error was 1 cm , and it was suggested that the length of the crack can be classified as well as the existence of a simple crack. Baoxian Li et al. (2020) [42] conducted a study using CNN to classify road crack types. Road cracks were classified into a total of five types (non-crack, transverse crack, longitude crack, block crack, alligator crack) and four models were designed using the basic CNN structure. As a result of the experiment, the accuracy of the four models designed was $94 \%$ or more. It was also confirmed that CNN, which has a $7 \times 7$ size of the reactive field, was the best choice for crack detection.

### 2.3. Summary

In summary, it was confirmed that various studies using black ice detection research and CNN in the transportation field are in progress. In addition, a study on CNN in the transportation sector has been conducted to detect the most important objects that make up road environment, such as pedestrians, vehicles, traffic signs, and road surfaces, and object detection using CNN shows a fast processing speed and high accuracy. In spite of such studies, it is expected that there is a limit to preventing black ice accidents in advance due to problems such as the installation of traditional black ice detection systems. Accordingly, this study proposes a method to detect black ice by identifying road conditions based on the CNN technique to prevent black ice accidents in AVs

## 3. Learning Environment Setting

CNN is a type of AI that uses convolutional computation, which emerged in 1998 when Yann LeCun proposed the LeNet-5 [43]. CNN is one of the most popular methodologies in image analysis, with features that maintain and deliver spatial information on images by adding synthetic and pooling layers to existing Artificial Neural Networks (ANN) to understand dimensional characteristics. As we considered earlier, there are various studies using CNN in the transportation sector, but the study of black ice detection on the road has only thus far been conducted using other methodologies (sensors and optics) $[10-15]$ other than research using AI. Black ice is reckoned to be a potential accident factor in the future era of AVs as it leads to large-scale collisions in winter due to features that are hard to distinguish with the naked eye. Accordingly, we will perform the detection of black ice by utilizing the CNN technique, which is considered to have excellent performance in object detection using images, rather than the traditional black ice detection methods.

The proposed learning environment of the CNN model for black ice detection consists largely of data collection and preprocessing, model design and the learning process. In this chapter, we set up the data collection, 1st preprocessing, and 2nd preprocessing, and the model was designed and learning undertaken (see Figure 1).


Figure 1. Learning Environment Setting Process.

### 3.1. Data Collecting and Preprocessing

This chapter consists of data collection for learning black ice detection, 1st preprocessing, and 2 nd preprocessing.

### 3.1.1. Data Collection

In data collection, the method of data collection and the splits on the collected data were performed.

## 1. Data Collection

For learning, image data was collected using Google Image Search, and data was collected in four categories: road, wet road, snow road and black ice. During the collection process, image data taken in various regions and road environments were obtained, and a total of 2230 image data were collected as shown in Table 1.

Table 1. The Number of Image Data.

|  | Road | Wet Road | Snow Road | Black Ice | Total |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Number | 730 | 610 | 570 | 320 | 2230 |

## 2. Data Split

We split various regional and road environment data collected through Google Image Search. This is the process of removing objects that interfere with the extraction of features, such as road structures, lanes, and shoulder, within the image so that the characteristics of each category can be clearly identified. In this process, there were pros and cons depending on the size of the data (see Table 2). Smaller data sizes have disadvantages in identifying image characteristics compared to larger cases, but they have the advantages of having a large number of images and having deep neural network implementations. On the other hand, when the data are large, feature extraction can be more accurate because it can clearly identify the characteristics of the image compared to the smaller image, but the disadvantage is that the number of images is reduced and the deep neural network is difficult to implement. Accordingly, in this study, data crop was carried out in $128 \times 128$ px size to proceed with learning through deep neural network and large number of images. The results of the data split are shown in Figure 2.

Table 2. (Dis) advantage by data size.

|  | $256 \times 256 \mathrm{px}$ | $128 \times \mathbf{1 2 8} \mathbf{~ p x}$ |
| :---: | :--- | :--- |
| Advantage | Easy to identify image characteristics | Large number of images <br> Deep neural network can be implemented |
| Disadvantage | Small number of images <br> Unable to implement deep neural network | Hard to identify image characteristics |



Figure 2. The results of the data split.

### 3.1.2. 1st Preprocessing

In the 1st Preprocess, the channel setup and data padding for learning were performed.

## 1. Channel Setup

The color image of $128 \times 128 \mathrm{px}$ obtained earlier through data split has the advantage of being easy to identify the characteristics of the data in the form of three channels. However, since there are three channels of data, the size of the data is large, which limits the number of learning data and the implementation of deep neural networks, this study has transformed the data into black and white image data to conduct learning (see Table 3).

Table 3. Features of RGB, GRAYSCALE.

|  |  | RGB |
| :---: | :--- | :--- |
| Number of Channels | 3 Channels | GRAYSCALE (Black and White) |
| Feature | Large data size | Small data size |
| Advantage | Easy to identify image characteristics | No limit on the number of learning data <br> Deep neural networks can be implemented |
| Disadvantage | Limited number of learning data <br> Deep neural network impossible to implement | Hard to identify image characteristics |

## 2. Data Padding

Data padding is one of the ways to resize learning images by adding spaces and meaningless symbols to the end of existing data. As a result of learning without data padding in the augmentation conducted during the 2nd preprocess of this study, very low accuracy ( $25 \%$ ) and high loss values were identified (Table 4). This is because the edges of the image data are distorted by the data enhancement. Accordingly, in this study, the image data were padded to prevent distortion of the edges of the data.

Table 4. Data Augmentation and Learning Results.

|  | Original Data | Padding Data |  |
| :---: | :---: | :---: | :---: |
| Data augmentation results |  |  |  |
|  |  |  |  |
|  | Loss |  |  |
|  |  |  |  |

During the 1st preprocessing, during which channel setup and data padding were performed, image data of $150 \times 150$ px in GRAYSCALE format were obtained as follows: There are 4900 road and wet road image data and 4900 snow road and black ice image data (Table 5).

Table 5. Number of data through 1st preprocessing.

| Class | Size | Number |
| :---: | :---: | :---: |
| Road |  | 4900 |
| Wet road |  | 4900 |
| Snow road |  | 3900 |
| Black ice |  | 3900 |
|  | Total |  |

### 3.1.3. 2nd Preprocessing

In the 2nd preprocessing, there was a limit to collecting more diverse image data through Google Image Search, so data sets were built through data augmentation to increase their accuracy.

For AI learning models, large amounts of data are essential for high accuracy and prevention of overfitting [44]. In particular, black ice, which is intended to be detected in this study, is characterized by seasonal characteristics and unusual forming conditions that do not occur in many places. As a result, the data collection process did not collect a large amount of data compared to the other data. Accordingly, to improve the accuracy of CNN proposed in this study, the ImageDataGenerator function provided by the Keras library [45] was used to augment the data under the conditions in (Table 6).

Table 6. Setting Data Augmentation Value.

| Transformation Type | Value |
| :---: | :---: |
| Rotation | 20 |
| Width shift | 0.15 |
| Height shift | 0.15 |
| Zoom | 0.1 |

The process of building a data set through data augmentation is as follows. From the previously obtained 17,600 sheets of data, 1000 were randomly extracted per class and set as test data. Since then, the data have been augmented using the ImageDataGenerator function for the rest data, which has built 10,000 data per class. The train data and validation data were then set at 8:2. Accordingly, the final data set was set to 8:2:1 in all classes to proceed with the learning (Figure 3 and Table 7).


Figure 3. (a) Numbers of 1000 data are randomly selected and set as test data; (b) data augmentation with ImageDataGenerator functions; (c) train data and validation data set at $8: 2$ ratio.

Table 7. Dataset for class.

| Class | Train Data | Validation Data | Test Data | Total |
| :---: | :---: | :---: | :---: | :---: |
| Road |  |  |  |  |
| Wet road <br> Snow road <br> Black ice | 8000 | 2000 | 1000 | 11,000 |

### 3.2. CNN Design and Learning

The structure of the CNN model used in this study consists of the Feature Extraction and Classification as shown in Figure 4. In the feature extraction, two convolutional layers, two max-pooling layers, and one dropout layer were arranged to conduct two iterations (Figure 4a). Each layer was then arranged once and repeated twice (Figure 4b). In addition, we used ReLU (Rectified Linear Unit), which has a fast learning speed and prevents gradient vanishing [46], as the activation function. In the case of kernel size of the convolutional layer, $(3,3)$ was applied because the repetition of $(3,3)$ has a fast learning speed and extracts features well [47]. The Stride of the max pooling layer was $(2,2)$, and the Dropout rate of the dropout layer was experimentally applied 0.2. In the classification, the Fully-Connected layer and the Dropout layer were alternately placed, Softmax was applied to the output layer (Figure 4c), and the SGD (Stochastic Gradient Descent) Optimizer was used for high experimental accuracy. In addition, we applied 200 epochs, 32 batch size and the earlystopping function for optimizing the model and preventing overfitting. The earlystopping function terminates learning when there is no room for improvement in the model. Therefore, we designed this study to stop learning if the validation loss does not update the minimum value within 20 times (see Table 8)


Figure 4. CNN model structure; (a) after placing the convolutional layer and the max-pooling layer twice, place the dropout layer once and repeat training twice; (b) place the convolutional layer, the max-pooling layer and dropout layer once and repeat training twice; (c) fully-connected and dropout layers are alternately placed and softmax is applied to the output layer.

Table 8. CNN Model Setup Value.

| Class | Value |
| :---: | :---: |
| Activation Function | ReLU |
| Kernel size | $(3,3)$ |
| Strides | $(2,2)$ |
| Dropout rate | 0.2 |
| Optimizer | SGD |
| Epoch | 200 |
| Batch size | 32 |
| Earlystopping | 20 |

## 4. Result

### 4.1. Result

Based on the CNN model, the loss of train data and test data was found to be 0.008 and 0.097 , respectively, and the accuracy was 0.998 and 0.982 , respectively (see Figure 5 and Table 9).

For more detailed learning results analysis, performance indicators by class were identified with train data and test data. First, we analyzed a confusion matrix for train data and checked the classification results by class. Confusion matrix is a matrix for comparing the predicted class with the actual class to measure the prediction performance through training, with the $x$-axis representing the predicted class and the $y$-axis representing the actual class. The results of the Confusion matrix
(Figure 6) showed that some mutual confusion occurred between black ice and snow road, and when the actual class was wet road, it was predicted as road.


Figure 5. Training result: (a) The $x$-axis of the left graph represents the value of Epoch, the $y$-axis represents the value of loss; (b) the $x$-axis of the right graph represents Epoch, and the $y$-axis represents accuracy.

Table 9. Training Result.

| Class | Loss | Accuracy |
| :---: | :---: | :---: |
| Train | 0.008 | 0.998 |
| Test | 0.097 | 0.982 |



Figure 6. Confusion matrix; A matrix written to measure the prediction performance through training, the $x$-axis represents the predicted class and the $y$-axis represents the actual class. The results showed that $(x, y)=($ snow road, black ice $)=35,($ black ice, snow road $)=11,($ road, wet road $)=13$.

Secondly, the calculation and analysis of accuracy, precision, and recall of each class was conducted on test data. The calculation results of each performance indicator are shown in Table 10. This shows that the accuracy of black ice, wet road and snow road is measured as relatively low, which is estimated to be the result of loss of light characteristics in the same way as the Confusion matrix analyzed earlier. However, the average values of accuracy, precision and call were $0.982,0.983,0.983$, and 0.983 ,
which are considered to have produced significant learning outcomes, even though the data are not relevant to learning.

Table 10. Accuracy, precision, recall results by class.

| Class | Accuracy | Precision | Recall |
| :---: | :---: | :---: | :---: |
| Road | 0.996 | 0.99 | 1.00 |
| Wet road | 0.989 | 0.99 | 0.99 |
| Snow road | 0.981 | 0.97 | 0.98 |
| Black ice | 0.961 | 0.98 | 0.96 |
| Average | 0.982 | 0.983 | 0.983 |

### 4.2. Discussion

The 69-car collision on the Virginia Expressway in December 2019 and the traffic collision on the Yeongcheon Expressway in Korea in December of the same year were all caused by black ice. As such, casualties from black ice accidents continue to occur worldwide. To prevent this, measures such as installing grooving (a construction method that makes small grooves on the surface of the road to reduce braking distance), installing LED signs, and installing heat wires on the road are currently being proposed. However, since the proposed measures are not a preliminary measure to prevent accidents, a proactive strategy to prevent black ice accidents is being devised. Accordingly, the study was conducted to detect black ice in advance using AI methodologies to extract high accuracy. As further confirmed earlier, the existing black ice detection method is expected to present a prevention measure using light $[10,15$ ], as a methodology using light sources is used. This strategy is due to the light reflection feature of black ice, and the image data used in this study also needs to be considered. As confirmed by the analysis results, we have checked that the black ice and snow road appear in the Confusion matrix, and we will explain the cause through the train data of two categories. Figure 7 shows the RGB version of train data, with black ice data showing reflections of light, and snow road data showing snow crystals and slush. However, in this study, because the neural network was designed low due to the limitations of computing and the transformation to GRAYSCALE was carried out (Figure 8), it was difficult to clearly identify these characteristics, resulting in confusion between the two classes and relatively low black ice accuracy of the test data.


Figure 7. RGB version of train data (black ice and snow road); in the case of black ice, it can be seen that it shimmers due to light reflection, and in the case of snow data, snow crystals and slush appear.


Figure 8. GRAYSCALE version of train data (black ice and snow road); relative to the data in the previous figure, the reflection of black ice and snow crystals and slush are not clearly identified.

### 4.3. Application Method

We propose an application that can take advantage of the CNN-based black ice detection method we proposed. It will offer a means of preventing accidents by being mounted on AVs and CCTVs. First of all, it is expected that the camera attached to the vehicle will be able to detect black ice in advance by pre-learning the detection of black ice in accordance with the engineering characteristics of AVs. In addition, CCTV is expected to become an important medium for C-ITS (Cooperative Intelligent Transport System) in the future, so it is expected that it can be installed in a proper black ice accident prediction area to prevent accidents. CCTV and cameras installed in AVs are used to forward information on the presence or absence of black ice to nearby vehicles and take measures to undertake a detour of the area or reduce vehicle speeds to prevent major accidents caused by black ice.

## 5. Conclusions

This study conducted a study using a CNN to detect black ice that is difficult to judge visually in order to prevent black ice accidents in AVs. Data were collected via classification into four classes, and each class's train, validation, and test data were set through pre-processing of split, padding, and augmentation. Unlike the DCNN model, the CNN model proposed in this study was designed to be relatively simple but showed an excellent performance with an accuracy of about $96 \%$. This suggests that it is more effective to optimize the neural network depth according to the object to be detected rather than to detect black ice by increasing the amount of computation through a complex neural network model. In addition, in this study, a neural network was designed and learned through GRAYSCALE as a feature of black ice mainly formed at dawn, but it was found that some specific classes were confused due to the loss of light characteristics. Accordingly, we plan to conduct research on neural network design that is more optimized for black ice detection by utilizing RGB images in the future. Additionally, since the data were collected through Google Image Search, only images detected close to the object are classified. Accordingly, we plan to construct a CNN model applicable to various situations by setting the distance and angle to the object to be detected in various ways [48-50] in the future.

This study is significant in that black ice, which is deemed a potential risk factor even in the era of AVs, was detected using AI, not sensors and wavelengths. It is expected that this will prevent black ice accidents of AVs and will be used as basic data for future convergence research.
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#### Abstract

Due to the advanced spatial data collection technologies, the locations of vehicles on roads are now being collected nationwide, so there is a demand for applying a micro-level emission calculation methods to estimate regional and national emissions. However, it is difficult to apply this method due to the low data collection rate and the complicated calculation procedure. To solve these problems, this study proposes a vehicle trajectory extraction method for estimating micro-level vehicle emissions using massive GPS data. We extracted vehicle trajectories from the GPS data to estimate the emission factors for each link at a specific time period. Vehicle trajectory data was divided into several groups through a k-means clustering method, in which the ratios of each operating mode were used as variables for clustering similar vehicle trajectories. The results showed that the proposed method has an acceptable accuracy in estimating emissions. Furthermore, it was also confirmed that the estimated emission factors appropriately reflected the driving characteristics of links. If the proposed method were utilized to update the link-based micro-level emission factors using continuously accumulated trajectory data for the road network, it would be possible to efficiently calculate the regional- or national-level emissions only using traffic volume.


Keywords: vehicle GPS data; driving cycle; micro-level vehicle emission estimation; link emission factors; MOVES

## 1. Introduction

Emissions from on-road mobile sources depend on the driving characteristics of the vehicles. The emission calculation methods are largely divided into macro-level approaches that consider the average speed of vehicles traveling along the roads as a driving characteristic and micro-level methods that reflect the change in instantaneous speed of individual vehicles as a driving characteristic [1]. Since the data on average speed, distance traveled (or link length), and traffic volume on the road section, which are necessary input data for calculating macroscopic emissions, is basically built and managed in the traffic network data, it is relatively easy to calculate the total emissions of the traffic network. For this reason, the macro-level emission estimation method has been generally applied and utilized for calculating the emissions from on-road mobile sources in different regions and countries [2-4]. However, in the macro-level emission estimation method using the average speed as the deterministic variable, the amount of vehicle emissions may be under- or overestimated because this method cannot capture the instantaneous changes in the vehicle driving speeds, such as stop-and-go traffic situations [5,6]. For this reason, there have been many claims that the micro-level emissions method should be applied in estimating regional and national emissions.

A number of previous studies have mounted GPS equipment onto only experimental vehicles to collect the vehicle trajectory data and estimate the vehicle emissions [7-9]. However, with the advancement of electronic communication technology, vehicle trajectories are being continuously collected nationwide by using vehicle navigation devices, digital tachographs (DTGs), and mobile devices, which have become available for estimating vehicle emissions [10-12]. The collection of vehicle trajectory data has become easier, and the range of spatio-temporal data collected has been expanded. As a result, it is possible to estimate micro-level emissions from the collected vehicle trajectory data.

However, there are some practical difficulties associated with adopting the micro-level approach at the regional and national levels. First, developing micro-level emission factors requires a large amount of time and cost. For vehicles with various fuel types, fleet sizes, and model years, it is necessary to conduct multiple driving tests, measure emissions under various operating conditions, and derive emission factors suitable for the micro-level emission estimation method. A fast solution is to use micro-level emission factor databases from other countries. In fact, the U.S. Environmental Protection Agency's (U.S. EPA) Motor Vehicle Emission Simulator (MOVES) [13] can estimate micro-level vehicle emissions, and it has been applied in various studies from many countries [14-18] even though the approach should be taken with caution because the classification method for vehicle types and emission standards vary by country. The second problem is related to the acquisition of vehicle trajectory data, which is required to calculate micro-level vehicle emissions. In the case of collecting the link average speed of traffic flow, the average speed data can be easily collected from traffic information systems, such as loop detectors. However, estimating vehicle emissions with micro-level emission models is limited because it requires second-by-second vehicle trajectory data. It would be ideal to collect the trajectories of all vehicles driving along the roads to estimate the emissions of local or national on-road mobile sources on a micro-level basis, but that is highly impractical. Therefore, it would be useful to apply vehicle emissions, which are estimated at a micro level, at the regional and national levels with an easier and faster method.

This study proposes a representative vehicle trajectory extraction method for estimating micro-level vehicle emissions with a limited amount of vehicle trajectory data, such as that from DTGs or mobile devices. In the method, MOVES is used for analyzing vehicle emissions at a micro level, and vehicle trajectory data is divided into several groups through a k-means clustering method, in which the ratios of each operating mode (OpMode) in MOVES are used as cluster variables for clustering similar vehicle trajectories.

The rest of this paper is organized as follows: Section 2 describes the uniqueness of the representative vehicle trajectory extraction methodology used in this study, and Section 3 explains the proposed network-level micro-level emission estimation procedure, representative vehicle trajectory extraction method, and micro-level emission factor derived from this study. Section 4 presents the results of applying the proposed method to navigation data collected in Bucheon, Gyeonggi-do in Republic of Korea. Section 5 presents the effects of using the accumulated vehicle trajectory data on the method. In Section 6, the implications learned from the analysis results and the limitations of this study are discussed. The conclusions for this study are mentioned in Section 7.

## 2. Literature Review

To apply the micro-level emission estimation method to on-road mobile sources, it would be ideal to collect the trajectories of all vehicles running on the road and put the data into the micro-level emission calculation program. However, doing so is highly impractical, and even if it were not, it would be inefficient because it takes a large amount of time to calculate the micro-level emissions from all driving vehicles in the transportation network. To overcome this limitation, the U.S. EPA has developed MOVES [13], and several studies have incorporated vehicle trajectories (called driving cycles) into MOVES, which represent driving characteristics by vehicle type, road type, and level of service (LOS) [19-22]. However, it is not suitable to use the MOVES driving cycle in countries other than the United States because the road geometry, vehicle type composition ratio, and driver's driving
characteristics that determine the driving characteristics of a vehicle vary among countries [23,24]. Therefore, some studies conducted in countries other than the United States have applied MOVES with adjusted base emission rates to analyze vehicle emissions in those countries [19-21].

Another solution is to collect vehicle trajectory data from on-road mobile sources in the target area to be analyzed. The individual vehicle trajectories used in most studies were collected from a GPS device installed in a driving vehicle [7-9] or extracted from a microscopic traffic simulation model [25,26]. The vehicle trajectory data is collected or extracted from several vehicle types, including cars, trucks, and buses. Therefore, distinguishing the data by vehicle type is crucial for calculating vehicle emissions. Several studies have applied cluster analysis methods $[27,28]$ to extract representative vehicle trajectories. Moreover, variables used to distinguish similar types of vehicle trajectories have included average speed, average acceleration, average deceleration, time proportion of idling mode/cruising mode/acceleration mode/deceleration mode/creeping mode, frequency of vehicle stops, mean length of driving period, average number of acceleration-deceleration changes, and root mean squared acceleration, which are aggregates representing the corresponding characteristics [29].

Previous studies associated with cluster analysis were performed to classify the vehicle trajectories into the representative driving cycles by vehicle type and road type. This study utilizes cluster analysis to assemble the vehicle trajectories of the same vehicle type on the same road section at the same time intervals into several similar vehicle trajectory groups and then uses the representative patterns of each group for estimating the corresponding highway link-based vehicle emissions. This process is expected to reflect the various driving situations that can occur in the same context. If aggregated characteristics, such as average speed and maximum acceleration, are used as variables for clustering, these measures cannot be used for micro-level emission estimation. Thus, the MOVES OpMode distribution, which can be used immediately for estimating micro-level vehicle emissions in MOVES, is applied as a variable for cluster analysis.

## 3. Methods

### 3.1. Micro-Level Emission Estimation Method Using Individual Vehicle Trajectory Data

### 3.1.1. Micro-Level Emission Factor

The MOVES's micro-level emission estimation methodology is applied to calculating emissions with trajectories of individual vehicles collected from vehicle navigation, odometer (i.e., DTG), and mobile devices. The MOVES database stores the basic emission factors for each pollutant at OpMode by each vehicle type, which is subdivided by fuel use, size, year of manufacture, and vehicle age. MOVES provides the result of calculating the emissions according to various conditions, such as the vehicle type composition ratio, fuel compound characteristics, and temperature and humidity on the road section.

In this study, the base emission rates for each vehicle type from the MOVES database are applied to calculate the basic emission factors at the OpModes of passenger cars, trucks, and buses, as shown in Appendixes A-C. In order to make these tables, the ratios of each subdivided vehicle type (size, fuel, vehicle age) of the target year 2017 in Bucheon, Gyeonggi-do, which is an analysis target area collected from the Korea vehicle registration information, are used as weighted values. $\mathrm{CO}, \mathrm{NO}_{\mathrm{x}}, \mathrm{PM}_{10}, \mathrm{PM}_{2.5}$, and $\mathrm{CO}_{2}$ are selected as the pollutants to be estimated, and the unit of the emission factors is $\mathrm{g} / \mathrm{sec}$. The emissions are calculated in this study without considering the adjustment for climatic conditions.

### 3.1.2. MOVES OpMode

Location information in the vehicle trajectory of an individual vehicle was collected from vehicle navigation and DTG data. After the speed per second is calculated with the distance from the change in vehicle location per second, the acceleration per second can be calculated. Then, the vehicle-specific power (VSP) per second is calculated with Equation (1), which is an equation for MOVES VSP [30].

The terms A, B, and C have different values for each vehicle type, and a suitable value for the corresponding vehicle type among the values presented in MOVES should be found and applied. Next, OpMode per second is found among 23 OpModes according to the VSP range and speed range (see Appendixes A-C):

$$
\begin{equation*}
P_{V, t}=\frac{A v_{t}+B v_{t}^{2}+C v_{t}^{3}+m v_{t}\left(a_{t}+g \sin \theta_{t}\right)}{m} \tag{1}
\end{equation*}
$$

where $P_{V, t}$ : VSP (kW/ton) for vehicle $V$ at time $t$, $t$ : time $(\mathrm{s}), v_{t}$ : speed $\left(\mathrm{m} / \mathrm{s}^{2}\right), a_{t}$ : acceleration $\left(\mathrm{m} / \mathrm{s}^{2}\right)$, $m$ : weight (ton), A: rolling resistance ( $\mathrm{KWsec} / \mathrm{m}$ ), B: rotating term $\left(\mathrm{KWsec}{ }^{2} / \mathrm{m}^{2}\right), \mathrm{C}$ : aerodynamic drag term (KWsec $\left.{ }^{3} / \mathrm{m}^{3}\right)$, g: acceleration due to gravity $\left(9.81 \mathrm{~m} / \mathrm{s}^{2}\right)$ and $\theta_{t}$ : road grade (degrees).

After finding the emissions per second corresponding to the OpModes from the emission factor table of the corresponding vehicle type, the emissions from the vehicle are calculated through the aggregation process. When it is necessary to aggregate the emissions by road section on the traffic network, the location information per second can be utilized to match the link ID suitable for the node ID and link ID of the traffic network, and the emissions for each link can be calculated.

### 3.2. Extraction of Representative OpMode Distribution and Estimation of Micro-Level Emission Factors

### 3.2.1. Concept

Emissions from individual vehicles can be estimated with vehicle trajectory data collected from GPS devices by the method described in Section 3.1. The problem is that the total amount of emissions cannot be calculated because it is not possible to collect the driving trajectory data from all vehicles in the target area. One way to consider is to make the extracted vehicle trajectories from the results of the microscopic traffic simulation network model, which can replace the actual vehicle trajectories. However, it has several disadvantages. First, it is not easy to calibrate a traffic simulation network model to make it similar to the actual traffic network. Second, if the target area is changed, the method can be applied only after establishing a new simulation network for that area. Furthermore, even if this method enables all the vehicle trajectories of the entire network to be acquired, calculating emissions from all vehicles in a large network using the micro-level emission estimation method would require a lot of time.

Another alternative is to find representative vehicle trajectories on the target road section at the analysis time interval for each vehicle type (passenger cars, trucks, buses), calculate emissions from those vehicles' trajectory data, and use the calculation results to estimate emissions from all vehicles in the road section at the analysis time interval. Because the traffic volume for each vehicle type in the analysis time interval of the target road can be obtained by using ITS equipment or the traffic volume estimation model, the total emissions can be calculated by multiplying the traffic volume by the emissions from the representative vehicle trajectories. This method has the advantage of higher efficiency in calculating regional vehicle emissions because the calculated emissions based on the representative vehicle trajectories from each road section can be used as emission factors ( $\mathrm{g} / \mathrm{veh}$ ) for each road section. On that basis, in this study, this method has been applied to extract the trajectory of a vehicle, which has representative driving characteristics, from the vehicle trajectory data of some vehicles that passed the corresponding road section at the corresponding time interval.

Several studies aimed at developing representative vehicle trajectories have been established. For example, a representative link driving cycle by vehicle type, road type, and LOS has been developed for MOVES. However, it is not appropriate to apply their driving cycles to estimate regional vehicle emissions. The first reason is that the concept of the measurement link of the MOVES driving cycle is different from the link in the transportation network of the node link system. The former is closer to the travel route concept, while the latter refers to a road section whose length can vary and is shorter than a travel route. The second reason is that the concept of driving cycle is different between the MOVES driving cycles and the extracted representative link vehicle trajectories in this study. The MOVES
driving cycles are developed to represent vehicle driving characteristics of various road types. On the other hand, this study extracts the representative vehicle trajectories to reflect the various driving situations that can appear in each link based on the driving data collected from each link. In other words, the driving characteristics of the same vehicle type that runs on the same road at the same time interval should have many similarities, as well as certain differences. For example, in the case of an arterial road, there will be a difference in vehicle trajectories between a vehicle experiencing traffic delay due to signals and one that is not. Thus, this study intends to classify vehicle trajectories into several similar groups and use the center of each group as a representative vehicle trajectory.

Figure 1 is a diagram showing the procedure for estimating the micro-level link emission factors required to calculate the emissions at the network level by using the collected vehicle trajectory data. The following section explains each process in detail.


Figure 1. Process of Developing Link Emission Factors.

### 3.2.2. Calculate OpMode Distribution of Vehicle Trajectory

First, the vehicle trajectories of the same vehicle type on the same road section at the same time interval are collected. The vehicle trajectory data includes link ID, vehicle ID, recording time, and speed at each time point (in sec). Second, the VSP per second is calculated by the method described in Section 3.1.2 for each vehicle trajectory, and OpModes per second are classified for each vehicle trajectory. Then, the frequency for each of the 23 OpModes is calculated, and the ratios of each OpMode are calculated and stored. Each vehicle trajectory has 23 new variables, which are the ratios of each OpMode.

### 3.2.3. Trajectory Clustering

Before performing cluster analysis, outliers are removed from the vehicle trajectory dataset to filter out unusual driving cases that have not passed through the entire link or have stopped for a long time. Cluster analysis is performed to assemble the data into several similar vehicle trajectory groups. The k-means method is used to find the optimal number clusters and the center of each cluster. As a variable for each cluster analysis, the ratio by OpMode, which can describe the characteristics of the vehicle trajectory, is used. As in previous studies, aggregated characteristics, such as average speed and maximum acceleration, could be used as variables for clustering, while the ratio for each OpMode was selected as a cluster analysis variable. The main purpose is to utilize the value of the center of each group, which is the OpMode distribution, for micro-level emission calculation. Another purpose is to use the same scaled cluster variables. Using the values of the cluster center, the emissions of the cluster center can be calculated. The weighted average of emissions of all vehicles is obtained by applying the cluster size as a weight, which means the emissions per vehicle on the corresponding road section. It can be used as a micro-level link emission factor.

### 3.2.4. Calculate Link Emission Factor

After cluster analysis, the OpMode distribution and cluster size of each cluster center are extracted, which are used to calculate the emissions of all clusters by Equation (2):

$$
\begin{equation*}
\text { Emissions }_{p o l}=\sum_{1}^{k}\left(\left(\sum^{\text {opmode }} R_{\text {opmode }} * E F_{\text {opmode, } p o l}\right)_{k} * \text { size }_{k} * \text { meanTT }\right) \tag{2}
\end{equation*}
$$

where $\left(\sum^{\text {opmode }} R_{\text {opmode }} * E F_{\text {opmode, pol }}\right)_{k}$ : represents the emissions of cluster $k, R_{\text {opmode }}$ is the ratio of each OpMode, $E F_{\text {opmode, pol }}$ the OpMode emission factors by pollutants (pol, in $\mathrm{g} / \mathrm{sec}$ ), $k$ is the cluster number, size $_{k}$ is the cluster size and meanTT is the average driving time of vehicle trajectories

Finally, as shown in Equation (3), by dividing the total emissions by the total number of vehicles used in the cluster analysis, the micro-level link emission factor of the vehicle type is calculated by the following:

$$
\begin{equation*}
\operatorname{micLEF}_{p o l}=\text { emissions }_{p o l} / \text { number of vehicles } \tag{3}
\end{equation*}
$$

where $m i c L E F_{p o l}$ : micro-level emission factor ( $\mathrm{g} / \mathrm{veh}$ ).
According to the collected vehicle trajectory data, the data will be spatio-temporally expanded and applied to the regional and national levels. A database of micro-level link emission factors for a nationwide traffic network can be established. The procedure for estimating the micro-level link emission factors should be performed by vehicle type and analysis time interval on each road section. When a vehicle type-specific traffic volume database is provided, the emissions from all the vehicles on the traffic network will be easily calculated by applying the database of micro-level link emission factors for a nationwide traffic network.

## 4. Case Study

In the case analysis, emissions were estimated based on the method described in Section 3 by using the navigation data collected from actual roads, and it was investigated whether such a method produces accurate emission calculation results as intended. As the target roads, as shown in Figure 2, one section of the highway (about 1 km long) and one section of the arterial road (about 600 m long) in Bucheon, Gyeonggi-do in the Republic of Korea are selected to inspect whether the method reflects the driving characteristics of uninterrupted flow and interrupted flow, respectively. The target road sections are shown in Figure 2, and their attributes are described below.


Figure 2. Study Area. (Map source: Google Maps).

- Selected freeway link

$$
\begin{array}{ll}
\circ & \text { Road name: Seoul Jeil Sunwhan Expressway } \\
\circ & \text { Number of lanes: Four per direction } \\
\circ & \text { Speed limit: } 100 \mathrm{~km} / \mathrm{h}
\end{array}
$$

- Selected arterial link
- Road name: Sosaro
- Number of lanes: two per direction
- Speed limit: $60 \mathrm{~km} / \mathrm{h}$


### 4.1. Data Collection

The navigation data was acquired in December 2017, and among the data on 13 December (Wednesday), the driving data on the morning peak hours (07:00-09:00), non-peak hours (13:00-15:00), and afternoon peak hours (17:00-19:00) for the northbound and southbound parts of each road section was extracted. Table 1 summarizes the number of vehicle trajectories collected for each analysis unit, showing that the vehicle trajectories corresponding to approximately $2-7 \%$ of the traffic volume were collected. After extracting the vehicle position in seconds from the navigation data, the data was organized into vehicle-specific driving trajectory data to calculate the speed per second and acceleration per second. Because most of the navigation data was provided from passenger cars, the analysis was conducted by considering the passenger car as the vehicle type.

### 4.2. Cluster Analysis Results

Cluster analysis was performed for each of the 12 groups listed in Table 1, and Table 2 summarizes the results. Among the collected vehicle trajectories, the data showing outliers in terms of the travel time was removed before the cluster analysis. Most of the removed vehicle trajectories were from vehicles that did not pass through all sections of the corresponding road. Table 2 shows the criteria for outlier removal and the number of selected vehicle trajectories. The cluster analysis results reveal that
the best number of clusters for highway data is 7 to 8 and the ratio of goodness of fit is about 0.6 to 0.8 . The results also show that the best number of clusters for the arterial road data is 6 to 8 and the ratio of goodness of fit is about 0.8 to 0.9 .

Table 1. Acquired vehicle trajectories.

|  |  |  | Total Number of Trajectories | Traffic Volume ${ }^{4}$ (veh/hour) | Collecting Ratio |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Freeway Link | North bound | AM peak ${ }^{1}$ | 288 | 7128.5 | 2.0\% |
|  |  | Off peak ${ }^{2}$ | 430 | 7284.5 | 3.0\% |
|  |  | PM peak ${ }^{3}$ | 382 | 7527 | 2.5\% |
|  | South bound | AM peak | 364 | 4487 | 4.1\% |
|  |  | Off peak | 608 | 4062 | 7.5\% |
|  |  | PM peak | 508 | 4022.5 | 6.3\% |
| Arterial Links | North bound | AM peak | 51 | 1375.5 | 1.9\% |
|  |  | Off peak | 83 | 1440.5 | 2.9\% |
|  |  | PM peak | 98 | 1635.5 | 3.0\% |
|  | South bound | AM peak | 50 | 1709 | 1.5\% |
|  |  | Off peak | 81 | 1268.5 | 3.2\% |
|  |  | PM peak | 98 | 1289 | 3.8\% |

${ }^{1} 07: 00-09: 00,{ }^{2} 13: 00-15: 00,{ }^{3} 17: 00-19: 00,{ }^{4}$ Estimated traffic volume provided by the Korean Traffic Database.

Table 2. Summary of trajectory clustering.

| Time Period | Freeway |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AMpeakNorthbound <br> offpeak |  | PMpeak | AMpeakSouthbound <br> offpeak |  | PMpeak |
| Total trajectories | 288 | 430 | 382 | 364 | 608 | 508 |
| ATT, Average travel time (s) | 111.84 | 138.16 | 90.86 | 234.8 | 163.77 | 176.55 |
| Outlier upper limit (s) | -82.5 | -70.75 | -80.5 | -360.5 | -88 | -178 |
| Outlier lower limit (s) | 217.5 | 207.25 | 223.5 | 819.5 | 360 | 526 |
| Selected trajectories | 74 | 134 | 92 | 95 | 110 | 125 |
| ATT (s) of selected trajectories | 103.27 | 99.26 | 107.16 | 93.18 | 90.8 | 100.46 |
| Best number of Clusters | 7 | 7 | 8 | 8 | 7 | 8 |
| Clustering Fitness | 0.7944 | 0.7068 | 0.6906 | 0.7131 | 0.6563 | 0.6269 |
|  | Arterial |  |  |  |  |  |
| Time period | AMpeak | Northbound offpeak | PMpeak | AMpeak | Southbound offpeak | PMpeak |
| Total trajectories | 51 | 83 | 98 | 50 | 81 | 98 |
| ATT, Average travel time (s) | 279.1 | 286.19 | 318.23 | 280.9 | 271.28 | 306.7 |
| Outlier upper limit (s) | -439.75 | -45.88 | -60.75 | -449 | -81 | -67 |
| Outlier lower limit (s) | 998.75 | 388.38 | 621.25 | 983 | 378 | 597 |
| Selected trajectories | 22 | 23 | 21 | 19 | 20 | 21 |
| ATT (s) of selected trajectories | 515.05 | 193.7 | 240.29 | 525.21 | 185.8 | 243.43 |
| Best number of Clusters | 6 | 6 | 8 | 7 | 6 | 8 |
| Clustering Fitness | 0.9284 | 0.8407 | 0.8693 | 0.9502 | 0.8001 | 0.9033 |

### 4.3. Emission Estimation Results

The emissions of air pollutants $\left(\mathrm{CO}, \mathrm{NO}_{\mathrm{x}}, \mathrm{PM}_{10}, \mathrm{PM}_{2.5}\right.$, and $\left.\mathrm{CO}_{2}\right)$ were estimated based on the method described in Section 3. The estimated emissions were compared with the results obtained by estimating emissions using each individual vehicle trajectory through the micro-level emission estimation method of MOVES. As shown in Table 3, the difference in the emissions calculated by the two methods is insignificant, at $1-4 \%$ for the highway and $1-6 \%$ for the arterial road. The results prove that the proposed method has acceptable accuracy in estimating emissions.

Table 3. Comparison of link emission estimation results.

| Freeway Northbound |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AMpeak |  |  | offpeak |  |  | PMpeak |  |  |
|  | A ${ }^{1}$ | B ${ }^{2}$ | $\mathrm{R}^{3}$ | A | B | R | A | B | R |
| $\mathrm{CO}(\mathrm{g})$ | 94.6 | 97.55 | 1.03 | 156.98 | 158.23 | 1.01 | 113.87 | 116.67 | 1.02 |
| $\mathrm{NO}_{\mathrm{x}}(\mathrm{g})$ | 4.46 | 4.624 | 1.04 | 8.128 | 8.248 | 1.01 | 5.868 | 6.091 | 1.04 |
| $\mathrm{PM}_{2.5}(\mathrm{~g})$ | 0.0227 | 0.0236 | 1.04 | 0.0366 | 0.0369 | 1.01 | 0.0254 | 0.0261 | 1.03 |
| $\mathrm{PM}_{10}$ (g) | 0.0254 | 0.0265 | 1.04 | 0.0414 | 0.0417 | 1.01 | 0.0282 | 0.029 | 1.03 |
| $\mathrm{CO}_{2}(\mathrm{~g})$ | 16,417.48 | 16,636.82 | 1.01 | 29,423.6 | 29,484.94 | 1.00 | 21,554.42 | 21,865.07 | 1.01 |
| Freeway Southbound |  |  |  |  |  |  |  |  |  |
|  | AMpeak |  |  | offpeak |  |  | PMpeak |  |  |
|  | A | B | R | A | B | R | A | B | R |
| $\mathrm{CO}(\mathrm{g})$ | 124.12 | 125.22 | 1.01 | 128.17 | 129.48 | 1.01 | 149.25 | 150.85 | 1.01 |
| $\mathrm{NO}_{\mathbf{x}}(\mathrm{g})$ | 5.994 | 6.047 | 1.01 | 6.943 | 7.05 | 1.02 | 7.957 | 8.107 | 1.02 |
| $\mathrm{PM}_{2.5}$ (g) | 0.0309 | 0.0313 | 1.01 | 0.0299 | 0.0302 | 1.01 | 0.0335 | 0.0339 | 1.01 |
| $\mathrm{PM}_{10}$ (g) | 0.0348 | 0.0352 | 1.01 | 0.0334 | 0.0337 | 1.01 | 0.0373 | 0.0378 | 1.01 |
| $\mathrm{CO}_{2}(\mathrm{~g})$ | 20,139.64 | 20,127.88 | 1.00 | 23,156.19 | 23,252.67 | 1.00 | 28,295.29 | 28,363.63 | 1.00 |


|  | Arterial Northbound |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AMpeak |  |  | offpeak |  |  |  |  |  |  |  |  |  |  | PMpeak |  |  |
|  | A | B | R | A | B | R | A | B | R |  |  |  |  |  |  |  |  |
| $\mathbf{C O} \mathbf{( g )}$ | 53.48 | 56.78 | 1.06 | 27.45 | 28.52 | 1.04 | 29.06 | 30.12 | 1.04 |  |  |  |  |  |  |  |  |
| $\mathbf{N O}_{\mathbf{x}} \mathbf{( g )}$ | 1.931 | 2.043 | 1.06 | 1.012 | 1.061 | 1.05 | 1.051 | 1.089 | 1.04 |  |  |  |  |  |  |  |  |
| $\mathbf{P M}_{\mathbf{2} .5} \mathbf{( g )}$ | 0.0153 | 0.0158 | 1.03 | 0.0067 | 0.0069 | 1.03 | 0.0075 | 0.0077 | 1.03 |  |  |  |  |  |  |  |  |
| $\mathbf{P M}_{\mathbf{1 0}} \mathbf{( g )}$ | 0.0223 | 0.0228 | 1.02 | 0.0089 | 0.0091 | 1.02 | 0.01 | 0.0102 | 1.02 |  |  |  |  |  |  |  |  |
| $\mathbf{C O}_{\mathbf{2}} \mathbf{( g )}$ | $13,893.62$ | $14,425.56$ | 1.04 | 6248.72 | 6437.99 | 1.03 | 6790.39 | 7006.47 | 1.03 |  |  |  |  |  |  |  |  |


| Arterial Southbound |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AMpeak |  |  | offpeak |  |  | PMpeak |  |  |
|  | A | B | R | A | B | R | A | B | R |
| $\mathrm{CO}(\mathrm{g})$ | 47.46 | 48.7 | 1.03 | 24.04 | 24.32 | 1.01 | 29.91 | 30.25 | 1.01 |
| $\mathrm{NO}_{\mathrm{x}}(\mathrm{g})$ | 1.719 | 1.786 | 1.04 | 0.876 | 0.896 | 1.02 | 1.086 | 1.098 | 1.01 |
| $\mathrm{PM}_{2.5}(\mathrm{~g})$ | 0.0137 | 0.0138 | 1.01 | 0.0058 | 0.0059 | 1.02 | 0.0077 | 0.0077 | 1.00 |
| $\mathrm{PM}_{10}$ (g) | 0.02 | 0.02 | 1.00 | 0.0076 | 0.0076 | 1.00 | 0.0104 | 0.0104 | 1.00 |
| $\mathrm{CO}_{2}(\mathrm{~g})$ | 12,413 | 12,601.47 | 1.02 | 5398.06 | 5422.57 | 1.00 | 7041.24 | 7069.78 | 1.00 |

${ }^{1}$ Estimating emissions using each individual vehicle trajectory through the micro-level emission estimation method of MOVES, ${ }^{2}$ Estimating emissions using emissions of cluster centers through the proposed method, ${ }^{3} \mathrm{~B} / \mathrm{A}$.

### 4.4. Micro-Level Link Emission Factors

The micro-level link emission factors are calculated by emissions from vehicles in all clusters, which are B columns in Table 3 by the number of vehicles (the number of vehicle trajectories), and summarized in Table 4. These values are the micro-level emission factors of the passenger car at the analysis time interval on the analysis link for each pollutant. As shown in Figure 3, plotting these values through bar graphs can determine whether the estimated micro-level link emission factors can appropriately reflect the emission characteristics of the link. The emission factors show the highest trend in the morning peak hours and the lowest in the non-peak hours, indicating the change in emissions according to time periods of the link. Even though the driving length of the highway (about 1 km ) is longer than that of the arterial road (about 600 m ), the emissions are lower on the highway, which indicates that the emission factors appropriately reflect the driving characteristics by the road characteristics (uninterrupted flow and interrupted flow) of the link.

Table 4. Estimated link emission factors ( $\mathrm{g} / \mathrm{veh}$ ).

|  | Freeway |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Time Period | AMpeak | Northbound <br> offpeak | PMpeak | AMpeak | Southbound <br> offpeak | PMpeak |  |
| $\mathbf{C O}$ | 1.32 | 1.18 | 1.27 | 1.32 | 1.18 | 1.21 |  |
| $\mathbf{N O}_{\mathbf{x}}$ | 0.0625 | 0.0616 | 0.0662 | 0.0637 | 0.0641 | 0.0649 |  |
| $\mathbf{P M}_{\mathbf{2 . 5}}$ | 0.000319 | 0.000275 | 0.000284 | 0.000329 | 0.000275 | 0.000271 |  |
| $\mathbf{P M}_{\mathbf{1 0}}$ | 0.000358 | 0.000311 | 0.000315 | 0.000371 | 0.000306 | 0.000302 |  |
| $\mathbf{C O}_{\mathbf{2}}$ | 224.82 | 220.04 | 237.66 | 211.87 | 211.39 | 226.91 |  |
|  | Arterial |  |  |  |  |  |  |
|  |  | Northbound |  |  |  |  |  |
| Time Period | AMpeak | offpeak | PMpeak | AMpeak | Southbound |  |  |
| $\mathbf{\text { offpeak }}$ | PMpeak |  |  |  |  |  |  |
| $\mathbf{C O}$ | 2.58 | 1.24 | 1.43 | 2.56 | 1.22 | 1.44 |  |
| $\mathbf{N O}_{\mathbf{x}}$ | 0.0929 | 0.0461 | 0.0519 | 0.0940 | 0.0448 | 0.0523 |  |
| $\mathbf{P M}_{\mathbf{2 . 5}}$ | 0.000718 | 0.000300 | 0.000367 | 0.000726 | 0.000295 | 0.000367 |  |
| $\mathbf{P M}_{\mathbf{1 0}}$ | 0.001036 | 0.000396 | 0.000486 | 0.001053 | 0.000380 | 0.000495 |  |
| $\mathbf{C O}_{\mathbf{2}}$ | 655.71 | 279.91 | 333.64 | 663.24 | 271.13 | 336.66 |  |



Figure 3. Estimated Link Emission Factors by Pollutant Type.

## 5. Effects on Clustering and Micro-Level Link Emission Factors by Using Accumulated Vehicle Trajectories

This study has confirmed that the proposed method can be applied to estimate the total emissions from vehicles traveling on a road section with the actual vehicle trajectory data through the case study. Micro-level link emission factors for links were derived through the proposed emission estimation process using vehicle trajectories collected from one day. This method may be applied by using accumulated vehicle trajectory data collected over several days to increase the micro-level link emission factors' representativeness. Use of an accumulated dataset can offset the limitations of vehicle trajectory
data, which have a low rate of acquisition, and enable the analysis time period to be divided into shorter periods to increase detail.

To analyze the effect of using accumulated vehicle trajectory data, the vehicle trajectory data of the freeway northbound link selected for the case study was additionally acquired. The trajectory data of the vehicles traveling through the road section during the 2-h morning peak on weekdays (Tuesday, Wednesday, and Thursday) in December 2017 was used. A total of 12 datasets were made by increasing the number of data collection days from one day to 12 days. For example, the first dataset included one day of data, the second dataset included an additional day of data, and so on. The proposed method was applied to each of those datasets.

In this analysis, changing patterns in cluster analysis results and estimated micro-level emission factors were investigated by accumulating daily data. Table 5 shows the number of remaining vehicle trajectories after removing outliers among the vehicle trajectories collected on each date. Table 6 summarizes the cluster analysis results subject to daily accumulation of the data, which shows that the number of vehicle trajectories used for cluster analysis increases as the daily data is accumulated, reaching 1029 after the 12th day of accumulation. The average travel times of the vehicle trajectories used for cluster analysis show a pattern that converges to about 101 s . The optimal number of clusters is 7 , and the ratio of goodness of fit is 0.7 or more.

Table 5. Vehicle trajectory selection results.

| Days | $\mathbf{1 2} / \mathbf{5}$ | $\mathbf{1 2 / 6}$ | $\mathbf{1 2} / \mathbf{7}$ | $\mathbf{1 2 / 1 2}$ | $\mathbf{1 2 / 1 3}$ | $\mathbf{1 2 / 1 4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Total trajectories | 301 | 253 | 264 | 288 | 288 | 282 |
| ATT, Average travel time (s) | 102.41 | 104.87 | 125.31 | 134.15 | 111.84 | 106.4 |
| Outlier upper limit (s) | -66.25 | -92.12 | -66.5 | -71.5 | -82.5 | -59 |
| Outlier lower limit (s) | 196.25 | 247.12 | 217.5 | 220.5 | 217.5 | 205 |
| Selected trajectories | 80 | 67 | 81 | 93 | 74 | 91 |
| ATT (s) of selected trajectories | 92.85 | 112.73 | 103.69 | 100.72 | 103.27 | 98.21 |
| Days | $\mathbf{1 2 / 1 9}$ | $\mathbf{1 2 / 2 0}$ | $\mathbf{1 2 / 2 1}$ | $\mathbf{1 2 / 2 6}$ | $\mathbf{1 2 / 2 7}$ | $\mathbf{1 2 / 2 8}$ |
| Total trajectories | 283 | 303 | 246 | 261 | 300 | 314 |
| ATT, Average travel time (s) | 114.8 | 93.67 | 87.94 | 98.64 | 95.41 | 92.2 |
| Outlier upper limit (s) | -59.88 | -59.88 | -74.5 | -64 | -71 | -84.25 |
| Outlier lower limit (s) | 205.38 | 201.38 | 217.5 | 192 | 209 | 225.75 |
| Selected trajectories | 101 | 92 | 72 | 76 | 103 | 99 |
| ATT (s) of selected trajectories | 102.94 | 97.85 | 104.21 | 93.21 | 103.65 | 104.32 |

Table 6. Summary of trajectory clustering by increasing number of data collection days.

| Days | $\mathbf{1}$ day | 2 days | 3 days | 4 days | 5 days | 6 days |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Selected trajectories | 80 | 147 | 228 | 321 | 395 | 486 |
| ATT (s) of selected trajectories | 92.85 | 101.91 | 102.54 | 102.02 | 102.25 | 101.49 |
| Best number of clusters | 7 | 7 | 7 | 7 | 7 | 7 |
| Clustering Fitness | 0.7195 | 0.7723 | 0.7474 | 0.7563 | 0.754 | 0.7379 |
| Days | $\mathbf{7}$ days | $\mathbf{8}$ days | $\mathbf{9}$ days | $\mathbf{1 0}$ days | $\mathbf{1 1}$ days | $\mathbf{1 2}$ days |
| Selected trajectories | 587 | 679 | 751 | 827 | 930 | 1029 |
| ATT (s) of selected trajectories | 101.74 | 101.22 | 101.5 | 100.74 | 101.06 | 101.38 |
| Best number of Clusters | 7 | 7 | 7 | 7 | 7 | 7 |
| Clustering Fitness | 0.7345 | 0.7343 | 0.729 | 0.7244 | 0.7254 | 0.7228 |

Figure 4 is a diagram comparing the OpMode distributions of seven cluster centers derived from each dataset. It can be observed that the shapes of the OpMode distribution of the seven cluster centers are similar after Day 4. This graph offers useful information for determining how many days are required to accumulate vehicle trajectories for estimating micro-level link emission factors.


Figure 4. OpMode Distributions of Cluster Centers.
Table 7 summarizes the micro-level emission factors for each pollutant estimated by adding the number of data collection days. The bar graphs plotted in Figure 5 show that the micro-level emission factors tend to converge as the number of days of data accumulation increases. It means that the estimated micro-level link emission factors' representativeness increases as the data is accumulated.

Table 7. Estimated link emission factors ( $\mathrm{g} / \mathrm{veh}$ ) by adding number of data collection days.

| Days | 1 day | 2 days | 3 days | 4 days | 5 days | 6 days |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{C O}$ | 1.398625 | 1.360816 | 1.32943 | 1.321153 | 1.320658 | 1.326461 |
| $\mathbf{N O}_{\mathbf{x}}$ | 0.0661 | 0.064524 | 0.062522 | 0.062414 | 0.06243 | 0.062914 |
| $\mathbf{P M}_{\mathbf{2 . 5}}$ | 0.000356 | 0.000335 | 0.000325 | 0.000323 | 0.000322 | 0.000324 |
| $\mathbf{P M}_{\mathbf{1 0}}$ | 0.000403 | 0.000379 | 0.000368 | 0.000366 | 0.000364 | 0.000366 |
| $\mathbf{C O}_{\mathbf{2}}$ | 213.4434 | 224.6081 | 223.2107 | 222.4063 | 222.8595 | 222.4115 |
| $\mathbf{D a y s}$ | $\mathbf{7}$ days | $\mathbf{8}$ days | 9 days | $\mathbf{1 0}$ days | $\mathbf{1 1}$ days | $\mathbf{1 2}$ days |
| $\mathbf{C O}$ | 1.323799 | 1.326966 | 1.322703 | 1.33162 | 1.326516 | 1.317891 |
| $\mathbf{N O}_{\mathbf{x}}$ | 0.062833 | 0.062929 | 0.062848 | 0.063204 | 0.063115 | 0.062888 |
| $\mathbf{P M}_{\mathbf{2 . 5}}$ | 0.000323 | 0.000324 | 0.000323 | 0.000326 | 0.000324 | 0.000321 |
| $\mathbf{P M}_{\mathbf{1 0}}$ | 0.000365 | 0.000367 | 0.000365 | 0.000368 | 0.000366 | 0.000363 |
| $\mathbf{C O}_{\mathbf{2}}$ | 222.6467 | 222.0059 | 222.3667 | 221.6501 | 222.0375 | 222.2886 |



Figure 5. Changes in Estimated Link Emission Factors by Increasing Number of Data Collection Days.

## 6. Discussion

The applicability of the developed methodology was examined by using the navigation data collected according to each of the three (morning peak hours, non-peak hours, afternoon peak hours) analysis time intervals on one highway section ( 1 km ) and one arterial road section ( 600 m ). The results of the analysis confirmed that the error rate showed a difference in the range of $1-4 \%$ for the highway section and $1-6 \%$ for the arterial road section when the link emissions were calculated using the proposed method. Moreover, the results indicated that the estimated micro-level link emission factors reflect the driving characteristics of the link according to the traffic conditions for each time period and the driving characteristics for each road characteristic (uninterrupted flow and interrupted flow). Additionally, the analysis results through the same method while accumulating the vehicle trajectory data showed that clustering analysis produced similar cluster centers after 4-day data accumulation and link emission factors were converged to certain values representing the vehicle travel characteristics on the corresponding road at the corresponding time period by adding the number of data collection days. The number of days to reach convergence on the target road in this study was about four, while it is
expected to increase in road sections having fewer collected vehicle trajectories. These results mean that the proposed method can offset the limitations of vehicle trajectory data with a small number of samples. Furthermore, this approach enables the analysis time period to be shorter and thus the micro-level emission calculation of the entire network to be analyzed in more detail.

In this study, because navigation data was used, the results were limited to the case of passenger cars. Therefore, it is necessary to acquire the vehicle trajectories of a commercial vehicle, such as a truck or bus, from DTG data to check whether the applicability is the same. In addition, considering that the link length of the traffic network varies, it is also necessary to vary the collected link length to check whether there are any points to be supplemented in the analysis method. Moreover, it is also required to confirm the basis for judgment as to how many days for data accumulation and analysis would enable representative link micro-level emission factors to be developed.

## 7. Conclusions

Several problems must be addressed to apply the micro-level emission estimation method at the regional or national level by using the vehicle trajectory data collected through GPS data. The biggest problem is that it is not possible to collect the vehicle trajectory data of all vehicles running on the traffic network. The second problem is related to the task of extracting necessary data from the collected vehicle trajectory, which requires a considerable amount of data processing and operation time in calculating the micro-level emissions of individual vehicles and aggregating results by road section.

This study proposed a countermeasure to solve these problems. In this study, a micro-level emission estimation method using the massive vehicle trajectory data collected from vehicle navigation, DTG, and mobile devices was developed, which can be applicable at the regional or national level. The vehicle trajectories from collected GPS data were classified as link ID and time period to estimate the emissions and emission factors for each link at a specific time period. Vehicle trajectories for a link at a time period were divided into several groups through cluster analysis, in which the ratios of each OpMode used in MOVES were used as cluster variables for clustering similar vehicle trajectories. The choice of cluster variables is the biggest difference from the other methods for clustering vehicle trajectories. The derived values of each cluster center from clustering analysis, the OpMode distribution, can be used for calculating micro-level emissions. The center of each cluster denotes the representative vehicle trajectory for each cluster. The emissions of the cluster center can be calculated easily by using the values of the cluster center. The weighted averages of emissions of all vehicles are obtained by applying the cluster size as a weight, which represents the emissions per vehicle on the corresponding road section. They can be used as micro-level link emission factors to estimate emissions of regionalor national-level traffic networks. When vehicle type-specific traffic volume is provided, the emissions from all the vehicles on the traffic network will be easily calculated by multiplying by the micro-level link emission factors. This is the main purpose of developing the proposed method.

The proposed method is not free from computational difficulty because the operating distribution of each vehicle trajectory must be calculated to estimate link-based micro-level emission factors. Moreover, more data must be collected and analyzed in order to increase the representativeness. This requires more storage space and computing power. Fortunately, not only can the calculation procedures of the proposed method be automated but also high-performance machines can be utilized for the calculation. Thus, it is expected that the issues of storage space and computing power related to the proposed method can be addressed.

The confirmation procedure explained in the previous section is still required. However, if the proposed method were automated to accumulate data, such as navigation data, DTG data, and mobile data, for each traffic network link and update the link-based micro-level emission factors, only having traffic volume by vehicle type at the analysis time period would enable local or nationwide micro-level emission estimation to be performed efficiently.
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## Appendix A

Table A1. Calculated Emission Rates ( $\mathrm{g} / \mathrm{s}$ ) by OpMode for a Passenger Car in Gyeonggi-Do, Korea.

| Operating Mode | Operating Mo | de Description | CO | $\mathrm{NO}_{\mathrm{X}}$ | $\mathbf{P M}_{2.5}$ | $\mathrm{PM}_{10}$ | $\mathrm{CO}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | Braking |  | 0.002161 | 0.000115 | 0.000002 | 0.000002 | 0.884684 |
| 1 | Idling |  | 0.000954 | 0.000072 | 0.000001 | 0.000002 | 0.816689 |
| 11 | VSP < 0 | $1 \leq$ Speed $<25$ | 0.005995 | 0.000169 | 0.000001 | 0.000002 | 1.307695 |
| 12 | $0 \leq$ VSP < 3 |  | 0.009848 | 0.000298 | 0.000002 | 0.000002 | 1.821388 |
| 13 | $3 \leq$ VSP < 6 |  | 0.010114 | 0.000661 | 0.000002 | 0.000002 | 2.537854 |
| 14 | $6 \leq$ VSP < 9 |  | 0.0146 | 0.001173 | 0.000002 | 0.000002 | 3.206731 |
| 15 | $9 \leq$ VSP $<12$ |  | 0.020065 | 0.001875 | 0.000002 | 0.000003 | 3.832276 |
| 16 | $12 \leq$ VSP |  | 0.031874 | 0.0034 | 0.000007 | 0.000008 | 4.674586 |
| 21 | VSP < 0 | $25 \leq \text { Speed }<50$ | 0.00833 | 0.000373 | 0.000003 | 0.000003 | 1.79065 |
| 22 | $0 \leq$ VSP < 3 |  | 0.010655 | 0.000526 | 0.000003 | 0.000004 | 2.048499 |
| 23 | $3 \leq \mathrm{VSP}<6$ |  | 0.013619 | 0.00079 | 0.000003 | 0.000003 | 2.500449 |
| 24 | $6 \leq$ VSP < 9 |  | 0.020059 | 0.001339 | 0.000003 | 0.000003 | 3.203335 |
| 25 | $9 \leq$ VSP $<12$ |  | 0.022456 | 0.00187 | 0.000004 | 0.000004 | 4.285691 |
| 27 | $12 \leq$ VSP $<18$ |  | 0.034629 | 0.003022 | 0.000006 | 0.000006 | 5.646284 |
| 28 | $18 \leq$ VSP $<24$ |  | 0.072006 | 0.005967 | 0.000018 | 0.000019 | 7.557838 |
| 29 | $24 \leq$ VSP $<30$ |  | 0.152696 | 0.00988 | 0.000087 | 0.000094 | 10.39979 |
| 30 | $30 \leq$ VSP |  | 0.523226 | 0.012622 | 0.000166 | 0.00018 | 13.05113 |
| 33 | VSP < 6 | $50 \leq$ Speed | 0.006355 | 0.000653 | 0.000004 | 0.000004 | 2.564789 |
| 35 | $6 \leq$ VSP $<12$ |  | 0.011256 | 0.00182 | 0.000005 | 0.000006 | 4.115463 |
| 37 | $12 \leq$ VSP $<18$ |  | 0.016235 | 0.002606 | 0.000005 | 0.000005 | 5.353319 |
| 38 | $18 \leq$ VSP $<24$ |  | 0.066225 | 0.005082 | 0.00001 | 0.000011 | 6.972214 |
| 39 | $24 \leq$ VSP $<30$ |  | 0.073859 | 0.007304 | 0.000023 | 0.000025 | 9.269841 |
| 40 | $30 \leq$ VSP |  | 0.206546 | 0.009329 | 0.000027 | 0.000029 | 11.81478 |

## Appendix B

Table A2. Calculated Emission Rates (g/s) by OpMode for a Truck in Gyeonggi-Do, Korea.

| Operating Mode | Operating Mode Description | CO | $\mathrm{NO}_{\mathrm{X}}$ | $\mathbf{P M}_{2.5}$ | $\mathrm{PM}_{10}$ | $\mathrm{CO}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | Braking | 0.005157 | 0.001119 | 0.000011 | 0.000012 | 1.666371 |
| 1 | Idling | 0.004261 | 0.000736 | 0.000014 | 0.000015 | 1.235385 |
| 11 | $1 \leq$ Speed $<25$ | 0.010469 | 0.000899 | 0.000017 | 0.000018 | 1.838659 |
| 12 |  | 0.017583 | 0.002737 | 0.000026 | 0.000028 | 2.656532 |
| 13 |  | 0.020172 | 0.00494 | 0.000114 | 0.000124 | 4.279017 |
| 14 |  | 0.028832 | 0.007317 | 0.000177 | 0.000193 | 5.839649 |
| 15 |  | 0.038281 | 0.009744 | 0.000279 | 0.000304 | 7.304234 |
| 16 |  | 0.055333 | 0.014565 | 0.000318 | 0.000346 | 9.664224 |

Table A2. Cont.

| Operating Mode | Operating M | description | CO | $\mathrm{NO}_{\mathrm{X}}$ | $\mathrm{PM}_{2.5}$ | $\mathrm{PM}_{10}$ | $\mathrm{CO}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 21 | VSP < 0 | $25 \leq \text { Speed }<50$ | 0.014596 | 0.001274 | 0.00001 | 0.000011 | 2.289468 |
| 22 | $0 \leq$ VSP $<3$ |  | 0.019214 | 0.00355 | 0.000028 | 0.000031 | 3.151216 |
| 23 | $3 \leq$ VSP < 6 |  | 0.025321 | 0.005591 | 0.000084 | 0.000091 | 4.485333 |
| 24 | $6 \leq$ VSP < 9 |  | 0.033635 | 0.008536 | 0.000191 | 0.000208 | 6.13888 |
| 25 | $9 \leq$ VSP < 12 |  | 0.039856 | 0.011277 | 0.00026 | 0.000282 | 7.872075 |
| 27 | $12 \leq$ VSP $<18$ |  | 0.055945 | 0.016247 | 0.000336 | 0.000365 | 10.90358 |
| 28 | $18 \leq$ VSP $<24$ |  | 0.099616 | 0.025651 | 0.000481 | 0.000523 | 14.60375 |
| 29 | $24 \leq$ VSP $<30$ |  | 0.218662 | 0.038046 | 0.000673 | 0.000732 | 19.44426 |
| 30 | $30 \leq$ VSP |  | 0.785452 | 0.047597 | 0.000983 | 0.001068 | 22.31806 |
| 33 | VSP < 6 | $50 \leq$ Speed | 0.014684 | 0.003405 | 0.000055 | 0.00006 | 4.14084 |
| 35 | $6 \leq$ VSP $<12$ |  | 0.026154 | 0.010734 | 0.000166 | 0.000181 | 7.277741 |
| 37 | $12 \leq$ VSP < 18 |  | 0.036623 | 0.01593 | 0.000212 | 0.000231 | 10.34293 |
| 38 | $18 \leq$ VSP < 24 |  | 0.092717 | 0.025211 | 0.000265 | 0.000288 | 13.41121 |
| 39 | $24 \leq \mathrm{VSP}<30$ |  | 0.119214 | 0.034967 | 0.000353 | 0.000383 | 17.01697 |
| 40 | $30 \leq$ VSP |  | 0.31603 | 0.042564 | 0.000407 | 0.000442 | 21.822 |

## Appendix C

Table A3. Calculated Emission Rates (g/s) by OpMode for a Bus in Gyeonggi-Do, Korea.

| Operating Mode | Operating Mo | de Description | CO | $\mathrm{NO}_{\mathbf{X}}$ | $\mathbf{P M}_{2.5}$ | $\mathrm{PM}_{10}$ | $\mathrm{CO}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | Braking |  | 0.007783 | 0.010314 | 0.000114 | 0.000123 | 3.681011 |
| 1 | Idling |  | 0.00391 | 0.006301 | 0.000155 | 0.000168 | 2.005807 |
| 11 | VSP < 0 | $1 \leq \text { Speed }<25$ | 0.012418 | 0.00613 | 0.000174 | 0.000189 | 2.707361 |
| 12 | $0 \leq$ VSP < 3 |  | 0.020119 | 0.023276 | 0.000245 | 0.000266 | 7.356385 |
| 13 | $3 \leq \mathrm{VSP}<6$ |  | 0.053127 | 0.043837 | 0.001007 | 0.001094 | 14.87026 |
| 14 | $6 \leq$ VSP < 9 |  | 0.081189 | 0.062972 | 0.00167 | 0.001815 | 22.47855 |
| 15 | $9 \leq$ VSP $<12$ |  | 0.110298 | 0.077616 | 0.002593 | 0.002819 | 29.30343 |
| 16 | $12 \leq$ VSP |  | 0.152142 | 0.105329 | 0.002968 | 0.003226 | 40.76052 |
| 21 | VSP < 0 | $25 \leq \text { Speed }<50$ | 0.015794 | 0.004861 | 0.000075 | 0.000082 | 2.545149 |
| 22 | $0 \leq \mathrm{VSP}<3$ |  | 0.026166 | 0.027358 | 0.000221 | 0.00024 | 9.294441 |
| 23 | $3 \leq \mathrm{VSP}<6$ |  | 0.082666 | 0.046367 | 0.000703 | 0.000764 | 16.8997 |
| 24 | $6 \leq$ VSP < 9 |  | 0.092526 | 0.066794 | 0.001734 | 0.001885 | 23.33269 |
| 25 | $9 \leq$ VSP $<12$ |  | 0.124529 | 0.084568 | 0.002144 | 0.00233 | 30.56697 |
| 27 | $12 \leq$ VSP $<18$ |  | 0.16993 | 0.115507 | 0.002604 | 0.002831 | 42.55378 |
| 28 | $18 \leq$ VSP $<24$ |  | 0.230723 | 0.148917 | 0.003083 | 0.003351 | 59.52028 |
| 29 | $24 \leq$ VSP $<30$ |  | 0.304292 | 0.191851 | 0.003466 | 0.003767 | 76.57897 |
| 30 | $30 \leq$ VSP |  | 0.415553 | 0.234549 | 0.004119 | 0.004477 | 93.48057 |
| 33 | VSP < 6 | $50 \leq$ Speed | 0.033908 | 0.028366 | 0.000531 | 0.000577 | 9.532979 |
| 35 | $6 \leq$ VSP $<12$ |  | 0.071659 | 0.077374 | 0.001637 | 0.00178 | 26.14048 |
| 37 | $12 \leq$ VSP $<18$ |  | 0.110222 | 0.123471 | 0.001924 | 0.002091 | 41.36648 |
| 38 | $18 \leq$ VSP $<24$ |  | 0.148665 | 0.163963 | 0.002131 | 0.002316 | 57.82597 |
| 39 | $24 \leq$ VSP $<30$ |  | 0.191404 | 0.211028 | 0.002395 | 0.002604 | 74.32924 |
| 40 | $30 \leq$ VSP |  | 0.2482 | 0.257894 | 0.0025 | 0.002718 | 90.92918 |
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#### Abstract

Automated Vehicles (AVs) are under development to reduce traffic accidents to a great extent. Therefore, safety will play a pivotal role to determine their social acceptability. Despite the fast development of AVs technologies, related accidents can occur even in an ideal environment. Therefore, measures to prevent traffic accidents in advance are essential. This study implemented a traffic accident context analysis based on the Deep Neural Network (DNNs) technique to design a Preventive Automated Driving System (PADS). The DNN-based analysis reveals that when a traffic accident occurs, the offender's injury can be predicted with $85 \%$ accuracy and the victim's case with $67 \%$. In addition, to find out factors that decide the degree of injury to the offender and victim, a random forest analysis was implemented. The vehicle type and speed were identified as the most important factors to decide the degree of injury of the offender, while the importance for the victim is ordered by speed, time of day, vehicle type, and day of the week. The PADS proposed in this study is expected not only to contribute to improve the safety of AVs , but to prevent accidents in advance.
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## 1. Introduction

Amid an active discussion of the Fourth Industrial Revolution, Automated Vehicles (AVs) are expected to play an important role in leading the Fourth Industrial Revolution. AVs are defined as vehicles capable of navigating, controlling, and avoiding risk partly or totally without human assistance [1]. According to the Society of Automotive Engineering [2], AVs can be categorized into six levels, ranging from none auto-system (SAE level 0) to full auto-system (SAE level 5) Human intervention is minimized from SAE level 3 and driverless driving is possible at level 5. With such features as driving safety improvement, increase in convenience and mobility [3,4], AVs are highly evaluated as key future mobility of reducing traffic accidents. The benefits mentioned above will be accomplished when AVs fully take root. However, some researches have indicated that the public still expresses a low level of acceptance for AVs [5-7]. It is mainly attributed to AVs traffic accidents arisen during the test driving by Google, Uber, etc. In particular, a fatal pedestrian accident involving Uber has been at the forefront of ethical controversy over AVs. Neither of the types of traditional ethics (deontology, utilitarianism) fit in well to provide a proper answer to this accident, nor the trolley dilemma excuse is unsuitable [8-10]. In response, the AVs guidelines, including provisions of preventive design and safety, were issued in Germany and the United States [11,12]. Specifically, German AV ethics guidelines state that "Automated and connected technology should prevent accidents wherever this is practically possible" in its fifth clause. In addition, various studies emphasized that
trust in AVs is the most important determinant to accept AVs for their mobility, and that the trust is decided by perceived safety risk, compatibility, and system quality [13-15].

To respond to the prevention of potential AVs related accidents, this study proposes Preventive Automated Driving System (PADS) of using Deep Neural Networks (DNNs)-based traffic accident context analysis. The study conducts experiments to identify key features affecting traffic accidents caused by unpredictable conditions such as black ice, sink-hall, centerline crossing, and so on.

The paper is organized as follows: Section 2 reviews studies on the effects of AVs and various traffic accident cases, and examines deep learning applications used in transportation research. Section 3 introduces methods to collect and process traffic accident data. In Section 4, we introduce how to build an optimal DNNs algorithm for forecasting the severity of accident injuries and extract factors causing accidents. Section 5 validates the important factors extracted in Section 4 by using a random forest-based machine-learning algorithm. Finally, Section 6 concludes the paper with a summary of empirical findings and derives future researches and implications related to preventive AVs.

## 2. Literature Review

### 2.1. AVs Introduction Impacts

It is important to estimate $A V$ 's impacts on traffic because it is inevitable that $A V s$ will be mixed with human driving vehicles (HVs) in road traffic. With AV's Market Penetration Rate (MPR) growing, the positive effects can become bigger in congested conditions [16]. Most studies have been conducted quantitatively using a microscopic simulation software, VISSIM: A Leksandra Deluka Tibljaš et al. [17] designed a rotary interchange and evaluated safety in a mixed traffic condition. Yan Wang et al. [18] confirmed that AVs introduction not only kept Level of Service (LOS) higher, but also improved safety at signaled intersections. However, when MPR reached over $50 \%$, a negative impact began to appear with a growing traffic delay [19]. Lee at al. [20] also identified that the maneuvering of AVs should be properly controlled by various traffic and road conditions because the driving behavior of HVs is affected by the aggressiveness of AVs. Some studies have mentioned that AVs contribute to decrease traffic accidents (collision) and delays [21]. Kolarova et al. [22] conducted an online survey for analyzing the potential changes in the Value of Travel Time Savings (VTTS). It is shown for commuting trips that AVs reduce $41 \%$ of VTTS on average compared to HVs. For leisure or shopping trips, no significant changes in the VTTS were found. Tscharaktschiew \& Evangelinos [23] investigated the impact of the transition in automated driving capabilities (driving mode choice) on road congestion pricing and vice versa, accounting for the interdependencies between traffic flow, the chosen level of autonomous driving, effective road capacity and marginal travel cost. The result suggested that when inconveniences related to autonomous driving are sufficiently high, the imposition of congestion tolls may lead to a situation where drivers abandon autonomous technologies entirely and opt instead for fully manual driving, not the generally expected positive effects.

### 2.2. AVs Cognition Survey

Along with AVs impact studies, several AVs-related cognition surveys have been conducted. Most cognition studies used surveys, confirming that preference towards AVs was higher for men than for women [24] and higher for the younger generation than for the older [25]. According to Nordhoff et al. [26], most people think that impacts of AVs appear to be positive, but responded that AVs safety benefit needs to be experimentally verified [27]. Moreover, Im et al. [28] analyzed web articles and comments about AVs using text mining techniques, showing that the number of reports that include AV s as a keyword increased, and there are more negative views than positive views. Specifically, the articles and comments with negative views discussed AVs ethics, traffic accidents, and the problem of sudden unintended acceleration.

### 2.3. AVs Traffic Accidents and Derived AVs Ethics

We reviewed AVs traffic accidents researches and AVs ethics issues for building the design of preventive AVs. Hong et al. [29] \& Yang et al. [30] classified types of AVs accident as follows: the negligence of the drivers, accidents due to mechanical defects, malfunction of $S / W$, and accidents caused by information error, hacking, weather, etc. In the case of the steadily rising trolley dilemma problem [31], doubts were brought up as to whether the trolley dilemma could apply to AVs. They suggested that deriving accident algorithms to respond to it could be misleading [32]. Bae \& Lee [33] approached decision-making criteria for the protection priority in accident situations. They proposed two solutions: to enforce them by law and to leave them to the AVs Artificial Intelligence (AI) system itself. In regards to setting them on AVs AI system, Gogoll \& Müller [7] discussed differences between Mandatory Ethics Setting (MES), considering society as a whole and Personal Ethics Setting (PES) considering individual interests. For the accident in an ideal condition, Goodall [34] proposed ethical collision algorithms, and Fleetwood [35] discussed Germany's AVs ethics guidelines and main ethical topics.

### 2.4. Deep Learning Application in Transportation Area

There exist many transportation prediction studies using deep learning technologies. These can be bisected into two categories: prediction of either traffic flow or traffic accidents. First, studies of forecasting traffic flow compare proposed model performance to traditional classical algorithms [36-39]. Particularly, the Long-Short Term Memory (LSTM) model is compared with Statistically Adjusted Engineering (SAE), Radial Basis Function (RBF), Support Vector Machine (SVM), and Auto Regressive Integrated Moving Average (ARIMA) model, and DNNs is compared with Random Forest, a kind of machine learning model. Traffic accident prediction studies were carried out using Social Network Service data (Twitter) using Deep Belief Network (DBN) \& LSTM [40]. For real-time accident detection, Chen et al. [41] analyzed the accident impact using GPS-based vehicle data. They used Stack Denoise Autoencoder (SDA), which is more effective to detect accident risk than the traditional models.

Furthermore, as rapid progress is made nowadays in AVs technology, backed by advances in the areas of deep learning and AI, various studies about AVs using AI have been implemented. Especially as AVs requires an accurate perception of surrounding environments to operate reliably, most studies are related to Convolutional Neural Networks (CNNs). That is why object detection is a fundamental function of AVs systems, including camera sensor (2D), Lidar (3D), radar, GPS, etc. Among them, 3D object detection for AVs studies have been carried out recently, and a new methodology (combining or extension) has been proposed. For instance, Li, P., et al. [42] proposed the Stereo R-CNN for 3D object detection as Faster Regions with CNN (Faster R-CNN) for stereo inputs extending to detect objects simultaneously with images on the left and right. The experiments on the challenging KITTI dataset show that their method outperforms the state-of-the-art stereo-based method (Stereo R-CNN) around 30\% AP on both 3D detection and 3D localization tasks. Also, Chen, S., et al. [43] developed a CNN-LSTM based on prior knowledge and temporal information for AVs driving. The proposed algorithm was found to be approximately $85 \%$ accurate in mimicking human drivers. Zeng, W., et al. [44] proposed the Deep Structured Self-Driving Networks (DSDNet), which performs object detection, motion prediction, and motion planning with a single neural network. The algorithm showed that it has outperformed the state-of-the-art method (DSDNet) on several challenging datasets in general. Existing AVs datasets are limited in the scale and variation of the environments they capture, even though generalization within and between operating regions is crucial to the overall viability of the technology. In response, Sun, P., et al. [45] conducted the study based on the vast amount of real data it owned as a leading group in the study of AVs. This study is based on actual AVs data, and presents a large-scale multimodal camera-LiDAR dataset that is significantly larger, higher quality, and more geographically diverse than any other existing similar dataset. In addition, Djuric, N., et al. [46] introduced a deep learning-based approach that takes into account a current world state and produces raster images of each actor's vicinity for presenting an effective solution to a critical part of the AVs problem. The method first rasterizes actor contexts,
followed by training CNNs to use the resulting raster images to predict the actor's short-term trajectory and the corresponding uncertainty. Also, they tested the framework (system), which was deployed to a fleet of AVs.

### 2.5. Summary

In summary, diverse studies had been conducted about the traffic impacts of AVs. Most studies verified that when AVs are introduced, LOS, speed, and road volume (capacity) are improved and traffic accidents decreased even in a condition of mixed traffic with HVs. Also, cognition studies on AVs social acceptability were carried out. In addition, AI is actively being applied and developed in various ways for AVs. There have been various studies such as AVs control study based on CNNs, End-to-End, traffic volume forecasting based on DNN-Based Traffic Flow prediction (DNN-BTF), and short traffic flow prediction using LSTM.

Although studies about AVs introduction and acceptance surveys have been actively delved into, it is found that there exist limitations in building the foundation for commercialization. In addition, researches on legal and ethical issues on AVs traffic accidents have been carries out from various perspectives, but opinions have been continuously raised whether it is appropriate to answer all the ethical issues related with AVs traffic accidents as pre-conditions of the commercialization. Similarly, most AVs technology researches have gradually advanced to study related to the technology supplementation of themselves, but the researches related with the prevention of AVs traffic accidents have been found insufficient. Therefore, as proposed in the German and U.S. ethics guidelines and NVIDIA report [47], this study aims to lay the foundation for the design of the PADS using AI as a way to prevent AVs traffic accidents in advance.

## 3. Methodology

DNNs we intend to use in this study are a kind of Artificial Neural Network, consisting of the input layer, the output layer, and the hidden layers in between. DNNs are capable of modeling complex non-linear relationships, such as common artificial neural networks, with the ability to express basic elements in hierarchical configurations and the added layers to converge the characteristics of lower layers. In addition, regardless of continuous or categorical variables, non-linear combinations between input variables are easy to analyze, and automatic feature extraction reduces the hassle of variable selection. These features are used in the study to extract ambient situation information factors, such as weather information, external factors, etc. [39].

Traffic accidents are issues directly related to human life, and it is believed that legal and ethical problems will be inevitable in the event of an accident by learning and predicting inaccurate content. Thus, the German Ethics Guidelines for AVs stated that they should be designed to prevent accidents in advance and that they allow the use of AI technology to improve safety. Therefore, it is considered that the top priority is to learn how to prevent accidents by recognizing accident situations in advance as a solution to traffic accidents of AVs, and in this study, DNN, which has higher predictability than conventional machine learning algorithms, is to be used.

### 3.1. Data Collecting \& Pre-Process

The data used for this study was from the accident data of Seoul city collected from 2017 to 2018. The main dataset is Traffic Accident Analysis System (TAAS) [48] data provided by The Road Traffic Authority (KoROAD). The information on traffic accident conditions in TAAS can be obtained in the form of Excel data on the TAAS website. However, it was necessary to extract the location information (coordinates) of an accident to identify the traffic situation information such as several lanes, speed, etc. during the traffic accident in detail. So, we crawled location coordinates data from TAAS to merge link attributes with traffic accident condition data. The crawled data include location coordinates, accident number, date of the accident, day of the accident, the content of accident, the number of deaths, the number of severe injuries, the number of light injuries, the number of wounded, accident type,
violation of the law, road conditions, weather, road type, offender information, and victim information (see Table 1).

Table 1. Crawled Traffic Accident Analysis System (TAAS) data.

| Class | Feature | Class | Feature | Class | Feature |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A_NO | Accident Assignment Number | WO_NO | The number of Wounded | O_sex | Offender Sex |
| Date | $\begin{gathered} \text { Date of } \\ \text { Accident(YY/MM/DD) } \end{gathered}$ | A_type | Accident Type | O_age | Offender Age |
| Day of the week | Day of Accident | V_Law | Violation of Law | O_injury | Offender injury degree |
| A_fact | Content of Accident | R_con | Road Conditions | V_car | Victim Car |
| D_NO | The number of Death | W_con | Weather | V_sex | Victim Sex |
| SI_NO | The number of Severe injuries | R_type | Road Type | V_age | Victim Age |
| LI_NO | The number of light injuries | O_car | Offender Car | V_injury | Victim injury degree |

However, TAAS has a limitation in that it does not provide data on traffic environment such as the number of lanes and speed, etc. Accordingly, we used Transport Operation \& Information Service (TOPIS) [49] from the Seoul city and Korea Transport DataBase (KTDB) [50] provided by MOLIT to get the traffic environment data of each node \& link. The link speed data were drawn from TOPIS (See Table 2), and the data on the number of lanes were extracted from KTDB (node-link data). TOPIS and KTDB data were obtained and utilized in Excel form from the above-mentioned sites.

Table 2. Sample of TOPIS speed data.

| Date | Day of the Week | Link ID | Road Type | Time |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| 20180601 | Fri. | 1080012200 | Minor arterial road | 44.6 | 27.88 | 51.79 |
| 20180601 | Fri. | 1080012800 | Minor arterial road | 17.73 | 24.32 | 24.67 |
| 20180601 | Fri. | 1080012700 | Minor arterial road | 23.15 | 29.9 | 32.56 |
| 20180601 | Fri. | 1080012100 | Minor arterial road | 47.88 | 40.4 | 44.29 |
| 20180601 | Fri. | 1230024700 | Other road | 21.62 | 21.17 | 27.13 |
| 20180601 | Fri. | 1230019500 | Other road | 30.59 | 28.86 | 30.7 |

TOPIS provides link speed data only on minor arterial roads, but not on collector roads. Thus, we utilized KTDB to get the data for collector roads. The data on speed and number of lanes were merged based on the TAAS coordinate system, and we used the 1-h data for the learning.

After the collection, we refined the data for the analysis. We excluded X, Y coordinates, local area name, and accident number from the dataset because they are only useful for merging purposes. Also, the data on the number of casualties such as the number of deaths, severe injuries, etc. were excluded because they are deemed unsuitable for this study which aims to prevent accidents in advance. When checking the basic statistics of the data, it was found that the number of accidents was appeared constant in monthly and daily bases. Also, the seasonality that we wanted to check in monthly accidents seems to be well reflected in the "weather" factor; likewise for the "day" factor reflected by the "day of the week" factor. Therefore, we only used the time and the day of the week data in the analysis.

Since TOPIS data do not include speed data under the minor arterial road level, 10 to $20 \mathrm{~km} / \mathrm{h}$, which is the average speed in Seoul, was allocated for the empty data cells. Finally, a total of 77,000 pre-processed data were used, with 38,625 cases in 2017 and 38,796 cases in 2018.

### 3.2. Learning Process

The purpose of this study is to prevent AVs-related accidents in advance by learning from the accident analysis of HVs. The dependent variables adopted for offender and victim identically consist of 5 different degrees of injuries such as death, serious injury, injury, minor injury, and no injury. Traffic accidents do not always consist of two parties, the offender and the victim. Sometimes there exists only one party case. For instance, when only vehicle damage is occurred with no human casualties (only one party), there exist only offenders. These cases also are incorporated into the learning process. The independent variables accounting for the seriousness of the injuries consist of road conditions, weather, road shape, number of lanes, and link speed (See Table 3). The learning was implemented by adding new factors such as time (T), day of the week (D), vehicle type of offender \& victim (C), and violation of the law ( L ) in a step-by-step manner.

Table 3. Basic Data Variable Setting for Learning.

| Feature | Class | Categorical Variable |
| :---: | :--- | :---: |
| Offender injury degree | Output Layer | $1 \sim 6$ |
| Victim injury degree | Output Layer | $1 \sim 8$ |
| Road Condition (RC) | Input Layer | $1 \sim 5$ |
| Weather (W) | Input Layer | $1 \sim 5$ |
| Road shape (S) | Input Layer | $1 \sim 4$ |
| Number of Lane (L) | Input Layer | $0 \sim 5$ |
| Link Speed (Sp) | Input Layer | $1 \sim 6$ |

## 4. Design of Optimal Deep Neural Networks (DNNs)

This chapter proposes an optimal DNNs for more accurate traffic accident prediction. The process of optimizing the model consists of three steps: setting up the data range-epoch-and hidden layers.

### 4.1. Environment on Building Algorithm

This study intends to produce an optimal model of accident prediction based on the backpropagation algorithm [51] and SGD (Stochastic Gradient Descent) optimizer of the Tensorflow and Keras libraries [52,53]. The ratio of training and testing data was set at 8:2. It used the dropout of randomly skipping a certain amount between nodes in weight update for minimizing an overfitting. We experimentally confirmed that the highest prediction was achieved where the dropout value was set at 0.2. Also, we used ReLU (Rectified Linear Unit) function [54] to prevent gradient vanishing when using the Sigmoid function [55]. The batch size was set to 64 for stable learning.

### 4.2. Learning Data Range for Building optimal DNNs

First, we performed DNNs using 2017, 2018, and 2017-2018 integrated data. For extracting optimal data range suited to the model, we set up the default model (RC, W, S, L, Sp; (1) set, which are only external factors) and simulated the degree of injury to the offender and victim as output. The prediction results show that the predicted accuracy of the degree of injury to the offender is over $80 \%$. Also, it appeared that the 2018 data's prediction accuracy was higher by about $0.1-2.0 \%$ than the 2017 data, and the 2017-2018 integrated data was more accurate by about 0.5-1.5\% than the 2018 data. The degree of injury to the victim showed about 60-65\% accuracy, and prediction based on the integrated data was found more accurate by $0.5-2.5 \%$ than 2017, 2018 data. Therefore, we decide to implement the simulation by using the 2017-2018 integrated data set (See Table 4 \& Figure 1).

Table 4. Offender/Victim Injuries Accuracy by datasets.

|  | DATA |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Feature | Offender |  |  |  |  | Victim |
|  | $\mathbf{2 0 1 7}$ | $\mathbf{2 0 1 8}$ | $\mathbf{2 0 1 7 - 2 0 1 8}$ | $\mathbf{2 0 1 7}$ | $\mathbf{2 0 1 8}$ | $\mathbf{2 0 1 7 - 2 0 1 8}$ |
| (1)Set | 80.80 | 81.20 | 81.16 | 57.99 | 59.89 | 61.05 |
| (1Set + T | 80.60 | 81.80 | 81.32 | 57.22 | 59.41 | 61.21 |
| (1)Set + D | 80.16 | 80.82 | 80.85 | 58.79 | 59.51 | 60.75 |
| (1Set + T + D | 79.98 | 82.00 | 80.93 | 58.55 | 59.77 | 60.92 |
| (1)Set + C | 82.26 | 83.96 | 84.02 | 64.12 | 65.36 | 66.46 |
| (1Set + L | 81.22 | 80.77 | 81.41 | 58.86 | 59.41 | 60.67 |
| (1)Set + T + D + C | 81.52 | 82.88 | 81.89 | 64.16 | 65.12 | 66.43 |
| (1Set + T + D + L | 80.89 | 81.08 | 84.12 | 58.11 | 60.26 | 62.75 |
| (1)Set + C + L | 83.04 | 83.15 | 84.38 | 64.07 | 65.01 | 65.83 |
| All data | 83.37 | 82.74 | 84.15 | 62.92 | 65.56 | 65.98 |


(a) Offender injuries accuracy

(b) Victim injuries accuracy

Figure 1. (a) Offender Injuries Accuracy by dataset; and (b) Victim Injuries Accuracy by dataset: The red dash line rectangular stands for the highest accuracy at that factors in 2017-2018

### 4.3. Learning Data Epoch for Building Optimal DNNs

Second, we performed DNNs by varying epoch, a state where one learning is completed for the entire data set within the network. When the epoch is set up on a large scale, training can cause overfitting, resulting in less accuracy in testing, verification, and application of new data. So, the step equally simulated one step (data range) process for extracting optimal data epoch. We set up epoch in five divisions of 100 units and simulated the degree of injury to the offender and victim as output. It is confirmed that the highest accuracy was achieved in both offender and victim at 100 epochs. The result
suggests that the higher epoch was set up, the lower accuracy was shown due to overfitting. Therefore, we will simulate the study by setting 2017-2018 integrated data and 100 epochs (See Table 5).

Table 5. Offender/Victim Injuries Accuracy by Epoch.

| Feature | Epoch |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Offender |  |  |  |  | Victim |  |  |  |  |
|  | 100 | 200 | 300 | 400 | 500 | 100 | 200 | 300 | 400 | 500 |
| (1)Set | 81.16 | 81.02 | 80.89 | 81.13 | 81.17 | 61.05 | 60.55 | 60.87 | 90.13 | 60.75 |
| (1)Set + T | 81.32 | 81.20 | 81.22 | 80.98 | 81.25 | 61.21 | 61.13 | 60.75 | 60.81 | 60.92 |
| (1)Set + D | 80.85 | 80.80 | 80.90 | 80.01 | 80.57 | 60.75 | 60.43 | 61.21 | 60.84 | 61.33 |
| (1)Set + T + D | 80.93 | 80.77 | 80.89 | 80.65 | 80.91 | 60.92 | 60.88 | 60.13 | 60.74 | 60.27 |
| (1)Set + C | 84.02 | 83.70 | 83.52 | 83.78 | 83.97 | 66.60 | 65.43 | 64.79 | 66.60 | 65.98 |
| (1)Set + L | 81.41 | 81.50 | 81.13 | 80.87 | 80.15 | 60.67 | 59.70 | 60.12 | 60.45 | 60.33 |
| (1)Set + T + D + C | 81.89 | 81.73 | 81.51 | 81.27 | 81.55 | 66.43 | 65.47 | 66.11 | 65.87 | 65.90 |
| (1)Set + T + D + L | 84.12 | 83.96 | 83.87 | 83.17 | 84.03 | 62.75 | 61.72 | 62.70 | 62.13 | 62.60 |
| (1)Set + C + L | 84.38 | 84.27 | 84.29 | 84.02 | 84.30 | 65.83 | 64.98 | 65.74 | 65.10 | 65.33 |
| All data | 84.15 | 84.05 | 83.79 | 83.98 | 84.03 | 65.98 | 64.80 | 64.93 | 65.77 | 65.68 |

### 4.4. Setting the Hidden Layers Building Optimal DNNs

Third, we performed DNNs by setting the hidden layers and the number of nodes. The complexity of neural networks is determined by these two settings. It is important to set up the optimal node and hidden layers suitable to the model because model overfitting might occur and lead to poor learning. So, this means that the hidden layers and the number of nodes should be set up to suit this model.

For obtaining the optimal level of hidden layers and nodes, we tried to learn based on (1) Set. However, the results showed that the learning was not done properly due to a shortage in the number of features in (1) Set. Thus, we extracted a hidden layer based on "all data" which contained a default feature and new factors (Time, Day, Car of offender \& victim, violation of Law).

Consequently, the prediction accuracy of injury to the offender was observed to be mostly higher than $84 \%$, and the highest accuracy was $84.15 \%$ with $(256,128,64,64)$ nodes in the hidden layers. The prediction accuracy of injury to the victim reached mostly higher than $64 \%$, and the highest accuracy was $65.93 \%$ with $(256,128,64,64)$ nodes in hidden layers as well. It suggests that the optimal hidden layers about traffic accident prediction is $(256,128,64,64)$, which deduced output value to the converging process. Therefore, we will simulate the study by setting 2017-2018 integrated data, 100 epochs, and $(256,128,64,64)$ hidden layers(See Figure 2 \& Table 6).

Table 6. Offender/Victim Injuries Accuracy by Hidden Layers.

| The Number of Nodes in Hidden Layer | Accuracy |  |
| :---: | :---: | :---: |
|  | Offender | Victim |
| $(256,256,128,64)$ | 84.10 | 64.21 |
| $(256,128,128,64)$ | 83.97 | 65.02 |
| $(256,128,64,64)$ | 4.15 | 65.93 |
| $(256,128,64,32)$ | 84.06 | 64.38 |
| $(128,128,64,64)$ | 83.87 | 64.50 |
| $(128,128,64,32)$ | 84.08 | 64.32 |
| $(128,64,64,32)$ | 84.05 | 64.25 |
| $(128,64,64)$ | 83.91 | 64.24 |
| $(128,64,32)$ | 83.82 | 64.21 |
| $(64,64,64)$ | 84.12 | 64.31 |



Figure 2. (a) Offender Injuries Accuracy by Hidden Layers; and (b) Victim Injuries Accuracy by Hidden Layers: Different colored bars stand for the highest accuracy is derived from the hidden layers.

## 5. Result

### 5.1. Extracting Traffic Accidents Context Fatures

Learning based on the optimization model was carried out to identify factors affecting the degree of offender injury. As shown in Table 7 and Figure 4, the (1) set, which only uses external factors, showed $81.16 \%$ prediction accuracy. It means that more than $80 \%$ of the injury to the offender can be predicted using external factors only. In addition, $84 \%$ prediction accuracy was achieved on the degree of injuries if additional factors of the vehicle were applied to the © set, and $84.38 \%$ accuracy was confirmed when the vehicle type and the violation of the law were taken into consideration. As with offender factors, $61.05 \%$ accuracy was confirmed for the victim's injury when using external factors only. In addition, $66.46 \%$ of accuracy was observed in predicting victim's injuries when vehicle type was added to (1) Set and $64.43 \%$ accuracy when adding time and day factors along with the vehicle type.

As a result of the analysis of the degree of injury of the offender, high accuracy is confirmed when the vehicle type and the violation of the law are added to the speed, the external factor. In addition, when the time, day, and vehicle types are set as additional factors in addition to external factors, high accuracy is achieved in the analysis of the victim's injury. The time series and vehicle type are considered to be the main factors in determining the victim's injury (See Table 7 \& Figure 3).

Following the learning through the optimization model, we identified specific features that determine the degree of traffic accident injury. Based on the analysis through DNN learning, a random forest feature importance analysis is performed, which is a machine learning technique, to confirm factors more accurately. As a result, the main factors of injuring offenders were identified in the order of "Vehicle Type, Speed, Time, and Day of the week", and those of the victims were in the order of "Speed, Time, Victim Vehicle Type, and Day of the Week". It was found that the factors that determine the
degree of injury to the offender and the victim are similar. However, for the offender, the vehicle type is found more critical, while for the victim, the link speed is identified as more important (See Table 8 \& Figure 4).

Table 7. Offender/Victim Injuries Prediction Accuracy using optimal DNNs model.

| Feature | Accuracy |  |
| :---: | :---: | :---: |
|  | Offender | Victim |
| (1)Set | 81.16 | 61.05 |
| (1)Set + T | 81.32 | 61.21 |
| (1)Set + D | 80.85 | 60.75 |
| (1)Set + + D | 80.93 | 60.92 |
| (1)Set + C | 84.02 | 66.46 |
| (1)Set + L | 81.41 | 60.67 |
| (1) + T + D + C | 81.89 | 66.43 |
| (1)Set + T + D + L | 84.12 | 62.75 |
| (1)Set + C + L | 84.38 | 65.83 |
| All data | 84.15 | 65.98 |


(a) Offender injuries accuracy

(b) Victim injuries accuracy

Figure 3. (a) Offender Injuries Accuracy by Optimal DNNs; (b) Victim Injuries Accuracy by Optimal DNNs: The red dash line rectangular stands for the highest accuracy at that factors.

Table 8. Result of Importance Analysis for Traffic Accident Factors.

| Feature | Accuracy |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Offender <br> Factors | Offender Vehicle Type (29.8) | Speed <br> (18.9) | Time (15.5) | Day of the Week (9.4) | Violation of the Law (7.2) | Number of Lane (6.6) | Victim <br> Vehicle <br> Type (6.1) | Road Shape (3.6) | Weather (1.6) | Road Condition (1.4) |
| Victim <br> Factors | $\begin{aligned} & \text { Speed } \\ & (22.5) \end{aligned}$ | Time (18.4) | Victim <br> Vehicle <br> Type (12.9) | Day of the Week (10.9) | Offender <br> Vehicle <br> Type (29.8) | Number of Lane (6.6) | Violation of the Law (7.2) | Road Shape (3.6) | Weather (1.6) | Road Condition (1.4) |


(a) Offender injuries Feature Importance

(b) Victim injuries Feature Importance

Figure 4. (a) Injuries Feature Importance; (b) Victim Injuries Feature Importance

### 5.2. Additional Consideration

Although the main factors determining the degree of offender and victim injury were identified with this study, it is necessary to find out why there exist the differences in accuracy between the two, notwithstanding the same dataset were used for the analysis. It is because the principal cause of injury to the offender is the vehicle type whose data was originated from the TAAS that requires no data correction, but the cause of injury to the victim (speed) is the data obtained from the TOPIS data that entail a lot of missing values (see Section 3.1). It is judged that the difference in the factors that determine the injury occurred in the original data (TAAS \& TOPIS), lead to the differences in accuracy. However, the accuracy derived from this analysis is higher than that of existing statistics-based traffic accident prediction models (Poisson regression model, negative binomial regression model, etc. [56-59]. This is judged to be meaningful, as car accidents can be prevented in advance by predicting traffic accident injuries through DNN learning.

## 6. Conclusions

Automated Vehicles are under the spotlight as an alternative to diminishing traffic accidents. However, AVs accidents that occurred during several test drives led to worry about AVs safety. When AVs are commercialized and mixed with human driving vehicles, AVs-related accidents can occur even under ideal conditions. In order to solve this problem, studies on AVs ethics have been
conducted, but it was difficult to obtain an adequate answer. So, Germany and the United States issued AVs ethical guidelines emphasizing the prevention of traffic accidents. This study analyzed the traffic accident data based on DNNs to propose preventive measures for AVs accidents.

For the analysis of traffic accidents, we preprocessed TAAS, standard node-link data, and TOPIS data. In the DNNs analysis, the input layer consists of external factors and additional factors, and the output layer was set to the degree of injuries for both offenders \& victims. Also, to construct the optimal hidden layers, we controlled the learning data range, the epoch, and the number of nodes in the hidden layers. For the analysis, we conducted learning by adding input factors incrementally. The results show that in the offender case, $81 \%$ of prediction accuracy was achieved when only external factors were considered, while the accuracy increased to $85 \%$ when factors such as violation of law and vehicle types are added to the analysis. In the victim case, the prediction accuracy remained at $61 \%$ with external factors only, but the accuracy increased to $67 \%$ when additional factors were taken into consideration. The main reason determining about $20 \%$ prediction accuracy deviation between offender and victim comes from the level of data accuracy of the key injury determinant between offender and victim. The offender's degree of injury is largely determined by the type of vehicle, which did not require the data collection. On the other hand, the speed which affected the degree of victim injury most were from the merged data of TOPIS and TAAS with many missing data. The analysis revealed that factors such as vehicle type, time, and day were found important in determining the degree of injury. In addition, a random forest importance analysis identified that the injury determinants of the offender were ordered vehicle type, speed, time, and day, while those of victims were speed, time, vehicle type, and day.

As discussed, vehicle type and speed were identified as the main factors of determining injury, respectively. Accordingly, in the future, we plan to conduct researches that can more accurately prevent accidents by recognizing vehicle types using the CNNs (YOLO, etc.) technique, and that can predict the degree of injury according to speed or suggesting an appropriate vehicle safety distance. Also, future study will apply a developed methodology (Meta AI etc.) using updated traffic accident data. However, since data from HVs were utilized to develop preventive measures for AVs accidents, there is a limit to directly apply the results to AVs. Nevertheless, since the analysis focused on external factors (such as weather, road conditions, road types, etc.) that are difficult to control even AVs, it is expected that they will be used as basic data for analyzing the impact of external factors related to traffic accidents related to AVs in the future. Future study is needed to analyze traffic accidents by using data on the causes (e.g., weather, body defects, etc.) of AVs accidents as input values.

Author Contributions: Conceptualization, K.H.; Data curation, J.S.; Formal analysis, M.K.; Investigation, M.K.; Methodology, M.K.; Project administration, K.H.; Software, M.K. and J.S.; Visualization, M.K.; Writing-original draft, M.K.; Writing-review \& editing, M.K. and K.H. All authors have read and agreed to the published version of the manuscript.
Funding: This paper was supported by a grant (code 20TLRP-B148970-03) from Transportation and Logistics R\&D Program (TLRP) funded by Ministry of Land, Infrastructure and Transport of Korean government.
Acknowledgments: This paper is a revised and complemented content of "A Study on DNN (Deep Neural Network)-based Traffic Accident Context Analysis for The Design of Preventive Automated Driving System" Minhee Kang's Master Degree.

Conflicts of Interest: The authors declare no conflict of interest.

## References

1. SAE On-Road Automated Vehicle Standards Committee. Taxonomy and Definitions for Terms Related to Driving Automation Systems for on-Road Motor Vehicles; SAE International: Warrendale, PA, USA, 2018.
2. National Highway Traffic Safety Administration. Vision for Safety 2.0 Guidance for Automated Vehicles; US Department of Transportation: Washington, DC, USA, 2017.
3. Lee, K.; Jeon, S.; Kim, H.; Kum, D. Optimal path tracking control of autonomous vehicle: Adaptive full-state linear quadratic gaussian (lqg) control. IEEE Access 2019, 7, 109120-109133. [CrossRef]
4. Singh, S. Critical Reasons for Crashes Investigated in the National Motor Vehicle Crash Causation Survey (No. DOT HS 812 115); US Department of Transportation: Washington, DC, USA, 2015.
5. Abraham, H.; Lee, C.; Brady, S.; Fitzgerald, C.; Mehler, B.; Reimer, B.; Coughlin, J.F. Autonomous vehicles and alternatives to driving: Trust, preferences, and effects of age. In Proceedings of the transportation research board 96th annual meeting (TRB'17), Washington, DC, USA, 8-12 January 2017.
6. Zhang, T.; Tao, D.; Qu, X.; Zhang, X.; Lin, R.; Zhang, W. The roles of initial trust and perceived risk in public's acceptance of automated vehicles. Transp. Res. Part C Emerg. Technol. 2019, 98, 207-220. [CrossRef]
7. Hartwich, F.; Witzlack, C.; Beggiato, M.; Krems, J.F. The first impression counts-A combined driving simulator and test track study on the development of trust and acceptance of highly automated driving Transp. Res. Part F Traffic Psychol. Behav. 2019, 65, 522-535. [CrossRef]
8. Gogoll, J.; Müller, J.F. Autonomous Cars: In Favor of a Mandatory Ethics Setting. Sci. Eng. Ethics 2016, 23, 681-700. [CrossRef] [PubMed]
9. Gurney, J.K. Crashing into the unknown: An examination of crash-optimization algorithms through the two lanes of ethics and law. Albany Law Rev. 2015, 79, 183.
10. Bonnefon, J.F.; Shariff, A.; Rahwan, I. Autonomous vehicles need experimental ethics: Are we ready for utilitarian cars? arXiv 2015, arXiv:1510.03346.
11. Federal ministry of transport and digital infrastructure. Ethics Commission: Automated and Connected Driving; BMVI: Berlin, Germany, 2017.
12. National Highway Traffic Safety Administration. Federal Automated Vehicles Policy: Accelerating the Next Revolution in Roadway Safety; US Department of Transportation: Washington, DC, USA, 2016.
13. Choi, J.K.; Ji, Y.G. Investigating the Importance of Trust on Adopting an Autonomous Vehicle. Int. J. Hum. Comput. Interact. 2015, 31, 692-702. [CrossRef]
14. Xu, Z.; Zhang, K.; Min, H.; Wang, Z.; Zhao, X.; Liu, P. What drives people to accept automated vehicles? Findings from a field experiment. Transp. Res. Part C Emerg. Technol. 2018, 95, 320-334. [CrossRef]
15. Man, S.S.; Xiong, W.; Chang, F.; Chan, A.H.S. Critical Factors Influencing Acceptance of Automated Vehicles by Hong Kong Drivers. IEEE Access 2020, 8, 109845-109856. [CrossRef]
16. Ko, Y.; Rho, J.H.; Donghyung, Y. Assessing Benefits of Autonomous Vehicle System Implementation through the Network Capacity Analysis. Korea Spat. Plan. Rev. 2017, 93, 17-24. [CrossRef]
17. Tibljaš, A.D.; Giuffrè, T.; Surdonja, S.; Trubia, S. Introduction of Autonomous Vehicles: Roundabouts Design and Safety Performance Evaluation. Sustainability 2018, 10, 1060. [CrossRef]
18. Wang, Y.; Wang, L. Autonomous vehicles' performance on single lane road: A simulation under VISSIM environment. In Proceedings of the 2017 10th International Congress on Image and Signal Processing, BioMedical Engineering and Informatics (CISP-BMEI) IEEE, Shanghai, China, 14-16 October 2017; pp. 1-5.
19. Kang, M.H.; Im, I.J.; Song, J.I.; Hwang, K.Y. Analyzing Traffic Impacts of Automated Vehicle on Expressway Weaving Sections-A Case Study using Seoul-Singal Ramp Area-. J. Transp. Res. 2019, 26, 59-75. (In Korean)
20. Lee, S.Y.; Oh, M.S.; Oh, C.; Jeong, E.B. Automated Driving Aggressiveness for Traffic Management in Automated Driving Environments. J. Korean Soc. Transp. 2018, 36, 38-50. (In Korean) [CrossRef]
21. Morando, M.M.; Tian, Q.; Truong, L.T.; Vu, H.L. Studying the Safety Impact of Autonomous Vehicles Using Simulation-Based Surrogate Safety Measures. J. Adv. Transp. 2018, 2018. [CrossRef]
22. Kolarova, V.; Steck, F.; Bahamonde-Birke, F.J. Assessing the effect of autonomous driving on value of travel time savings: A comparison between current and future preferences. Transp. Res. Part A Policy Pract. 2019, 129, 155-169. [CrossRef]
23. Tscharaktschiew, S.; Evangelinos, C. Pigouvian road congestion pricing under autonomous driving mode choice. Transp. Res. Part C Emerg. Technol. 2019, 101, 79-95. [CrossRef]
24. König, M.; Neumayr, L. Users' resistance towards radical innovations: The case of the self-driving car. Transp. Res. Part F Traffic Psychol. Behav. 2017, 44, 42-52. [CrossRef]
25. Abraham, H.; Lee, C.; Brady, S.; Fitzgerald, C.; Mehler, B.; Reimer, B.; Coughlin, J.F. Autonomous Vehicles, Trust, and Driving Alternatives: A Survey of Consumer Preferences; MIT AgeLab: Cambridge, MA, USA, 2016; pp. 1-16.
26. Nordhoff, S.; Van Arem, B.; Happee, R. Conceptual Model to Explain, Predict, and Improve User Acceptance of Driverless Podlike Vehicles. Transp. Res. Rec. J. Transp. Res. Board 2016, 2602, 60-67. [CrossRef]
27. Kaan, J. User Acceptance of Autonomous Vehicles. Master's Thesis, Faculty of Technology, Policy and Management (TPM), Delft University of Technology, Delft, The Netherlands, 2017.
28. Im, I.J.; Song, J.I.; Lee, J.Y.; Hwang, K.Y. Analysis of the Perception of Autonomous Vehicles Using Text Mining Technique. J. Korea Inst. Intell. Transp. Syst. 2017, 16, 231-243.
29. Hong, T.-S.; Kwon, Y.-S.; Kuack, B.-S.; Lee, J.-C. An Exploratory Study on Criminal Responsibility of Self-driving Car Accident Type. Leg. Theory Pract. Rev. 2018, 6, 231-252. [CrossRef]
30. Yang, J.S.; Kim, K.J.; Kwon, H.B. A Study on the Differences of Perception on the Causes of Self-driving Cars in Human Distribution. J. Distrib. Manag. Res. 2019, 22, 15-22. (In Korean)
31. Thomson, J.J. The Trolley Problem. Yale Law J. 1985, 94, 1395. [CrossRef]
32. Kim, S.-R. The Ethical Approach to Traffic Accident-Algorithm of Autonomous Driving Vehicle and Its Legal Implications. IT LAW Rev. 2017, 15, 193-219. [CrossRef]
33. Bae, I.H.; Lee, K.H. Criteria of the Prior Protection in Fully Autonomous Car Accidents. Study Future 2018, 3, 25-48. (In Korean)
34. Goodall, N.J. Ethical Decision Making during Automated Vehicle Crashes. Transp. Res. Rec. J. Transp. Res. Board 2014, 2424, 58-65. [CrossRef]
35. Fleetwood, J. Public Health, Ethics, and Autonomous Vehicles. Am. J. Public Health 2017, 107, 532-537. [CrossRef] [PubMed]
36. Wu, Y.; Tan, H.; Qin, L.; Ran, B.; Jiang, Z. A hybrid deep learning based traffic flow prediction method and its understanding. Transp. Res. Part C Emerg. Technol. 2018, 90, 166-180. [CrossRef]
37. Polson, N.G.; Sokolov, V.O. Deep learning for short-term traffic flow prediction. Transp. Res. Part C Emerg. Technol. 2017, 79, 1-17. [CrossRef]
38. Zhao, Z.; Chen, W.; Wu, X.; Chen, P.C.Y.; Liu, J. LSTM network: A deep learning approach for short-term traffic forecast. IET Intell. Transp. Syst. 2017, 11, 68-75. [CrossRef]
39. Kim, D.H.; Hwang, K.Y.; Yoon, Y. Prediction of Traffic Congestion in Seoul by Deep Neural Network. J. Korea Inst. Intell. Transp. Syst. 2019, 18, 44-57. [CrossRef]
40. Zhang, Z.; He, Q.; Gao, J.; Ni, M. A deep learning approach for detecting traffic accidents from social media data. Transp. Res. Part C Emerg. Technol. 2018, 86, 580-596. [CrossRef]
41. Zhang, W.; Liu, K.; Zhang, W.; Zhang, Y.; Gu, J. Deep Neural Networks for wireless localization in indoor and outdoor environments. Neurocomputing 2016, 194, 279-287. [CrossRef]
42. Li, P.; Chen, X.; Shen, S. Stereo R-CNN Based 3D Object Detection for Autonomous Driving. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Long Beach, CA, USA, 16-20 June 2019; pp. 7636-7644.
43. Chen, S.; Leng, Y.; Labi, S. A deep learning algorithm for simulating autonomous driving considering prior knowledge and temporal information. Comput. Civ. Infrastruct. Eng. 2019, 35, 305-321. [CrossRef]
44. Zeng, W.; Wang, S.; Liao, R.; Chen, Y.; Yang, B.; Urtasun, R. DSDNet: Deep Structured self-Driving Network. arXiv 2020, arXiv:2008.06041.
45. Sun, P.; Kretzschmar, H.; Dotiwalla, X.; Chouard, A.; Patnaik, V.; Tsui, P.; Guo, J.; Zhou, Y.; Chai, Y.; Caine, B.; et al. Scalability in Perception for Autonomous Driving: Waymo Open Dataset. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Seattle, WA, USA, 13-19 June 2020; pp. 2443-2451.
46. Djuric, N.; Radosavljevic, V.; Cui, H.; Nguyen, T.; Chou, F.-C.; Lin, T.-H.; Singh, N.; Schneider, J. Uncertainty-aware Short-term Motion Prediction of Traffic Actors for Autonomous Driving. In Proceedings of the IEEE Winter Conference on Applications of Computer Vision, Snowmass Village, CO, USA, 1-5 March 2020; pp. 2095-2104.
47. NVIDIA. NVIDIA Self-Driving Safety Report; NVIDIA: Santa Clara, CA, USA, 2018.
48. Traffic Accident Analysis System. 2019. Available online: http://taas.koroad.or.kr (accessed on 20 September 2020).
49. Seoul Transport Operation and Information Services. 2018. Available online: http://topis.seoul.go.kr (accessed on 20 September 2020).
50. Korea Transport DataBase. 2019. Available online: https://www.ktdb.go.kr (accessed on 20 September 2020).
51. Rumelhart, D.E.; Hinton, G.E.; Williams, R.J. Learning representations by back-propagating errors. Nature 1986, 323, 533. [CrossRef]
52. TensorFlow. Available online: https://www.tensorflow.org/ (accessed on 20 September 2020).
53. Keras. Available online: https://keras.io/ (accessed on 20 September 2020).
54. Nair, V.; Hinton, G.E. Rectified linear units improve restricted boltzmann machines. In Proceedings of the 27th International Conference on Machine Learning (ICML-10), Haifa, Israel, $21-24$ June 2010; pp. 807-814.
55. Bridle, J.S. Training stochastic model recognition algorithms as networks can lead to maximum mutual information estimation of parameters. In Advances in Neural Information Processing Systems 2; Morgan Kaufmann Publishers Inc.: San Francisco, CA, USA, 1990; pp. 211-217.
56. Lee, S.H.; Lee, Y.D.; Do, M.S. Safety Impacts of Red Light Enforcement on Signalized Intersections. J. Korean Soc. Transp. 2012, 30, 93-102. (In Korean) [CrossRef]
57. Lee, S.H.; Park, M.H.; Woo, Y.H. A Study on Development Crash Prediction Model for Urban Intersections Considering Random Effects. J. Korea Inst. Intell. Transp. Syst. 2015, 14, 85-93. (In Korean) [CrossRef]
58. Lee, S.H.; Woo, Y.H. Safety Performance Functions for Central Business Districts Using a Zero-Inflated Model. Int. J. Highw. Eng. 2016, 18, 83-92. (In Korean) [CrossRef]
59. Lee, S.H.; Lee, Y.D.; Do, M.S. Analysis on Safety Impact of Red Light Cameras using the Empirical Bayesian Approach. Transp. Lett. Int. J. Transp. Res. 2016, 8, 241-249. [CrossRef]

Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

## Article

# An Application of Reinforced Learning-Based Dynamic Pricing for Improvement of Ridesharing Platform Service in Seoul 

Jaein Song ${ }^{1}$, Yun Ji Cho ${ }^{2}$, Min Hee Kang ${ }^{2}$ and Kee Yeon Hwang ${ }^{3, *}$<br>1 Research Institute of Science and Technology, Hongik University, Seoul 04066, Korea; wodlsthd@nate.com<br>2 Department of Smart City, Hongik University, Seoul 04066, Korea; yunji9943@gmail.com (Y.J.C.); speakingbee@hanmail.net (M.H.K.)<br>3 Department of Urban Planning, Hongik University, Seoul 04066, Korea<br>* Correspondence: keith@hongik.ac.kr

Received: 29 September 2020; Accepted: 30 October 2020; Published: 2 November 2020


#### Abstract

As ridesharing services (including taxi) are often run by private companies, profitability is the top priority in operation. This leads to an increase in the driver's refusal to take passengers to areas with low demand where they will have difficulties finding subsequent passengers, causing problems such as an extended waiting time when hailing a vehicle for passengers bound for these regions. The study used Seoul's taxi data to find appropriate surge rates of ridesharing services between 10:00 p.m. and 4:00 a.m. by region using a reinforcement learning algorithm to resolve this problem during the worst time period. In reinforcement learning, the outcome of centrality analysis was applied as a weight affecting drivers' destination choice probability. Furthermore, the reward function used in the learning was adjusted according to whether the passenger waiting time value was applied or not. The profit was used for reward value. By using a negative reward for the passenger waiting time, the study was able to identify a more appropriate surge level. Across the region, the surge averaged a value of 1.6. To be more specific, those located on the outskirts of the city and in residential areas showed a higher surge, while central areas had a lower surge. Due to this different surge, a driver's refusal to take passengers can be lessened and the passenger waiting time can be shortened. The supply of ridesharing services in low-demand regions can be increased by as much as $7.5 \%$, allowing regional equity problems related to ridesharing services in Seoul to be reduced to a greater extent.
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## 1. Introduction

Since the 1960s, with the beginning of industrialization, Korea experienced a rapid urbanization [1-3]. As such, the transportation infrastructure has also developed steadily, greatly improving the mobility of citizens. However, in metropolitan areas, such as the capital city and its surrounding regions, the expansion of urban areas and overpopulation caused increased traffic and consequently other social problems, including traffic congestion and air pollution. To minimize such social costs, various policies to facilitate public transportation and taxis have been actively promoted [4]. Despite the efforts, the current services are short in providing an equal level of mobility to all residents, requiring enhancement. In particular, in Seoul Metropolitan City, despite its excellent public transportation infrastructure, there is a constant inconvenience of users with a need for enhancing problems caused by congestion during rush hours and a shortage of ridesharing (including taxi) supply late at night on the outskirts of the city and in hilly areas [5].

Against this backdrop and with the recent introduction of the mobility as a service(MaaS) concept, efforts have been made to improve individuals' mobility and accessibility through the integrated
use of shared and cutting-edge modes of transportation [6-8]. MaaS consists of various means of transportation, including public transportation and a mobile platform-based ridesharing service. However, the ridesharing service is usually owned by the private sector, oriented toward profitability. Therefore, the provision of such a service tends to be concentrated in areas with high demand. Even if the ridesharing service were to expand, those users living in areas with low demand, especially suburban areas, are expected to face inconvenient services, such as longer waiting times due to the lower availability of vehicles. Especially during late-night hours when public transportation no longer operates, there are only limited options available, thus leading to further exacerbation of the imbalance between supply and demand. Therefore, a solution for this problem is needed. In a previous study [9] on experiences with taxi service refusal, respondents answered that they had difficulties getting taxi services or were refused during late-night hours (48.7\%) when their destinations were either remote areas or outside of the city boundary ( $32.8 \%$ ). From the perspective of users, this is recognized as a serious problem. The purpose of this study was to develop a dynamic pricing scheme to attract ridesharing (including taxi) drivers to mobility-disadvantaged regions during late-night hours when public transportation services are either reduced or come to a halt.

In the meantime, with the recent Fourth Industrial Revolution, the overall social paradigm has changed. A hyperintelligent society based on cutting-edge technologies, such as artificial intelligence, is being implemented. In the transportation sector, studies related to the introduction of big dataand artificial intelligence-based technology are growing [10]. Indeed, overseas ridesharing platforms, namely, Uber and Lyft, optimize supply and demand, as well as profitability, through AI-based dynamic pricing to retain the number of vehicles needed to respond to high demand in certain regions. Among the various subcategories of artificial intelligence, reinforcement learning has advantages in exploring unknown areas and identifying optimal outcomes through repeated exploration, unlike supervised learning, which is based on already available data. In contrast to other countries, there are not enough data related to ridesharing services in Korea and, accordingly, reinforcement learning would be more suitable. Consequently, this study conducted a reinforcement learning method using Seoul's taxi data to determine regionally appropriate levels of dynamic ridesharing fare rates with the purpose of improving the supply of ridesharing services in the mobility-disadvantaged regions in Seoul.

The paper is organized as follows: Section 2 reviews studies on the spatial fairness issues of transportation services and dynamic pricing applications for ridesharing services. Section 3 discusses the analysis framework and reinforcement learning method applied in this study. Subsequently, the results of the analysis are presented and discussed in Section 4, while the conclusions are drawn in Section 5.

## 2. Literature Review

### 2.1. Studies Analyzing Spatially Marginalized Areas in Terms of Transportation Services

In their study, Lee et al. [11] identified the mobility of different marginalized groups using smart card data and evaluated the mobility of groups highly reliant on public transportation. Building upon this, the study also categorized regions into different types according to their need for mobility improvement and concluded that mainly the outskirt areas of a city require improvements. Ha et al. [12] located areas marginalized from public transportation services in Seoul, using real travel characteristics gathered using Google and T map navigation application programming interfaces (APIs), and they analyzed areas with high priority in service enhancement. Data, such as travel characteristics and socioeconomic indices, were analyzed, identifying Gangbuk-gu, Seongbuk-gu, Seodaemun-gu, Jungnang-gu, and the southeast zone as areas requiring improvements in public transportation. Han [13] deduced spatially marginalized areas by assessing user mobility and the service level of providers. Moreover, the study reviewed the potential equity issue caused among different groups and suggested ways to improve it. According to the study, overall public transportation showed a satisfactory level from the users' perspective; however, there was a large deviation in terms of the
supply level by region. Notably, on the outskirts of the city, including Nowon-gu and Gwanak-gu, the gap between supply and demand appeared to be wide and, thus, most urgently requiring an improvement in supply.

From an accessibility perspective, Lee et al. [14] developed various indices for the connectivity, directness, and diversity of public transportation using transportation card data and assessed each transportation zone. This study confirmed that, with a higher connectivity of public transportation, it had more routes and better directness. On the contrary, in zones located on the outskirts of the city, marginalization from public transportation was vivid. Kim et al. [15] and Yoon et al. [16] studied regional marginalization and inequity by considering not just spatial accessibility, but also social classes. Kim et al. overlaid and compared socioeconomic characteristics and city zones using location data of public transportation in Daegu. According to their analysis, the low accessibility and environmental inequity of socially disadvantaged people (the aged, recipients of national basic livelihood benefits, etc.) in suburban areas were confirmed. Yoon et al. calculated the inequity index of socially marginalized people on the basis of a Gini-style index and the methods of accessibility measure developed by Curie. As for public transportation accessibility, the regional gap was bigger for the subway than the bus. When this was overlaid on top of the data for the socially disadvantaged group, inequity was confirmed to be greater for the subway than the bus.

There were studies assessing equity depending on regional differences in infrastructure. Kim et al. [17] analyzed disadvantaged regions by overlaying service areas of public transportation and confirmed that suburb areas were mainly in a disadvantageous position. Furthermore, when considering socioeconomic characteristics, the study concluded that there was a gap in public transportation infrastructure among regions. Lee et al. [18] used Seoul Metropolitan Household Travel Survey data to measure regional equity among different income brackets depending on the levels of transportation infrastructure. The study showed that lower spatial equity led to longer total traveling time. Bin et al. [19] carried out a spatial cluster analysis at the administrative unit (Eup, Myeon, and Dong) level with transportation infrastructure indicators and travel behavior to assess equity in Gyeonggi-do province (excluding Seoul Metropolitan City and Incheon City). The results clearly showed gaps between areas closer to Seoul and those on the outskirts of the city. In particular, equity at the infrastructure level in northern Gyeonggi-do province was low.

### 2.2. Dynamic Pricing Studies on Ridesharing Service

Before reviewing previous literature, dynamic pricing can be defined as a strategy in which prices change flexibly for the same product or service depending on the market situation [20-22]. This strategy is mainly employed with respect to e-commerce, flight tickets, and hotel booking and demand management. This results in the optimization of selling products and services in an environment where the price can be easily adjusted. With regard to dynamic pricing for ridesharing services, there were studies on profitability improvement and the determination of an appropriate price through a pricing strategy [23-30], studies analyzing the elements of a pricing strategy affecting customers or drivers [31-33], and a study based on reinforcement learning [34].

First, Banerjee et al. [23] validated the performance of dynamic pricing by suggesting a ridesharing model considering two aspects: the stochastic dynamics of the market and the strategic decisions of the drivers, passengers, and platform. According to the analysis, depending on supply and demand conditions, flexible pricing resulted in increased total utility. Zeng et al. [24] researched the dynamic pricing strategy in accordance with potential users considering the destination of taxies. Markov Decision Process (MDP) was established by considering the cost of pick-ups at the destination. The total utility was enhanced compared to the fixed cost case. Hall et al. [25] studied the economic utility of surge pricing by analyzing Uber data.

When prices rise in line with the surge price algorithm, the delta affected the improving profitability of drivers, supply, and efficiency. Moreover, if surge pricing was not employed during
peak hours, passenger waiting time was extended as drivers did not pick up passengers and passenger utility dropped.

In an analysis of the effects of dynamic pricing on drivers through Uber cases, Chen et al. identified that the surge price has a negative impact on passengers and a positive impact on drivers. Furthermore, the study found unfairness along the regional border of surge pricing. Chen et al. [32] studied changes in the number of Uber drivers depending on changes in surge price. The analysis confirmed that there was a higher rate of vehicle operation, as well as changes in operating hours, during the time period in which higher profit was expected from the drivers' perspective. Kooti et al. [33] analyzed the impact of dynamic pricing and income on the behavior of drivers, and they found that drivers operating vehicles during peak hours earned a higher income compared to nonpeak-hour drivers.

Wu et al. [34] simulated the application of dynamic pricing to ridesharing services. They compared four pricing methodologies, namely, (1) statistic pricing, (2) proportional pricing, (3) batch updates, and (4) reinforcement learning with the goal of profit maximization in a single Origin-Destination(OD) scenario. The simulation found that pricing based on reinforcement learning increased the total profit and individual profit of drivers the most.

### 2.3. Summary of the Review

Previous studies on mobility-disadvantaged regions mainly focused on evaluating areas marginalized from public transportation from a user's perspective utilizing big data, such as smart card data, household travel surveys, and Geographic Information System Data Base (GIS DB: location data for bus and subway, thematic transportation map, etc.). These studies identified that public transportation services in these regions were not adequately provided. On the other hand, they paid little attention to the late-night mobility inconvenience in regions after public transportation services had ended.

As for dynamic pricing in ridesharing services, studies were carried out mainly using Uber cases. As Uber discloses operation data, several studies related to dynamic pricing were conducted. In particular, the surge-based pricing analysis of Uber showed that it helped increase driver supply and operational profit. On the contrary, if a single-fare system was applied without flexibility, overall utility decreased due to a lower rate of matching and a longer waiting time when suppliers decided not to take passengers. However, there were no studies measuring regional differences in dynamic pricing; thus, it is necessary to determine ways of addressing drivers' refusal to take passengers when taking regional differences into account.

Accordingly, a study evaluating the dynamic pricing solution is required to improve the quality of mobility services in disadvantaged regions in Seoul.

## 3. Analysis Methodology

To simulate dynamic pricing using reinforcement learning, this study first conducted a centrality (in-bound and out-bound) analysis with a district(gu)-level OD matrix to develop a regional indicator of degree centrality to be used in reinforcement learning analysis. Then, the indicators were applied to a reinforcement learning simulation.

### 3.1. Analysis Methodology

### 3.1.1. Degree Centrality Analysis Methodology

Degree centrality is an indicator showing how many nodes are connected to a certain node. In social network theory, degree centrality is defined as the number of nodes linked directly to any given node. This study measured the out-degree and in-degree of each region (node) from a centrality
perspective depending on the level of node connectivity, using them as indicators to be applied in reinforcement learning. Centrality can be calculated as follows:

$$
\begin{equation*}
C_{D}^{\prime}\left(N_{i}\right)=\frac{\sum_{j=1}^{g} x_{i j}}{g-1}, i \neq j \tag{1}
\end{equation*}
$$

where $C_{D}^{\prime}$ is the standardized degree centrality of node $i, \sum_{j=1}^{g} x_{i j}$ is the degree centrality of node $j$, and $g$ is the number of nodes. If there is no direction in the network, the above equation simply shows the degree of nodes. On the other hand, if directions are present, the equation distinguishes out-degree centrality $\left(C_{\text {outD }}^{\prime}\right)$ and in-degree centrality $\left(C_{i n D}^{\prime}\right)$. Here, out-degree centrality is defined as the level of connections going out from a certain node to other nodes, and in-degree centrality is defined as the level of connections coming in from other nodes to a certain node. In this study, in-degree centrality referred to the number of vehicles coming into a certain zone $(\mathrm{Gu})$, thus indicating a region as a frequently selected destination by passengers (usually residential areas during late-night periods). On the contrary, out-degree centrality referred to the number of vehicles traveling out of a certain zone, thus indicating a region as a preferred destination by drivers (central and subcentral regions). Therefore, this study identified indicators by region considering both out-degree and in-degree centrality.

### 3.1.2. Reinforcement Learning Methodology

Reinforcement learning is a learning method through which an agent chooses an action to take in an environment to maximize reward. This affects not only the immediate reward due to the action of the agent, but also the long-term reward. The main characteristics of reinforcement learning are a trial-and-error search and delayed reward (Figure 1). This study used the Q-learning algorithm for analysis.


Figure 1. Conceptual diagram of reinforcement learning.
In the Q-learning algorithm [35,36], Q initially has an arbitrary fixed value. When the agent selects an action (a) in accordance with a learning step $(t)$, an immediate reward $(r)$ is observed before entering a new state (s), updating the Q value. The key characteristic of this algorithm is the value iteration update, using the weighted average of the old value and new information. The equation of Q -learning can be expressed as follows:

$$
\begin{equation*}
Q\left(s_{t}, a_{t}\right) \leftarrow(1-\alpha) Q\left(s_{t}, a_{t}\right)+\alpha\left(r_{t}+\gamma \max _{\alpha} Q\left(s_{t+1}, a\right)\right. \tag{2}
\end{equation*}
$$

where $\alpha$ is the learning rate which updates the current Q value with immediate reward and/or future expected value, usually between 0 and 1 . When the value is 0 , the current $Q$ value is continuously used without any update according to learning. On the contrary, if the value is 1 , the previous $Q$ value is ignored and updated automatically. $\gamma$ is a discount factor which is a variable explaining the difference between immediate and future rewards, also between 0 and 1 . When the value is 0 , the agent takes a myopic action as by making an update with immediate reward. When the value is 1 , the agent leans toward a future reward, underestimating the current reward. In this study, on the basis of existing studies, we experimentally set the learning rate to 0.1 and discount factor to 0.9 .

### 3.2. Environment Setting for Reinforcement Learning Simulation

### 3.2.1. Q-Table Configuration

To carry out the reinforcement learning simulation using the Q-learning algorithm, a Q-table needed to be defined through state and action. The Q-table is a matrix that compiles rewards for all states and actions, and it is updated after each learning step. Here, 600 OD cells were used in an OD matrix of 25 zones in Seoul excluding intrazonal travel. The state refers to the price that can potentially be generated in each OD cell depending on time slots, which can be expressed as 13 (price range) $\times$ 6 h (time round, Tr ) for each OD cell. In total, there were 13 actions, including a standard price and surge prices from 0.6 -fold to 3.0 -fold the standard price with an interval of 0.2 . The composition of the district OD matrix is shown in Figure 2, with a separate layer constructed for each cell's travel time and passage cost $\left(P_{\text {base }}\right)$ to be used for analysis.

|  | Z1 | z2 | Z3 | 24 | z5 | Z6 | 27 | z8 | z9 | Z10 | Z11 | Z12 | Z13 | Z14 | Z15 | Z16 | 217 | Z18 | Z19 | Z20 | Z2 | z22 | Z23 | Z24 | Z25 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Z1 |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 |
| z2 | 24 |  | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 | 41 | 42 | 43 | 44 | 45 | 46 | 47 |
| z3 | 48 | 49 |  | 50 | 51 | 52 | 53 | 54 | 55 | 56 | 57 | 58 | 59 | 60 | 61 | 62 | 63 | 64 | 65 | 66 | 67 | 68 | 69 | 70 | 71 |
| 24 | 72 | 73 | 74 |  | 75 | 76 | 77 | 78 | 79 | 80 | 81 | 82 | 83 | 84 | 85 | 86 | 87 | 88 | 89 | 90 | 91 | 92 | 93 | 94 | 95 |
| z5 | 96 | 97 | 98 | 99 |  | 100 | 101 | 102 | 103 | 104 | 105 | 106 | 107 | 108 | 109 | 110 | 111 | 112 | 113 | 114 | 115 | 116 | 117 | 118 | 119 |
| z6 | 120 | 121 | 122 | 123 | 124 |  | 125 | 126 | 127 | 128 | 129 | 130 | 131 | 132 | 133 | 134 | 135 | 136 | 137 | 138 | 139 | 140 | 141 | 142 | 143 |
| 27 | 144 | 145 | 146 | 147 | 148 | 149 |  | 150 | 151 | 152 | 153 | 154 | 155 | 156 | 157 | 158 | 159 | 160 | 16 | 162 | 163 | 16 | 165 | 166 | 167 |
| z8 | 168 | 169 | 170 | 171 | 172 | 173 | 174 |  | 175 | 176 | 177 | 178 | 179 | 180 | 181 | 182 | 183 | 18 | 185 | 18 | 18 | 188 | 189 | 19 | 91 |
| z9 | 192 | 193 | 194 | 195 | 196 | 197 | 198 | 199 |  | 200 | 201 | 202 | 203 | 204 | 205 | 206 | 207 | 208 | 209 | 210 | 211 | 212 | 213 | 214 | 215 |
| 210 | 216 | 217 | 218 | 219 | 220 | 221 | 222 | 223 | 224 |  | 225 | 226 | 227 | 228 | 229 | 230 | 231 | 232 | 233 | 234 | 235 | 236 | 237 | 238 | 239 |
| 211 | 240 | 241 | 242 | 243 | 244 | 245 | 246 | 247 | 248 | 249 |  | 250 | 251 | 252 | 253 | 254 | 255 | 256 | 257 | 258 | 259 | 260 | 261 | 262 | 263 |
| Z12 | 264 | 265 | 266 | 267 | 268 | 269 | 270 | 271 | 272 | 273 | 274 |  | 275 | 276 | 277 | 278 | 279 | 280 | 28 | 282 | 283 | 28 | 285 | 286 | 287 |
| 213 | 288 | 289 | 290 | 291 | 292 | 293 | 294 | 295 | 296 | 297 | 298 | 299 |  | 300 | 301 | 302 | 303 | 304 | 305 | 306 | 307 | 308 | 309 | 310 | 311 |
| Z14 | 312 | 313 | 314 | 315 | 316 | 317 | 318 | 319 | 320 | 321 | 322 | 323 | 324 |  | 325 | 326 | 327 | 328 | 32 | 330 | 331 | 33 | 333 | 334 | 335 |
| 215 | 336 | 337 | 338 | 339 | 340 | 341 | 34 | 34 | 34 | 345 | 346 | 347 | 348 | 349 |  | 350 | 351 | 352 | 353 | 35 | 355 | 35 | 357 | 35 | 359 |
| Z16 | 360 | 361 | 362 | 363 | 364 | 365 | 366 | 367 | 368 | 369 | 370 | 371 | 372 | 373 | 374 |  | 375 | 376 | 377 | 378 | 379 | 38 | 381 | 38 | 383 |
| 217 | 384 | 385 | 386 | 387 | 388 | 389 | 390 | 391 | 392 | 393 | 394 | 395 | 396 | 397 | 398 | 399 |  | 400 | 401 | 402 | 403 | 40 | 405 | 406 | 407 |
| Z18 | 408 | 409 | 410 | 411 | 412 | 413 | 414 | 415 | 416 | 417 | 418 | 419 | 420 | 421 | 422 | 423 | 424 |  | 425 | 426 | 427 | 428 | 429 | 430 | 431 |
| Z19 | 432 | 433 | 434 | 435 | 436 | 437 | 438 | 439 | 440 | 441 | 442 | 443 | 444 | 445 | 446 | 447 | 448 | 449 |  | 450 | 451 | 452 | 453 | 454 | 455 |
| 220 | 456 | 457 | 458 | 459 | 460 | 461 | 462 | 463 | 464 | 465 | 466 | 467 | 468 | 469 | 470 | 471 | 472 | 473 | 474 |  | 47 | 476 | 77 | 478 | 79 |
| z21 | 480 | 481 | 482 | 483 | 484 | 485 | 486 | 487 | 488 | 489 | 490 | 491 | 492 | 493 | 494 | 495 | 496 | 497 | 498 | 499 |  | 500 | 501 | 502 | 503 |
| 222 | 504 | 505 | 506 | 507 | 508 | 509 | 510 | 511 | 512 | 513 | 514 | 515 | 516 | 517 | 518 | 519 | 520 | 521 | 522 | 523 | 524 |  | 52 | 52 | 527 |
| 223 | 528 | 529 | 530 | 531 | 532 | 533 | 534 | 535 | 536 | 537 | 538 | 539 | 540 | 541 | 542 | 543 | 544 | 545 | 546 | 547 | 548 | 549 |  | 550 | 551 |
| 224 | 552 | 553 | 554 | 555 | 556 | 557 | 558 | 559 | 560 | 561 | 562 | 563 | 564 | 565 | 566 | 567 | 568 | 569 | 570 | 571 | 572 | 573 | 574 |  | 575 |
| 225 | 576 | 577 | 578 | 579 | 580 | 581 | 582 | 583 | 58 | 585 | 586 | 587 | 588 | 589 | 590 | 591 | 592 | 593 | 594 | 595 | 596 | 597 | 598 | 599 |  |



Figure 2. OD matrix, where each OD cell is the location data for each OD movement in the matrix.

### 3.2.2. Action Model

The simulation included passengers and drivers for each cell in the OD matrix and determined whether or not a match was feasible on the basis of the choice probability of passengers and drivers. Applying the method used by Wu et al. [34], passengers selected a price according to the surge according to a normal distribution. On the other hand, drivers applied choice probability according to a normal distribution with the weight of the centrality analysis outcome in accordance with their destination. Centrality analysis was applied to taxi operation data on the basis of 150 M links provided for Seoul Metropolitan City. The analysis was conducted using data from April to September of 2017 which were processed to generate OD data for each district (gu).

For the choice probability model of drivers and passengers, a surge of 1 (base fare of taxi) was applied by consulting the result of National Bureau of Economic Research(NBER, 2016) study [37]. In addition, the probability followed a cumulative normal distribution using the following equation:

$$
\begin{equation*}
\Phi(x)=\int_{-\infty}^{x} N(0,1)(x) d x \tag{3}
\end{equation*}
$$

The choice probability models of passengers (Equation (4)) and drivers (Equation (5)) according to the surge are expressed below.

$$
\begin{gather*}
P\left(\text { accept } \mid P_{o f f e r}\right)=\Phi\left(\frac{P_{\text {offer }}-P_{\text {base }}}{\sigma}\right) \times W_{1}  \tag{4}\\
P\left(\text { accept } \mid P_{o f f e r}\right)=\Phi\left(\frac{P_{\text {base }}-P_{\text {offer }}}{\sigma}\right) \times W_{2}+\left(\frac{T_{r} C_{o u t D}^{\prime}\left(N_{j}\right)}{T_{r} C_{i n D}^{\prime}\left(N_{j}\right)}\right) \times W_{3}, \tag{5}
\end{gather*}
$$

where $W_{1}$ is the weight modifying the choice probability of passengers when surge $=1, W_{2}$ is the weight modifying the choice probability of drivers when surge $=1, T_{r} C_{\text {outD }}^{\prime}\left(N_{j}\right)$ is the out-degree centrality value of a specific time round $\left(T_{r}\right), T_{r} C_{i n D}^{\prime}\left(N_{j}\right)$ is the in-degree centrality value of a specific time round $\left(T_{r}\right)$, and $W_{3}$ is the weight of the equity index allowing differentiation by region.

### 3.2.3. Reward Function

The criteria for reward were different depending on matching. Once a driver was matched with a passenger, the reward was the base fare $\left(P_{\text {fare }}\right)$ for the travel between origin and destination multiplied by the surcharge coefficient $\left(S_{a}\right)$. If a driver was not matched with a passenger, a negative reward was applied in line with the waiting time value $\left(W_{t}\right)$. The waiting time was set to 8 min considering the fact that the average waiting time during late-night periods when a surcharge is applied is 8.1 min according to a study in Seoul Metropolitan City [38]. The time value $\left(V_{t}\right)$ was calculated on the basis of the taxi fare for 1 min in the OD matrix. While it increased profitability through a surcharge, it was also designed to provide a negative reward when unmatched by multiplying the time value for 8 min by the surcharge. The equation for the reward can be expressed as shown in Equation (6). Learning was conducted separately for when a negative value was applied to waiting time and for when it was not. Through a comparison, the study identified the appropriate reward function.

$$
r=\left\{\begin{array} { l } 
{ \text { matched } \quad P _ { \text { fare } } \times S _ { a } }  \tag{6}\\
{ \text { unmatched } }
\end{array} \left\{\begin{array}{ll}
-W_{t} \times V_{t} \times S_{a} & \rightarrow \text { alt } 1) \\
0 & \rightarrow \text { alt } 2)
\end{array} .\right.\right.
$$

### 3.2.4. Q-Learning Algorithm

A total of $20,000 \mathrm{Q}$-learning reiterations were conducted by taking the index value for each zone into account in the late-night period (Figure 3). In one episode, the goal was to identify the optimal surge for each time slot during 6 h of operation for each OD matrix. The Q-table included states (current state and price) for each time slot and action value by applying the concept of time. The travel time and price required to calculate the reward value (operating profit) for each state referred to a separate OD table. The weight values applied to the preference of drivers were the centrality indices for each time slot and zone. The reward function was created separately depending on the application of the time value.

```
Algorithm parameters: \(\alpha=0.1, \gamma=0.9\), epslion decay \(=0.995\)
Loop for each episode:
    Initialize \(O D\) state, as od cell \(\in\) od matrix
    Loop for each OD state:
        Initialize S, Cumulative time
        Repeat:
    Choose an action (A) from \(S\) using policy derived from \(Q\) (e.g., Decaying \(\varepsilon\)-greedy)
            Take action \((A)\), obtain reward \(R\) from reward function, and next state \(S^{\prime}\)
Update \(Q(S, A) \leftarrow(1-\alpha) Q(S, A)+\alpha\left(R+\gamma \max _{\alpha} Q\left(S^{\prime}, A\right)\right.\)
Set \(S \leftarrow S^{\prime}\)
        Cumulative Time \(=\) Cumulative Time + time
        Until cumulative time less than 6 hour
```

Figure 3. Q-learning algorithm pseudo code.

## 4. Analysis Results

### 4.1. The Analysis Result of Areas Expected to Be Marginalized in Ridesharing Services

In order to identify the indices to be applied to reinforcement learning, the taxi operation data in Seoul were categorized into different zones according to 25 districts (gu), and the OD matrix was formed on the basis of the volume of pick-ups and drop-offs using district codes. Consequently, the study analyzed centrality and tried to identify a standardized index for each zone to be applied to reinforcement learning. The origin (the number of pick-ups) was compiled by matching administrative districts through the GIS spatial join function, while the destination (the number of drop-offs) was compiled by using the district(gu) code information for each vehicle departure. Any data including areas surrounding Seoul were excluded.

Using the OD matrix, degree centrality analysis for each zone was conducted, and the average in-degree and out-degree centrality was calculated for weekdays and weekends from 10:00 p.m. to 4:00 a.m. (Figures 4 and 5). According to the analysis, in-degree centrality displayed similar patterns for both weekends and weekdays, whereas the regional deviation was smaller than seen for out-degree centrality. Out-degree centrality was high in the Central Business Districts(CBDs) on weekdays and similarly high on weekends.


Figure 4. Results of centrality analysis between 10:00 p.m. and 4:00 a.m. on weekdays: (a) average in-degree centrality; (b) out-degree centrality.


Figure 5. Results of centrality analysis between 10:00 p.m. and 4:00 a.m. on weekends: (a) average in-degree centrality; (b) out-degree centrality.

Areas located on the outskirts of the city had a lower degree centrality. In particular, outskirt areas showed lower out-degree centrality on weekdays. Residential areas on the outskirts of Seoul showed higher in-degree centrality. On the other hand, central and subcentral regions of the city showed higher out-degree centrality (Figure 6). The patterns were similar to those found in previous studies showing the concentration of taxi pick-ups during late-night hours near CBDs [39]. There were large differences in out-degree centrality by zone before and after midnight when most public transportation services were suspended, with the difference growing as the night went on.


Figure 6. Results of out-degree centrality versus in-degree centrality analysis between 10:00 p.m. and 4:00 p.m.: (a) weekday; (b) weekend.

### 4.2. Results of Reinforcement Learning Simulation

The algorithm presented in Figure 3 was used in the learning of 600 OD cells. When the reward function was defined by a simple matching rate, there was a limitation in comparison among regions as the fare and travel time for each OD were different. Therefore, the simulation implemented a reward value considering travel time and cost. Moreover, analysis was conducted depending on the application of a negative reward value in the unmatched condition. The matching rate for each learning step when a waiting time with a negative reward was applied (alt1) or not (alt2) is depicted in Figure 7.


Figure 7. Matching rate comparison depending on time value.
When the negative reward was considered, the matching rate increased before converging as learning was reiterated. When it was not considered, the matching rate decreased before converging. According to this result, it can be concluded that the application of a negative reward was necessary when the reward function used the travel cost but not the matching rate. However, the current negative reward for the waiting time used a fixed value from a previous study; thus, for real-world applications, the expected waiting time according to a driver's choice probability should be calculated for each OD.

Using the deduced average surge, when a fare was calculated for each OD, the distribution could be expressed as shown in Figure 8, where the $x$-axis is the travel distance between origin and destination, and the $y$-axis is the price. Then, price levels were compared in terms of the base fare, base fare with late-night surcharge (additional $20 \%$ to base fare), late-night surcharge + ride-hail fee (KRW 3000, the highest fee charged by existing platform companies), and surge price (the outcome of learning for each OD). For travel distances shorter than 10 km , the differences among fares were not severe. However, the gap grew wider when the distance increased (see Figure 8a). This is because the late-night surcharge + ride-hail fee (yellow dotted line) was a flat fare regardless of traveling distance, while the surge fare (blue dotted line) was determined using a certain ratio, increasing the absolute price with traveling distance. Table 1 displays the three average prices for different distances, showing the price gap widening as the distance increased.


Figure 8. Price distribution for different OD when a surge was applied (using the average surge for different OD): (a) total range; (b) short distance.

Table 1. Traffic volume and average price (KRW) for difference distances.

| Distance | Traffic Volume | Number of <br> OD Zones | Surge Price | Late-Night <br> Surcharge $^{1}$ | Late-Night <br> Surcharge + <br> Ride-Hail Fee ${ }^{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Shorter than 5 km | $28.5 \%$ | 46 | 9494.6 | 7017.3 | $10,017.3$ |
| $5-10 \mathrm{~km}$ | $38.5 \%$ | 116 | $14,845.0$ | $10,450.8$ | $13,450.8$ |
| $10-15 \mathrm{~km}$ | $18.4 \%$ | 146 | $22,264.0$ | $15,846.3$ | $18,846.3$ |
| $15-20 \mathrm{~km}$ | $8.5 \%$ | 108 | $29,625.4$ | $20,863.1$ | $23,863.1$ |
| $20-25 \mathrm{~km}$ | $4.2 \%$ | 86 | $36,244.8$ | $25,203.1$ | $28,203.1$ |
| Longer than 25 km | $1.8 \%$ | 99 | $45,761.9$ | $31,731.4$ | $34,731.4$ |
| Total | $100.0 \%$ | 600 | $27,078.1$ | $19,006.2$ | $22,006.2$ |

${ }^{1}$ The late-night surcharge is surge 1.2 of the base amount and an additional Hail Fee of 3000 KRW (based on the existing platform price).

### 4.3. Changes in Centrality after Surge-Driven Supply Increase

Centrality analysis was carried out after recalculating the traffic volume in accordance with the surge previously identified for each OD matrix and time slot. The traffic volume was recalculated as follows:

$$
\begin{equation*}
N v o l_{i, j}=\left(\text { Ovol }_{i, j} \times S_{i, j}\right) \times \frac{\sum_{i, j} \text { Ovol }_{i, j}}{\sum_{i, j} \text { Ovol }_{i, j} \times S_{i, j}}, \tag{7}
\end{equation*}
$$

where $i, j$ are the origin and destination, $\mathrm{Nvol}_{i, j}$ is the recalculated traffic volume, $\mathrm{Ovol}_{i, j}$ is the previous traffic volume, $S_{i, j}$ is the optimal surge for travel (optimal surge for different OD as identified from reinforcement learning), and $\sum_{i, j} \mathrm{Ovol}_{i, j}$ is the sum of traffic volume. In centrality analysis, the indicator evaluating the volume of vehicles traveling to a certain zone was the in-degree centrality. When in-degree centrality increases, it can be said that supply is increasing toward that region.

According to the level of improved spatial equity by region, in-degree centrality decreased in the central and subcentral regions of the city, such as Gangnam-gu and Jongno-gu, while the in-degree centrality increased in residential areas on the outskirts of the city, such as Songpa-gu, Gangseo-gu, Dongjak-gu, and Nowon-gu (Figure 9). When this was overlaid on top of the previous hotspot analysis, it was found that the in-degree centrality was drastically improved in districts (gu) located on the outskirts of Seoul Metropolitan City where the number of drop-offs or vacant vehicles was greater compared to the number of pick-ups (Figure 10b). As a result, it can be expected that vehicle supply would be enhanced by as much as $7.5 \%$ when applying a higher surge to the region predicted to have a lower choice probability from the perspective of drivers. At the same time, equity in service supply would be improved by reducing the waiting time of passengers in marginalized regions with low taxi demand.


Figure 9. Change in in-degree centrality: (a) before; (b) after.


Figure 10. (a) Rate of change in in-degree centrality; (b) comparison between in-degree centrality and hotspot analysis.

## 5. Conclusions

As ridesharing (including taxi) services are often run by private companies, profitability is the top priority in operation. This leads to an increase in drivers' refusal to take passengers to areas with low demand where they have difficulties finding subsequent passengers, causing problems such as extended waiting time when hailing a vehicle for passengers bound for these regions. This problem differs depending on time and region. In late-night hours and in suburban regions, the imbalance between supply and demand is especially widened, worsening the problem. In order to address this problem, solutions were proposed in this study through a dynamic pricing strategy using reinforcement learning algorithms.

This study used Seoul city's taxi data to find appropriate fare surge rates for ridesharing services between 10:00 p.m. and 4:00 a.m. In reinforcement learning, the outcome of centrality analysis was applied as the weight affecting drivers' destination choice probability. Moreover, the reward function used during learning was adjusted according to whether or not a passenger waiting time value was applied. Profit was used as the reward value. By applying a negative reward for the passenger's waiting time, a more appropriate surge fare level could be identified. Across the region, the average surge level amounted to 1.6. Regions located on the outskirts of the city in predominantly residential regions such as Gangdong-gu, Dongjak-gu, Eunpyeong-gu, and Gangseo-gu showed a higher surge. On the contrary, central areas, such as Gangnam-gu, Jongno-gu, and Jung-gu, had a lower surge. The findings showed that the supply of ridesharing services in low-demand regions could be increased by as much as $7.5 \%$ using surge fares, thereby reducing regional equity problems related to ridesharing services in Seoul to a great extent.

This study conducted a reinforcement learning-based dynamic pricing simulation to respond to the regional equity problem of ridesharing (including taxi) services in Seoul. A novel approach was presented using dynamic pricing as a way to mitigate the spatial equity problem by affecting ridesharing supply, unlike most previous dynamic pricing studies which simply targeted higher profitability. Notably, it was shown that a surge rate change in fares could reduce the indirect refusal of drivers to take passengers to unpreferred areas. With additional real-time ridesharing user data, the Deep Q-Network(DQN) technique can be adopted to conduct a smaller-scale spatial analysis of ridesharing services. Furthermore, with more knowledge on fare sensitivity by user group, the dynamic pricing approach proposed in this study can significantly contribute to resolving the spatial equity problem in mobility services in the future.
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