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Nanomaterials have become increasingly important both in basic research and in applications.
Some properties may be understood only at the level of the quantum mechanical study of these
materials. The purpose of this Special Issue is to advance our fundamental understanding of the
structure and technologically important properties of nanomaterials with the help of computational
quantum solid-state physics and chemistry. There is no doubt that quantum mechanical approaches are
indispensable in comprehensive studies of nanomaterials and will be increasingly crucial in the future.
Of course, this field is too extensive and too diverse to be described in a single volume. Nevertheless,
this Special Issue provides at least a partial snapshot of the state of the art of computational quantum
mechanical studies of nanomaterials and covers some recent advances and problems.

The scope of the articles included in this Special Issue is quite diverse, including adsorption of
gas molecules on nanoclusters [1], domain structure of magnetically doped topological insulators [2],
properties of dye-sensitized solar cells [3], energetics of silver decahedron nanoparticles [4], the effect
of the size and shape on the surface energy of Au nanoparticles [5], critical size of ferroelectric
SnTe low-dimensional nanostructures [6], the effect of vacancies on grain boundary segregation
in ferromagnetic nickel [7], generalized stacking-fault energy in selected high-entropy alloys [8],
phase transition of cesium lead halide perovskite nanocrystals [9], structural evolution of AlN
nanoclusters [10] and the shock sensitivity of selected energetic materials [11].

In all these cases, application of the quantum methods was indispensable to determine how various
features of atomic configuration of these materials are reflected in their properties and experimentally
ascertained quantities.

In summary, this Special Issue of Nanomaterials collects a series of original research articles
providing new insight into the application of computational quantum physics and chemistry in
research on nanomaterials. It illustrates the extension and diversity of the field and indicates some
future directions. I am confident that this Special Issue will provide the reader with an overall view of
the latest prospects in this fast evolving and cross-disciplinary field.

Funding: M. Š. acknowledges the financial support from the Ministry of Education, Youth and Sports of the
Czech Republic in the range of the Project CEITEC 2020 (Project No. LQ1601) and from the Institute of Physics of
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Abstract: In this work, we use the first-principles method to study in details the characteristics of
the adsorption of hazardous NO2, NO, CO2, CO and SO2 gas molecules by pure and heteroatom
(Ti, Si, Mn) modified Al60N60 nanoclusters. It is found that the pure Al60N60 cluster is not sensitive to
CO. When NO2, NO, CO2, CO and SO2 are adsorbed on Al60N60 cluster’stop.b, edge.ap, edge.ah,
edge.ap andedge.ah sites respectively, the obtained configuration is the most stable for each gas.
Ti, Si and Mn atoms prefer to stay on the top sites of Al60N60 cluster when these heteroatoms are
used to modify the pure clusters. The adsorption characteristics of above hazardous gas molecules on
these hetero-atom modified nanoclusters are also revealed. It is found that when Ti-Al60N60 cluster
adsorbs CO and SO2, the energy gap decreases sharply and the change rate of gap is 62% and 50%,
respectively. The Ti-modified Al60N60 improves the adsorption sensitivity of the cluster to CO and
SO2. This theoretical work is proposed to predict and understand the basic adsorption characteristics
of AlN-based nanoclusters for hazardous gases, which will help and guide researchers to design
better nanomaterials for gas adsorption or detection.

Keywords: environment and health; first-principles physics; DFT; electronic structure; hazardous gas

1. Introduction

In recent years, industrial and fossil-fuel motor exhaust gases and the flue gas from the burning of
garbage and straw crops in some areas have come to harm humans and the environment. These gases
accumulate in the air and undergo a series of complex chemical reactions with the dust, small particles,
bacteria, etc. in the air to form small agglomerated particles. When their concentration reaches a
certain level and is further affected by weather, smog could appear. These hazardous gases include
nitrogen dioxide (NO2), carbon monoxide (CO), nitric oxide (NO), carbon dioxide (CO2) and sulfur
dioxide (SO2), etc. Some of these gases are irritating and toxic gases which are the main source of
acid rain. Some have strong oxidizing properties and are strong combustion aids and some gases can
cause greenhouse effects. They harm people’s health and pollute the environment, thus the adsorption
and detection of these gases are of great significance to environmental protection and human health.

Nanomaterials 2020, 10, 2156; doi:10.3390/nano10112156 www.mdpi.com/journal/nanomaterials3
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From the perspective of materials, it is very important to find material substrates with high sensitivity to
these gases. At present, nanoclusters, nanosheets, nanotubes and other low-dimensional nanomaterials
are regarded to be potential candidates for these applications [1–3].

AlN is a kind of semiconducting material with excellent physical and chemical properties and its
unique nanostructures have attracted the attentions of gas sensing researchers [4–11]. The electronic
properties of nanomaterials can be improved by atomic modification or doping [12–15]. For example,
Rezaei-Sameti et al. studied the adsorption characteristics of pure, B-, As-doped AlN nanotubes for
CO adsorption [16]. The results showed that doping with B and As atoms was conducive to CO gas
adsorption and effectively improved the sensitivity of AlN nanotubes to CO gas. Saedi et al. [17]
considered the adsorption of H2S, COS, CS2 and SO2 gases by Al12N12 nanoclusters using density
functional theory and it had been revealed that the Al12N12 nanocluster was a promising SO2 gas
and electronic sensor and a CS2 gas electronic sensor, while they had different effects on conductivity.
The theoretical investigations of AlN-based low-dimensional nanomaterials in this field are not only
interesting to unveil some physics in the area but also of significance to move forward the field.

Based on previous research on AlN nanoclusters [18], in this work we have investigated the
adsorption behaviors of NO2, NO, CO2, CO, and SO2 molecules on the large Al60N60 cluster. We select
more stable adsorption sites to study their adsorption characteristics and electronic structures. Beside the
pure cluster, some heteroatoms such as Ti, Si and Mn are also used to modify the Al60N60 nanocluster as
substrates, for each of which the most stable sites are respectively considered to adsorb the above five
gases and the sensitivity of each modified cluster to the gas molecules are also studied systematically.

2. Theoretical Methods

In this work, the first-principles method based on Density Functional Theory (DFT) [19,20]
is used. The Vienna ab-initio simulation package [21–23] is employed to optimize the geometry
structures and calculate the energetics and electronic structures of various gas adsorption on pure
and hetero-atom modified nanoclusters. The projector augmented wave (PAW) [21] pseudopotentials
are used to describe the ion-electron interactions. The exchange correlation potentials are treated
by the Perdew-Burke-Ernzerhof (PBE) functional within the framework of the generalized gradient
approximation [24]. Due to the van der Waals interaction between the atomic cluster and the gas
molecule, we have used DFT-D2 method of Grimme [25] to make the correction. The plan wave
basis set with an energy cut-off of 520 eV has been used. The Brillouin zone is sampled using the
Monkhorst-Pack method and the supercell approach is used for structural optimizations and electronic
structure calculations. The conjugate gradient algorithm is used to optimize the geometry structures
and the convergence criterion of the atomic force is less than 0.02 eV/Å. The charge transfer between
Al60N60 nanocluster and hazardous gas molecules were analyzed by the Bader charge analysis using
the previous method [26–28]. In order to avoid interaction between clusters in x, y and z directions,
all the models are separated by the vacuum space of 20 Å. The following formula is utilized to calculate
the adsorption energies:

Ead = Ecluster+gas − Ecluster − Egas (1)

where Ecluster+gas represents the total energy of the cluster (pure or hetero-atom modified) after
gas molecule adsorption, Ecluster and Egas represent the energies of the bare cluster and gas
molecule respectively.

3. Results and Discussion

3.1. Adsorption of NO2, NO, CO2, CO and SO2 by Pure Al60N60 Nanocluster

Firstly, we have systematically considered the adsorption of NO2, NO, CO2, CO and SO2 on the
surface of pure Al60N60 nanoclusters, the structure of which had been revealed by us in an earlier study.
There are different adsorption positions (we designate them as the edge, side and top position in this
work) on the surface of clusters, and these three positions have four, two and two different adsorption
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sites, respectively. In Figure 1, Figure 1a shows the four adsorption sites at the edge position: edge.a
(N-site) and edge.b (Al-site) have four coordination, edge.c (N-site) and edge.d (Al-site) have three
coordination. Figure 1b shows the adsorption sites of the side position: side.a and side.b are the sites
at the concave N atom and the Al-N bond, respectively. Figure 1c illustrates the two sites at the top
position: top.a and top.b are the sites at the center and the Al-N bond, respectively. The NO2, NO, CO2,
CO and SO2 molecules are horizontally or vertically placed in front of the edge and side sites and are
horizontally placed directly above the top two sites for adsorption. Here, the readers may ask why we
don’t adopt the cluster model with passivated heteroatoms or functional group such as H, O, OH, etc.
in this study, since the cluster may react in air or solution. There are mainly two reasons: one is that
the real cluster structure after passivation in air or solution would be very complicated, i.e., it is hard
to define what kinds of heteroatoms or functional group (H, O, OH, etc.) passivate which specific sites
of the cluster. It may be argued that this can be run through in every possible “combination”, but the
computational time and cost would be huge considering that only for one model there will be 14
different adsorption configurations for each kind of gas molecule (more details will be in the following
paragraph) and we have five different gas molecules to investigate in total. The other is that in our
intrinsic cluster model, most surface Al/N atoms have three or four coordinations and the Al-N bonds
are almost saturated, similar case also exists in other research [17]. Thus in this fundamental study we
employ the current model to explore the intrinsic adsorption properties of Al60N60 nanocluster.

Figure 1. Various adsorption sites (shown in red letters) at each position (a) edge, (b) side or (c) top of
pure Al60N60 cluster.

Based on the above model, there are 14 different adsorption configurations for each kind of gas
molecule. We have systematically studied the adsorption characteristics of each gas at various sites,
as shown in Table 1. The subscripts h and p represent the horizontal and perpendicular adsorption
of gas molecules at each site. From the data of adsorption energy, it can be seen that compared
with other four gases, the adsorption energy absolute values of pure Al60N60 cluster towards CO are
generally smaller. The adsorption energies of NO2, NO, CO2 and CO are relatively high at edge.a
site. In addition, it is also found that when these five gas molecules are adsorbed at the top position,
the adsorption energy value obtained at the Al-N bond site is high. When NO2 and CO2 are adsorbed
at the side sites and SO2 is adsorbed at the edge.ch and side.ap sites, the adsorption energy values
are more than 10 eV. Therefore, we have studied the adsorption details of these five gases at these
sites. The optimized configurations corresponding to the higher energy values are shown in Figure 2.
It can be seen from the Figure 2 that when the adsorption energy values are large, the corresponding
optimized configurations have obvious shrinkage deformation such as NO2 adsorption at the side.ah

and side.bh sites, CO2 adsorption at the side.ap and side.bh sites, and SO2 adsorption at the edge.ch

and side.ap. When NO2 is adsorbed at the edge.ah site, the structure of the edge position is obviously
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deformed. From the optimized model structure, it can be seen that when the gas molecules are located
at the edge and side sites, the structure is prone to deform.

Table 1. The adsorption energies of various gas molecules adsorbed on different sites of pure
Al60N60 nanocluster.

Sites

Ead

(eV)

Edge Side Top

ah ap bh bp ch cp dh dp ah ap bh bp a b

Ead+NO2 −4.77 −4.41 −4.41 −3.39 −2.98 −2.88 −4.22 −3.17 −18.21 −0.22 −10.77 −2.79 −0.31 −3.32
Ead+NO −2.02 −2.60 −2.01 −1.99 −2.01 −1.97 −1.58 −0.17 −0.81 −1.38 −0.83 −0.83 −0.36 −0.38
Ead+CO2 −2.36 −0.12 −0.11 −0.09 −0.17 −0.28 −0.90 −0.37 −0.35 −10.04 −10.04 −0.25 −0.29 −0.30
Ead+CO −0.99 −1.47 −0.97 −0.97 −0.09 −0.75 −0.08 −0.26 −0.74 −0.16 −0.75 −0.12 −0.13 −0.23
Ead+SO2 −4.49 −3.95 −2.36 −1.00 −13.90 −1.78 −2.18 −1.79 −3.76 −10.82 −1.61 −3.23 −0.44 −3.43

Figure 2. The configurations of pure Al60N60 clusters adsorbing hazardous gas molecules at three
positions with higher adsorption energy values: (a) NO2, (b) NO, (c) CO2, (d) CO, (e) SO2. Top down
in each subbox: the edge, side and top adsorption positions of clusters respectively.

In order to further study the electronic structures of the pure Al60N60 cluster adsorbing these five
gases, we have selected the relatively stable structures when the Al60N60 cluster adsorbs those gas
molecules. After screening, five configurations were obtained: NO2, NO, CO2, CO and SO2 adsorbed
at the cluster top.b, edge.ap, edge.ah, edge.ap and edge.ah sites, respectively. Compared with other
sites of the same gas, these structures are more stable and the adsorption energy values are higher.
Based on this, the electronic properties are further studied.

In Figure 3, the differential charge density and charge transfer of the five gas molecules adsorbed
at the relatively stable sites are illustrated. The O atoms of NO2, CO2 and SO2 are bonded with the
Al atom at the edge of cluster, and the charge density of O atom after bonding is spindle-shaped.
When the pure Al60N60 cluster adsorbs NO2, NO, CO2, CO and SO2, charge is transferred from the
nanocluster to the gas molecules. The charge transfer of these five systems is not small. We also
calculated the electronic structures of these five systems, as shown in Figure 4. After the pure Al60N60

cluster adsorbs NO2, the electronic structure changes significantly. From the density of states curve,
it can be seen that after the adsorption of NO2, a new energy level appears between the Fermi level

6



Nanomaterials 2020, 10, 2156

and the conduction band bottom. Before adsorption, the energy gap of pure Al60N60 cluster is 1.297 eV.
After adsorption, the energy gap of the system becomes 0.721 eV and the change rate of gap is 44.40%.
The pure Al60N60 cluster is relatively sensitive to NO2. When the pure Al60N60 cluster adsorbs CO2,
NO and SO2, the energy gap change by 0.035 eV, 0.08 eV and 0.035 eV, respectively. Before and after the
adsorption of CO by pure Al60N60, the energy gap changes by 0.945 eV and the change rate is 27.14%.

Figure 3. Differential charge density and charge transfer of (a) NO2 adsorbed at top.b site, (b) NO
adsorbed at edge.ap site, (c) CO2 adsorbed at edge.ah site, (d) CO adsorbed at edge.ap site and (e) SO2

adsorbed at edge.ah site. Yellow and blue represent the charge accumulation and depletion respectively.
The isosurface value is 0.0025 e/Å3. The arrow and charge number in the figure indicate the direction
and value of the charge transfer between the nanocluster and the gas molecule.

 

Figure 4. The electronic density of states of pure Al60N60 cluster before and after adsorption of various
gas molecules. The Fermi level is set at zero.

7
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Figure 5. Top view and side view of the edge, side and top positions of Al60N60 cluster adsorbing
single M atom (M atom is Ti, Si and Mn respectively): (a) Edge: From left to right, the M atom is located
in front of the four-coordinated N atom, two-coordinated Al atom, three-coordinated N atom and
three-coordinated Al atom at the edge position, respectively. (b) Side: From left to right, M atom is
located in front of the Al atom recessed and Al-N bond at the side position, respectively. (c) Top: From
left to right, M atom is located above the center of the top six-member ring and the top Al-N bond,
respectively. The pink, blue and silver-white spheres represent Al, N, and M atoms, respectively.

3.2. Atomic Modification of Al60N60 Cluster by Ti, Si and Mn

In order to further improve the adsorption and sensitivity of the cluster to those five gases, in this
work we have tried to modify the Al60N60 cluster with Ti, Si and Mn heteroatoms and systematically
calculated the adsorption energy, adsorption distance, bond length, bond angle and electronic structure
of each system. Since the surface of the Al60N60 cluster has many different sites, first of all, we have to
determine at which site each heteroatom is prone to occupy and which structure is relatively stable.
These two aspects are discussed in the following research. When Ti, Si or Mn heteroatoms are adsorbed
at the edge, side and top positions of Al60N60 cluster surface, there are four, two, and two adsorption
sites, respectively, as shown in Figure 5. We have studied these eight adsorption structures and
calculated the adsorption energy of each structure as shown in Table 2. It is found that when a Ti,
Si or Mn atom is adsorbed at the side.a site the respective adsorption energies are –14.17 eV, –12.35 eV
and –11.38 eV, which shows that the adsorption energy values of these three adsorption systems are
generally higher. When these heteroatoms are adsorbed at some sites of the cluster, the adsorption
energy is about 10 eV higher than other sites. To know the reason why the adsorption energy changes
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so much, we have studied the structures after adsorption and selected the geometrically optimized
configurations with stable adsorption of the three hetero-atoms at the edge, side and top positions
of the cluster as shown in Figure 6. When the cluster adsorbs Ti, Si or Mn atom at the side position,
the structures shrink greatly. After the cluster edge.d site adsorbs a Ti atom, the structure also deforms
obviously. The system with obvious deformation of structure after optimization has a relatively high
adsorption energy value and unstable structure. Next, we will further study them from the aspect of
electronic structures.

Table 2. Adsorption energies of Ti, Si or Mn hetero-atom at different sites of Al60N60 cluster.

Sites

Ead (eV)
Edge Side Top

a b c d a b a b

Ead+Ti −3.21 −3.20 −3.36 −14.67 −14.17 −5.53 −4.80 −4.82
Ead+Si −3.64 −3.63 −2.55 −2.82 −12.35 −6.63 −4.33 −3.40

Ead+Mn −2.58 −2.59 −1.61 −1.94 −11.38 −3.02 −2.95 −2.67

Figure 6. The optimized configurations of Al60N60 cluster adsorbing M atom at three positions with
higher adsorption energy values: Ti atom is located at the (a) edge, (b) side, (c) top position of Al60N60

cluster. Si atom is located at the (d) edge, (e) side, (f) top of Al60N60 cluster. Mn atom is located at the
(g) edge, (h) side, (i) top of Al60N60 cluster.

Figure 7 is the differential charge density diagram corresponding to the higher adsorption energy
values when Ti, Si or Mn atom is adsorbed on an Al60N60 cluster. When three kinds of atoms are

9



Nanomaterials 2020, 10, 2156

adsorbed at the side position of the cluster and Ti atom is adsorbed at the edge, a small amount of
charge accumulation will appear at the No.60 and No.57 Al atoms at the far end, and charge depletion
will occur at the No.12, No.19 and No.23 N atoms, and the charge distribution will be spindle-like.
When a Ti, Si or Mn atom is adsorbed at the top of the cluster, the charge distribution is more uniform.
There is a charge aggregation phenomenon between the three kinds of atoms and the Al60N60 cluster,
and the Ti, Si and Mn atoms are bonded with the N atom at the top position of the cluster. Thus, when Ti,
Si or Mn atom is adsorbed at the top of the Al60N60 cluster, they can have a relatively stable structure
and the charge distribution is uniform. In the next section, we will select these configurations of
hetero-atom modified at the top position of the Al60N60 cluster to carry out their adsorption properties
towards hazardous gas molecules.

Figure 7. Differential charge density of Al60N60 cluster with higher adsorption energy values for single
Ti, Si or Mn atom at three positions: (a) edge, (b) side, (c) top adsorption of Ti atom. (d) edge, (e) side,
(f) top adsorption of Si atom. (g) edge, (h) side, (i) top adsorption Mn atom. Yellow and blue represent
the charge accumulation and depletion (isosurface = 0.0025 e/Å3).

3.3. Investigation on the Adsorption of Hazardous Gas Molecules by Ti, Si or Mn-Modified Al60N60 Cluster

NO2, NO, CO2, CO, and SO2 gas molecules are adsorbed at the stable sites of Al60N60 clusters
modified by Ti, Si or Mn atom. After structural relaxations, the optimized configurations are shown in
Figure 8. After relaxations, the heteroatom-modified Al60N60 clusters are not sensitive to CO2 and do
not easily adsorb CO2; the Si-Al60N60 cluster does not easily adsorb CO and SO2, which can be further
proved from Table 3. The M-Al60N60 cluster adsorbs CO2 with a smaller adsorption energy value,
which is physical adsorption. Moreover, CO2 has a longer adsorption distance from the substrate.
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Compared with the structure before adsorption, CO2 is repelled by the substrate. The adsorption
energy value of Si-Al60N60 cluster towards CO or SO2 is relatively small, and the adsorption distance
is relatively long, which is weak adsorption. When the M-Al60N60 cluster adsorbs these five gas
molecules, the bond length of the gas is elongated. Except the linear NO and CO, the bond angles
of other molecules shrink. As can be seen from the table, the Ti-modified Al60N60 cluster has higher
adsorption energy values when adsorbing NO2, NO, CO and SO2.

Figure 8. The optimal configurations of (a) NO2, (b) NO, (c) CO2, (d) CO and (e) SO2 adsorption
on Al60N60 cluster modified by Ti, Si and Mn atoms. Top down: Ti, Si and Mn adsorption
systems respectively.

Table 3. The adsorption energy (Ead), adsorption distance (d), bond length (d(X-O)), and bond angle
(∠(O-X-O)), (X represents N, C or S atom). Adsorption distance is defined as the shortest distance from
an atom of gas molecule to an atom in the modified matrix.

Systems Ead (eV) d (Å) d(x-o) (Å) ∠(O-X-O) (◦)
Ti-Al60N60+NO2 −3.99 1.98 1.35 105.95
Si-Al60N60+NO2 −2.25 1.80 1.36 101.44

Mn-Al60N60+NO2 −2.89 2.17 1.28 111.62
Ti-Al60N60+NO −3.37 1.88 1.37 180
Si-Al60N60+NO −0.93 1.72 1.27 180

Mn-Al60N60+NO −2.97 1.70 1.21 180
Ti-Al60N60+CO2 −0.12 2.98 1.19 172.22
Si-Al60N60+CO2 −0.15 3.35 1.18 177.44

Mn-Al60N60+CO2 −0.08 3.04 1.18 178.19
Ti-Al60N60+CO −1.74 2.04 1.18 180
Si-Al60N60+CO −0.07 3.35 1.15 180

Mn-Al60N60+CO −1.44 1.90 1.17 180
Ti-Al60N60+SO2 −3.59 2.02 1.62 98.31
Si-Al60N60+SO2 −0.43 2.74 1.47 116.86

Mn-Al60N60+SO2 −2.06 1.93 1.54 113.89
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In order to further study the mechanism of M-Al60N60 clusters adsorption of those gas molecules,
we have analyzed the differential charge density and charge transfer of M-Al60N60 clusters adsorbing
NO2, NO, CO2, CO and SO2, respectively. As can be seen from Figure 9, the charge in all systems
is transferred from the modified Al60N60 cluster to the gas molecule. The system of M-Al60N60

cluster adsorbing CO2 and Si-Al60N60 cluster adsorbing CO have smaller charge transfer and weaker
interactions between gas and matrix. The system of Si-Al60N60 cluster adsorbing CO2 and CO hardly
shows charge aggregation and loss. The Al60N60 clusters modified with Ti, Si or Mn atom do not
easily adsorb CO2. When M-Al60N60 clusters adsorb NO2, NO and SO2, the charge transfers are
large and there are strong interactions between gas and matrix. When Ti-Al60N60 and Mn-Al60N60

cluster adsorb those molecules, charge aggregation occurs between the gas and the matrix. When the
Si-Al60N60 cluster adsorbs NO2 and NO, there is charge depletion between gas and Si-Al60N60 cluster.
When M-Al60N60 clusters adsorb NO2 and SO2, the O atoms can form bonds with the heteroatom M.
When the M-Al60N60 clusters adsorb NO, the N atoms easily form bonds with the M atom and the N
atoms gain electrons.

 

Figure 9. Differential charge density and charge transfer of (a) NO2, (b) NO, (c) CO2, (d) CO and (e) SO2

adsorption on the Al60N60 cluster modified by Ti, Si or Mn atom. Top down in each subbox: Ti, Si and
Mn adsorption systems respectively. Yellow and blue represent the charge accumulation and depletion
(isosurface = 0.0025 e/Å3). Arrows and values represent the direction and amount of charge transfer.

To further figure out the electronic structure changes of the Ti, Si or Mn-modified Al60N60 clusters
adsorbing those five hazardous gas molecules, we have calculated their corresponding density of states
as shown in Figure 10. It can be seen from the figure that for the M-Al60N60 clusters adsorbing NO2,
NO, CO2, CO and SO2, the energy gap of the system varies and the effects of three modifying atoms on
the electronic structures are also different. In the figure, ΔEg represents the energy gap change of the
system before and after hetero-atom modification and the formula is as follows:

ΔEg = Eg(M-Al60N60+gas) − Eg(Al60N60+gas) (2)
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where Eg(M-Al60N60+gas) represents the energy gap of the gas adsorption system by modified Al60N60

cluster with M heteroatoms, Eg(Al60N60+gas) represents the gap of the system by pure Al60N60 cluster.
It is found that for the Ti-Al60N60 cluster adsorbing CO2, CO, and SO2 and the Mn-Al60N60 cluster
adsorbing CO2, the energy gap of these four systems are sharply reduced and the energy gap change
rate are 75%, 62%, 50% and 57% respectively. The change rate of energy gap of Ti-Al60N60 cluster
adsorbing NO2 was 25%. While, the energy gap of Si-modified Al60N60 cluster after adsorbing NO is
unchanged. The energy gaps of the Ti-Al60N60 cluster adsorbing CO2, CO and SO2 and the Mn-Al60N60

cluster adsorbing CO2 are decreased, but the Al60N60 clusters modified by Ti or Mn atom do not easily
adsorb CO2. Therefore, it is regarded that the Ti-atom modification can improve the sensitivity and
sensing of Al60N60 cluster towards CO and SO2 and have potential to be used as a choice of related
gas-sensing materials design.

 
Figure 10. Density of states of various M-Al60N60 clusters adsorbing five gas molecules respectively:
(a) NO2; (b) NO; (c) CO2; (d) CO; (e) SO2. The Fermi level is set at zero. ΔEg represents the energy gap
change of the system before and after hetero-atom (M) modification.

4. Summary and Outlook

We have systematically investigated the atomic scale configurations and electronic structures of
various hazardous gas molecules adsorbed by pure and heteroatom-modified Al60N60 clusters with Ti,
Si and Mn using Density Functional Theory. It is found that for the pure Al60N60 cluster adsorbing those
gas molecules, when NO2, NO, CO2, CO and SO2 are adsorbed on the top.b, edge.ap, edge.ah, edge.ap

and edge.ah sites of the nanocluster, respectively, the corresponding structures are relatively stable and
the charge transfer is relatively large. The chemisorption between Al60N60 cluster and gas molecule in
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these five systems is strong. The energy gap of pure Al60N60 cluster is reduced by 44% when adsorbing
NO2 at its stable site, which is expected to be a candidate gas sensing material for NO2. When Ti,
Si and Mn atoms are respectively adsorbed on the top sites of Al60N60 cluster, the corresponding
structures are relatively stable and the charge distribution is uniform. When Ti-modified Al60N60

cluster adsorbs CO and SO2 gas molecules, the energy gap decreases sharply. Compared with the
pure cluster adsorption system, the energy gap changes by 62% and 50% respectively, which greatly
improves the sensitivity of Al60N60 nanocluster to CO and SO2. This theoretical work is proposed
to supply fundamental clues and guide for experimentalists to develop appropriate nanoclusters for
environmental and health applications.
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Abstract: Twin domains are naturally present in the topological insulator Bi2Se3 and strongly affect
its properties. While studies of their behavior in an otherwise ideal Bi2Se3 structure exist, little is
known about their possible interaction with other defects. Extra information is needed, especially for
the case of an artificial perturbation of topological insulator states by magnetic doping, which has
attracted a lot of attention recently. Employing ab initio calculations based on a layered Green’s
function formalism, we study the interaction between twin planes in Bi2Se3. We show the influence of
various magnetic and nonmagnetic chemical defects on the twin plane formation energy and discuss
the related modification of their distribution. Furthermore, we examine the change of the dopants’
magnetic properties at sites in the vicinity of a twin plane, and the dopants’ preference to occupy such
sites. Our results suggest that twin planes repel each other at least over a vertical distance of 3–4 nm.
However, in the presence of magnetic Mn or Fe defects, a close twin plane placement is preferred.
Furthermore, calculated twin plane formation energies indicate that in this situation their formation
becomes suppressed. Finally, we discuss the influence of twin planes on the surface band gap.

Keywords: topological insulators; magnetic doping; defects; ab initio

1. Introduction

Some of the most characteristic representatives of topological insulators (TI) are three-dimensional
compounds with non-trivial topology protected by time reversal symmetry (TRS) [1–4]. Although
their bulk band structure contains a band gap, the surface of such materials hosts unique conductive
states, which intersect in the so-called Dirac point possessing a linear dispersion [1,4–7]. The formation
of metallic surface electron states originates from the occurrence of band inversion driven by the
strong spin orbit coupling (SOC) [8,9], which leads to non-trivial band topology protected by the
TRS. It ensures band crossing at high symmetry points of the Brillouin zone [10,11], while no extra
crystal symmetry is required (compare e.g., topological crystal insulators [1,5]). A combination of
strong SOC, brought about by the occurrence of heavy elements as e.g., Bi, Se or Te, and TRS leads
to the spin polarization of surface bands [3,5,10]. Electrons occupying states in the proximity of
the Dirac cone with an opposite momentum also possess opposite spins (so-called spin-momentum
locking). It ensures e.g., the suppression of back-scattering and related outstanding surface transport
properties [11,12].

In real applications, the influence of defects could be important, since they might significantly
alter properties of the ideal matter. They could be varied intentionally by chemical doping. In the
case of TIs, it includes particularly magnetic doping. It can lead to the breaking of TRS, and therefore
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it opens a surface gap [13–15]. Then, not only does a possible control of the surface conductivity
appear due to increased surface scattering, but also it could bring about the occurrence of new unique
phenomena e.g., quantum anomalous Hall effect (QAHE) [16]. Besides, native defects occur there,
naturally. Their presence is hardly controllable and they might have a significant impact on physical
properties [17,18] as well. There could exist several kinds of native defects depending on the actual
compound and the growth process. These include twin planes (TP), which are the focus of this article.

An important group of 3D topological insulators are bismuth chalcogenides, such as Bi2Se3 [8,19],
which have been shown to be prone to the formation of twin domains [20,21]. This compound possesses
a relatively simple band structure, convenient for experimental and theoretical studies, with a Dirac
cone appearing at the Γ point. The crystal structure of Bi2Se3, belonging to the R3̄m space group,
consists of Bi and Se hexagonal layers. These form quintuple layers (QLs) with alternating Bi and Se
layers (Figure 1). Due to the coupling of QLs only by van der Waals (vdW) forces, there appears to be a
gap between QLs, the so-called ‘van der Waals’ gap [19] (Figure 2). The gap consists of unoccupied
tetrahedral and octahedral positions and its thickness is about 2.25 Å for Bi2Se3 [19]. The vdW gap
allows cleaving the structure without breaking covalent bonds, which is important for the observation
of topological surface states, as it does not yield any extra ingap states [22]. The presented crystal
structure offers several sites, which could be occupied by magnetic atoms. Based on the theoretical and
experimental studies, the most probable site for a magnetic dopant (Cr, Fe, or Mn) is the substitutional
position, where magnetic atoms replace Bi ones [23–27]. Recently, a formation of septuple layers induced
by magnetic defects was described. However, it was shown that it is negligible in Bi2Se3 for small
concentrations of magnetic dopants [28]. Besides, there are studies which suggest an occupation of the
interstitial positions within vdW gap concerning the related Bi2Te3 compound [29]. In our calculation,
we especially employ MnBi [23,27,30,31] as well as FeBi [27,31,32] magnetic dopants. In addition in
our calculations we also assume native defects like Bi or Se antisites (BiSe resp. SeBi), where Bi atoms
replace Se ones and vice versa. This non-stoichiometry arises due to difficulties in controlling growth
conditions, which result in Bi- or Se- rich samples [23,33–36]. It has been shown that not only the
magnetic defects, but also nonmagnetic disorder can substantially modify the dispersion of the Dirac
surface states. [37]. Furthermore, regarding magnetically doped Bi2Se3, there exist suggestions that the
surface band gap is not caused by magnetic ordering [38].

Figure 1. Layered crystal structure of Bi2Se3. Se and Bi layers gathered into QLs are depicted. Examples
of (non)-magnetic defects are shown: (MnBi) substitutional Mn atoms, (Mni) interstitial Mn atoms,
(BiSe) resp. (SeBi) Bi and Se antisites, (VacSe) Se vacancies.

The above mentioned TPs represent a stacking fault of the layered structure of bismuth
chalcogenides [20,21,39]. From symmetry arguments there are three three possible stacking positions
of hexagonal layers alternating similarly to the fcc stacking sequence. During the formation of the
crystal, there exist two energetically almost equivalent sites, which the atoms in the new layer can
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choose to occupy. Therefore, mirrored stacking might arise, which could be represented by a 60◦

rotation of new layers in relation to the ideal ones [21]. It results in the inverse order of the abc-like
stacking beyond the TP (Figure 2). Generally, there exist a few positions where TP could occur, but the
most probable ones lie at outer chalcogenides of quintuples [40]. This means that stacking order inside
each separate QL contains no defect; the perturbation occurs in the vdW gap between them. QLs after
the TP are then constructed with a mirrored stacking order (Figure 2). The reported experiments show
that the presence of TPs strongly depends on the used substrate [41,42].

Similarly to point defects, TPs might have a significant influence on the physical properties [43].
Therefore, in this paper, we focus on the influence of TPs on 3D TI Bi2Se3 behavior and their interplay
with chemical disorder, especially the magnetic one. First, we describe a distribution of TPs in a
nanoscopically thin Bi2Se3 slab. Then, we discuss their behavior under the presence of magnetic and
nonmagnetic defects. Finally, the influence of TPs on the surface states is shown.

Figure 2. Layout of the simulated multilayer Bi2Se3 structure including twin planes. Proportions of
atoms are not realistic within this schematic figure. QL—quintuple layer, ES—empty sphere, T 2

3 twin
plane between the second QL and the third QL.

2. Methods

The study employs ab initio calculations done in the framework of the tight-binding linear
muffin-tin orbital method within the atomic sphere approximation (TB-LMTO-ASA) formulated
in terms of Green’s functions [44,45]. It involves the local spin density approximation with the
Vosko–Wilk–Nursain exchange-correlation potential [46] and the use of a s,p,d atomic model.
Calculations were treated in the scalar relativistic approximation, where on-site spin-orbit coupling was
involved into the scalar relativistic Hamiltonian as a perturbation. An inclusion of spin-orbit coupling
is needed to achieve a proper description of the electronic structure [5,8,47]. A basic screened impurity
model was included to improve treating electrostatics of disordered systems [48]. Thanks to the use
of the Green’s function formalism, chemical disorder could be included by the coherent potential
approximation (CPA) [49]. It allows one to avoid using large statistical ensembles and it is suitable for
small perturbation in the system. To simulate a layered structure with TPs, layered Green’s functions
reflecting translation symmetry only within an atomic layer were employed [45,50–52]. In calculations,
a multilayer system is attached to the semi-infinite leads, which have to satisfy self-consistent conditions.

19



Nanomaterials 2020, 10, 2059

Due to the coupling of the multilayer to the attached leads, it is possible to obtain a self-consistent
solution also for the inner layers. Based on the down-folding method, one is able to construct recursively
embedding potentials acting from both sides on the particular layer, which are related to the interlayer
coupling. For a detailed description, we refer the reader to Ref. [45,50].

The crystal structure is based on experimental Bi2Se3 lattice parameters ( unit cell a = 4.138 Å and
c = 28.64 Å [19]), which were used to build Bi2Se3 multilayer structures. The vdW gap between QLs
is included within ASA by placing appropriate empty spheres (ES). To avoid effects of the substrate
(or leads) and to concentrate only on the behavior of proper Bi2Se3 layers, we surround it by vacuum,
which is treated in a similar sense to the vdW gap. It is formed from the fcc-like stacked empty sphere
layers keeping the three-fold symmetry of Bi2Se3 layers. Furthermore, because leads should fit to
the simulated structure, slightly modified scandium is selected. Its hcp crystal structure suits fcc-like
stacking within QLs and it possesses lattice parameters that are not too distinct [53]. However, leads
are much less unimportant thanks to used vacuum spacers.

Finally, one is able to construct a layer structure, which consists of intermediate Sc layers at borders,
coupled to semi-infinite leads, and several Bi2Se3 QLs enclosed by the vacuum spacer. In our calculation,
we employed ten or twenty QLs wide Bi2Se3 structures and the vacuum spacers about ten ES layers
width. These dimensions are sufficient to simulate the vacuum and to obtain surface gapless states.
Native defects (SeBi), as well as magnetic doping by either MnBi or FeBi, are included. In general,
we assumed a homogeneous disorder, where mentioned defects occupy the appropriate sites with the
same probability, unless otherwise stated. This assumption is supported by synchrotron experiments
which show that Mn is not metallic in Bi2Se3 and thus does not segregate there [54]. The influence of
the magnetic defects on the crystal structure is reflected by local lattice relaxation similar to the previous
bulk calculation of Bi2Te3 and Bi2Se3 [17,30]. According to supercell calculations [30], we have modified
and used the Wigner–Seitz radii locally while the total volume of Bi-sublattice is retained. Concerning
details, we refer the reader to Ref. [30] and the Supplementary of Ref. [17]. Small changes which stem
from the presence of the intrinsic SeBi defects are neglected in correspondence to our previous work [30].
Besides, the relaxation corresponding to the presence of surfaces is not included there. In our calculation,
we simulate TPs in the vdW gaps with respect to the required 2D periodicity in the layer. Hence no
structure boundaries within a layer, which are related to the presence of TP [39], are involved.

The formation energy Edef(x)
form of the extra stacking defect at x with respect to the unperturbed

system is given as Edef(x)
form = Edef(x)

total − Etotal, where the energies on the right hand side correspond
to total energies of the system with and without the defect. The selected approach unfortunately
introduces numerical artifacts within the employed TB-LMTO-ASA framework, which renders
calculations of the formation energy Eform not reliable. Therefore, we show only relative formation
energies ΔEform considering the same number and similar type of stacking faults, while we focus on
various composition and TPs distribution. These are defined so that zero energy level corresponds to
a selected defect placement x0, often with the lowest energy. Then

ΔEdef(x)
form = Edef(x)

form − Edef(x0)
form = Edef(x)

total − Etotal − (Edef(x0)
total − Etotal) = Edef(x)

total − Edef(x0)
total . (1)

The energy differences w.r.t. the unperturbed system are thus canceled. Furthermore, the systematic
error depends on the distance of the twin plane from the surface, as discussed in the Appendix A.
The dependence obtained there is thus subtracted from data presented in Results where applicable.
Since we deal with various positions of TPs within the multilayer sample, we describe their location by
sub- and superscript, denoting adjacent QLs for clarity. The notation T x

x+1 is used for simplicity, where
QLs are enumerated from the top interface.
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3. Results and Discussion

Stacking fault energies related to TP formation in ideal Bi2Se3 have already been studied
elsewhere [39,40]. Here, we focus on their mutual interaction within Bi2Se3 slabs and subsequently on
their interplay with chemical disorder.

3.1. Inter Twin Plane Interactions

3.1.1. Structure without Disorder

One of the simplest ways to study interactions between TPs is the introduction of two TPs in the
pristine Bi2Se3 multilayer structure. Keeping the position of one TP fixed while another one being
independent allows us to determine corresponding relative formation energies over all possible mutual
positions of TPs (Figure 3).

When studying multiple TPs, we have to consider that TPs can occupy the same or distinct sides
of particular QLs (Figure 4). Different possible cases are compared in Section 3.4. In the remaining text,
we show, for clarity, the simplest case, with identical orientations of TPs (denoted as AA according
the Figure 4, resp. AAA in the case of two extra TPs). This situation represents qualitatively the
most probable behavior, as it also resembles the lowest energy case of systems with non-identical TPs
(Section 3.4).

Figure 3. (�) Relative formation energy of two TPs as a function of their position within the structure,
which consists of 10 Bi2Se3 QLs. (⊗) Relative formation energy of a single TP is depicted for comparison.
Relative formation energies belonging to the different numbers of TPs are related to distinct absolute
energies. (�) Energy curves associated to two TPs with subtracted single TP curve contribution.

Figure 4. Twin plane orientation. There exist two mutual orientation of TPs. (a) TPs are located at the
same sides of QLs (similar letters—AA resp. BB). (b) TPs occurs at the different sides of QLs (distinct
letters—AB).
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Considering two TPs in the multilayer structure consisting of 10 QLs, we find that the dependence
related to a single TP, discussed in detail in the Appendix (Figure A1), is changed almost only for
adjacent TPs, where an extra interaction energy appears (Figure 3). However, for such a small
multilayer structure, it is not convenient to study TP interactions because of the strong interplay with
the interfaces, which is shown in the Appendix (Figure A1a). It is reflected in the bending of calculated
energy dependencies (Figure 3) caused by non-negligible energy contribution originating from the
interactions between TPs and vacuum interfaces (Figure A1).

Therefore, we introduce a larger structure, consisting of 20 Bi2Se3 QLs, where positions of two
border TPs are fixed and the third one is able to move in between them (Figure 5a). This allows us
to study the behavior of a TP in a more realistic situation, where it is affected primarily by other
surrounding TPs rather than a surface. Interface proximity effects are thus reduced in this situation.
The 3 TP calculation again shows a clearly visible repulsion of neighboring TPs (Figure 5a), especially
after the subtraction of the surface-induced contribution to single TP energy (Figure A1). It reveals
the occurrence of a significant interaction energy contribution appearing for TPs distant up to the
length of three QLs. This suggests that TPs in a pure sample are likely spread over the sample with
mutual distances which exceed at least the width of three or four QLs. Previous experiments utilizing
X-ray nanobeam microscopy (D.Kriegner) [21] prove that if more TPs are observed, they are clearly
several 10 nm apart. Hence, one can compare it with the width of one QL, which is about 1 nm [19].
This finding is supported by another experiment evidencing TPs separated by several QLs [20,41].
Nonetheless, one should be aware that we are comparing ground state calculations with a molecular
beam epitaxy growth, which occurs far from equilibrium conditions.

Figure 5. (�,�,�) Relative formation energy of three TPs as a function of the position x of the middle TP.
Positions of border TPs are fixed. The Bi2Se3 multilayer consists of 20 QLs. (a) pure system without any
disorder. (b) system with homogeneous magnetic doping. (c) system under presence of homogeneously
distributed nonmagnetic disorder. (⊗,�) Relative formation energy related to a single TP depicted
for comparison. (©,�,�) Energy curves associated to three TPs with a subtracted single TP curve
contribution. Particular relative formation energy curves are related to different absolute energies.

3.1.2. Native and Magnetic Defects

The interaction between TPs significantly changes when chemical disorder is introduced in the
sample. For all studied types of doping (MnBi shown in Figure 5b, or SeBi shown in Figure 5c),
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we observed a modification of the dependence of the relative formation energy on the distributions of
TPs in comparison to the pure sample (Figure 5a). Due to the presence of disorder, the monotonous
dependence on the distance from a certain vacuum interface disappears (compare Figures 5b,c to
Figure 5a; ⊗-, �-points). Moreover, the observed relative energy differences are almost one order of
magnitude smaller (Figure 5b,c). It may be caused by suppressed interactions between TPs compared
to the ideal case. The presence of a TP apparently does not represent such significant perturbation in
disordered systems as it does in the case of pure, regular systems.

Calculations show that a system with magnetic disorder (MnBi) prefers the gathering of TPs
(Figure 5b) instead of their spreading observed in the undoped system. On the other hand, nonmagnetic
disorder rather maintains a repulsion between TPs, although it is quite weak (Figure 5c) in comparison
to the ideal case (Figure 5a), and it is non-negligible only for adjacent TPs. This indicates a
significance of magnetism related effects, although we cannot exclude the role of different chemistry
between dopant species. Therefore, we study the influence of the magnetism in more detail in the
following sections.

3.2. Twin Plane Formation under Chemical Disorder

We have calculated dependencies of the relative formation energy of TPs on the concentration x
of magnetic MnBi or FeBi and native SeBi defects to describe the influence of the defect presence on the
tendency to TP formation (Figure 6).

Figure 6. Relative change of the TP formation energy ΔE as a function of the concentration of defects x.
Structures either with two (T 7

8 , T 12
13 ) or three TPs (T 4

5 , T 9
10, and T 16

17 ) within multilayers consisting of
20 QLs were used. Dependencies under presence of magnetic and native defects are depicted. (+) and
(×) denote hypothetical relative formation energy related to a single TP. Dotted lines depict calculated
linear fits.

The calculated relative formation energy, obtained for a different number of included TPs
concerning also their distinct positions, almost linearly grows with the increasing concentration of
magnetic defects. This proves that an increased amount of magnetic dopants x leads to the suppression
of TPs in the multilayer. On the other hand, the nonmagnetic disorder (SeBi) decreases the relative
formation energy of TPs in the structure. However, the appropriate dependencies exhibit linear behavior
as well.

We assume that the suppression of TPs with respect to the increasing concentration of magnetic
dopants corresponds to the observed tendency to gathered TPs in the case of magnetic doping
(Figure 5b). We suppose that the gathering of TPs likely minimizes an induced effect on the
electron structure, which arises from the interplay of TPs and disorder in connection with the
magnetism. It agrees with the observation that TPs are less favorable in the magnetically doped
systems (Figure 6). Analogously, the fact that the presence of nonmagnetic disorder does favor an
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occurrence of TPs (Figure 6) can be related to the suppressed impact of TPs on the system in that
case (Figure 5c). Besides, one might note a proportionality of the relative formation energy to the
number of the occuring TPs. It is confirmed by the comparison of the formation energy per single TP
(Figure 6).

So far, we discussed ferromagnetically (FM) ordered magnetic dopants. Now, for a moment,
we introduce a paramagnetic state represented by the disordered local moment (DLM) model, in order
to decide whether the TP formation energy depends on the type of the magnetic order. In general,
these two magnetic phases stand for the limiting cases of the magnetic order. One describes a perfectly
ordered system, the other one an absolute disorder. One can observe that calculations exhibit only slight
changes of the formation energy with a respect to the former FM order. It indicates that the formation
energy likely hardly depends on the type of the magnetic order. More precisely, TPs become more
favorable in the case of Fe doping. On the other hand, Mn doping illustrates an opposite behavior.
We suppose that different slopes of energy dependencies induced either by Mn or by Fe dopants are
likely related to different magnitudes of local exchange splitting. Calculations show that Fe atoms bear
about 0.8 μB smaller magnitudes of magnetic moments than the Mn ones. Therefore, one might assume
that the TP formation energy likely scales with the size of the change of the local exchange splitting
caused by the mirrored crystal structure.

The mentioned quite large difference between the magnitudes of Fe and Mn magnetic moment
stems from a distinct character of the magnetic exchange interactions (Figure 7), where they are
evaluated by employing the Liechtenstein formula [30,55,56]. A comparison shows that unlike Mn
related interactions, which are nearly positive except the nearest ones, the exchange interactions between
Fe dopants are predominantly antiferromagnetic [57], regardless of the considered magnetic sublattices.

Figure 7. Exchange interactions between magnetic atoms at the substitution position within Bi2Se3 as a
function of the distance in units of the lattice parameter a. Multilayered structures composed of 20 QLs
and FM ordering are employed. Exchange interactions at central QLs are evaluated. (a) Exchange
interaction within the same sublattice. Interactions within the atomic layer are depicted. (b) Exchange
interaction between atoms occupying different sublattices. Interactions across the vdW gap are
depicted only.
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3.3. Magnetic Dopants Behavior

Next, we focused on the influence of TP on the behavior of magnetic dopants, and we calculated
relative formation energies of Mn dopants as a function of the position of the dopant determined by
indices of the Bi site and QL (Figure 8a). Only one Bi site in the whole structure is partly substituted by
Mn. Comparing the shape of corresponding curves differing in the presence of a TP, one observes a
clear variation of the relative formation energy caused by the TP. Dependencies without TPs bear a
nearly symmetrical behavior, where a deviation is likely caused by an asymmetry of Bi sites concerning
the QL structure. The occurrence of the TP modulates the shape of the former energy dependencies
as particular sites become relatively more favored or disfavored according to their location with
respect to the TP. A comparison of the formation energies (Figure 8a) with the magnitudes of induced
magnetic moments on Mn dopants (Figure 8b) indicates a possible relation between the magnetism
or spin splitting and the distribution of the relative formation energy of magnetic dopants. One can
observe that the effectively suppressed relative formation energies, compared to the ideal structure,
correspond to the weakening of induced magnetic moments, and vice versa (Figure 8b). A modulation
of magnitudes of magnetic moments by stacking faults has been discussed e.g., in Pd films by means of
ab-initio calculations [58]. The exceptional change of the magnitude of the magnetic moment, which is
about two orders of magnitude larger than the other ones, stems from the proximity of the TP and
it can be ascribed to the large charge transfer observed in the undoped structure, as described in the
Appendix (Figure A2).

Figure 8. Magnetic doping of one layer inside the Bi2Se3 multilayer. (a) Relative formation energy of
MnBi substition defects as a function of the doped QL i. MnBi

(1) and MnBi
(2) stand for substitutions at

distinct Bi sites. MnBi
(1) faces neighbouring QL with lower x. Dependencies with and without TP are

depicted. For clarity, they are shifted to fit at the end points. (b) Distribution of magnitudes of MnBi

magnetic moments as a function of the position of the substitution i. Only one Bi site labeled by the
index i of the appropriate QL is doped by 1% of Mn.

The described interplay of TPs and magnetic defects could explain the energetic gain observed for
gathered TPs in a magnetic material (Figure 5). Close TPs lead to a smaller perturbation of the whole
electronic structure. This might be deduced from the distribution of calculated magnitudes of magnetic
moments in a homogeneously doped multilayer as a function of the positions of incorporated TPs
(Figure 9a). We see that the closer TPs are, the smaller the overall variation of magnitudes of magnetic
moments is (Figure 9c).
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Figure 9. (a) Distributions of magnitudes of magnetic moments in homogeneously magnetically doped
Bi1.98Mn0.02Se3 for various positions of TPs. MnBi are labeled by the index i of the appropriate QL.
Arrows point to positions of introduced TPs. The outer TPs have fixed positions in all the cases (black
arrows). Whereas, the inner one is being moved, the color of the arrow corresponds to the color of the
function. (b) The absolute value of the change of the magnetic moment with the respect to the mean
moment value μmn. (c) The sum of the magnetic moment changes from the previous subplot.

3.4. Comparison of Different TP Orientations

In the previous part, we described the simplest case consisting in the identical orientations of
three TPs (AAA) (Figure 4). Now, we focus on the influence of nonidentical TPs on the preceding
result. To examine it, we invert the orientation of each TP in the former three-TP structures, namely
the orientations BAA, ABA, AAB are used (Figure 4), and we calculate the distribution of the
formation energy.

We recall that in our approach, we are not able to compare the formation energies of the former
identically oriented TPs with the case containing a single TP with the inverted orientation well.
However, the mutual comparison of the new structures is feasible (Figure 10). Concerning the undoped
structure, one can observe that, for the studied number of TPs, their formation energy strongly depends
on the order of TP-type (Figure 10a). Considering an increasing index of QLs, it is evident that the
BA order of two TPs, representing TPs at opposite QL sites (Figure 4), is more favorable than the
AB one, which stands for TPs at an adjacent QL site. Namely, the BAA order, containing no AB
sequence, has the lowest relative formation energy. Besides, it is clearly illustrated at “touching points”,
where two adjacent TPs, either A or B type, are switching (Figure 10a), and the AB order with the
BA one are interchanged (Figure 11). One can assume that the energy difference originates from the
mentioned asymmetrical influence of TPs on the surrounding (Figure 8), which differentiate the AB
and BA order. One can notice that the type of the TP sequence can be characterized by number of the
vdW gaps in between TPs with respect to the system of identical TPs. According to the Figure 11),
the AB segment contains an extra vdW gap, whereas the BA segment misses one.
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Figure 10. Dependences of the relative formation energies of three TPs on the position of the middle TP
x. Different mutual orientations of the TPs are used. The orientation of TPs is labeled by letters A and B.
(a) undoped structure. (b) magnetically doped structure. (c) change of the TP formation energy caused
by presence of the magnetic defects—Bi1.98Mn0.02Se3 with respect to the undoped case. The relative
formation energy curve related to identical TPs (AAA—dashed lines) depicted in panels (a,b) serves
only as a shape reference.

Figure 11. Sketch of the interchange of the AB TP order with the BA one in the case of gathered TPs.

Except the case of the inverted middle TP (ABA), the calculated energy curves qualitatively
resemble the relative formation energy curve of identical TPs (Figure 10a). Namely, the BAA and
AAA are nearly the same. The observed disfavor of the AB order likely gives rise to a slightly higher
slope of the AAB energy curve in comparison to the case of identical TPs. The relative increase of
the formation energy might be ascribed to elongation of the segment between A- and B-typed TPs.
The shape of ABA formation energy curve can be explained in the similar way. There occurs a local
maximum of the relative formation energy as a function of the position of the middle TPs. It likely
originates from a complex interplay arising from the occurrence of two diametrically opposite inter-TP
segments AB and BA, while their length is modified.

Considering the symmetry of the Bi2Se3 slab placed into the vacuum, where the BAA order is
equivalent to the BBA one by a side inversion, one might assume that such immediate alternation
of the TP types (ABA) is unlikely based on the calculated formation energies. Hence, it appears that
the role of the TPs orientation can be regarded as marginal concerning the distribution of TPs in the
undoped structure.
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The relative formation energies dramatically change in the presence of the magnetic defects,
similarly to the case of the identical TPs (Figure 10b). Although the energy curves are modified by the
presence of distinct TPs, the local energy minima belonging to gathered TPs are kept. The presence of
magnetic dopants reorders the formation energies according to the variation of the TPs orientation. It is
likely related to the described interplay of TPs and the magnetic dopants (Figure 9). We show that the
formation energy of TPs still grows with increased amount of the magnetic dopants, nearly irrespective
of the TPs positions (compare Figure 10c and Figure 6). The existing exceptions originate from the
special order of TPs, where TPs are more favorable under magnetic doping (Figure 10b). Besides,
one should be aware that the calculated curves (Figure 10c) are influenced by vacuum interface-induced
effects similar to the identical TPs (Figure 5). Finally, one can conclude that the TPs orientation does
not cause significant qualitative changes in the TPs behavior, even in the case of magnetic disorder,
as the lowest energy case almost mimics the behavior of the system with identical TPs.

3.5. Surface States

Conductive Dirac surface states are one of the most interesting properties of TIs. The appearance
of TPs can strongly influence their presence, since the mirroring of the structure symmetry could
represent a boundary in the structure. Hence, in this paper, we also try to simulate the influence
of the presence of TP and its position on the surface states. We calculated Bloch spectral functions
(BSF) in the vicinity of the Γ point, where the Dirac cone exists, on the path between high symmetrical
reciprocal points M and K. In order to study the band gap and surface states, we project BSFs along
the mentioned K − Γ − M path to the energy-intensity plane in a way that the maximal intensity of the
BSF over the k-path is selected for particular energy points. Then, a formation of the Dirac states is
indicated by the vanishing of the energy gap and an occurrence of a strikingly high intensity at the
Dirac point, where the surface states intersects (Figure 12a). The projected BSFs (PBSF) reveal that the
presence of a TP in at a certain distance from the surface breaks the surface Dirac states, which exist in
the unperturbed structure (Figure 12a). Our calculations showed that, for TPs which are closer than
6 QLs to the surface, a gap opens, as seen most clearly in the presence of T 3

4 (Figure 12a).

Figure 12. Projected BSFs of pure Bi2Se3 in the vicinity of Γ point as a function of the position of TP.
Spin up and spin down channels are overlaped. Obtained surface gaps are denoted by arrows. (a) PBSF
of the surface QL , (b) PBSF of the fifth QL from the surface. Energy axes are scaled to the position of
conduction band edge Ecb at the fifth QL.

The oscillations occurring in PBSF dependencies are caused by finite energy- and k-mesh,
which prevents obtaining smooth electron bands in terms of the BSF as well as a narrow k-window,
which cuts energy bands. Energy scales are related to the position of the well defined conduction
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band edge (Ecb) at an inner QL (Figure 12b). As was mentioned, the observed canceling of surface
states and gap opening likely arise from the proximity of two interfaces, which leads to a destructive
interference [6]. Comparing results obtained for TP below the seventh QL with the unperturbed
system, we found almost no difference as the Dirac cone is recovered. Similarly, one can mention a
modulation of the bulk band gap width in the vicinity of a TP (Figure 12b), where a band gap width
changes due to the presence of a boundary.

4. Conclusions

We have studied the behavior of TPs in the pure layered Bi2Se3 system, as well as in Bi2Se3

under the presence of magnetic and nonmagnetic disorder by first principles calculations. Our results
show that interactions between TPs in the pure Bi2Se3 become negligible for distances above three
QLs. However, for smaller distances, a significant increase of the TP formation energy was observed,
in agreement with the experimentally observed spatial separation of TPs in real samples.

The distribution of TPs and their interplay significantly changes in the presence of chemical
disorder. The presence of nonmagnetic disorder weakens the influence of TPs on the electron structure,
and therefore the interactions between TPs are significantly smaller. However, the occurrence of
magnetic defects modified the behavior of TPs significantly. Adjacent TPs become energetically
more favorable, which corresponds to the dependence of the relative formation energy of TPs on the
concentration of magnetic doping. It reflects a suppression of the TPs formation in magnetically doped
structures, unlike nonmagnetic SeBi antisites. The gathering of TPs leads to a smaller total perturbation of
the electron structure and hence might be comprehended as a tendency to TPs annihilation. A thorough
analysis indicates that the observed mismatch between the magnetic doping and the presence of TPs
consists in the influence of TPs on the spin splitting of magnetic atoms.

On the other hand, the variation of spin splitting, caused by TPs, influences the site preference of
magnetic defects. Mn generally does not prefer to occupy sites right at the twin boundary according to
our calculations. Such behavior is indicated also in experiments, since no metallic Mn-Mn bonds were
observed, although they would probably arise if clustering of Mn at these boundaries was present [54].
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Appendix A. Single TP Distribution

To check the behavior of a single TP in a pure multilayer structure, and to discuss the vacuum
interface caused effect, a distribution of the single TP in a multilayer consisting of 10 QLs is studied.
Thus, an asymmetric dependence of the relative TP formation energy as the function of the TP position
was obtained (Figure A1a). According to the Figure 2, a TP occurs at Se sites in the vicinity of vdW
gap. Generally, one is used to dividing a system to twin domains adjacent to the twin boundary.
However, according to the structure composed of QLs, we hypothetically split the present system
into two domains separated by a vdW gap. It seems to be more convenient to deal with entire QLs in
energy comparisons. Nevertheless, one has to be aware that one of the domains contains a mirror layer.
Since we used layer stacking according to Figure 2, a TP is located in the domain bearing smaller QL
indices. The relative formation energy (Figure A1a) bears a monotonous dependence, which favors a
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width maximization of the domain, where the mirror layer belongs. It suggests a significant interplay
of the TP with the surface interfaces, which depends on the orientation of the TP.

Naturally, the occurrence of a TP in the structure causes a charge transfer compared to the
unperturbed system. Calculations show (Figure A2) that the electron density changes primarily in
the QL possessing a mirror plane of the Bi2Se3 layer stacking. Especially, the charge is depleted from
the vdW gap and it flows to the Bi layer adjacent to the TP located at Se sites. Besides, a TP causes
charge oscillations, which spread out of the TP. Evaluating the absolute charge transfer ∑ |Δρt| per a
domain based on the charge transfer distribution, belonging to the system with symmetrical domain
sizes (Figure A2); one finds that for the present way of stacking (Figure 2) the charge modulation is
larger for the domain, consisting of QLs with smaller indices. The difference is about one order of
magnitude, which implies a different impact on domains. Having also considered vacuum interfaces,
which represent another structure fault, the system naturally should tend to a suppression of the
energetically more demanding perturbations by their separation (Figure A1a).

Figure A1. (a) Single TP relative formation energy ΔEform as a function of the TP position x in the
Bi2Se3 multilayer. (b) Relative energy contribution ΔEQL of the particular QL x. (c) Relative energy
contribution of ES as a function of their position. Bi2Se3 multilayer consists of 10 QLs. Concerning
plots (b) and (c), dependencies belonging to several locations of TPs are depicted, where data points in
the vicinity of TPs are excluded for clarity.

Let us consider QLs and ESs separately and evaluate their relative total energy contributions.
One observes that a clear discrepancy occurs between the two presented domains, regardless of the TP
position. Relative magnitudes of total energies ΔEQL related to particular QLs x as a function of the
position of the TP display that the domain containing the TP, namely QLs with the smaller indices,
possesses higher ΔEQL and the closer a TP is to vacuum, the higher the magnitude of ΔEQL. For brevity,
we exclude QLs in the vicinity of the TP, since their relative energy changes are of a different scale.
Similarly, relative energy contributions of ESs (ΔEES) are also influenced by the position of the TP
(Figure A1c). However, they follow an opposite evolution compared to the energy contribution of QLs,
likely because of an opposite impact of the stacking fault. The charge transfer of the related QLs and
ESs differs in the sign. The formation energy curve (Figure A1a) includes both contributions, ΔEQL
and ΔEES. However, we observe that the shape of the formation energy curve ΔEform (Figure A1a) is
mostly determined by ES’s contribution ΔEES (Figure A1c)

30



Nanomaterials 2020, 10, 2059

It is worth studying the influence of a single TP on surrounding atomic layers in a pristine
structure, as it describes the bare effect of TP. It shows that the perturbation caused by a TP is hardly
local. Dependencies of the charge transfer (Figure A2) or the QL resolved total energy (Figure A1c)
indicate that the charge as well as energy modulation spread over few QL. Moreover, a strong interplay
with the Bi2Se3 boundaries is visible, as it likely yields the shape of the Eform dependence (Figure A1a).

Figure A2. (left axis) Distribution of the charge transfer Δρt caused by the presence of a twin plane
(T 5

6 ) in the multilayer composed of 10 Bi2Se3 QLs. Each data point denotes a particular atomic layer
or an ES representing the vdW gap. (right axis) Dependence of the variance of the charge transfer at
particular QLs. Dashed lines separate QLs and denote position of the vdW gap.
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Abstract: Two donor-π-spacer-acceptor (D-π-A) organic dyes were designed as photochromic dyes
with the same π-spacer and acceptor but different donors, based on their electron-donating strength.
Various structural, electronic, and optical properties, chemical reactivity parameters, and certain
crucial factors that affect short-circuit current density (Jsc) and open circuit voltage (Voc) were
investigated computationally using density functional theory and time-dependent density functional
theory. The trans-cis isomerization of these azobenzene-based dyes and its effect on their properties
was studied in detail. Furthermore, the dye-(TiO2)9 anatase nanoparticle system was simulated to
understand the electronic structure of the interface. Based on the results, we justified how the trans-cis
isomerization and different donor groups influence the physical properties as well as the photovoltaic
performance of the resultant dye-sensitized solar cells (DSSCs). These theoretical calculations can be
used for the rapid screening of promising dyes and their optimization for photochromic DSSCs.

Keywords: dye-sensitized solar cells; azobenzene; density functional theory

1. Introduction

To meet the ever-increasing global energy demands, the utilization of solar energy—a clean,
renewable, and naturally abundant energy resource—has attracted considerable attention in recent
decades. Accordingly, photovoltaic devices (or solar cells) have been extensively developed to
meet this energy demand. Dye-sensitized solar cells (DSSCs) have been widely investigated as a
promising candidate for low-cost photovoltaic cells in the past two decades because of their distinctive
features, including shape flexibility, transparency, better performance under prolonged low-light
conditions, thermal dual stress, different solar incident angles, easy material synthesis, low weight,
and cost-effectiveness. Moreover, new functional materials have been designed to increase the
solar-to-electrical energy conversion efficiency of DSSCs [1,2]. In the public sector, DSSCs are used in
flat and curved building skins for building-integrated photovoltaics because of their transparency and
aesthetic value. Although numerous studies have been conducted based on device physics, material
innovation, and commercialization to achieve high performance and long-term fidelity of DSSCs [3],
they are still deficient in various aspects.

The photosensitizer is the core of a DSSC that absorbs solar radiation over a broad spectral range.
Moreover, it contains functional groups, which aid in adsorption on the TiO2 surface and injection of
electrons into the conduction band (CB) of TiO2 after solar light excitation. Organic dyes are attracting
increased attention not only as alternative photosensitizers, but also as promising photofunctional
materials for optical devices and photovoltaic cells because of their low cost, environment friendliness,
and high molecular extinction coefficients [4]. Metal-free organic dyes, which commonly feature a
push-pull architecture like dipolar donor–π-bridge–acceptor (D–π–A) frameworks, are being studied
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for use in DSSCs more than Ru-based dyes. This is because metal-free organic dyes have attractive
attributes, such as efficient intramolecular charge transfer (ICT), a wider variety of structural designs,
easy fabrication, raw material abundance, various synthetic protocols, good flexibility for molecular
tailoring, tunable spectral properties, high efficiency, cost-effectiveness, and applicability as organic
optoelectronic materials [5,6]; consequently, their commercial application is promising. Because of
these features, recent research has focused on designing new metal-free organic dyes to further improve
the performance of DSSCs. In the D–π–A structure, the donor unit plays an important role in not only
tuning and modifying the absorption spectra but also controlling the molecular energy levels and
intramolecular charge separation. Thus, several studies have been conducted to investigate the effect
of changing the donor units on the absorption characteristics of the dyes and DSSC performance [7,8].
Although triphenylamine, dialkylamine, and diphenylamine moieties are commonly used as electron
donors [4,9], only a few studies have systematically investigated the molecular origin of the DSSC
performance modulated by these donor groups.

Azobenzene dyes are organic compounds that contain the photoreactive -N=N- group, which
undergoes reversible trans-cis-trans isomerization when irradiated by sunlight. Therefore, these
compounds are used in photoresponsive material systems as phototriggers [10]. Azobenzene
photochemistry has also been observed in numerous constricted and/or interfacial environments,
such as molecular or liquid crystals for molecular level photoswitching, or embedded within
cyclodextrins, polymers, and metal-organic frameworks [11,12]. Recently, D–π–A-type azobenzene
derivatives have generated considerable interest because of the presence of both, electron-donating
and electron-accepting groups, on the π-conjugated system of the azo chromophore. Several studies
have been conducted on conjugated π-spacers, such as acetylene, vinyl, and phenyl [8,13]. However,
in metal-free organic dyes, the effect of using azobenzene as a π-spacer in the D–π–A structure has not
been widely studied; examples of the effective inclusion of azobenzene dyes into DSSCs are rare, and
the correlation between the molecular arrangement of these dyes and DSSC properties has not been
studied extensively [9].

Quantum chemical methods have been employed in recent decades as a sustainable approach for
elucidating the relationship between molecular geometries and dye characteristics, thus offering
a reliable theoretical platform for the rapid screening of efficient dyes prior to expensive and
time-consuming syntheses. Density functional theory (DFT) and time-dependent density functional
theory (TDDFT) have been extensively used to investigate the electronic and optical properties of virtual
photosensitizers in the ground and excited states for the development of DSSCs [14,15]. Therefore,
the theoretical predictions based on DFT calculations are promising, as they correlate well with
the experimental data on DSSCs [16]. Numerous research groups have successfully calculated the
photoelectric properties of organic dyes using quantum chemical methods. Donor modifications can
improve the light-harvesting efficiency (LHE) and electron injection ability, which contribute to the solar
cell efficiency [8]. The use of a bulky donor moiety leads to a high open circuit voltage, longer electron
lifetime, and slower back-transfer of electrons, resulting in higher photovoltaic performance [17].
The role of donor moieties in the photoinjection mechanism has also been investigated for a series of
D–π–A-structured dyes adsorbed on a (TiO2)15 anatase cluster in the DFT framework using various
functionals [18]. Novir et al. investigated the properties of numerous azobenzene-based dyes with
different electron-donating groups and reported that the donor groups did not have any significant
effect on their optical properties, such as LHE and exciton binding energy [19].

In this study, two photochromic azobenzene-based dyes were selected as sensitizers to investigate
the various properties of DSSCs to determine the relationship between the molecular structure and
photoelectric properties using reliable quantum chemical calculation methods. The objective of this
study was to understand the effect of different donor groups (dimethylamine and diphenylamine) on
the photophysical properties of the two azo dyes and the photovoltaic performances of the resultant
DSSCs. For in-depth analysis via DFT and TDDFT, the structural, electronic, optical properties,
including chemical reactivity parameters and some crucial factor relating to short circuit current
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density (JSC) and open circuit voltage (VOC) of the two dyes were determined after their adsorption on
a TiO2 surface. The elaborate DFT analyses presented herein can provide a better understanding of the
photoelectrical properties of the two azo dyes for photochromic DSSCs.

2. Methods

The ground-state geometries of all the dyes before and after binding onto the TiO2 surface
were fully optimized using N,N-dimethylformamide (DMF) solvent (ε = 37.5) without symmetry
constriction. Frequency calculations were performed to confirm that all the optimized geometries
were stationary minima points. The calculations were carried out using DFT at the B3LYP level with
the 6-311G(d,p) basis set for C, H, O, and N atoms and the LANL2DZ basis set for the Ti atom [20],
considering the relativistic effect of heavy atoms. The excitation energies, oscillator strengths, and
UV-Visible absorption spectra of all the dyes before and after binding to TiO2 in the DMF solvent
were simulated using TDDFT with CAM-B3LYP [21] functionals and the 6-311++G(d,p) basis set
for non-metal atoms, and the LANL2DZ basis set for the Ti atom on the basis of the optimized
ground-state geometries. The effective core potential (ECP) for sixty valence electrons of the dyes
adsorbed on the TiO2 surface was applied for the DFT and TDDFT calculations. The conductor-like
polarized continuum model (C-PCM) method [22] was applied within the self-consistent reaction field
theory to simulate the solvent effects throughout the study. Natural bond orbital (NBO) analysis was
performed by calculating the orbital populations for the ground state and excited state using the NBO
5.0 program [23]. All calculations were performed using the Gaussian 16 package [24].

3. Results and Discussion

3.1. Isolated Dyes and Dye/TiO2 Complexes

In this study, two D–π–A organic dyes were designed containing two electron-donating moieties,
namely, dimethylamine and diphenylamine, an azobenzene-benzene moiety as the π-spacer, and
cyanoacrylic acid as the anchoring group, as shown in Figure 1. The azo group, which showed reversible
cis-trans photoisomerization and allowed geometrical change of the π-conjugation backbone under
light and heat, led to the trans and cis structures of the two studied dyes (Figure 1b). In this study,
the trans structures are named E-DMAC and E-DPAC and the cis structures are named Z-DMAC and
Z-DPAC. Here, DMAC and DPAC contained methyl and phenyl moieties in their donor moieties,
respectively. To provide more realistic information about the dye adsorption on the semiconductor
surface in terms of electronic structure and optical properties, the dyes adsorbed on the TiO2 surface
were also studied and are referred to as dye/TiO2 in this study. Figure 1c shows the optimized structures
of the dye/TiO2 complexes for both dyes. In the dye/TiO2 complexes, the adsorption of dyes through
carboxylic acid can occur via either physisorption or chemisorption. The carboxylic acid can bind
to the TiO2 surface by several anchoring modes, such as monodentate bridging, bidentate bridging,
and bidentate chelating [25,26]. Because of the controversies surrounding the exact anchoring modes
for the binding of dyes on TiO2 nanoparticles, the studied dyes were optimized considering all the
three anchoring modes, and the findings revealed that the bidentate chelating anchoring mode was the
most stable form for these dyes for both the cis and trans isomers. To simulate the dye/TiO2 complexes,
the initial geometry of the (TiO2)9 anatase cluster was obtained from the previous study [26], which
was large enough to reproduce the electronic and optical properties of the nanocomposites [27].
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Figure 1. (a) Molecular structure of the dyes, and optimized geometries for trans (E) and cis (Z) structures
of 2-cyano-3-(4′-(4-(dimethylamino)phenyl)diazenyl)-[1,1′-biphenyl]-4-yl)acrylic acid (DMAC) and
2-cyano-3-(4′-(4-(diphenylamino)phenyl)diazenyl)-[1,1′-biphenyl]-4-yl)acrylic acid (DPAC) as (b)
isolated dyes and (c) dye/TiO2 complexes. The titanium, nitrogen, carbon, oxygen, and hydrogen atoms
are shown in the legend.

3.2. FT-IR Spectroscopic Analysis

The simulated FT-IR spectra of the two isolated dyes and dye/TiO2 complexes in the range of
300–4000 cm−1 are shown in Figure S1. IR peaks with high intensity were observed mainly in the
regions 1100–1900 cm−1 and 3000–3800 cm−1 for the cis and trans isomers of the isolated DMAC dyes.
The characteristic peak at 3750 cm−1 arose from the stretching vibration of O-H in the carboxyl unit.
Compared with the FT-IR spectrum of the dye/TiO2 complexes, the O-H stretching vibration was
weaker, which indicated that the O-H bond in the carboxyl unit of the DMAC dyes had ruptured.
Consequently, the characteristic peak corresponding to the stretching vibration of the Ti-O bond
appeared at ~470–490 cm−1 (Figure S1a), which indicated the formation of a Ti-O bond and the
adsorption of the dye on the TiO2 surface. Similarly, in the FT-IR spectra of the isolated DPAC dyes,
intense IR peaks were observed in the range of 1000–1900 cm−1 and 3000–3800 cm−1 for both, the cis
and trans isomers (Figure S1b). The peak at 3752 cm−1, originating from the stretching vibration of the
O-H bond in the carboxyl unit, disappeared in the FT-IR spectra of the dye/TiO2 complexes. A peak
appeared at ~487 cm−1 in the FT-IR spectra of the dye/TiO2 complexes, which was attributed to the
stretching vibration of the Ti-O bond. The results indicated that both, the DMAC and DPAC dyes,
were adsorbed on the TiO2 film in their cis and trans forms.

3.3. Adsorption Energy

The strength of the interaction energy between the dye and the TiO2 surface was considered as
the adsorption energy, which affected the rate of electron injection. In DSSCs, a high adsorption energy
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indicates a higher electronic coupling strength between the anchoring group and TiO2 surface, which
results in higher JSC as well as electron transfer rate. The optimized structures of the DMAC/(TiO2)9

and DPAC/(TiO2)9 complexes are shown in Figure 2. It was evident that the photosensitizers were
adsorbed almost perpendicularly onto the TiO2 surface with the formation of two Ti-O bonds in the
bidentate chelating anchoring mode. The calculated bond distances between the Ti and O atoms of the
carboxylic acid of the dyes were in the range of 2.07–2.09 Å, which resulted in a strong interaction
between the dyes and the TiO2 surface. The adsorption energies of the dyes decreased in the order of
E-DMAC > Z-DMAC > E-DPAC > Z-DPAC, which implied that the investigated dyes were strongly
adsorbed on the TiO2 surface. The DMAC dye/TiO2 complexes showed a higher adsorption energy
than the DPAC dye/TiO2 complexes, which increased the electron transfer rate and improved the JSC
and photovoltaic performance of the DMAC dyes.

Figure 2. Optimized bidentate chelating mode and adsorption energies of DMAC and DPAC dyes on a
(TiO2)9 anatase cluster calculated at the B3LYP level using the 6-31G(d,p) basis sets for non-metals and
LANL2DZ basis sets with ECP for the Ti atom.

3.4. Structural Analysis

The degree of conjugation of the dyes affects their absorption spectra. Figure 1 shows that the
trans dyes were fully conjugated as well as extremely coplanar compared to the twisted cis structures
throughout the donor, π-bridge, and acceptor groups. Because of the strong π-conjugation, the planar
trans dyes suppressed the rotational disorder and transferred more charge from the donor to the
acceptor compared to the distorted cis dyes. The angle between the two arene rings of the azo group
changed dramatically from 0◦ to ~78◦ upon trans-to-cis photoisomerization of the isolated dyes and
dye/TiO2 complexes. The dihedral angles between the benzene of the azo moiety and the right part
benzene of the π-spacer moiety were ~32.5◦ owing to the steric hindrance between the hydrogens of the
adjacent benzene moieties. The DPAC dyes had a distorted three-dimensional structure with a dihedral
angle of ~50◦ between the phenyl rings owing to the internal steric hindrance among the phenyl
rings. The distorted structure was beneficial for inhibiting dye aggregation on the semiconductor.
To understand the relationship between the geometric properties and electron-donating strength of the
dyes, the selected four bond lengths and the dihedral angle of the azobenzene moiety are summarized
in Table 1. The calculated bond lengths were between the bond lengths of single and double bonds (N-C:
1.471 Å, N=C: 1.273 Å, and N=N: 1.247 Å) [28–30], which indicated that the charge was delocalized
over the entire molecule. Interestingly, the bond length of the azo group (-N=N-), which is an important
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indicator of ICT in azo dyes, was longer in the trans dyes than in the corresponding cis dyes for both
DMAC and DPAC moieties, while all the C-N bonds of the trans dyes were shorter than those of the
cis dyes. As the electron-donating strength of the donor group increased from DMAC to DPAC dyes,
the C-N distances increased; however, the N=N distances decreased in the respective trans and cis
isomers. After binding to the TiO2 surface (dye/TiO2 complexes), similar trends were observed for
both the dyes. The N=N bonds of the trans dye/TiO2 complexes were longer, while the C-N bonds
were shorter than those of the cis dye/TiO2 complexes. Thus, even with a large displacement from the
trans to cis form, the alternation of bond lengths was observed to be a function of the electron-donating
strength. This result suggested that the electron-donating strength affected the geometric properties,
which were related to the electronic structures, charge transfer, and optical properties. However,
minimal changes were observed in the dihedral angles of the cis and trans forms of the DMAC and
DPAC dyes before and after binding to TiO2, indicating that the adsorption on TiO2 did not affect the
dihedral angles of the azo moiety. It is assumed that the degree of π-conjugation in the azo group could
be maintained during the trans-cis photoisomerization even though the cis isomers had a distorted
non-planar structure around the azo group.

Table 1. Structural parameters of DMAC and DPAC as isolated dyes and dye/TiO2 complexes.
A schematic representation of the dye is shown below.

Dye Bond Angle (Isolated Dye) Angle (Dye/TiO2)

E-DMAC

N1=N2 1.268 1.272
C1-N1=N2-C2 179.86 178.68

N3=C6 1.375 1.368
C1=N1 1.397 1.394
C2=N2 1.412 1.412

Z-DMAC

N1=N2 1.255 1.261
C1-N1=N2-C2 −11.49 −11.85

N3=C6 1.379 1.372
C1=N1 1.42 1.412
C2=N2 1.425 1.426

E-DPAC

N1=N2 1.267 1.269
C1-N1=N2-C2 179.90 −179.99

N3=C6 1.404 1.399
C1=N1 1.402 1.400
C2=N2 1.414 1.415

Z-DPAC

N1=N2 1.254 1.257
C1-N1=N2-C2 −12.167 −10.94

N3=C6 1.407 1.408
C1=N1 1.424 1.422
C2=N2 1.429 1.431

3.5. Cation-to-TiO2 Surface Distance

In DSSCs, the undesirable recombination processes are closely related to the contact distance
between the cation and semiconductor surface. If the contact distance is small, there is a possibility of
electron back-transfer to either the cation or electrolyte during binding to TiO2. Because of a smaller
cation-to-TiO2 distance, the cis dyes were expected to exhibit greater recombination while being
adsorbed on the TiO2 surface, which would lead to lower JSC and VOC as compared with those of the
trans dyes. The contact distance between the cation and TiO2 surface is shown in Figure S2. In the case
of DMAC dyes (Figure S2a), the cation-to-TiO2 distance for the cis dye (15.65 Å) was two-thirds of
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that of the trans dye (21.75 Å). A similar trend was observed in the case of DPAC dyes (Figure S2b),
where the cation-to-TiO2 contact distance for the cis dye (13.78 Å) was two-thirds that of the trans dye
(22.72 Å). This indicated that the JSC and VOC of the trans isomers were higher than those of the cis
isomers for both, DMAC and DPAC dyes.

3.6. Molecular Orbitals

The frontier molecular orbitals (FMOs) of a molecule can be used to predict its optical and
electronic properties. For a better understanding of the electron distribution and the relationship
between the electronic structure and electron transition characteristics, the qualitative representation
of ICT, i.e., the electron density distributions of the selected FMOs of the two dyes for the trans and cis
isomers are shown in Figure 3.

Figure 3. Frontier molecular orbitals of trans and cis isomers of DMAC and DPAC as (a) isolated dyes
and (b) dye/TiO2 complexes.

For both, the DMAC and DPAC dyes (Figure 3a), the electron densities of the HOMOs were
extended to the donor up to the azobenzene moiety of the π-spacer, whereas the electron densities
of the LUMOs were mainly delocalized along the right part of the π-spacer to the cyanoacrylic
acid moiety. The electron distribution of the molecular orbitals confirmed that electron injection
occurred from the diarylamine unit (D) to the cyanoacrylic acid unit (A). This was beneficial for
the photon-driven ICT process and led to a charge transfer from the donor to the acceptor. ICT is
facilitated if the electron density distribution of the HOMO is located near the electron donor, while
that of the LUMO is delocalized around an anchoring group, ready for electron injection into the CB of
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the TiO2 semiconductor. Interestingly, the trans-cis conformation did not affect the HOMO-LUMO
electron distribution significantly, which suggested that azobenzene was a good π-spacer for ICT under
illumination. Additionally, ICT was maintained even with an evident structural change. Therefore,
it was evident that both the trans and cis forms would serve as a photosensitizer in DSSCs. The electron
densities of the FMOs of the dye/TiO2 complexes are shown in Figure 3b. The electron densities of the
HOMOs for the trans and cis dye/TiO2 complexes were distributed from the donor to the π-spacer,
similar to the isolated dyes, whereas the electron densities of the LUMOs of the dye/TiO2 complexes
were almost entirely concentrated on TiO2, which indicated that the LUMO located close to the
cyanoacrylic acid anchoring group enhanced the orbital overlap with the 3d orbitals of Ti. As a result,
the excited electrons were easily injected into TiO2 via the anchoring unit, leading to an increase in JSC.
In summary, the study of FMOs suggested that both the dyes showed large ICTs, and consequently, a
strong electronic coupling with the TiO2 surface.

3.7. UV-Visible Spectroscopic Analysis

The maximum absorption wavelengths (λmax), oscillator strength (f ), excited state transition
characteristics, nature of the most relevant transitions of the electronic absorption bands, and LHE
are summarized in Table 2. The simulated UV-Vis absorption spectra of the DMAC and DPAC dyes
in DMF solvent obtained from the TDDFT calculations for the isolated dyes and dye/TiO2 complexes
are shown in Figure 4. The red and black colors represent the DMAC and DPAC dyes, respectively.
The solid and dotted lines represent the trans and cis dyes, respectively. Both DMAC and DPAC dyes
exhibited a broad absorption band and a high molar extinction coefficient, which resulted in the highest
sunlight absorption ability. For the isolated dyes (Figure 4a), the trans isomers showed a relatively
strong absorption at 400–525 nm, with the maximum absorption peaks of the DMAC and DPAC dyes
appearing at 430 nm and 440 nm, respectively (Table 2). These strong absorption bands corresponded
to the π–π* transition of the FMOs. The absorption ranges of the two dyes were mainly spread over
the visible region, thus ensuring effective solar energy usage. Interestingly, two absorption bands were
observed for the cis dyes. The strong absorption band at ~341–347 nm was possibly due to the π–π*
transition, while the weak band at ~457–471 nm could be attributed to the n–π* transition for both cis
dyes. The spectral difference between the trans and cis isomers would impart different colors in the DSSC.
As the photoirradiation proceeded, the intensity of the trans dyes in the 400–500 nm region decreased and
that of the cis dyes in the 300–400 nm region increased. For the isolated dyes, the major electron transition
involved the HOMO, HOMO−1, LUMO, and LUMO+1 orbitals. The change in the electron density
between the molecular orbitals (Figure 2) showed that the electron moved from the donor to the acceptor
unit, which is an ICT and conducive to a high JSC. The transition from HOMO/LUMO corresponding to
the π–π* transition was the main contributor to the lowest electronic excitation in the trans dyes, although
transitions from the HOMO/LUMO+1 orbital also contributed to this excitation. In the case of cis dyes,
the transition from HOMO/LUMO, representing the π–π* transition, contributed to the strong absorption
for both, the DMAC and DPAC dyes. The weak absorption by the cis dyes was primarily related to
HOMO/LUMO+1 of the occupied orbitals corresponding to the n–π* transition, which was due to the
presence of unshared electron pairs of the nitrogen atoms. The coplanar structure of the azobenzene unit
in the trans dyes prevented the n–π* transition, while the n–π* transition in the cis dyes resulted from the
interaction between the azo bond (N=N) and the π-conjugated system. The transition properties of the
dyes adsorbed on the (TiO2)9 cluster based on the optimized ground-state structures were investigated
using the CAM-B3LYP/6-311++G(d,p) method. The isolated dyes and the dye/TiO2 complexes exhibited
almost similar UV-Vis absorption spectra (Figure 4b). After binding to TiO2, the dyes showed a red shift
in the maximum absorption wavelengths as compared with those of the isolated dyes. The absorption
peaks of the trans dye/TiO2 complexes showed a red shift of 10–12 nm compared with that of the isolated
trans dyes, which corresponded mainly to the HOMO/LUMO transition (Table 2). The strong absorption
band of the cis dye/TiO2 complexes, which also corresponded to the HOMO/LUMO transition, showed
red shifts of 17 nm (for DMAC dye) and 9 nm (for DPAC dye) compared to those of the isolated dyes,
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respectively. The red shift of the maximum absorption wavelength of the dye after binding to TiO2 could
be explained on the basis of the interactions between the electron acceptor group of the dye (–COOH) and
the 3d orbitals of the Ti atom, which resulted in a decrease in the LUMO energies as compared to the
isolated dyes. The UV-Vis absorption spectra also revealed the mechanism of photoinjection from the dye
to the semiconductor. Compared to the UV-Vis spectrum of the isolated dye, the appearance of a new
band in the spectrum of the dye/TiO2 complex indicates that it shows a Type II (direct) mechanism [31],
whereas the absence of a new band suggests that it exhibits a Type I (indirect) mechanism [32]. As can
be seen in Figure 4, both the DMAC and DPAC dyes exhibited a Type I (indirect) injection route during
binding to the TiO2 surface.

Figure 4. UV-Vis absorption spectra of cis and trans isomers of DMAC and DPAC as (a) isolated dyes
and (b) dye/TiO2 complexes.

Table 2. Maximum absorption wavelengths (λmax), oscillator strengths (f ), excited state transition
characteristics, nature of the transitions for the most relevant transitions of the electronic absorption
bands, and light-harvesting efficiencies (LHEs) of the dyes.

Dye
Excited State

Character
Transition

Assignment (%)
Oscillator
Strength, f λmax LHE

E-DMAC π→π* H-L (66.6%)
H-L+1 (32.3%) 2.0486 430 0.9911

Z-DMAC
n→π* H-L+1 (52.9%)

H−1-L (21.2%) 0.2647 457 0.4564

π→π* H-L (60.2%)
H−1-L (18.3%) 0.9926 347 0.8983

E-DPAC π→π* H-L (65.9%)
H-L+1 (26.1%) 1.8015 440 0.9475

Z-DPAC
n→π* H-L+1 (51.4)

H−1-L+1 (20.3%) 0.2583 471 0.4483

π→π* H-L (64.4%)
H−1-L+1 (15.6%) 0.7985 341 0.8411

E-DMAC/TiO2 H-L (82.6%) 2.3227 440 0.9953

Z-DMAC/TiO2
H-L+1 (30.1%) 0.3276 458 0.5297

H-L (53.8%) 1.1195 364 0.9241
E-DPAC/TiO2 H-L (85.7%) 2.3189 452 0.9951

Z-DPAC/TiO2
H-L+1 (28.8%) 0.2844 468 0.4805

H-L (64.3%) 0.8237 350 0.8499

3.8. Energy Diagram

To investigate the electronic and transition properties of the dyes, the FMO energy levels from
HOMO−2 to LUMO+2 of the isolated dyes and dye/TiO2 complexes for both DMAC and DPAC were
calculated using the B3LYP/6-311G(d,p) level, and the results are shown in Figure 5.
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Figure 5. Molecular orbital energy diagrams of trans and cis isomers of DMAC and DPAC as isolated
dyes and dye/TiO2 complexes.

To design an effective dye, the HOMO and LUMO energy levels of the dyes must be below the
redox potential of the I−/I3− electrolyte and above the CB of TiO2, respectively. The measured HOMO
energy levels of the isolated dyes were lower than the redox potential of I−/I3− (−4.80 eV) [4], which
implied that the oxidized dyes could restore the electrons from the electrolyte. Similarly, the LUMO
energy levels of the trans and cis dyes were above the CB of TiO2 (−4.00 eV) [33], which indicated that
the designed excited state dyes could quickly and efficiently inject electrons into the TiO2 CB. The
HOMO-LUMO energy values and their energy gaps are summarized in Table 3. The HOMO energy
values of both, the trans and cis isomers of the DMAC and DPAC dyes, were similar. For LUMO, the
DPAC dyes showed a higher energy than the DMAC dyes when comparing their respective isomers.
The HOMO-LUMO energy gaps of the cis isomers were higher than those of the trans isomers owing to
the higher LUMO level. The Z-DMAC dye exhibited the highest energy difference (2.54 eV), whereas
the E-DPAC dye exhibited the lowest energy gap (2.42 eV). As the HOMO-LUMO energy gaps of the
trans dyes were lower than those of the cis dyes, they absorbed more light from the visible range and
showed a bathochromic shift (Table 2). A higher LUMO level increases the VOC, thus enhancing the
efficiency of the DSSC. Therefore, it is necessary to monitor the enhanced performance of the dye
with a higher LUMO energy level. Because of a higher LUMO energy level, the cis dyes seemingly
had a higher driving force for electron injection compared to the trans dyes. However, the cis dyes
had a larger band gap, which was unfavorable for optical absorption [34]. After binding to the TiO2

surface, the FMO energy levels (HOMO−2 to LUMO+2) of the dye/TiO2 complexes were calculated
to further investigate the electronic coupling between the FMOs and CB of TiO2, which are shown
in Figure 5. For the dye/TiO2 complexes, all the HOMO energy levels were lower than the redox
potential of the I−/I3− electrolyte and the LUMO energy levels were higher than the CB of TiO2, which
indicated a strong driving force for electron injection from the dye to the semiconductor as well as a
suitable regeneration of the neutral dye. There was almost no change in the energies of the HOMO
levels of the dye/TiO2 complexes as compared to the isolated dyes. However, the LUMO energy levels
remarkably decreased after the dyes adsorbed onto the TiO2 surface because of bonding between the
semiconductor CB and dye. This implied that the LUMO energy levels of these dyes were strongly
coupled with TiO2, which is favorable for increasing electron injection into TiO2. The HOMO-LUMO
energy gap decreased after the dyes adsorbed onto the TiO2 surface owing to the relatively low LUMO
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energy level, which suggested that the adsorption of the dye on the semiconductor surface facilitated
the HOMO-LUMO energy level properties crucial for favorable light absorption.

Table 3. HOMO and LUMO energy values and energy gaps, excited state lifetimes, dipole moments,
exciton binding energies, and coupling constants of the isolated dyes and dye/TiO2 complexes.

Dye HOMO LUMO
HOMO-LUMO

Gap

Ex-State
Lifetime,

τ

Dipole
Moment,

D

Exciton
Binding
Energy,

EBE

Coupling
Constant,
|VRP|

E-DMAC −5.2341 −2.7576 2.477 1.43 11.61 0.41 0.6171
Z-DMAC −5.2276 −2.6858 2.541 1.99 12.20 0.89 0.6138
E-DPAC −5.2270 −2.8066 2.420 1.52 8.67 0.47 0.6135
Z-DPAC −5.2034 −2.7217 2.482 2.57 9.53 0.93 0.6017

E-DMAC/TiO2 −5.2398 −3.3065 1.936 1.39 22.5 0.88 0.6199
Z-DMAC/TiO2 −5.2352 −3.2997 1.936 1.95 28.7 1.33 0.6176
E-DPAC/TiO2 −5.2200 −3.3206 1.900 1.10 21.4 0.98 0.6101
Z-DPAC/TiO2 −5.1734 −3.3051 1.868 1.74 26.2 1.42 0.5867

3.9. Electrostatic Potential

To understand the chemical reactions (such as H bonding interactions), the molecular electrostatic
potential (MEP), which is closely related to the electron cloud, of the isolated dyes and dye/TiO2

complexes, were calculated at the B3LYP/6-311G(d,p) level, and the results are shown in Figure 6.
Generally, the MEP is used to describe the nucleophilic and electrophilic reaction sites. The different
colors at the surface represent different electrostatic potential values. The red and blue areas of the
MEP depict the electrophilic activity corresponding to the electron-rich areas and nucleophilic activity
corresponding to the electron-deficient areas, respectively. The electrostatic potential increased in the
order: red < orange < yellow < green < blue. The color code of the MEP maps ranged from −0.06 a.u.
(deepest red) to 0.06 a.u. (deepest blue). The MEPs of the two isolated dyes (Figure 6a) indicated that
the carboxyl H atom in all the dyes had the highest nucleophilic potential. For both dyes, the highest
electrophilic potential was exhibited by the N atom of the –CN group in the trans structures and the
–CN and azo (N=N) groups in the cis structures. The H and N atoms represent the strongest attraction
and repulsion, respectively. For the dye/TiO2 complexes (in Figure 6b), the change was less distinct
when the dyes were anchored on the TiO2 surface owing to the interactions between the dyes and
TiO2, which made the dye molecules more neutral in all the regions. However, the highest nucleophilic
potential was exhibited mainly by the terminal H of the TiO2 cluster, while the highest electrophilic
potential was exhibited by the O atoms on the TiO2 cluster for both the cis and trans isomers of the
DMAC and DPAC dyes.

3.10. Charge Density Difference

To investigate the charge transfer properties of the excited state complexes, the charge difference
density (CDD) between the excited and ground states of the DMAC and DPAC isolated dyes and
dye/TiO2 complexes were determined and are shown in Figure 7. The blue and green regions represent
the depletion and accumulation of electron density upon excitation, respectively. For the isolated
dyes (Figure 7a), the density depletion zones (blue) were mostly located on the donor and π-spacer
regions, while the density enhancement segments (green) were mainly delocalized on the acceptor
moiety, which was indicative of an ICT transfer during electron transition. The CDD plots of the
dye/TiO2 complexes (Figure 7b) showed that the density increment region was mostly located on the
acceptor moiety, while the density depletion zone was spread over the donor moiety as well as in TiO2;
this implied that some of the hole and electron densities were delocalized on the dye molecule, while
the rest of the electron density was localized on TiO2.
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Figure 6. Molecular electrostatic potentials of cis and trans isomers of DMAC and DPAC as (a) isolated
dyes and (b) dye/TiO2 complexes.

Figure 7. Electron density difference maps for cis and trans isomers of DMAC and DPAC as (a) isolated
dyes and (b) dye/TiO2 complexes.
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3.11. NBO Analysis

Based on the optimized structure of the ground state, NBO analysis was performed to further
understand the distribution of charge on the overall dye molecules and the electron transfer from
the donor to the acceptor through the π-spacer to estimate the extent of ICT. The NBO population
charges for the electron donor, π-spacer, and electron acceptor, which are denoted as qDonor, qπ-spacer,
and qAcceptor, respectively, are summarized in Table 4. The most significant charge variance between
the natural charges on the donor and acceptor groups is represented as ΔqD−A. The positive NBO
values of the donor moiety indicated that they were effective electron-donating units. In contrast,
the negative NBO value of the π-spacer suggested that the dye may trap electrons in the π-spacer.
The negative charge of the electron acceptor could be a factor leading to electron injection from the
excited dye to the TiO2 CB. Between the DMAC and DPAC dyes, the former exhibited higher qdonor

and ΔqD−A values compared to the latter. This indicated that the DMAC dyes could donate more
electrons to the anchoring group compared to the DPAC dyes, thus accelerating the ICT. Moreover,
the ΔqD−A values of the trans dyes were higher than those of the cis dyes, suggesting that the ICT
ability was sensitive to the conformational changes in the π-spacer. Second order perturbation theory
(SOPT) analysis of the Fock matrix on the NBO basis could determine the amount of charge transfer
between the different parts of the molecule. Table S1 summarizes the NBO parameters, conjugative
interaction energies (ΔE2) between the π and π* orbitals, energy difference between the interacting
NBO and matrix element (Ej−Ei), and the off-diagonal element associated with the NBO Fock matrix
(F(i,j)). Carbon atoms (C1–C6) and nitrogen atoms (N1=N2) were selected to investigate the electronic
delocalization process. A high ΔE2 implied more charge transfer from the donor (π) to the acceptor
(π*) parts. With increasing donor size, ΔE2 increased from the DMAC to DPAC dyes. Furthermore,
the ΔE2 of the trans dyes was noticeably higher than that of the cis dyes in the case of π(C1=C2) to
π*(N1=N2), which indicated that the conformational changes of the dyes also affected the ΔE2.

Table 4. NBO analysis results for metal-free organic dyes in the ground state. Here, qDonor, qπ-spacer,
and qAcceptor denote the total amount of natural charges on the donor group, π-spacer, and acceptor
group, respectively.

Dyes qDonor qπ-spacer qAcceptor ΔqD-A

E-DMAC 0.3078 −0.1959 −0.1119 0.4197
Z-DMAC 0.2523 −0.1395 −0.1127 0.3650
E-DPAC 0.2784 −0.1711 −0.1073 0.3858
Z-DPAC 0.2090 −0.1010 −0.1079 0.3169

3.12. Natural Transition Orbitals and Density of States

The electronic density distributions of the dyes are illustrated in Figure S3 for both the isolated
dyes and dye/TiO2 complexes determined by natural transition orbital (NTO) analysis. As ICT occurred
under light illumination, it was reasonable to analyze the electronic distribution during electronic
transition. NTOs can provide detailed information about the excited state transitions apart from the
mixed electronic configurations because of multiple excitations among the molecular orbitals. Hole and
particle transition orbitals represent the unoccupied and occupied NTOs, respectively. An eigenvalue
λ denotes the fraction of the hole-particle pair contribution to the electronic transition. Importantly, the
HOMO→ LUMO excitation contributed mostly to the S0 → S1 transition. As shown in Figure S3, the
electron density of the hole NTOs was localized on the donor moiety and extended along the π-spacer
for the E-DMAC and E-DPAC dyes, whereas the density was delocalized from the donor to the acceptor
moiety for the cis dyes. Additionally, the electron density of the particle NTOs was delocalized mainly
on the π-spacer to the acceptor moiety for all the dyes. A similar scenario was observed in the case of
dye/TiO2 complexes for both the DMAC and DPAC dyes. This indicated that photoinduced charge
transfer occurs mostly in the trans dyes rather than in the cis dyes. In addition, the NTO eigenvalues (λ)
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of the trans dyes were higher than those of the cis dyes. During visible-light absorption, the electronic
transition allowed a net electron transfer from the donor to the acceptor, and subsequently to the TiO2

surface. In this regard, the donating capability of the donor was important for charge transfer, as
additional noticeable electronic density separation required a stronger donor (Figure S3). The total
density of states (TDOS) and partial density of states (PDOS) are represented in Figure S4 for the
isolated dyes and dye/TiO2 complexes. The vertical dotted line represents the HOMO energy level.
For the isolated dyes (Figure S4a), the PDOS of the p-orbitals dominated the TDOS of the occupied
orbitals, whereas the PDOS of s- and p-orbitals dominated the TDOS of the unoccupied orbitals for the
DMAC and DPAC dyes. In the dye/TiO2 complexes (Figure S4b), the PDOS of the p-orbitals was the
main contributor to the TDOS of the unoccupied orbitals, similar to the isolated dyes. However, for the
occupied orbitals, the PDOS of the p- and d-orbitals dominated the TDOS of the unoccupied orbitals in
the dye/TiO2 complexes of the two dyes.

3.13. Polarizability and Hyperpolarizability

Polarizability and hyperpolarizability characterize the response of a system in an applied electric
field. They determine the strength of molecular interactions, such as long-range intermolecular
induction and dispersion forces, as well as the cross sections of different scattering and collision
processes of the system. Generally, a dye with a higher polarizability strongly interacts with the
surrounding species and increases the local concentration of the acceptor species at the TiO2 surface,
which increases the possibility of the acceptor species penetrating the dye adsorption layer. The total
static first hyperpolarizability is expressed as follows [35]:

βtot =
√
β2

x + β2
y + β2

z (1)

The individual static component in the above equation is calculated from:

βi = βiii +
1
3

∑
i� j

(βi j j + β ji j + β j ji) (2)

where βijk (i, j, k = x, y, z) are the tensor components of the total static first hyperpolarizability. Owing
to Kleinman symmetry, the following equation is finally obtained:

βtot =

[
(βxxx + βxyy + βxzz)

2 + (βyyy + βyzz + βyxx)
2 + (βzzz + βzxx + βzyy)

2
]1/2

(3)

The polarizability and hyperpolarizability of the dyes are shown in Figure S5, and the values are
listed in Table S2. The polarizability values of the dyes increased in the order: E-DMAC > E-DPAC >
Z-DMAC > Z-DPAC. E-DMAC exhibited the highest polarizability, which implied that trans DMAC
was a better dye. Owing to the important application of hyperpolarizability as well as its close
relationship with ICT, the first hyperpolarizabilities of the two dyes were also investigated (Figure S5),
the results of which are listed in Table S2. The first hyperpolarizabilities of the two dyes were in the
order of Z-DMAC < Z-DPAC < E-DMAC < E-DPAC. It is noteworthy that all the components of the
first hyperpolarizabilities of the two dyes were mainly along βxxx, which indicated a unidirectional
charge transfer from the donor to the acceptor. The βtotal values of the trans dyes were considerably
higher than those of the cis dyes, suggesting that the trans dyes led to more photoinduced electron
transfer in the excited state. Although the first hyperpolarizability of DPAC was higher than that of
DMAC, the former prevented electron transfer from the donor to the acceptor because of the non-planar
structure of the donor, thereby affecting the effective electron injection from the dye molecule to the CB
of the semiconductor.
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3.14. Other Molecular Properties

Dyes with different dipole moments (Ds) can modify the CB of wide-bandgap semiconductors
(e.g., TiO2 and ZnO) and affect the nature of the interaction between the dye and the acceptor species.
A strong electron-donating ability results in a higher D of the dyes, which can increase the distance
between the charge centers, leading to enhanced electron delocalization. The Ds of the isolated dyes
and dye/TiO2 complexes are listed in Table 3. In the case of isolated dyes, the Ds of the DMAC dyes
were higher than those of the DPAC dyes. Moreover, the Ds of the cis dyes were higher than those
of the trans dyes, which increased the bond polarity; thus, the D vectors of the bonds cancelled each
other. In the case of dye/TiO2 complexes, the Ds of the DMAC dye/TiO2 complexes were higher than
those of the DPAC dye/TiO2 complexes, with the cis dye /TiO2 complexes showing higher Ds than the
trans dye/TiO2 complexes, similar to the isolated dyes. However, the Ds of the dye/TiO2 complexes
were significantly higher than those of the isolated dyes, which indicated that after their adsorption on
the TiO2 surface, the dyes showed greater electron delocalization (Figure 3b). Exciton binding energy
(EBE) is another key factor affecting the efficiency of excitonic solar cells and is associated with charge
separation in the solar cells. Dyes with high EBEs exhibited the lowest charge separation efficiency.
The calculated EBEs of the two dyes are listed in Table 3. In the isolated dyes, the EBE of DMAC was
lower than that of DPAC, with the trans dyes showing lower EBEs than the cis dyes in both the cases,
which was a desirable outcome for photo-to-current energy conversion. The dyes with lower EBEs
(trans dyes) generated current more efficiently from the absorbed light. In the case of the dye/TiO2

complexes, the EBEs of the DPAC dyes were higher than those of the DMAC dyes, with the cis dye/TiO2

complexes showing higher EBEs than the trans dye/TiO2 complexes. This indicated that the trans
dye/TiO2 complexes had a higher charge separation efficiency than the cis dye/TiO2 complexes, which
was favorable for a better power conversion efficiency (PCE) of DSSCs. The coupling constant (|VRP|), a
factor that affects the rate of electron injection between the organic dyes and the semiconductor surface,
could be derived from the following equation [36]:

|VRP| = ΔERP/2 (4)

Equation (4) indicates that a high ΔERP will result in a high |VRP|, which will enhance the electron
injection in DSSCs. The ΔERP can be estimated as follows [37]:

ERP =
[
Edye

LUMO + 2Edye
HOMO

]
−
[
Edye

LUMO + Edye
HOMO + ETiO2

CB

]
(5)

The experimental value of E
TiO2
CB was −4.0 eV [33]. The calculated |VRP| values of the DMAC and

DPAC dyes (listed in Table 3) decreased in the order of E-DMAC > Z-DMAC > E-DPAC > Z-DPAC.
This trend implied that compared to the DPAC dyes, the DMAC dyes had a higher electron injection
rate and the largest number of electrons in the CB, which led to a higher VOC. A similar phenomenon
was observed in the case of the dye/TiO2 complexes. E-DMAC/TiO2 showed the highest |VRP|, whereas
Z-DPAC/TiO2 showed the lowest |VRP|.

3.15. Excited State Lifetime

The efficiency of electron injection to TiO2 can be determined by the excited state lifetime. Electron
injection from the excited dye to the semiconductor was very fast, which suggested that increasing
the concentration of the acceptor on the TiO2 surface would increase the possibility of the acceptor
species penetrating the adsorbed dye layer, thus leading to electron recombination following a short
electron lifetime. This process would minimize the photovoltage and lower the charge collection
efficiency, thereby reducing the JSC and PCE. After electron injection, the dye was in a cationic state
until regeneration occurred. It has been reported that the considerable reduction in the electron lifetime
in porphyrin-based DSSCs is the main reason for their lower VOC compared to that of the Ru sensitizer

49



Nanomaterials 2020, 10, 914

N719 [38]. The longer the excited state lifetime, the longer the dyes remained in the cationic form,
which favored charge transfer. The excited state lifetime of the dye was estimated as follows [39]:

τ = 1.499/f E2 (6)

where E is the excitation energy (cm−1) of the different electronic states and f is the oscillator strength
corresponding to the electronic state. To calculate the excited state lifetimes, the ground-state geometries
of the DMAC and DPAC dyes were optimized in their first excited singlet electronic state with the
CAM-B3LYP/6-311+G(d,p) level of theory for the isolated dyes and dye/TiO2 complexes, considering
the lowest excitation energy and the corresponding oscillator strength. The calculated excited state
lifetimes of the two dyes are listed in Table 3. In the case of isolated dyes, the excited state lifetimes
of the trans DPAC dyes were higher than those of their corresponding DMAC dyes and vice versa,
respectively, which implied that the DPAC dyes remained stable in the cationic state for a longer
time. In the case of the dye/TiO2 complexes, interestingly, the opposite scenario was observed. After
binding onto the TiO2 surface, trans DPAC/TiO2 exhibited a lower excited state lifetime compared to
DMAC/TiO2. A similar observation was made in the case of the cis dye/TiO2 complexes. This indicated
that after adsorbing onto the TiO2 surface, the DMAC dyes remained in their cationic form for a longer
time and allowed a greater charge transfer. This retarded the charge recombination process, which was
favorable for a high VOC and better PCE of DSSCs.

3.16. Chemical Reactivity Parameters

Based on the optimized neutral and ionic structures, the chemical reactivity parameters, namely,
chemical hardness (η), electron affinity (EA), ionization potential (IP), electrophilicity power (ω), and
electron-accepting power (ω+), were investigated to further explain the molecular properties of the
dyes; these parameters are listed in Table S3. The ω value represents the stabilization energy of the
dyes. These ω values of the DMAC dyes were higher than those of the DPAC dyes and increased in
the order of Z-DPAC < Z-DMAC < E-DPAC < E-DMAC. Thus, the ω values of the trans dyes were
higher than those of the cis dyes, which implied that the former showed a higher energetic stability
by attracting the electrons from the environment. The capability to accept an electron from a donor
is measured by EA, which can be represented as ω+. A higher value of ω+ is desirable to achieve
a high JSC. The ω+ values of the dyes decreased in the order of Z-DPAC < Z-DMAC < E-DPAC <
E-DMAC, which indicated that the trans DMAC dye had the highest electron-withdrawing ability, and
therefore, a higher ability to attract electrons from the acceptor moiety of the dye. Charge injection and
balance affect the performance of the DSSC devices. IP and EA represent the energy barriers of both
holes and electrons. The IP and EA of the two molecules were calculated by DFT, and these results are
listed in Table S3. The IP and EA of the trans dyes were respectively lower and higher than those of
the cis dyes, which promoted the hole-creating and electron-accepting abilities, respectively. Besides,
the IP and EA of the DMAC dyes were respectively lower and higher than those of the DPAC dyes.
Hence, E-DMAC had better hole-creating and electron-accepting abilities. The η value represents the
resistance of the dyes to ICT in solar cells. A lower η and higher ω lead to a lower resistance to ICT
and a better JSC, resulting in a higher PCE. Therefore, to increase charge transfer and separation, dyes
should have a lower η. The η values of the trans dyes were lower than those of the cis dyes (Table S3),
which suggested that the trans dyes would show better efficiency for DSSCs. In addition, the η value
of DMAC was lower than that of DPAC; thus, E-DMAC exhibited a lower resistance to ICT, leading
to a higher JSC. The chemical reactivity parameters were also measured for the dye/TiO2 complexes
(Table S3). It was observed that the ω and ω+ of the DMAC dye/TiO2 complexes were higher than
those of the DPAC dye/TiO2 complexes for both trans and cis isomers. Compared to the isolated dyes,
the IP and EA of the DMAC dye/TiO2 complexes were respectively lower and higher than those of the
DPAC dye/TiO2 complexes for both trans and cis dyes. Moreover, the η values of the DMAC dye/TiO2

complexes were lower than those of the DPAC dye/TiO2 complexes. It was observed that the dye/TiO2
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complexes showed a similar behavior as that of the isolated dyes. However, the chemical reactivity
parameters shown in Table S3 indicate a better performance of the dye/TiO2 complexes, in which the
dyes are bound to the TiO2 surface, compared to the isolated dyes. Based on these chemical reactivity
parameters, the DMAC dyes are expected to show better ICT, higher JSC, and higher PCE for DSSCs.

3.17. Factors Affecting Short-Circuit Current Density

In DSSCs, the sunlight-to-electricity conversion efficiency (n) of solar cell devices is determined
by the VOC, JSC, and fill factor (FF), divided by the incident solar power (Pinc) [40]:

n =
(VOC)(JSC)(FF)

Pinc
(7)

According to Equation (7), the product of VOC and JSC should be optimized to improve the
efficiency (n). In DSSCs, JSC can be expressed as [40]:

JSC = e
∫

LHE(λ)φinjectηcollectdλ, (8)

where LHE(λ) is the light-harvesting efficiency at a given wavelength, φinject is the electron injection
efficiency, and ηcollect is the charge collection efficiency. All the components of DSSCs are only different
for the dyes; hence, ηcollect can be assumed a constant. LHE(λ) can be expressed as [41]:

LHE = 1−10−f , (9)

where f represents the oscillator strength of the dyes corresponding to λmax. Generally, a higher LHE,
caused by the higher f, increases the light capturing ability and improves the efficiency of the DSSC.
Dyes with a small energy gap are beneficial for achieving a red shift in the maximum absorption peak
and a relatively high LHE. The LHEs of the isolated dyes and dye/TiO2 complexes were calculated
and are given in Table 2. The f values of the trans dyes (Table 2) were higher than that of the cis
dyes for both, isolated dyes and dye/TiO2 complexes, which suggested that the LHE of the trans dyes
were greater than those of the cis dyes. The LHE should be as high as possible to maximize the JSC.
In the case of isolated dyes, the LHE values for the π–π* transition were higher than those for the n–π*
transition, which indicates that the former transition was favorable for LHE for both trans and cis dyes.
Moreover, changing the donor moiety in both trans and cis dyes affected the f and LHE, which implied
that the LHE was affected by both, the conformational change of the azobenzene bridge structures
and the electron-donating strength of the donor group. The LHE of E-DMAC was the highest among
all the dyes for the isolated dyes and dye/TiO2 complexes, which indicated that DMAC could absorb
more photons, leading to a higher JSC. φinject was related to the injection driving force (ΔGinject) of
the electrons injected from the excited dyes to the semiconductor substrate. According to Preat’s
method [42], ΔGinject can be estimated as follows:

ΔGinject = Edye* − ECB, (10)

where Edye* is the oxidation potential of the dye in the excited state, and ECB is the CB edge of the
semiconductor (−4.00 eV) [33]. Edye* can be estimated as follows [43]:

Edye* = Edye − E0−0, (11)

where Edye is the redox potential of the ground state of the dye and E0−0 is the vertical transition
energy associated with λmax. Note that this relation is only valid if the entropy change during the
light absorption process can be neglected. Hence, higher LHE and ΔGinject are beneficial for increasing
the JSC. The ΔGinject, Edye, Edye*, and E0−0 for the two dyes were computed and are listed in Table 5.
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The ΔGinject values of all the dyes were more negative than that of the TiO2 CB edge, which indicates
that the excited state dyes lie above the TiO2 CB, thus promoting electron injection from the excited
sensitizer to the TiO2 CB. The absolute values of ΔGinject for both the dyes were considerably higher
than 0.2 eV; thus, all the dyes showed a sufficient driving force to inject electrons into TiO2 [44].
The ΔGinject values for the trans dyes were more negative than those of the cis dyes, which suggested
that the trans dyes would exhibit faster electron injection and a higher JSC compared to the cis dyes.
However, an excessively high value of ΔGinject can cause energy redundancy, thus leading to a smaller
VOC. The DPAC dyes therefore had a lower VOC than the DMAC dyes despite having a higher ΔGinject.
Similar to the isolated dyes, the ΔGinject values of the DMAC dye/TiO2 complexes were lower than
those of the DPAC dye/TiO2 complexes, with the cis dye/TiO2 complexes showing lower negative
ΔGinject values than the trans dye/TiO2 complexes. This implied that the trans dyes would exhibit a
faster electron injection. The regeneration efficiency (ηreg), another important factor that affects the JSC,
is determined by the driving force of dye regeneration (ΔGreg). ΔGreg can be expressed as follows [45]:

ΔGreg = Eredox − Edye (12)

Table 5. Electron injection free energy (ΔGinject), ground (Edye) and excited (Edye*) state oxidation
potentials, vertical transition energy (E0−0), total regeneration energy (ΔGreg), and dipole moment
perpendicular to the surface of TiO2 (μnormal) of DMAC and DPAC as isolated dyes and
dye/TiO2 complexes.

Dye −ΔGinject Edye Edye* E0-0 ΔGreg μnormal eVOC

E-DMAC −1.649 5.234 2.351 2.883 0.434 12.2 1.243
Z-DMAC −1.399 5.228 2.602 2.626 0.428 11.6 1.314
E-DPAC −1.661 5.227 2.339 2.888 0.427 9.5 1.193
Z-DPAC −1.351 5.203 2.649 2.555 0.403 8.7 1.278

E-DMAC/TiO2 −1.578 5.239 2.422 2.817 0.439 24.1 0.694
Z-DMAC/TiO2 −1.365 5.235 2.636 2.601 0.435 19.9 0.700
E-DPAC/TiO2 −1.663 5.220 2.337 2.883 0.420 21.1 0.680
Z-DPAC/TiO2 −1.389 5.173 2.611 2.562 0.373 17.4 0.691

The ΔGreg of the isolated dyes and dye/TiO2 complexes are listed in Table 5. The ΔGreg values
of the DMAC dyes were higher than those of the DPAC dyes, which would result in a higher VOC
of the former. Additionally, the ΔGreg values of the trans dyes were higher than those of the cis dyes.
The dye/TiO2 complexes showed a similar trend for ΔGreg values as that of the isolated dyes. The ΔGreg

values of the DMAC dye/TiO2 complexes were higher than those of the DPAC dye/TiO2 complexes,
whereas the ΔGreg values of the trans dyes were higher than those of the cis dyes after adsorption onto
the TiO2 surface.

3.18. Factors Affecting Open Circuit Voltage

In DSSCs, the VOC can be expressed by the following equation [46]:

VOC =
ECB + ECB

q
+

kbT
q

ln (
nc

NCB
) − Eredox

q
, (13)

where q is the unit charge, kbT is the thermal energy, nc is the number of electrons in the CB, NCB is the
density of accessible states in the CB, and Eredox is the electrolyte Fermi level. ΔECB denotes the shift in
ECB when the dyes are adsorbed on the substrate and is defined as follows [47]:

ECB = −μnormal

ε0ε
, (14)
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where μnormal is the dipole moment of an individual dye perpendicular to the surface of the
semiconductor substrate; γ is the surface concentration of dyes; and ε0 and ε represent the vacuum
permittivity and dielectric permittivity, respectively. Thus, μnormal is a key factor in determining VOC.
To analyze the relationship with the LUMO, VOC can be expressed by the following formula [48]:

eVOC = ELUMO − ECB (15)

To obtain a higher eVOC, the ELUMO should be as high as possible. The μnormal and eVOC values
were calculated and are given in Table 5 for the isolated dyes and dye/TiO2 complexes. The μnormal
values of the DMAC dyes were higher than those of the DPAC dyes, while the μnormal values of the
trans dyes were higher than those of the cis dyes for both DMAC and DPAC dyes. The eVOC values of
the two dyes decreased in the order of Z-DMAC > Z-DPAC > E-DMAC > E-DPAC, which indicated
that the DMAC dyes had higher eVOC compared to the corresponding isomers of the DPAC dyes.
Interestingly, the eVOC values of the trans dyes were lower than those of the cis dyes owing to the
lower energy level of the LUMO. Although the cis dyes showed a higher eVOC, there was a possibility
of electron back-transfer because of the short distance between the cation and TiO2 surface in the cis
structure (Figure S2), which lowered the actual VOC. After binding onto the TiO2 surface, the μnormal
values of the dye/TiO2 complexes increased to approximately twice of those of the isolated dyes.
Moreover, the μnormal values of the trans dye/TiO2 complexes were higher than those of the cis dye/TiO2

complexes. Because of the increase in the μnormal, values, the eVOC values decreased. It was found
that the eVOC values of the dye/TiO2 complexes were approximately half those of the isolated dyes.
This suggests that after adsorbing onto the TiO2 surface, the dyes showed better μnormal and eVOC
values compared with the isolated dyes, which improved both VOC and n. However, the dye/TiO2

complexes exhibited no distinct change in eVOC because the LUMO energy levels were very similar for
all the dye/TiO2 complexes (Table 3). Equation (13) provides only an ideal value for VOC. However, the
real VOC of a DSSC is generally lower than the theoretical limit because of a backward reaction between
the electrons and the redox electrolyte [49]. If the photogenerated electrons are not rapidly transferred
to the conducting substrate, the facile recombination of the electrons and oxidized ionic species of the
electrolyte will result in a downward photovoltage. Another factor that influences the efficiency of
DSSCs is the reorganization energy (λ), which can represent the charge transfer characteristics based on
the Marcus electron transfer theory [50]. To enhance the JSC, the LHE and φinject need to be increased,
while λ needs to be decreased. For fast electron transfer, the λ of the sensitizers must be low. The λ can
also affect the kinetics of electron injection (Kinject), which can be described as follows [51]:

kinject = Ae[
−λ

4kBT ], (16)

where A is a pre-exponential factor that depends on the strength of the electronic coupling between the
dye and the surface, kB is the Boltzmann constant, and T is the temperature. The λ can be divided into
intermolecular and intramolecular recombination energies. The intermolecular recombination energy
has no distinct effect on ICT. The energy of the neutral, cationic, and anionic molecules can be used to
calculate the reorganization energy. Hence, the intramolecular recombination energy for hole/electron
(λh/λe) transfer can be estimated as follows [52]:

λh =
(
E+

0 − E+

)
+
(
E0
+ − E0

)
= IP−HEP (17)

and:
λe =

(
E−0 − E−

)
+
(
E0− − E0

)
= EA− EEP, (18)

where E0 represents the energy of the neutral molecule in the ground state, E+
0 /E

−
0 represents the energy

of the cation/anion with the geometry of the neutral molecule, and E0
+/E

0− represents the energy of
the neutral molecule with the geometry of the cationic/anionic state. HEP and EEP are the hole and
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electron extraction potentials, respectively. The λ values of all the dyes were calculated and the results
are presented in Table S4. The total reorganization energies, λi (summation of λh

+ and λe
−), of the

DMAC dyes were lower than those of the DPAC dyes, which implies that the DMAC dyes would
exhibit faster electron transfer, higher JSC, and consequently, better PCE. Furthermore, the λi values of
the trans dyes were lower than those of the cis dyes. Thus, trans DMAC dyes were expected to show
greater electron injection from the excited states to the TiO2 CB owing to their high LHE and low λi.

4. Conclusions

Two D–π–A metal-free organic dyes featuring an azobenzene spacer were designed, and their
structural, electronic, and optical properties were investigated. Moreover, the effects of the substituted
donor groups, including the trans-cis-trans conformational change of the azobenzene π-spacer, on the
photovoltaic properties were computationally investigated using DFT and TDDFT methods before and
after dye adsorption on TiO2 for DSSCs. The adsorption energy, FT-IR spectra, cation-to-TiO2 distance,
FMO, orbital energy gaps, UV-Vis absorption spectra, and other electronic and optical properties of the
two dyes, such as MEP, CDD, NBO, polarizability, hyperpolarizability, and NTO were investigated.
Additionally, the chemical reactivity parameters of the two dyes, including EA, IP, chemical hardness,
electrophilicity power, and electron-donating strength were calculated. Moreover, the key parameters
that were closely related to the short-circuit current density and open circuit voltage, including LHE,
dipole moment, coupling constant, EBE, excited state lifetime, driving force of electron injection, dye
regeneration, total reorganization energy, total dipole moment, and CB edge of the semiconductor
were elucidated to determine the primary reasons for the difference in the photovoltaic performance of
the two dyes.

The following conclusions were drawn from the calculated results: (i) All the dyes adsorbed
well on the TiO2 surface, with the DMAC dyes showing a higher electron transfer rate. (ii) The
electron-donating strength affected the geometric properties of the dyes, owing to the alteration of the
bond lengths. (iii) The DPAC dyes showed a bathochromic shift, compared to the DMAC dyes. (iv)
The cis dyes accelerated the recombination processes and facilitated electron back-transfer to either the
cation or the electrolyte. (v) All the dyes showed ICT, which is essential for charge transfer. (vi) The
cis-trans conformation did not significantly affect the ICT and the distribution of the FMO electrons,
which indicated that azobenzene was a good π-spacer for ICT under illumination. (vii) The dye/TiO2

complexes exhibited an indirect injection route because no new absorption bands appeared in the
absorption spectra. (viii) After binding onto the TiO2 surface, the dyes showed a lower HOMO-LUMO
energy gap. (ix) NBO analysis revealed that the trans dyes showed a greater charge difference between
the donor and acceptor moieties. (x) The lower chemical hardness and IP and the higher electrophilicity
power and EA of the E-DMAC dye led to a higher JSC, resulting in excellent PCE. (xi) Because of higher
ΔGinject, ΔGregen, τ, μnormal, eVOC, and ΔECB, and smaller EBE and λI, the E-DMAC dye exhibited
higher JSC and VOC. Thus, the DMAC dye was an outstanding candidate for DSSCs. It is expected
that molecules with structures similar to that of the DMAC dye can retain photoelectric properties
by molecular regulation. However, other properties like the stability (mechanical and thermal) and
operability of the dye in actual environments, amount of dye adsorbed on the TiO2 surface, and
dye aggregation effects, which are not accounted for in this study, must be considered for better
understanding of the photoelectrical properties and photovoltaic performance. These findings offer a
new approach for the molecular design of dyes with desired absorption colors and will, thus, contribute
to the development of novel dyes while providing crucial insights for elucidating the experimental
data of DSSCs.

Supplementary Materials: The following are available online at http://www.mdpi.com/2079-4991/10/5/914/s1,
Figure S1: FT-IR spectra of trans and cis isomers of (a) DMAC and (b) DPAC as isolated dyes and dye/TiO2
complexes, Figure S2: Cation-to-TiO2 surface distance of trans and cis isomers of (a) DMAC and (b) DPAC dyes,
Figure S3: Natural transition orbitals for trans and cis isomers of DMAC and DPAC as (a) isolated dyes and (b)
dye/TiO2 complexes, Figure S4: Total density of states and partial density of states of trans and cis isomers of
DMAC and DPAC as (a) isolated dyes and (b) dye/TiO2 complexes, Figure S5: (a) Polarizability (αtotal) and (b)

54



Nanomaterials 2020, 10, 914

hyperpolarizability (βtotal) of trans and cis isomers of isolated DMAC and DPAC dyes., Table S1: Conjugative
interaction energies (ΔE(2), in kcal/mol) between the selected π and π* orbitals, Table S2: Polarizability and
hyperpolarizability of DMAC and DPAC dyes, Table S3: Electrophilicity index (ω), electron-accepting power (ω+),
ionization potential (IP), electron affinity (EA), and chemical hardness (η) of DMAC and DPAC as isolated dyes
and dye/TiO2 complexes, Table S4: Hole extraction potential, electron extraction potential, hole reorganization
energy, electron reorganization energy, and total reorganization energy of DMAC and DPAC dyes.
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Abstract: We present a quantum-mechanical study of silver decahedral nanoclusters and
nanoparticles containing from 1 to 181 atoms in their static atomic configurations corresponding to
the minimum of the ab initio computed total energies. Our thermodynamic analysis compares
T = 0 K excess energies (without any excitations) obtained from a phenomenological approach,
which mostly uses bulk-related properties, with excess energies from ab initio calculations of actual
nanoclusters/nanoparticles. The phenomenological thermodynamic modeling employs (i) the
bulk reference energy, (ii) surface energies obtained for infinite planar (bulk-related) surfaces
and (iii) the bulk atomic volume. We show that it can predict the excess energy (per atom)
of nanoclusters/nanoparticles containing as few as 7 atoms with the error lower than 3%.
The only information related to the nanoclusters/nanoparticles of interest, which enters the
phenomenological modeling, is the number of atoms in the nanocluster/nanoparticle, the shape and
the crystallographic orientation(s) of facets. The agreement between both approaches is conditioned
by computing the bulk-related properties with the same computational parameters as in the case
of the nanoclusters/nanoparticles but, importantly, the phenomenological approach is much less
computationally demanding. Our work thus indicates that it is possible to substantially reduce
computational demands when computing excess energies of nanoclusters and nanoparticles by ab
initio methods.

Keywords: nanoparticles; thermodynamics; silver; decahedron; excess energy; ab initio calculations

1. Introduction

The silver nanoparticles are widely used as antiviral agents [1,2], sensors [3,4], catalysts [5],
as nanoparticle solders [6,7] as well as in numerous others application. Nanoclusters, as extreme cases
of nanoparticles, have a yet greater surface/volume ratio and different geometries and electronic
structures when compared with their bulk counterparts. Theoretical computations constitute a very
advantageous tool when studying nanoclusters as they can accurately determine many of their
characteristics, such as their surface type, strain energies [8,9], phase diagrams [10] or information on
their catalytic activity. Many studies reported that modifications of the surface energy can change the
shape of a (nano-)particle and/or its melting temperature [11–13]. The surface energy of a nanoparticle
is often considered as the most important factor in catalysis, crystal growth, sintering and other
surface-related processes. The most stable surface geometry for nanoparticles of pure fcc transition
metals is the {111} facet [14] but the situation can differ in multi-component cases [15].
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Relative to the bulk, the {111} facet exhibits the highest density of atoms and the highest
coordination number of surface atoms. The most stable structures of fcc nanoclusters include the
icosahedron, cuboctahedron and decahedron [8]. Another energy contribution is that related to strain.
The strain energy of the particle can be affected by many factors. As the ratio of surface to volume
decreases, the effect of surface stress is more significant and leads to the compression of particles [8].

Our study is focused on decahedral particles which have very interesting plasmonic and optical
properties [16] as well as catalytic possibilities due to high strain energy [9]. The decahedron
and icosahedron are inherently strained due to twinning and unfilled volume [17]. In particular,
the decahedral nanoclusters are balancing the surface stability of five tetrahedrons (see Figure 1),
which exhibit the {111} facets, against the strain energy related to an internal unfilled gap of 7.35◦ and
distortion induced by their twinned internal structure [9]. The actual shape of the studied nanoparticles
can deviate from a prediction by the Wulff construction due to the influence of the internal strain and
strain-associated strain energy (in particular in the case of intermediate states [18,19]).

Figure 1. Schematic visualizations of (a) five tetrahedrons forming an imperfect decahedron with a gap
of 7.35◦ and (b) one of the studied decahedral nanoclusters/nanoparticles (see below) without the gap.
A characteristic length a defined here is used below when defining the shape factor.

2. Methods

The energies of studied decahedral nanoclusters and nanoparticles were calculated in two
different ways which are both connected with quantum-mechanical Density Functional Theory
(DFT) [20,21] calculations. The first method is a phenomenological thermodynamic modeling based on
the CALPHAD method when the energy of nanoclusters and nanoparticles is approximated by a sum
of relevant energy contributions corresponding (i) to a defect-free bulk material and (ii) surface energies
and stresses (related to surfaces of a bulk, not nanoparticles) [22–26]. It is customary now that some
or all energy contributions used in CALPHAD approach are computed using quantum-mechanical
methods. Let us note that the idea of connecting the CALPHAD method and ab initio calculations
is not trivial. It was presented first before the end and at the beginning of the new millennium in
papers [27–32] and has been used many times since then (see e.g., [33–42]), also in studies of nanoalloys
and nanoparticles, as mentioned above.

Our second approach is represented by direct ab initio calculation of electronic structure of
decahedrons, schematically shown in Figure 2. The quantum-mechanical calculations are very
computationally demanding in this case but still feasible for systems of a few hundred of atoms such as
the studied decahedral nanoparticles/nanoclusters. Each of the computed nanoclusters/nanoparticles
was treated inside a larger computational supercell where it was surrounded by vacuum, but the
periodic boundary apply to these supercells. The positions of atoms in the nanoclusters were
optimized so as to minimize the total energy which is provided by our ab initio software package
(see Section 2.2). The total energy includes electronic-structure energy terms such as the Hartree energy,
exchange-correlation energy, local ionic pseudopotential energy or kinetic energy as well as Madelung
energy of the ions. The total energy is essentially related to T = 0 K without any entropy contributions
and its minimum corresponds to the ground state of each nanocluster/nanoparticle.
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Figure 2. A schematic visualization of studied decahedron nanoclusters and nanoparticles (for higher
number of atoms) with each of them accompanied by the number of atoms.

2.1. Phenomenological Thermodynamic Modeling

The phenomenological thermodynamic approach based on the CALPHAD method is very
often used for calculations of the total energy of particles as well as for the prediction of phase
diagrams [22–26,43]. The computations use an approximation when bulk variables are applied in
the case of nanoparticles but not all properties of the (nano-)particles are included (for example,
a structural disorder is sometimes omitted). The molar total Gibbs energy Gtot is decomposed into a
sum of relevant contributions [24]:

Gtot = Gref + Gid + GE + Gmag + GP + Gsur, (1)

where Gref is the molar reference Gibbs energy, Gid is the molar energy of ideal mixing of an alloy,
GE is the molar excess Gibbs energy, Gmag is the molar contribution related to magnetism (which could
be particularly complicated in the case of magnetic nanoparticles, including spin and orbital moment
contributions as discussed, e.g., in Ref. [44]), GP accounts for the influence of pressure P and Gsur for
the molar contribution of surface energy. When adapting the Equation (1) to the studied case of silver
nanoclusters/nanoparticles, i.e., an unary non-magnetic metal at the temperature T = 0 K, only the
reference Gibbs energy Gref and the surface Gibbs energy Gsur remain:

Gtot = Gref + Gsur. (2)

The surface energy contribution is in the case of spherical nanoparticles equal to:

Gsur =
Asph

n
· σsur =

Asph

n
·

Vsph

Vsph
· σsur = 3 · Vm

r
· σsur, (3)

where σsur is surface energy, Asph = 4πr2 is the surface area of a spherical nanoparticle with the
volume Vsph = (4/3)πr3, n is is the number of moles and the Vm is the molar volume. As the volume
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of nanoclusters/nanoparticle is ill-defined, we below discuss three different ways of assigning the
(molar) volume to the studied nanoclusters/nanoparticles. The radius r is then set equal to the
radius of a sphere, which has the volume equal to the product of the number of particles in the
nanocluster/nanoparticle and the (specifically assigned) volume (per atom). The surface area (to be
multiplied by σsur) is then put equal to the surface of a sphere with the radius equal to the above
discussed radius r. The fact, that the shape of studied nanoclusters/nanoparticle is non-spherical,
decahedral, is taken into account by a shape factor C is introduced [25,43,45] into the Equation (3):

Gsur = 3 · C · Vm

r
· σs, C = Ashape/Asph, (4)

where the shape factor C is defined as the ratio of the surface area of the calculated nanoparticle Ashape
to the surface area of a spherical particle with the same volume. For the decahedron we use

Adec = a2 · 5 ·
√

3 · sin 36◦ ·
√

1 − 0.75 · (sin 36◦)2 and Vdec = a3 · (5/4) · sin 36◦ · cos 36◦ (5)

with the length parameter a defined in Figure 1 (also equal to the height of the decahedron, a pentagonal
dipyramid). The values for a few commonly occurring shapes of (nano-)particles are listed in Table 1.
Importantly, following the procedure described above we do not need a Tolman length to define the
surface of particle [46] as it is defined by molar volume and radius of a spherical particle.

Table 1. Shape factors for different shapes of (nano-)particles as collected from selected literature
sources. By a liquid spherical shape we mean an ideal sphere (without any atomic structure manifesting
itself) while solid spherical shape represents a spherical nanoparticle with its atomic structure which is
making its surface not ideally spherical.

Shape of Particle Shapefactor References

spherical - liquid 1.00 [12,22,47,48]
spherical - solid 1.05 [22,47,48]
regular icosahedron 1.06 [12,49]
regular dodecahedron 1.10 [49]
regular octahedron 1.18 [12,49]
cube 1.24 [12,49]
decahedron 1.28 this work
regular tetrahedron 1.49 [12,43]

Analogous to the Equations (2) and (4) is the total Gibbs energy of cluster, gtot equal to:

gtot =
Gtot

NA
· N = gref + gsur where gref = N · gφ

Ag (6)

where N is the number of atoms in a studied nanocluster/nanoparticle, NA is the Avogadro constant
and the gφ

Ag is the atomic Gibbs energy of pure constituent Ag. As far as the Gibbs energy gφ
Ag is

concerned, we use the Gibbs energy of the bulk fcc Ag per atom Ebulk, calculated by DFT.
The equation of surface contribution for one nanocluster/nanoparticle is then changed to:

gsur = N · 3 · C · Vat

r
· σsur = N · 3 · C · Vm

r · NA
· σsur. (7)

where Vat corresponds to the volume of one atom. One of the consequences of a high surface Gibbs
energy is a surface strain [17]. It is caused by the minimization of the surface energy of the studied
(nano-)particles and it leads to the reduction of the mean molar volume of the nanoparticle. As an
extreme case, a particle without any surface energy exhibits zero surface strain and its volume is equal
to that of the bulk.
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Our phenomenological approach of calculating thermodynamic properties of silver
nanoclusters/nanoparticles consisting of N atoms at temperature T = 0 K is based on the following
procedure. First, the Gibbs energy of the studied nanoparticle has the two contributions mentioned in
Equation (6), i.e., gtot = gref + gsur. Importantly, when evaluating the reference energy gref = N · gφ

Ag

of the Ag nanoparticles we put the gφ
Ag equal to the reference Gibbs energy of the bulk Ebulk (per atom),

here fcc Ag, which we get from ab initio calculations.
All the changes, which are related to the fact, that we assess nanoparticles (and not the bulk),

are included in the molar volume of the studied nanoparticles Vm and the surface stress Psur, i.e., in the
surface energy term Gsur:

Gsur = Psur · Vm where Psur =
Gsur

Vm
=

3 · C · σsur

r
. (8)

Two further approximations are made. First, the surface stress Psur is evaluated for each relevant
surface orientation, i.e., those existing on the facets of the studied nanoparticles, from the DFT
calculations of infinite planar surfaces of the bulk system—see its schematic visualization in Figure 3.
It means that we use a bulk-related property, the surface stress, instead of the surface stress (or surface
energy) which would be related to any actual nanoparticles (there the surfaces contain edges and
vertices where individual facets meet). In our particular case of decahedral nanoparticles, which have
only {111} facets, our DFT calculations were performed for the (111) surface of fcc Ag.

Figure 3. A schematic visualization of a computational cell, so-called slab, used for calculations of
surface energy and surface stress in fcc-structure Ag (the visualization shows a 5 × 5 multiple of the
studied primitive cell within the surface plane, a side view on the left, and a top view on the right).
The surface is formed by the (111) crystallographic plane (see it in the middle also visualized inside a
bulk fcc structure elementary cell).

The second important approximative step is related to the evaluation of the molar volume of the
studied nanocluster/nanoparticle. In order to assign it to a particular decahedral nanoparticle, we put
the surface stress Psur equal to a fictitious hydrostatic pressure p which would be acting on every
atom of the studied nanoclusters/nanoparticles. We thus do not take into account any elastic strains
and stresses which are inside of decahedral nanoparticles due to the unfilled gap of 7.35◦. Instead,
we apply the surface stress to all particles as if it were a hydrostatic pressure p acting upon all atoms in
the nanoparticle. For calculations of the molar volume of the particle (from the known molar volume
of a bulk system) we apply the following three methods.
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First, we use the Murnaghan equation [50,51] applied to the bulk:

p(Vm) =
B0

B′
0
·
[(

Vm,0

Vm

)B′
0
− 1

]
and we put p(Vm) = Psur. (9)

The Murnaghan equation of state above contains the following (bulk-related) quatities: B0 is
the bulk modulus, B′

0 is its pressure derivative and Vm,0 is the molar volume of the bulk material.
The values of B0, B′

0 and Vm,0 are obtained from energy-volume curve of ab initio calculation of the bulk
fcc Ag. The equation allows to assign the molar volume Vm to the studied nanocluster/nanoparticle.

The second way of assigning a volume to the studied nanoclusters/nanoparticles is based on the
definition of the bulk modulus B0 [52] where we use finite differences instead of derivatives:

B0 = −Vm · dp
dVm

≈ −Vm · Δp
ΔVm

= −Vm · 0 − p(Vm)

Vm,0 − Vm
, and where we put p(Vm) = Psur (10)

and there is one state of the bulk for which p(Vm) is equal to 0, Vm is the value of bulk molar volume
and the second state is such that there is a non-zero pressure p(Vm) applied on the particle. Instead of
extrapolating from Vm,0 using B′ from the Murnaghan equation as in Equation (9), we put p(Vm) equal
to Psur and determine the volume directly from Equation (10). Again, the bulk-related quantities,
such as the bulk modulus B0 and the molar volume of the bulk material Vm,0 are determined from
quantum-mechanical calculations of bulk fcc Ag.

Third, in the following section we also consider the case when the volume of the atoms in the
studies nanoclusters/nanoparticles is simply set to be equal to the volume of atoms in the bulk fcc Ag,
i.e., the molar volume is not affected by the fact that we study a nanocluster/nanoparticle system.

The above described series of approximative steps, which we apply as a part of our
phenomenological thermodynamic approach to nanoparticles, is tested by direct quantum-mechanical
calculations of energies of static (T = 0 K) atomic configurations of a series of nanoclusters/nanoparticles
visualized in Figure 2. The energy of these nanoclusters/nanoparticles is computed directly and
compared to the results of the phenomenological thermodynamic approach described above (including
three different ways of assigning the molar volume to the studied nanoparticle).

2.2. Parameters of Our DFT Calculations

All our DFT calculations were performed using the Vienna Ab-initio Simulation Package
(VASP) [53,54]. The exchange and correlation energy was treated in the generalized gradient
approximation (GGA) as parametrized by Perdew, Burke and Ernzerhof (PBE-96) [55]. The used Ag
pseudopotential contains 1 s electron and 10 d electrons. We prefer the GGA-PBE exchange-correlation
approximation over the the local density approximation (LDA) [21] because the former gives the value
of the bulk modulus of silver closer to the experimental value (see the discussion below). Consequently,
we assumed a better description of strained/stressed states. The cut-off plane-wave energy was equal
to 550 eV and the employed spacing between k-points amounted to 0.11 Å−1. When minimizing the
total energy, the forces acting upon atoms of the surface slabs were reduced under 0.01 meV/Å while
those acting upon atoms of the nanoparticles were minimized under 0.1 meV/Å.

The surface energies and stresses were determined from DFT calculations employing
computational supercells with so-called slab geometry, see an example for the (111) surface [56]
in Figure 3. The surface energy of an infinite slab σhkl (where {hkl} are mainly {111}, {100} and {110}
for fcc-structure faces) was calculated as a difference of the relaxed surface energy Esur(N) and the
relaxed bulk Ebulk(N) per surface area S:

σhkl = Esur(N)− Ebulk(N)/2 · S, (11)

with both energies being related to systems with the same number of atoms N.
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Due to various shape of nanoparticles, the mean surface energy of nanoclusters/nanoparticles is
computed according to the approach suggested by Guisbiers and Abudukelimu in [57]

σsur =
(
∑ Ahkl · σhkl

)
/ ∑ Ahkl, (12)

where Ahkl are areas of facets with different {hkl} crystallographic orientation on the surface of a
nanocluster/nanoparticle. In the following, we put the energy σ{111} equal to the surface energy σsur

of the whole decahedron particle as its surface contains only the {111} facets.
Next to the energy we also make an attempt to determine the molar volume of the studied

nanoparticles from our quantum-mechanical calculations by the following steps. We first compute
the mean radius as a half of the average inter-atomic distance between all the atoms and all their
nearest neighbors—see Figure 4. Second, we put this mean radius equal to a radius of equally sized
touching spheres in a fcc bulk crystal (as when computing the atomic packing factor, for fcc equal to
0.74). Third, we assign the atomic volume in such a fcc bulk crystal to each atom in our nanocluster.

Figure 4. Computed bond lengths between pairs of nearest neighbors in the studied
nanoclusters/nanoparticles. Blue symbols represent all inter-atomic distances in calculated
nanoparticles, orange color marks the mean inter-atomic distances and the black dashed line shows the
inter-atomic distance of bulk fcc structure of Ag.

The figure neatly shows that the studied nanoclusters/nanoparticles are highly strained.
The majority of bond lengths (interatomic distances) is well below the bulk value of fcc Ag (see the
horizontal black dashed line in Figure 4). In particular, this is true for the two nanoclusters with
the number of atoms equal to 7 and 23. The mean (average) interatomic distance (see the orange
data points) clearly demonstrates this reduction of the interatomic distances. It is worth noting
that internal elastic strains (and the corresponding energies) are not included in our approximative
phenomenological thermodynamic description of nanoclusters/nanoparticles (as described in the
subsection above) but all particles are subject to a fictitious hydrostatic pressure (which we put equal
to the surface stress value).
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3. Results and Discussion

The molar volumes determined from direct quantum-mechanical calculations using the procedure
of averaging the interatomic distances (see Figure 4) are compared with those determined from
the Murhaghan equation and the definition of the bulk modulus within our thermormodynamic
approach in Figure 5a. The volumes obtained from the direct calculations of the electronic structure of
nanoclusters/nanoparticles are represented by the DFT black data points, and the molar volumes from
our phenomenological thermodynamic approach are continuous blue and red lines for the volumes
based on the Murnaghan equation and the definition of the bulk modulus, respectively. It is evident
that the volumes from direct DFT calculations of nanoclusters/nanoparticles agree very well with
those based on the definition of the bulk modulus (Equation (10)).
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Figure 5. The dependencies of (a) the molar volume and (b) the ratio of coordination numbers of
nanocluster surface atoms with respect to that of {111} surface of the bulk (which is equal to 9) as
functions of the number of atoms in the studied nanoclusters/nanoparticles. The green dashed lines in
parts (a,b) are the values corresponding to the bulk (or its {111} surface), blue and red lines represent
volumes assigned to nanoparticles using Murnaghan equation and the definition of the bulk modulus,
respectively. The full black circles represent results of direct DFT calculations of nanoparticles. The part
(c) shows absolute (and part (d) also relative) differences of excess energies per atom determined by our
phenomenological thermodynamic approach w.r.t. to the excess energies of the direct DFT calculations
of nanoparticles when the volume of nanoparticles in the phenomenological thermodynamic modeling
is determined from the Murnaghan equation (blue curves and blue data points in part (d)), from the
definition of the bulk modulus (red curves and red data points) and from determining the volume of
the nanoparticles from the volume of bulk fcc Ag (green lines and green data points). Also added is the
experimental molar volume (the horizontal brown dashed line in (a)).
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In order to determine the molar volumes from the Murnaghan equation of state and the definition
of the bulk modulus (shown in Figure 5a) we used the hydrostatic pressure equal to the surface stress
p = Psur which was found from the calculations of the surface energy of Ag for T = 0 K for the {111}
and {100} terminations of the bulk fcc Ag. The obtained value of the surface energy for the {111} facet
is equal to 0.80 Jm−2 and for the {100} surface orientation to 1.14 Jm−2. Our values agree quite well
with the experimental mean surface energy of 1.1–1.3 Jm−2 (see Table 2), reported for much higher
temperature of 1073 K in Ref. [58], or with the theoretical values obtained using the LDA approximation
in Ref. [59].

Table 2. Our computed surface energies for Ag surfaces with different crystallographic orientations in
comparison with available experimental data [58].

eV/atom J/m2

(111) 0.409 0.881
(100) 0.646 1.206
(110) 0.801 1.057

exp. [58] (1073 K) 1.1–1.3

Our calculations also reproduce fairly well the lattice constant and the bulk modulus of the bulk
fcc Ag. Our theoretical lattice constant of fcc Ag is equal to 4.1555 Å in an acceptable agreement
with the experimental value of 4.0853 Å. Our computed bulk modulus of 90 GPa lies between the
experimental values of 84 GPa and 118 GPa [60].

In a similar way we analyze also the ratio of the coordination number of surface atoms of the
studied nanoparticles, the coordination number of an fcc bulk lattice is 12. The coordination number
of the surface atoms is lower. For an infinite surface of a bulk fcc (see the schematics in Figure 3) it
is equal to 9 and so the ratio of the coordination numbers of surface atoms of the bulk with respect
to the coordination number of atoms in the fcc bulk is 0.75 (see this value as the horizontal green
dashed line Figure 5b). The coordination numbers of surface atoms at the {111} facets of the studied
nanoclusters/nanoparticles apparently converge to the coordination number of surface atoms at the
{111} surface of the bulk only very slowly as a function of the number of atoms in the nanoparticle.

Using our computational approaches it is now possible to evaluate an energy contribution
related to the fact that the studied systems are nanoclusters/nanoparticles (with respect to the
energy of the bulk). As this energy has a character of an excess energy Eex (the total energy of
nanoclusters/nanoparticles without the cohesion energy of the bulk):

Eex =
Etot − N · Ebulk

N
(13)

we show it (per atom) in Figure 5c as a function of the number of atoms in the studied
nanoclusters/nanoparticles. The excess energy per atom decreases with increasing radius of
nanoparticles. Let us note that this excess energy is different from the excess Gibbs energy GE

employed in Equation 1, similarly as in other papers dealing with nanoparticles, e.g., Ref. [61].
While Figure 5c clearly shows that the absolute values of the excess energies (per atom) as

determined using (i) our phenomenological thermodynamic approach based on bulk-related properties
(obtained by DFT calculations) very well match (ii) those from direct DFT calculations of actual
nanoclusters/nanoparticles EDFT

ex , it is important to evaluate the differences more precisely. Therefore,
we analyze the excess energy differences as relative values:

D =
Eex − EDFT

ex

EDFT
ex

· 100%. (14)
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The results are presented in Figure 5d again for differently defined volumes of
nanoclusters/nanoparticles. Importantly, the Figure 5d clearly demonstrates that when using the
phenomenological thermodynamic approach based on (i) the bulk reference energy, (ii) the bulk surface
stress (slab calculations in Figure 3) and (iii) the bulk atomic volume, then the relative differences with
respect to the energies obtained from direct DFT calculations of nanoclusters are only a few %, see the
green data points in Figure 5d. The only exception from this nice agreement is the limiting case of
a single silver atom (the relative error of the excess energy is over −22%). The actual values of the
relative differences of the excess energy are summarized in Table 3.

The agreement can be interpreted so that that the surface-related energy of the phenomenological
thermodynamic model of static configuration of atoms in a nanocluster/nanoparticle at T = 0 K (blue,
red and green data points in Figure 5d) covers a vast majority of the excess energy which is determined
by the DFT calculations of the actual nanoclusters (black horizontal dashed line in Figure 5d). We thus
demonstrate that, in the case of the total energy of static atomic configurations of nanoparticles,
the top-down phenomenological approach can be extended from the bulk down to nanoclusters
containing essentially only a few atoms. The only necessary information related to the nanoparticle of
interest is then (i) the number of atoms, (ii) the type of surface facets (their crystallographic orientation)
and (iii) the shape of the nanocluster/nanoparticle.

The last aspect enters our phenomenological approach via the shape factor C (see Equation (4) and
Table 1). Its importance is demonstrated in Figure 6 where the predictions of the phenomenological
thermodynamic modeling are visualized for the same set of DFT values related to the bulk but for
different values of the shape factor C corresponding to differently shaped nanoparticles. For a spherical
nanoparticle, when the surface is not formed by planar {111} facets as in the case of decahedron,
the surface energy was put equal to the average of surfaces energies obtained by DFT calculations of
{100} and {111} surfaces.

Figure 6. The computed excess energies of the studied nanoclusters/nanoparticles (per atom and as
functions of the nanoparticle radius) as obtained from the phenomenological thermodynamic modeling
when considering different shapes of the nanoparticles with the same number of atoms. The absolute
excess energies are shown in part (a) and compared with the excess energies from the direct DFT
calculations of the actual decahedral nanoparticles (shown as black symbols in part (a)). The differences
of the excess energies are presented also relatively in part (b) with respect to the DFT values (horizontal
black dashed line). The blue curve in part (a) and blue data points in part (b) correspond to the spherical
shape, red to the decahedral shape and brown to the tetrahedral shape.
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Table 3. Relative differences (Equation (14)) of the excess energy per atom (Equation (13)) shown in
Figures 5 and 6.

D [%] of the Excess Energy Eex Per Atom Number of Atoms in the Nanocluster/Nanoparticle

1 7 23 54 105 181

from the Murnaghan in Figure 5d −32.7 −7.5 −6.3 −4.3 −0.7 −2.5
from the bulk modulus in Figure 5d −40.1 −10.9 −8.0 −5.3 −1.4 −3.0
from the bulk value in Figure 5d −22.7 0.5 −0.8 0.0 2.7 0.2

spherical shape in Figure 6d −36.6 −17.6 −18.6 −18.0 −15.7 −17.8
decahedral shape in Figure 6d −22.7 0.5 −0.8 0.0 2.7 0.2
tetrahedral shape in Figure 6d −10.0 16.9 15.5 16.4 16.6 16.7

Regarding the tetrahedron, the {111} surface energy was used similarly as in the case of the
decahedron. As seen in Figure 6a,b, the best agreement between the total energies of nanoparticles
determined from phenomenological thermodynamic modeling and those obtained from direct DFT
calculations of nanoparticles is found when the actual (decahedral) shape of nanoparticles is considered.
Our calculations also confirm the previous findings that the surface energy and strain energy change
rapidly with the change of structure (accompanying the change of temperature [8]). In agreement with
results published by Vollath et al. in Ref. [62] our analysis also demonstrates that changes of surface
energy are not noticeable for nanocluster/nanoparticles sizes less than 4 Å.

Finally, it is worth mentioning that our conclusion, that the energy of Ag nanoclusters and
nanoparticles can be quite reliably assessed using the volume of the bulk fcc Ag, agrees well with the
concept of so-called surface area correction [61,63] which is related to the expansion of the electronic
cloud around the nanoclusters/nanoparticles. This phenomenon is specifically important for small
nanoparticles and the resulting volume is, in the case of nano-sized systems, put equal to that of the
bulk material. Our recommended choice of the volume in the case of nanoclusters/nanoparticles (to be
set equal to the volume of the same number of atoms in the bulk) is thus neatly justified also by the
electronic structure of the discussed nanoparticles.

4. Conclusions

With the help of first-principles calculations, we investigated properties of silver decahedral
nanoclusters/nanoparticles containing 1–181 atoms in their static atomic configurations corresponding
to the minimum of the quantum-mechanically computed total energies. Our T = 0 K thermodynamic
analysis compares excess energies (per atom) obtained from a phenomenological approach, which is
mostly based on bulk-related properties, with excess energies of direct quantum-mechanical DFT
calculations of actual nanoclusters/nanoparticles. We show that the phenomenological thermodynamic
modeling, which uses (i) the bulk reference energy, (ii) surface energies obtained for infinite planar
(bulk-related) surfaces and (iii) the bulk atomic volume can predict the excess energy per atom
of the studied nanoclusters/nanoparticles with the error lower than 3% with the only exception
being the limiting case of a single silver atom. This agreement is achieved when the bulk-related
properties (the bulk reference energy, the atomic volume and surface energy) are determined by the ab
initio calculations performed as much as possible on equal footing with direct quantum-mechanical
calculations of the studied nanoclusters/nanoparticles, i.e., with the same computational parameters
(the same exchange-correlation functional, energy cut-off, k-point density, . . . ). The only necessary
information related to the nanoclusters/nanoparticles of interest, which enters the phenomenological
thermodynamic modeling, is the number of atoms in the nanocluster/nanoparticle, their shape
and the crystallographic orientations of facets. Importantly, the quantum-mechanical calculations of
bulk-related properties are much less computationally demanding and we demonstrate that a top-down
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phenomenological approach can be extended from the bulk down to nanoclusters containing only a
few atoms.

Our work thus indicates that it is possible to substantially reduce computational demands
when assessing thermodynamic properties of nanoclusters and nanoparticles by quantum-mechanical
methods. We would also like to emphasize that, importantly, the agreement between (i) our
phenomenological modelling and (ii) the DFT energies for the actual nanoclusters has not been
found sensitive to minor deviations of the shape of the studied nanoclusters from a geometrically
ideal decahedral case (due to atomic relaxations in our DFT calculations). On the other hand, it should
be noted that (i) our study does not cover any excitations, such as phonons, and (ii) whenever the
absolute value of the excess energy, i.e., not per atom, is needed when thermodynamically assessing
the stability of nanoclusters/nanoparticles, the deviation of the absolute excess energies as obtained
from our method may change with the number of atoms (with respect to absolute excess energies from
direct ab initio calculations of the studied nanoclusters/nanoparticles).
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Abstract: Motivated by often contradictory literature reports on the dependence of the surface
energy of gold nanoparticles on the variety of its size and shape, we performed an atomistic study
combining molecular mechanics and ab initio calculations. We show that, in the case of Au nanocubes,
their surface energy converges to the value for (0 0 1) facets of bulk crystals. A fast convergence
to a single valued surface energy is predicted also for nanospheres. However, the value of the
surface energy is larger in this case than that of any low-index surface facet of bulk Au crystal.
This fact can be explained by the complex structure of the surface with an extensive number of
broken bonds due to edge and corner atoms. A similar trend was obtained also for the case of
cuboctahedrons. Since the exact surface area of the nanoparticles is an ill-defined quantity, we have
introduced the surface-induced excess energy and discuss this quantity as a function of (i) number
of atoms forming the nano-object or (ii) characteristic size of the nano-object. In case (i), a universal
power-law behaviour was obtained independent of the nanoparticle shape. Importantly, we show
that the size-dependence of the surface energy is hugely reduced, if the surface area correction is
considered due to its expansion by the electronic cloud, a phenomenon specifically important for
small nanoparticles.

Keywords: surface energy; nanoparticles; gold; ab initio; molecular mechanics

1. Introduction

Surface energy is an important thermodynamic quantity. Particularly in cases where the
volume-to-surface ratio becomes small, as is the case of nanoparticles, its relevance must not be
underestimated [1,2].

There has been a vivid discussion concerning the qualitative trend of the surface energy as
a function of the nanoparticle size. On the one hand, in many cases one finds reports on decreasing
surface energy with decreasing particle size, e.g., in a study by Vollath and Fischer [3] or earlier
studies [4,5]. This trend has been conventionally explained with an increasing tendency to form
a liquid-like structure at the surface of the particles [6]. On the other hand, there exists a number of
primarily theoretical papers finding a significant increase of the surface energy with decreasing particle
size, see, e.g., Refs. [7–9]. Furthermore, there are also some heavily disputed experimental results
indicating an increasing surface stress (and hence, due to a conventional assumption, also surface
energy) with decreasing particle size [10,11]. Nanda et al. [11] pointed out that the difference between
various reported trends stems from the nanoparticle nature. The surface energy is expected to
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increase for free nanoparticles with decreasing particle size, while the opposite trend is obtained
for nanoparticles embedded in a matrix.

Wei and Chen [12] pointed out that, from the theoretical point of view, the trend could
be qualitatively altered by changing the definition of a nanoparticle surface area. Unlike the
energy change related to forming the free surface of a nanoparticle, the area is not well defined.
Consequently, small changes of the radius/size yield large changes of the surface area, especially for
nanometre-sized particles [12]. The rather geometrical argumentation of Ref. [12] was later linked to a
physical quantity, a spatial expansion of the electronic cloud [13]. Using a refined, physically-based
surface for small nanoparticles consequently leads to a weak-to-no size dependence of surface
energy [14,15]. The latter reference also provided a thermodynamical-based model with predictive
capabilities, hence seemingly resolving the enigma regarding the size dependence of the surface energy.

Nanoparticles, and particularly gold nanoparticles, nonetheless present a rich area of application
as well as curiosity-driven research. Their applications span from biomimetic materials, over printed
electronics to electrochemical biosensors [16,17]. Quite counterintuitively, the most preferable
structure of a 55 Au atoms cluster was shown to be an amorphous structure even at 0 K [18],
being a consequence of the small nanoparticle size. This prediction, however, was experimentally
corroborated [18]. Ali et al. [9] predicted a rapid increase of the surface energy upon the nanoparticle
melting. In agreement with earlier work of Shim et al. [19], they also predicted the decrease of
melting temperature with decreasing nanoparticle size. Spontaneous segregation to some facets
has been reported for Au-Ni nanoparticles, leading to an overall isotropic elastic response [20].
Another interesting effect is the shape variety of nanoparticles, accessible via solution synthesis
modifying the surface energy in its very essence [17,21].

In the present study we, therefore, employ atomistic simulations to study the impact of
nanoparticle shape on the resulting surface energy estimation. We focus on shapes ranging from rather
artificial but geometrically simple nanocubes, over cuboctahedrons (special members of the truncated
octahedrons, which have been reported as equilibrium shapes of Au nanoparticle), to nanospheres.
In the final section we discuss how is the shape and size dependence of the surface-induced excess
energy (i.e., the total nanoparticle surface energy) are related to number of broken bonds due to the
creation of the free surface.

2. Methodology

Molecular mechanics (MM) simulations were performed using the LAMMPS package [22] together
with an interatomic potential describing the gold interatomic interaction within the embedded atom
method (EAM) as parametrised by Grochola et al. [23]. The individual idealised nanoparticles
with well-defined shapes were cut out from bulk fcc structure with lattice constants of 4.0694 Å.
This was obtained from fitting calculated total energies corresponding to different bulk volumes
with Birch-Murnaghan equation of state [24], and agrees well with the values 4.0701 Å obtained
by Grochola et al. [23]. All models were structurally relaxed using conjugate-gradient energy
minimisation scheme at 0 K with force-stopping convergence criterion set to 10−12 eV/Å.

Additionally, a few ab initio runs were performed to benchmark our MM calculations. We used
Vienna Ab initio Simulation Package (VASP) [25,26] implementation of Density Functional Theory
(DFT) [27,28]. Two common approximations of the electronic exchange and correlation effects were
considered: local density approximation (LDA) [28] and the Perdew–Wang parametrisation of the
generalised gradient approximation (GGA) [29]. The contribution of ions and core electrons were
described by projector augmented wave (PAW) pseudopotentials [30]. The plane wave cut-off energy
was set to 400 eV, and the reciprocal space sampling was equivalent to 10 × 10 × 10 k-mesh for
the fcc-conventional cell. In directions, where periodicity should be avoided (e.g., the direction
of the slab, all 3 directions in the case of nanoparticles), only a single k-point was used. In other
directions, the number of k-points was scaled so that the k-point spacing in the reciprocal space was
kept constant, i.e., ≈ π/(10 · 4.069)Å−1 = 0.077 Å−1, where 4.069 Å is the lattice parameter of fcc-Au.
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Due to the employed periodic boundary conditions, we used a simulation box ≈20 Å larger than the
actual (unrelaxed) nanoparticle to avoid any undesired interactions through the vacuum separating
neighbouring nanoparticles. Similarly, ≈15 Å vacuum in the direction perpendicular to a free surface
was used to separate slabs for calculating the surface energies of bulk Au. The electron charge was
considered converged when the total energy of two subsequent self-consistency cycles differed by less
than 10−4 eV, whereas structural optimisations were stopped when the total energy of two subsequent
configurations differed by less than 10−3 eV. These criteria provide a total energy accuracy in the order
of 1 meV/at. or better.

Finally, the qhull program [31] was used to calculate an area of a convex hull of ionic positions for
each nanoparticle, to be used as an estimate of the surface area.

3. Results

3.1. Low-Index Facets of Bulk Au

The results presented in this chapter serve the subsequent discussion of the MM results, and their
accuracy with respect to first principles calculations. Surface energy, γ, of a surface facet (h k l) can be
calculated as

γ =
1

2A
(Eslab − NEbulk) , (1)

where Eslab is energy of a slab composed of N layers. Ebulk is the energy of the bulk material per one
layer of cross-section A. The factor 2 results from the fact that the slab has two surfaces. A layer is
understood as a surface primitive cell, i.e., when the desired facet (h k l) is perpendicular to one of
the lattice vectors (for a detailed description of the surface primitive cells, see e.g., Ref. [32]). Due to
the interaction of the two free surfaces, either through the vacuum (i.e., not well separated slabs
in the case of periodic boundary conditions) or the bulk of the slab (i.e., too thin slab), the value γ

has to be converged with respect to both of these. In the case of MM simulations, only the latter
convergence needs to be tested if the simulation is run in a box without periodic boundary conditions
in the direction perpendicular to the free surface.

Test calculations revealed that vacuum of 10 Å is sufficient to get surface energy results converged
to well below 1 meV/Å

2
. Similarly, a slab thickness of about 40 Å is needed in order to avoid

interactions of the free surfaces through the gold layer. The obtained values from the DFT benchmarks
and MD simulations are summarised in Table 1. The here obtained DFT values are comparable with
data from the literature. They exhibit the same ordering (γ(1 1 0) > γ(1 0 0) > γ(1 1 1)) as reported
earlier [33]. In a simplified picture, the surface energy expresses energy penalty related to the areal
density of broken bonds [32,34]. This is 8/a2

0 for the (1 0 0) surface, 7.07/a2
0 for (1 1 0), and 4.33/a2

0
for the (1 1 1) surface (a0 being the fcc lattice constant). The density of broken bonds is similar for the
(1 0 0) and (1 1 0) surfaces, while it is significantly lower for the (1 1 1) orientated facet, hence providing
a qualitative explanation for the surface energy ordering.
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Table 1. Calculated surface energies for three low-index facets, including data from the literature
for comparison.

(1 0 0) (1 1 0) (1 1 1)

[meV/Å
2
] [J/m2] [meV/Å

2
] [J/m2] [meV/Å

2
] [J/m2]

DFT-GGA (this work) 54.5 0.87 57.0 0.91 45.2 0.72
DFT-GGA (Ref. [35]) 50 0.80
FCD-GGA † (Ref. [33]) 101.5 1.63 106.1 1.70 80 1.28
MM (this work) 80.9 1.30 72.5 1.16
DFT-LDA (this work) 83.5 1.34 89.2 1.43 78.4 1.26
DFT-LDA (Ref. [35]) 80 1.28
experiment (Ref. [36]) 93.6 1.50
experiment (Ref. [37]) 94.0 1.51

† FCD = full charge density.

The DFT and MM values exhibit an almost constant difference between the corresponding surface
energies. Moreover, the MM values are very close to the DFT-LDA results. This is a somewhat
surprising result since the EAM potential has been fitted to the DFT-GGA data using the same
parametrisation by Perdew and Wang [29] as used here. We speculate that this is caused by fixing 4.07 Å
as the lattice constant during the EAM potential fitting [23], as our LDA and GGA calculations yielded
4.061 and 4.176 Å, respectively. Nevertheless, since LDA and GGA are known to overestimate and
underestimate, respectively, binding [38], and since the MM values are in between the two DFT-based
estimations, we conclude that the interatomic potential used here is suitable for studying trends in
surface energies. Moreover, the resulting values are expected to be very close to DFT-LDA calculations.

3.2. Impact of Shape and Size on the Nanoparticles Surface Energy

The surface energy of a gold nanoparticle consisting of N atoms is defined as an excess energy
with respect to the energy of N atoms of bulk fcc gold, normalised to the nanoparticle surface area, A:

γ =
Enanoparticle − NEbulk

A
. (2)

In the above, Enanoparticle is the total energy of the nanoparticle, while Ebulk is energy per atom of
bulk fcc Au. Unlike the total energies, the surface area A is not a well defined quantity. In the following
sections, an area of a convex hull of the relaxed ionic positions is consistently used as an estimate for A.

3.2.1. Nanocubes

In order to calculate the total energy of {1 0 0}-faceted nanocubes, structural models with a side
length up to 20 nm were fully structurally relaxed. As a consequence of the surface tension, the apexes
“popped in” as is apparent from the snapshot of relaxed atomic positions shown in Figure 1.

Supercells up to 3 × 3 × 3 conventional fcc cell (172 atoms) were treated using the DFT,
while nanocubes up to 50 × 50 × 50 (515 151 atoms) were calculated using MM. A nanocube formed
from n × n × n conventional cubic fcc cells (4 atoms per cell) contains N = 4n3 + 6n2 + 3n + 1 of atoms.
The calculated surface energy values shown in Figure 2 were fitted with an exponential relationship

γ = γ0 exp
(L

a

)
, (3)

where a = n · a0 is the side length of a cube formed by n × n × n conventional fcc cells with the
lattice parameter a0. The quantities γ0 and L are used as two fitting parameters. The thus obtained
values of the pre-exponential parameter, γGGA

0 = 57.4 meV/Å
2
, γLDA

0 = 89.8 meV/Å
2
, and γMM

0 =

81.4 meV/Å
2

agree well with the bulk surface energies for the (1 0 0) facets (γGGA
(1 0 0) = 54.5 meV/Å

2
,
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γLDA
(1 0 0) = 83.5 meV/Å

2
, and γMM

(1 0 0) = 80.9 meV/Å
2
). This is an expected result as the bulk values are

limits for infinitely large cubes. It is, however, surprising, that such a good agreement is obtained for
the DFT data where only three data points are available for the fitting procedure. The same fitting
procedure yielded for the parameter L (Equation (3)) values of 0.397 nm, 0.392 nm, and 0.661 nm for
DFT-GGA, DFT-LDA, and MM data sets, respectively.

Figure 1. Relaxed structure of a nanocube with side a = 2.035 nm (666 atoms). The dashed line is
a guide for the eye showing an ideal square shape.

Figure 2. Surface energy of nanocubes calculated by DFT and MM. The calculated datapoints were
fitted with Equation (3). The dashed lines are (1 0 0) surface energies as listed in Table 1.

3.2.2. Nanospheres

Nanospheres with all possible facet orientations were considered as an opposite extreme to the
nanocubes with only a single orientation of their facets. They were constructed by cutting material
contained in an ideal sphere of a given radius out of an infinitely large fcc Au crystal. The DFT
calculations were performed up to r = 0.9 nm (152 atoms), while the MM calculations allowed easily
for spheres up to r = 20.3 nm (2 094 177 atoms) (Figure 3). In comparison to the case of nanocubes,
the surface energy of the nanospheres converges faster to a constant value of ≈94 meV/Å

2
. This is

a slightly higher value than γ of any low-index facet (cnf. Table 1) reflecting the fact that a spherical
surface composes (from the atomistic point of view) of a large number differently orientated facets.
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Places where these facets meet (i.e., edges) are composed of atoms with the same or higher number of
broken bonds than atoms in the surrounding planar facets, thus, further increasing the surface energy.

Figure 3. Surface energy of nanospheres calculated by DFT and MM. The dashed lines are the MM
values for single-orientated (1 0 0) and (1 1 1) surfaces as listed in Table 1.

3.2.3. Cuboctahedrons

The last class of objects studied in this work are cuboctahedrons, i.e., (1 0 0)-faceted cubes with
all apexes cut by (1 1 1) planes (see inset in Figure 4b). Cuboctahedrons are a special subset of
truncated octahedrons with the all sites equally long. Figure 4a shows the total energy per atom
plotted against the nanoparticle size in terms of the number of forming atoms for cuboctahedrons
together with more general truncated octahedrons. The latter were generated with a build-in function
of Atomic Simulation Environment toolkit [39] for various sizes of the truncated octahedron apexes.
Obviously, the cuboctahedrons are not always the most convenient shape for a given number of atoms.

The surface energy of cuboctahedrons (Figure 4b) oscillates between two values, ≈78 and
≈90 meV/Å

2
. This behaviour is caused by the changing ratio of surface atoms forming the (1 0 0)

and (1 1 1) facets and the edges and corners, which directly corresponds with the atomistic nature
of the nanoparticle. A detailed analysis of the coordination of the surface atoms reveals that the
number of 9-coordinated surface atoms, corresponding to ideal (1 1 1) facets, is in anti-phase with
the surface energy as shown in Figure 4b. The 8-coordinated (1 0 0) surface atoms also show small
steps hence causing a non-monotonous increase of their number as a function of the cuboctahedron
size. At the same time, the numbers of 10-, 7-, 6-, and 5-coordinated surface atoms forming edges and
corners (i.e., atoms with even smaller coordination and, consequently, more broken bonds than those
on ideal (1 0 0) and (1 1 1) facets, and hence increasing the overall surface energy), exhibit the same
“oscillations” concerning the cuboctahedron size as the surface energy itself. Therefore, the oscillations
are expected to decrease with increasing cuboctahedron size. It is interesting to note that the two limit
values for the surface energies, ≈90 and ≈80 meV/Å

2
, represent approximately the same range as

the two values, 80.9 and 72.5 meV/Å
2

for pure (1 0 0) and (1 1 1) facets, respectively. Similarly to the
case of nanospheres, the values are somewhat higher than the ideal single-orientated facets due to the
presence of the edges and corners.
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(a) (b)

Figure 4. (a) Total energy per atom as a function of the nanoparticle size (in terms of number of forming
atoms) for cuboctahedrons (full circles) and general truncated octahedrons (open circles). (b) Surface
energy of cuboctahedrons calculated by MM and showed as a function of the size of “parent” cube.
The dashed lines are the MM values for single-orientated (1 0 0) and (1 1 1) surfaces as listed in Table 1.

4. Discussion

4.1. Correction of the Surface Area for Electronic Cloud

The surface areas calculated in the previous parts corresponds to the convex hull of ionic positions.
In our recent paper [13] dealing with predicting surface energy of Au55 cluster, we have discussed the
error made by neglecting extend of the electronic cloud. There, a radius correction of 1.3–1.4 Å has
been proposed under the assumption that the mass density of the nanocluster is the same as that of
bulk fcc-Au. Note that, radius corrections of 0.5–0.8 Å have been proposed by de Heer [40].

In order to see how neglecting the electronic cloud layer actually influences the predicted surface
energies, we re-evaluate the surface areas. Let {�Ri} be a set of the atomic (ionic) positions defined with
respect to the nanoparticle centre of mass, i.e.,

∑
i

�Ri =�0 , (4)

where the sum is performed over all atoms in the nanoparticle. Subsequently, a new set of coordinates,
{�̃Ri}, is defined as

�̃Ri =
(
|�Ri|+ Δ

)
�R0

i (5)

where �R0
i = �Ri/|�Ri| is a unit vector along the direction of �Ri. This means that all atoms, and in

particular those on the convex hull envelope, are shifted by Δ away from the nanoparticle centre of
mass. A new surface area is calculated as a convex hull of {�̃Ri} positions for several representative
values of Δ.

The results are summarised in Figure 5 for all three nanoparticle geometries considered in the
present work. In all cases, the surface energy decreases with increasing values of Δ, which is a simple
consequence of the surface energy definition in Equation (2). It is, however, remarkable to notice
that even for the largest nanoparticle sizes the surface energy reduction is still larger than 1% for the
DFT-based electron cloud thickness. We, therefore, conclude that, especially for nanoparticles with
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specific sizes below 5 nm, the correction of the surface area due to the electronic cloud is essential.
Moreover, it is likely that for the small nanoparticle sizes, the surface energies calculated here are
overestimated due to that fact that even a lower energy can be obtained for a different atomic ordering
than fcc (e.g., Mackay icosahedrons as in the case of Au55) or even amorphous liquid-like structures [13].
Finally, it is worth noting that the problem of electronic cloud is not an issue in standard calculations
of single orientated flat single crystal facets since it does not influence the actual surface area.

Figure 5. Corrected absolute (upper row) and relative values (lower row) of the surface energies for
(a,d) nanocubes, (b,e) cuboctahedrons, and (c,f) nanosheres. The relative surface energies are calculated
with respect to the values without correction for the electronic cloud thickness (Δ = 0).

4.2. Surface Induced Excess Energy

As mentioned above and discussed in the literature, the surface area of nanoparticles is
an ill-defined quantity. In order to eliminate this problem, we introduce a new quantity, Eexcess,
expressing the surface-induced excess energy with respect to the bulk energy corresponding to the
same number, N, of atoms as in the nanoparticle, normalised to 1 atom, as

Eexcess =
Enanoparticle − NEfcc-Au

N
. (6)

A similar concept has been previously demonstrated to work also for energetics of carbon
fullerenes [41], or even for elasticity of nanoporous gold [42]. If the excess energy, Eexcess, is evaluated
for nanocubes, nanospheres, and cuboctahedrons, a linear relationship between log Eexcess and log N
is obtained independent of the nanoparticle shape (Figure 6a). This suggests that the excess energy
is a power law function of the total number of atoms (nanoparticle size). This fit (the dashed line in
Figure 6a) gives

Eexcess = 3523.3 meV/atom × N−0.346 . (7)
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(a) (b)

 

Figure 6. Excess energy, Eexcess, of nanoparticles with respect to the bulk fcc Au as a function of the
number, N, of atoms forming the nanoobject. Eexcess is normalised to (a) number of the atoms forming
the nanoparticle, and (b) to the number of broken bonds. The dashed lines in (b) show the difference
between the actual value of Eexcess as calculated by MM, and a fitted value using Equation (10).

Recalling the idea that the surface energy is genuinely connected with the broken bonds (bb),
we now establish the energy needed to “break” a bond. Let us consider an n × n × n nanocube
containing atoms with 4 different nearest neighbour coordinations: 8 atoms with 9 bb forming corners
(i.e., 3-coordinated atoms), (12n − 12) atoms with 7 bb forming the edges (i.e., 5-coordinated atoms),
(12n2 − 12n + 6) atoms with 4 bb forming the surface facets (i.e., 8-coordinated atoms), and (4n3 −
6n2 + 3n − 1) bulk atoms with no bb (i.e., fully 12-coordinated atoms). If we simply assume that all
bonds “cost” the the same energy Ebond to break them, the excess energy, Eexcess, i.e., the sum of the
contributions described above, follows as

Eexcess =
[
9 × 8 + 7 × (12n − 12) + 4 × (12n2 − 12n + 6)

]
Ebond , (8)

yielding Ebond = 168.1 meV/bond from fitting the nanocubes data.
However, the red triangles in Figure 6b, showing the nanocubes excess energy normalised to the

number of broken bonds, clearly exhibit a non-constant value for Ebond. Consequently, we propose
a slightly modified description in which the energy needed to break a bond is a (non-linear) function
of the coordination. Hence, it costs different energy to create, e.g., a corner atom (9 broken bonds) than
a facet atom (4 broken bonds). Thus the excess energy becomes

Eexcess = 72Ecorner + 84(n − 1)Eedge + 24(2n2 − 2n + 1)Efacet . (9)

83



Nanomaterials 2020, 10, 484

Fitting yields Ecorner = 272.1 meV/bond, Eedge = 215.2 meV/bond, and Efacet =

166.0 meV/bond. It turns out that for nanocubes with side � 5 nm, Equation (9) provides predictions
with an accuracy better than ≈1 meV/bond. Energy of a broken bond, corresponding to an infinitely
large (1 0 0) facet, can be estimated from the surface energies as given in Table 1. This value is
167.5 meV/bond, which is close to Ebond = 168.1 meV/bond (Equation (8)) as well as Efacet =

166.0 meV/bond (Equation (9)).
The complex shapes of cuboctahedrons and nanospheres somewhat restrict the intuitive analysis

of the excess energy above presented. When the excess energy is fitted with a single valued energy per
broken bond (equivalent to Equation (8)), values of 172.8 meV/bond and 181.9 meV/bond are obtained
for cuboctahedrons and nanospheres, respectively. These values represent an excellent estimation of the
excess energies in the limit of large nanoparticles, as shown in Figure 6b. Moreover, the excess energy
value for cuboctahedrons lies between the values estimated for (1 0 0) (E(1 0 0) = 167.5 meV/bond)
and (1 1 1) (E(1 1 1) = 173.3 meV/bond) facets. This fact further illustrates that the surface energy
values, as presented in Section 3.2, are remarkably influenced by the evaluation of the actual surface
area (which is, from the atomistic point of view, ill-defined). Consequently, the mean value of the
surface energy of cuboctahedrons as shown in Figure 4b lies outside the range bounded by γ(1 0 0) and
γ(1 1 1) values.

Finally, in order to obtain a non-constant behaviour, we fit the excess energy with

Eexcess =
11

∑
i=1

(12 − i)N(i)E(i) (10)

where N(i) is the number of i-coordinated atoms (i.e., those having (12 − i) broken bonds) and
E(i) is the corresponding excess energy contribution. Equation (10) is a generalised formulation of
Equation (9) reflecting that all possible coordinations may occur due to the shape of nanoparticles.
We note that the smallest coordination obtained was 3 and 4 for the case of cuboctahedrons and
nanospheres, respectively. The fitted values of E(i) are given in Table 2, and the difference between
the actual Eexcess from MM and values predicted using Equation (10) is shown in Figure 6b with
dashed lines. Obviously, the fit provides excellent agreement for nanoparticles containing ≈104 atoms
and more.

Table 2. Fitted coefficients E(i) for the excess energy expression according to Equation (10). The index
i expresses the coordination of atoms (i.e., (12 − i) is the number of broken bonds, bb).

Nanocubes Cuboctahedrons Nanospheres

E(3) [meV/bond] 272.1 287.3 0
E(4) [meV/bond] 0 161.1 426.3
E(5) [meV/bond] 215.2 243.4 258.3
E(6) [meV/bond] 0 163.1 232.0
E(7) [meV/bond] 0 239.5 212.2
E(8) [meV/bond] 166.0 170.3 181.1
E(9) [meV/bond] 0 162.2 159.2
E(10) [meV/bond] 0 93.6 100.7
E(11) [meV/bond] 0 16.9 46.0

Our analysis provides an insight into the here predicted trends. Regardless of the nanoparticle
shape, the surface energy decreases with the increasing particle size. The reason is that the smaller is
the nanoparticle, the larger is the fraction of the surface atoms with small coordination, i.e., those with
lots of broken bonds. Moreover, the energy to break a bond increases (generally) with the decreasing
atom coordination.
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4.3. Contribution of Surface Stress State

As it has been recently stressed out [43], the excess energy due to a free surface has two
contributions: the surface energy contribution related to the energy penalty of broken bond and
the contribution due to the elastic strain energy generated by the surface stress state. The latter
depends on the surface curvature. As an illustrative example let us assume a spherical body and
a homogeneous surface stress state with the value σ leading to a pressure with value 2σ/R in the whole
spherical body. From this description it becomes clear that the energetic surface stress contribution is
zero for the slab approach. Similarly, the energetic surface stress contribution will be negligible for
rather large nanocubes with only a marginal amount of corner and edge atoms (see discussion in the
Section 4.2).

We now try to estimate the energetic surface stress contribution to the excess energy for the case
of a spherical nanoparticle using classical continuum mechanics. Let us denote R the nanosphere’s
radius, and γ its surface energy. Furthermore, let us keep to the reasonable assumption that the value
of σ and γ are of the same order of magnitude. The corresponding total surface energy is then

Eγ = 4πR2γ . (11)

For sake of simplicity, we further assume isotropic elastic properties of the nanoparticle, with ν

and E being its Poisson’s ratio and Young’s modulus, respectively. The elastic strain energy caused by
the surface stress σ, activating an internal pressure 2σ/R, is

Eσ =
4
3

πR3 6(1 − 2ν)

E
σ2

R2 , (12)

for details, see, e.g., Ref. [1], Appendix 3. The ratio of the energetic surface stress contribution to the
surface energy follows with σ = γ as

Eσ

Eγ
=

2(1 − 2ν)

E
γ

R
. (13)

Taking a representative values for gold, γ = 1 J/m2, E = 78 GPa, ν = 0.44, and R = 1 nm,
Equation (13) yields 0.359× 10−2, i.e., the energetic surface stress contribution to the total excess energy
is less than 1% of the surface induced excess energy. This ratio becomes even smaller (negligible) for
larger nanospheres.

To corroborate this rather simplistic estimation, we plot the excess energy distribution over
a cross section including the centre for a nanosphere (Figure 7a) and a nanocube (Figure 7b) as
obtained from the MM simulations. Several observations can be made. Firstly, the excess energy is
concentrated at the nanoparticle surface irrespective of its shape. The surface stress (and hence the
corresponding elastic strain energy) could be only of relevance for a nanosphere. However, we can
conclude that this contribution is effectively zero (or negligible). A similar situation can be expected
for a nanocube, where the excess energy is concentrated to the nanocube edges (corner of the cross
section in Figure 7b). This fact nicely agrees with the fitted values of Eedge = 215.2 meV/bond being
larger than Efacet = 166.0 meV/bond, estimated in Section 4.2.

Even though the term surface energy was used in a slightly imprecise way throughout the
Section 3.2 (more accurate would be to talk about surface induced excess energy), we conclude that
the energy contribution of surface stress can be neglected and the two quantities, surface energy and
surface induced excess energy, are equivalent (or at least of the same order of magnitude) for practical
cases with nanoparticles larger than ≈1 nm.
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Figure 7. Contour plots of the distribution of the surface stress induced excess energy (in eV/at.)
contribution for a cross section of (a) a nanoshere (R = 3.25 nm) and (b) a nanocube (a = 6.92 nm).
Both cross sections include the nanoparticle centre. The dots represent actual atoms in the cross section,
e.g., real locations, where the excess energy is stored. For sake of clear demonstration, the discrete data
were interpolated over the whole cross sectional area.

5. Conclusions

A molecular mechanics study, complemented by first principles Density Functional Theory
calculations, was performed to obtain surface energy of small gold nanoclusters of various sizes and
(geometrically well defined) shapes. The employed interatomic pair potential was shown to give
structural parameters and surface energies comparable with DFT-LDA calculations. The surface energy
of nanocubes and nanospheres has been shown to converge to a constant value. The convergence
was faster in the case of nanospheres compared with nanocubes. The surface energy, γ, is practically
constant for any particles with radius larger than ≈3 nm. Truncated cubes (cuboctahedrons) did
not achieve a single value for the surface energy within the studied range of nanoparticle sizes but,
instead, an oscillating behaviour between two values. The range of these oscillations equals to the
difference between γ of (1 0 0) and (1 1 1) facets. Finally, the surface-induced excess energy obviously
follows a universal power-law dependence on the number of atoms forming the nanoparticle and is,
to a large extent, related to the number of broken bonds (reduced coordination of the surface atoms).
Importantly, the size-dependence of surface energy becomes significantly reduced when the actual
surface area is corrected by the thickness of the electronic cloud, leading to almost constant values
particularly for nanocube and nanosphere sizes of about 5 nm and more.

As outlined above, this study has found an increase of the surface energy with decreasing particle
size (which is in agreement with other theoretical studies). Two remarks may be useful in this regard.
Firstly, this fact should not be confused with experimental works on liquid solution–solid nanoparticle
interface energies of gold nanoparticles, moreover often having irregular shapes or even liquid-like
surface layer. Secondly, we note that small nanoparticles, specifically the Au55, were shown to be
amorphous rather than crystalline. Hence the values predicted here for the smallest particle sizes of
a few nanometers are not relevant for amorphous or glassy particles.

In conclusion, this work contributes to understanding of surface energy (solid phase–vacuum
interface) of crystalline nanoparticles and its relation to the their structure.
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Abstract: Beyond a ferroelectric critical thickness of several nanometers existed in conventional
ferroelectric perovskite oxides, ferroelectricity in ultimately thin dimensions was recently discovered
in SnTe monolayers. This discovery suggests the possibility that SnTe can sustain ferroelectricity
during further low-dimensional miniaturization. Here, we investigate a ferroelectric critical size
of low-dimensional SnTe nanostructures such as nanoribbons (1D) and nanoflakes (0D) using
first-principle density-functional theory calculations. We demonstrate that the smallest (one-unit-cell
width) SnTe nanoribbon can sustain ferroelectricity and there is no ferroelectric critical size in the
SnTe nanoribbons. On the other hand, the SnTe nanoflakes form a vortex of polarization and lose
their toroidal ferroelectricity below the surface area of 4 × 4 unit cells (about 25 Å on one side).
We also reveal the atomic and electronic mechanism of the absence or presence of critical size in SnTe
low-dimensional nanostructures. Our result provides an insight into intrinsic ferroelectric critical size
for low-dimensional chalcogenide layered materials.

Keywords: ferroelectricity; SnTe; nanoribbon; nanoflakes; critical size; density-functional theory

1. Introduction

Ferroelectrics exhibit spontaneous polarization that can be reversed by an external electric
field, due to their noncentrosymmetric crystal structure having a relative displacement of cations
and anions in a ferroelectric (FE) phase. Ferroelectric properties have attracted attention due to
their technological applications such as ferroelectric memory (FeRAM), sensors, MEMS/NEMS,
and actuators [1–3]. To enhance the performance of these devices, it is necessary to reduce the
size of ferroelectrics and integrate them at a high density. In recent years, with the progress of
manufacturing technology, nanoscale ferroelectric materials with low-dimensional structures such
as nano-thin films [4,5] (two-dimensional; 2D), nanowires [6,7], nanotubes [8,9] (one-dimensional;
1D), and nanodots [10,11] (zero-dimensional; 0D) have been synthesized for the high-performance,
high-integration of nano-devices.

However, ferroelectricity disappears when the size of the ferroelectric material becomes nanoscale
(ferroelectric critical size): in perovskite oxide PbTiO3 and BaTiO3 nanofilms, ferroelectricity disappears
when the thickness of the films becomes 2 nm or less [12–15]. The appearance of ferroelectric critical size
was explained by two aspects: (I) effect of electrostatic (depolarization) field and (II) the reconstruction
and rearrangement of atomic and electronic structure at surfaces or edges. At the surface of ferroelectric
materials, the surface polarization charge is formed due to the termination of polarization, and the
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depolarization field formed in the opposite direction of spontaneous polarization suppresses the
ferroelectricity [16]. In particular, when the material dimensions become nanoscale, the ratio of
the surface or edge to the entire volume increases, the influence of the depolarization field formed
by the surface charge becomes dominant, and the ferroelectricity of the entire material disappears.
This is factor (I). In general, ferroelectricity originates from a delicate balance between long-range
interaction due to Coulomb force, which is the driving force for the relative displacement (ferroelectric
displacement) of cations and anions in the crystal, and short-range interaction due to covalent bonds
that stabilize the centrosymmetric structure [17]. In nanoscale materials, the long-range interaction is
reduced due to the absence of atoms outside of material surfaces, and thereby the balance between
long-range and short-range interaction is broken. In particular, such interactions are also changed
due to the reconstruction and rearrangement of atomic and electronic structures at surfaces or edges.
This is factor (II). For these reasons, the ferroelectric critical size appears. This physical limitation
prevents the miniaturization of ferroelectric materials beyond the critical size.

In recent years, however, ferroelectricity was discovered in the monolayer structure of chalcogenide
SnTe in the in-plane direction [18]. This indicates that ferroelectricity can exist in a structure with an
atomic thickness. Obviously, this discovery is beyond the long-believed ferroelectric critical thickness
of several nanometers. Since the nanostructure is commonly utilized in a low-dimensional form, it is
scientifically interesting and technologically important to investigate whether ferroelectricity is also
sustained in ultimate SnTe nanoribbons (1D) and SnTe nanoflakes (0D) in addition to the discovered
monolayer (2D) form. However, the ferroelectric critical size for SnTe nanoribbons and nanoflakes has
not yet been reported.

In this study, we investigate whether a ferroelectric critical size exists in low-dimensional structure
of SnTe, the nanoribbons (1D) and nanoflakes (0D) using first-principle, density-functional theory
(DFT) calculations.

2. Materials and Methods

We focus on SnTe nanoribbons and nanoflakes with an edge structure. SnTe has two types of
edges formed along the [110] and [100] directions. Henceforth, these edge structures are called [110]
edge and [100] edge, respectively. Table 1 shows the preliminarily calculated formation energies
of the [110] and [100] edges. Here, the edge formation energy is calculated by Eedge = (Enanoribbon –
Emonolayer)/2l, where Enanoribbon and Emonolayer are the total energies of SnTe nanoribbons and SnTe
monolayer, respectively, and l is the length of edge in the nanoribbon model, shown later. The formation
energy of the [110] edge is lower, and thus more stable, than that of the [100] edge. In addition, the [110]
edge structure was experimentally observed at the edge of the SnTe monolayers [18–20]. Following
these experimental and theoretical results, we thus analyze the nanoribbons and nanoflakes consisting
of the [110] edges, as shown in Figure 1. Figure 1 shows the paraelectric phase of SnTe monolayer
with a space group of Fm3m. In the ferroelectric phase, Sn and Te atoms are spontaneously displaced
along the [110] direction. The space group of the ferroelectric SnTe monolayer is Pmn21. The following
SnTe nanoribbons and nanoflakes are in the ferroelectric phase, and thus modeled with a small initial
displacement along [110]. Note that the electronic origin of ferroelectricity and alternating short and
long bonds has already been discussed by Liu et al. [21], and they revealed that the stabilization of the
ferroelectric phase and large distortion originates from an interplay between hybridization interactions
of Sn-Te, which act as a driving force for the ferroelectricity, and Pauli repulsions, which tend to
suppress the ferroelectricity.
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Table 1. Calculated edge formation energy Eedge of [110] and [100] edge in layered SnTe.

Edge Direction [110] [100]

Eedge (eV/Å) 0.097 0.127

 
Figure 1. Schematic illustration of (a) SnTe nanoribbon and (b) SnTe nanoflake.

Figure 2 shows the simulation model of the SnTe nanoribbons. Here, m110 denotes the number
of unit cells constituting the nanoribbon width. To explore the critical ferroelectric size, we calculate
several SnTe nanoribbons with different widths of m110 = 1 to 10 (6 to 65 Å). The model of a nanoribbon
width 3-unit-cells width (m110 = 3) is shown in Figure 2 as an example. In this simulation model,
there are 4m110 + 2 Sn and Te atoms each, for a total of 8m110 + 4 atoms. The three-dimensional periodic
boundary condition is applied to the simulation cell. To prevent undesirable interactions between the
nanoribbons in the neighboring image cells, a vacuum region of lv = 20 Å in the y- and z directions. a1,
a2, and a3 in the figure are the simulation cell vectors, and are represented by

a1 = (a, 0, 0), (1)

a2 = (0, m110b + lv, 0), (2)

a3 = (0, 0, c + lv), (3)

where a, b, and c are the equilibrium lattice constants of the SnTe monolayer, a = 6.520 Å, b = 6.479 Å,
and c = 3.240 Å.

Figure 3 shows the simulation model of SnTe nanoflakes. Here, mf denotes the number of unit
cells constituting each side of the SnTe nanoflake. To explore the critical ferroelectric size, we calculate
several SnTe nanoflakes with mf = 1 to 7 (6 to 45 Å) on one side. The model of a SnTe nanoflake
with 5 × 5 unit-cells surface area (mf = 5) (hereinafter referred to as a 5 × 5 nanoflake) as an example.
In this simulation model, there are (2mf + 1)2 Sn and Te atoms each, for a total of 2 × (2mf + 1)2

atoms. The three-dimensional periodic boundary condition is applied to the simulation cell. To avoid
undesirable interactions from neighboring nanoribbons in image cells, a vacuum region of lv = 20 Å
is introduced to the x, y, and z directions of the simulation cell. a1, a2, and a3 in the figure are the
simulation cell vectors, and are represented by

a1 = (mfa+ lv, 0, 0), (4)

a2 = (0, mfb + lv, 0), (5)
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a3 = (0, 0, c + lv), (6)

where, a, b, and c are the equilibrium lattice constants of the SnTe monolayer.

 

Figure 2. Simulation models of SnTe nanoribbon with 3-unit-cells width. The gray area and solid
lines indicate edges of SnTe nanoribbon. The solid boxes represent the simulation cells. a1, a2 and a3

indicate the simulation cell vectors.

We perform first-principle, density-functional theory (DFT) calculations [22,23]. The effects of
nuclei and inner shells are expressed by the project-augmented wave (PAW) method [24,25], and the
Sn 4d, 5s, 5p orbitals and the Te 5s, 5p orbitals are explicitly treated as valence electrons. The electronic
wave function is expanded in plane-waves, and the cutoff energy of the plane waves is set to 450 eV.
The Brillouin zone integration is performed using a 10 × 1 × 1 Monkhorst-Pack k-point mesh for the
nanoribbon models and a 1 × 1 × 1 k-point mesh for the nanoflake models [26]. The PBE-D3 functional
is used for the evaluation of the exchange correlation term [27]. The stable structure is determined
by relaxing atomic positions using the conjugate gradient method until the force acting on the atoms
became 1.0 × 10−3 eV/Å or less. All the first-principles calculations are performed using the Vienna
Ab-initio Simulation Package (VASP) code [28,29]. The present calculation condition was confirmed
to reproduce the electronic (band structure) and ferroelectric properties of SnTe monolayer via the
comparison of experimental data [18].
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Figure 3. Simulation models of the SnTe nanoflake with a surface area of 5 × 5 unit cells. The gray area
and solid lines indicate edges of the SnTe nanoflake. The solid boxes represent the simulation cells. a1,
a2 and a3 indicate the simulation cell vectors.

3. Results and Discussion

3.1. Ferroelectric Critical Size of SnTe Nanoribbons

Figure 4 shows the change in the spontaneous polarization P of the nanoribbon with respect
to the width of the SnTe nanoribbon. The polarization of SnTe nanoribbons are aligned along the
longitudinal direction ([110] direction). The black dashed line indicates the polarization value of the
SnTe monolayer. Here, the ferroelectric polarization is calculated by the Berry phase approach [30].
Note that, in this study, the indeterminacy of spontaneous polarization via the Berry phase calculations
is treated by using the paraelectric phase SnTe structure as the reference (zero-polarization) state.
The SnTe nanoribbons with a 10-unit-cells width exhibits the polarization of P = 26.6 μC/cm2, which is
almost the same magnitude as the SnTe monolayer, P = 26.5 μC/cm2. This indicates that there is no
size effect in the nanoribbons with a 10-unit-cell width (65 Å). Even when the nanoribbon width is
reduced, the ferroelectric polarization is almost constant at P = 26.6 to 27.9 μC/cm2, and all simulated
nanoribbons show ferroelectric polarization comparable to that of the SnTe monolayer. This means that
the SnTe nanoribbon does not exhibit any size-dependence, unlike conventional three-dimensional
ferroelectrics such as BaTiO3 and PbTiO3. In addition, the SnTe nanoribbon with the minimum
one-unit-cell width exhibits non-zero ferroelectric polarization. Our result indicates that ferroelectricity
does not disappear even in the smallest nanoribbon, and there is, therefore, no critical dimension in
which the ferroelectricity disappears in the SnTe nanoribbons.
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Figure 4. Polarization P in SnTe nanoribbon as a function of the width. The red dotted line shows the
ferroelectric polarization of 2D SnTe monolayer. UC denotes the unit cells.

Conventional three-dimensional crystalline ferroelectrics, such as the perovskite oxides BaTiO3

and PbTiO3, exhibit remarkable size-dependence, and the ferroelectricity disappears when the material
size reaches several nanometers [31–33]: for example, the critical ferroelectric size of BaTiO3 nano-films
was reported to be 2-nm thickness [12,13], that of PbTiO3 nano-films was 1.2-nm thickness [14,34],
and Pb(Zr,Ti)O3 nanodot lost its ferroelectricity when it became 3.2 nm in diameter [10]. Regardless
of the material and shape, the ferroelectricity is reduced and finally disappears as the material
size decreases. As was explained in the introduction, such size effects and critical dimensions on
ferroelectricity originate from two factors: (I) electrostatic effects due to the formation of a depolarization
field [16,35–38], and (II) the reconstruction and rearrangement of atomic and electronic structures due
to the low coordination number at the surface (or edge) [36–39].

Considering the above discussion on the conventional ferroelectrics, here we investigate the
absence of a critical ferroelectric size of SnTe nanoribbons in terms of factors (I) and (II). Considering
factor (I), the ferroelectric polarization direction of the SnTe nanoribbon is almost parallel to the edge
line, and thereby, no surface polarization charge is induced and no depolarization field is generated.
Therefore, the electrostatic factor (I) due to the depolarization field does not occur in SnTe nanoribbons.
Next, the dangling bond formation at the edge of the SnTe nanoribbon is examined to consider factor
(II). Here, we first refer the bonding structure of the SnTe monolayer (i.e., without dangling bonds) as a
reference, as shown in Figure 5. In the SnTe monolayer, spontaneous polarization P appears in the
[110] direction due to the relative displacement of Sn2+ ions in the [110] direction with respect to Te2−
ions in the ferroelectric phase (see Figure 5a). Due to the ionic displacement, the SnTe monolayer forms
an Sn-Te bond along the [110] direction, which is the same as the direction of spontaneous polarization.
This means that the relative displacement and bonding of the Sn2+ and Te2− ions in the [110] direction
in the SnTe monolayer corresponds to the spontaneous polarization and, thereby, is a characteristic
of the ferroelectric manifestation of the SnTe monolayer. Figure 6 compares the bonding situation
between in the SnTe monolayer and the SnTe nanoribbon. The white lines in the figure indicate Sn-Te
bonds, while the white dashed circles and lines in the SnTe nanoribbon indicate the imaginary Sn or
Te position and bond, respectively, which were formed in the SnTe monolayer. As described above,
the SnTe monolayer forms an armchair-shaped Sn-Te bond along the [110] direction (see Figure 5b-2),
and this situation can be seen alternately appearing on the Sn-Te bond from the top view of the
monolayer, as shown in Figure 6a. In general, near the surface or edge, the rearrangement of electrons
occurs due to the presence of dangling bonds, which affects ferroelectricity [36–38]. On the other hand,
focusing on the electron density distribution at the edge of the SnTe nanoribbon in Figure 6b, Sn-Te is
also found along the [110] direction, which is almost the same as the electron density distribution of the
SnTe monolayer; i.e., the absence of a dangling bond at the edge of SnTe monolayer. This is because
the bonding sequence in the SnTe monolayer is mainly along the polar direction of [110], and thereby,
the formation of the [110] edge does not introduce any dangling bond. The absence of a dangling

96



Nanomaterials 2020, 10, 732

bond at the [110] edge in the SnTe nanoribbons makes the ferroelectricity same as that in the SnTe
monolayer. Therefore, the absence of factors (I) and (II) leads to the absence of critical ferroelectric size
in SnTe nanoribbons.

 

Figure 5. (a) Crystal structure of SnTe monolayer and (b) charge density distributions in SnTe monolayer.
The covalent Sn-Te bonds are shown by white lines. Red arrows P indicate the direction of spontaneous
polarization in the SnTe monolayer. Yellow and blue arrows indicate the displacement of Sn and Te
atoms, respectively.

 

Figure 6. Charge density distributions (a) in the SnTe monolayer and (b) in the SnTe nanoribbon with
6-unit-cells width. Red arrows P indicate the spontaneous polarization. The covalent Sn-Te bonds are
shown by white lines. White dotted circles and lines indicate the imaginary Sn or Te atom positions
and Sn-Te bonds formed in the SnTe monolayer.

97



Nanomaterials 2020, 10, 732

3.2. Ferroelectric Critical Size of SnTe Nanoflakes

Figure 7 shows the local polarization distribution in the 5× 5 nanoflakes. Spontaneous polarization
exists and forms a vortex polarization order in the counterclockwise direction. Similar vortex
polarization distributions are also observed in the other 6 × 6 and 7 × 7 nanoflakes. Such a polar
vortex is characteristic of the polarization order in ferroelectric nanostructures [11,40] because the
surface component of polarization is aligned along a surface or edge to prevent the formation of
the depolarization field and minimize the electrostatic energy efficiently. Since SnTe nanoflakes
are surrounded by edges on all sides, a surface polarization charge is induced at the edges, and a
depolarization field is generated inside the SnTe nanoflakes. Since the parallel polarization to the
edge of the nanoflake does not produce any surface polarization charge or depolarization field,
the formation of vortex polarization is more energetically stable than the original straight form of
ferroelectric polarization.

Figure 7. Vector-field representation of local polarization distribution in the 5× 5 nanoflake. Red arrows
indicate the spontaneous polarization.

To evaluate the critical dimension of the ferroelectricity in SnTe nanoflakes with vortex polarization,
here we consider the toroidal moment G. The toroidal moment G is used as a physical quantity that
characterizes vortex polarization appearing in nanoscale ferroelectric materials [10,41,42], and is given
by the following equation [42]

G =
1

2N

∑
k

rk × Pk (7)

where rk is the position vector of the k-th local unit cell, Pk is the local spontaneous polarization at
position rk, and N is the number of local unit cells included in the simulation cell. The sum is taken of
all unit cells in the simulation cell. The local polarization is evaluated using the Born effective charge
tensors [30]. The site-by-site local polarization can be calculated by

Pi =
e

Ωc
wjZjuj (8)

where Ωc is the volume of the local unit cell i; e and uj denote the electron charge and the atomic
displacement vector relative to the ideal lattice site (paraelectric lattice site) of atom j, respectively.
The index j covers all atoms in the local unit cell i. Zj is the Born effective charge tensor of atom j and
wj is a weight factor.

Figure 8 shows the toroidal moment Gz and the average polarization P for each SnTe nanoflake
size. Note that we show the z component of toroidal moment G because all of the vortex polarization
appears on the xy plane. The toroidal moment Gz decreases as the size of the SnTe nanoflakes decreases.
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When the size of the SnTe nanoflakes become 4 × 4 unit-cell size or less, the toroidal moment Gz

becomes zero. Here, we also show the averaged polarization in panel (b), as defined by

P =
1
N

∑
k

|Pk| (9)

Such size-dependent behavior is also seen in the averaged polarization. The average polarization value
decreases as the size of the SnTe nanoflakes decreases, and the polarization becomes 0 when one side
is less than four unit cells (25 Å). These results indicate that, in contrast to the SnTe monolayer (2D)
and nanoribbons (1D), the SnTe nanoflakes (0D) exhibit remarkable size-dependence and a critical
dimension at which ferroelectricity disappears. The critical dimension is evaluated to be four unit cells
on one side (about 25 Å). This suggests that structural low-dimensionality can affect the ferroelectricity
of SnTe system and lead to the appearance of a ferroelectric critical size.

 

Figure 8. (a) Toroidal moment, G, and (b) averaged polarization, P, in SnTe nanoflake as a function of
SnTe nanoflake size. The green dotted line indicates the polarization of the SnTe monolayer. PE indicates
the paraelectric phase.

In the following, we discuss the appearance of critical dimension of the vortex polarization in the
SnTe nanoflakes. As discussed in Section 3.1, the factors that cause the size effect and critical dimension
appear are: (i) the electrostatic effect, due to the formation of a depolarization field [16,35], and (ii) the
reconstruction and rearrangement of the atomic and electronic structure due to a lower coordination
number at a surface or edge [36–38]. In order to examine the effect of these factors, we calculate an
imaginary model of an edge-free SnTe monolayer with a vortex polarization that is the same as the
nanoflakes, as shown in Figure 9, and compare the results. This model consists of periodically arranged
clockwise and counterclockwise polarization vortices in a SnTe monolayer, and each polarization vortex
mimics a nanoflake with a vortex polarization but without any edge structures. Since this imaginary
edge-free SnTe monolayer model is free from the edge and the resulting (coinciding) electrostatic
depolarization field and dangling bonds, through comparison between the SnTe nanoflakes and this
imaginary edge-free model, one can extract how the existence of edge and electrostatic field and/or
dangling bonds affect the ferroelectricity of the SnTe nanoflakes. Figure 10 shows the calculated local
polarization field of the imaginary edge-free SnTe models with polarization-vortex periodicity of 5 × 5
and 4 × 4 unit cells. The edge-free SnTe model with a 5 × 5 unit cell size exhibits a quasi-stable vortex
polarization, as shown in Figure 10a, which is almost same as that observed in the 5 × 5 SnTe nanoflake,
as shown in Figure 7. On the other hand, no spontaneous polarization is observed in the edge-free SnTe
model with a 4 × 4 unit cell or less (Figure 10b). This is also consistent with the absence of polarization
and paraelectric nature of the 4 × 4 SnTe nanoflake. These results indicate that the presence or absence
of edges does not affect the appearance of a ferroelectric critical size of SnTe nanoflakes. Therefore,
the effects of factors (i) the depolarization field and (ii) the dangling formation at the edges are not the
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primary causes of the disappearance of the vortex polarization in the SnTe nanoflakes. The situation of
the SnTe nanoflakes is clearly different from that of the conventional ferroelectrics, where the critical
size appears due to these two factors.

 

Figure 9. Simulation model of the edge-free SnTe with periodic polarization vortices. Red arrows
indicate the direction of vortex polarization.

 

Figure 10. Vector-field representation of the spontaneous polarization of the imaginary edge-free SnTe
models with a polarization-vortex periodicity of (a) 5 × 5 and (b) 4 × 4 unit cells. Red arrows indicate
spontaneous polarization.

From the above discussion, there is the possibility that the critical size of SnTe nanoflakes is
not due to the presence of edges, but the intrinsic size dependence of the vortex polarization itself.
To confirm this possibility, we investigate the energetics of the edge-free SnTe models with different
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vortex sizes. Again, this model is free from the edge and can only extract the effect of the size of
vortex polarization. Figure 11 shows the total energy difference of the polar vortex phase from the total
energy of the paraelectric (PE) phase ΔEvortex as a function of periodic vortex size. For comparison,
the ferroelectric (FE) phase with straight polarization (single domain) is also shown in Figure 11. Here,
the total energy difference ΔEvortex is normalized by dividing by the number of unit cells in each
system. ΔEvortex is negative at 7 × 7 vortex size, and the vortex size is more stable than the paraelectric
phase. ΔEvortex increases with decreasing vortex polarization size, and, finally, ΔEvortex may reach the
energy of the PE phase at the 4 × 4 vortex size or less. As shown in Figure 10b-2, the 4 × 4 vortex
model becomes paraelectric, and thus the total energy of 4 × 4 size or less is same as that of the PE
phase. This indicates that the vortex polarization increases its total energy as the vortex size decreases,
and finally the vortex polarization with a smaller than 5 × 5 size becomes more energetically unstable
than the PE phase and the vortex polarization cannot be formed. We thus confirm that the vortex
form of polarization intrinsically exhibits the size dependence, and there exists a critical size of vortex
polarization itself. Therefore, the ferroelectric critical size observed in the SnTe nanoflakes originates
from the intrinsic size limit of polarization vortices.

 
Figure 11. Total energy difference of the vortex polarization ΔEvortex and the ferroelectric phase of the
SnTe monolayer on the basis of the paraelectric phase as a function of the size of vortex polarization.

The increase in the total energy of vortex polarization due to the decrease in the size of vortices
is due to the increase in domain wall densities. As shown in Figure 12, the vortex structure has four
domains (white area), and they are separated by four 90◦ domain walls (green area). As the size of the
vortex polarization decreases, the ratio of the domain wall per unit surface area increases, and the total
energy increases. Such a high density of domain walls in the smaller vortex polarization is the primary
cause of the loss of polarization in the smaller SnTe nanoflakes.

With the recent advance in manufacturing technology for two-dimensional materials, such as
graphene, there are numerous experimental studies which reported the fabrication of various
nanostructures of 2D materials, including graphene nanoribbons, nanoflakes, nanotubes and nanohorns.
Using the fabrication techniques of graphene and its nanostructures, the fabrication of SnTe nanoribbons
and nanoflakes presented in this study should be experimentally feasible. Thus, our results may
stimulate an experimental study to fabricate and characterize the unique ferroelectric properties of
SnTe monolayer and nanostructures.
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Figure 12. Schematic illustration of domain structure in the SnTe nanoflake consisting of 90◦ domain
walls. Red arrows indicate spontaneous polarization and green areas indicate domain walls.

4. Conclusions

In this study, we investigated a ferroelectric critical size of low-dimensional SnTe nanostructures
such as nanoribbons (1D) and nanoflakes (0D) using first-principle density-functional theory
calculations. We demonstrated that the smallest (one-unit-cell width) SnTe nanoribbon could sustain
ferroelectricity and there was no ferroelectric critical size in the SnTe nanoribbons. On the other hand,
the SnTe nanoflakes formed a vortex of polarization and lost its toroidal ferroelectricity below the surface
area of 4 × 4 unit cells (about 25 Å on one side). We also revealed the atomic and electronic mechanism
of the absence or presence of critical size in SnTe low-dimensional nanostructures. Our result provides
an insight into intrinsic ferroelectric critical sizes for low-dimensional chalcogenide layered materials.
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Abstract: This work presents a comprehensive and detailed ab initio study of interactions between the
tilt Σ5(210) grain boundary (GB), impurities X (X=Al, Si) and vacancies (Va) in ferromagnetic fcc nickel.
To obtain reliable results, two methods of structure relaxation were employed: the automatic full
relaxation and the finding of the minimum energy with respect to the lattice dimensions perpendicular
to the GB plane and positions of atoms. Both methods provide comparable results. The analyses of
the following phenomena are provided: the influence of the lattice defects on structural properties of
material such as lattice parameters, the volume per atom, interlayer distances and atomic positions;
the energies of formation of particular structures with respect to the standard element reference states;
the stabilization/destabilization effects of impurities (in substitutional (s) as well as in tetragonal (iT)
and octahedral (iO) interstitial positions) and of vacancies in both the bulk material and material with
GBs; a possibility of recombination of Si(i)+Va defect to Si(s) one with respect to the Va position; the
total energy of formation of GB and Va; the binding energies between the lattice defects and their
combinations; impurity segregation energies and the effect of Va on them; magnetic characteristics in
the presence of impurities, vacancies and GBs. As there is very little experimental information on
the interaction between impurities, vacancies and GBs in fcc nickel, most of the present results are
theoretical predictions, which may motivate future experimental work.

Keywords: fcc Ni; tilt Σ5(210) grain boundary; vacancy; Si and Al impurity; grain boundary energy;
segregation energy; defects binding energies; magnetism

1. Introduction

Various crystal defects such as impurities, vacancies (Va) and grain boundaries (GB) significantly
affect material properties and are objects of both theoretical and applied research. Recent investigations
deal with topics such as energetics of GB formation and its sensitivity to segregated impurities playing
the role of either embrittlers or cohesion enhancers [1–3]. These issues have far-reaching practical
implications manifested in the mechanical and magnetic properties. As an example, let us mention the
strengthening/embrittling energy of segregated sp-elements from the 3rd, 4th and 5th period at the
Σ5(210) grain boundary in ferromagnetic fcc nickel and cobalt [2–8]. Similar topics are also studied
experimentally when, for example, the diffusion and segregation of silver in copper Σ5(310) grain
boundary were investigated [9] or the influence of boron (segregated at the GB) on fracture resistance
of Ni3Al [10] was analyzed. For some impurities segregated in Ni, e.g. for S, semiempirical interatomic
potentials have been constructed [11]. Recent trends and open problems in grain boundary segregation
are discussed in the reviews [3,12].
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In nickel-based alloys, aluminum is added to improve high-temperature strength and precipitation
hardening [13]. For example, an increased concentration of aluminum in the 718Plus alloy enhances its
tensile strength, but has a negative impact on its ductility [14]. The experimental results also reveal
that the content of aluminum has a significant effect on the solvus temperature in nickel-based alloys.
In IN738 superalloy, silicon segregates mainly in inter-dendritic regions and promotes the segregation
of other elements [15].

In this work, we present an ab initio study of the tilt Σ5(210) grain boundary in ferromagnetic
fcc nickel both in the clean state and with segregated Al and Si impurities accompanied by vacancies.
We look for the preferred positions of impurities at the GB and analyze their effect on atomic arrangement
and magnetism. Though the physical mechanisms behind GB embrittlement and strengthening have
been studied in detail for some materials [16–19], the specific interactions between GBs, impurities
and vacancies are usually not taken into account. In our approach to segregation, not only the final
equilibrium state of the studied system is characterized, but we also explore the way how it was
achieved. We provide a detailed discussion of two methods of equilibration of structural arrangement
and show that some of the initial configurations may end up in equilibrium state far from the initial
structure (migration and vanishing of vacancies).

2. Materials and Methods

To investigate the influence of the impurities, vacancies and grain boundaries on properties of
ferromagnetic fcc nickel, the characteristics of bulk material were investigated first. In case of the bulk
material (both without and with impurities), the fcc supercells with 60 (Figure 1a) or 120 atoms were
used. The basic planes of the fcc supercells are constituted by (210) planes of standard fcc unit cell with
4 Ni atoms. Hence, a and b lattice parameters of the fcc supercells are

√
5a and the c lattice parameter is

equal to an integer multiple of a (3a for Ni60 and 6a for Ni120), where a stands for the lattice parameter
of the fcc Ni unit cell with 4 atoms. The cell with lattice parameters

√
5a,
√

5a, a is called a Coincident
Site Lattice (CSL) cell. To get the fcc supercells with reasonable size of 60 or 120 atoms, the size of the
CSL cell was increased 3 or 6 times in the direction of the c lattice parameter. Thus, the dimensions of
the fcc supercell are

√
5a,
√

5a, 3a for a cell of the bulk material with 60 atoms (consisting of 3 CSL cells,
Figure 1a) and

√
5a,
√

5a, 6a for a later employed cell of the bulk material with 120 atoms (consisting of
6 CSL cells).

The interstitial impurities were studied with respect to both octahedral (iO) and tetrahedral (iT)
positions. In general, an atom in the octahedral position in the fcc unit cell is situated in octahedral site
between six Ni atoms. One of four octahedral positions in fcc unit cell with 4 atoms, where our impurity
was placed, is positioned between six Ni atoms at the centers of faces of the fcc cell. The fractional
coordinates of such a position are x = y = z = 1

2 . An impurity atom in the tetrahedral position in the fcc
unit cell is situated in the tetrahedral site between four atoms. There are eight tetrahedral positions in
the fcc unit cell with 4 atoms. One of these positions exhibits the fractional coordinates x = y = z = 1

4 .
Supposing the touching spheres, the ratio between the radius of interstitial position (r) and the radius
of the constituent atoms forming the fcc lattice (R) is riO/R = 0.414 for iO position and riT/R = 0.225 for
iT position. It means that octahedral site is much larger than the tetrahedral one in fcc metals.

Further, the tilt Σ5(210) grain boundary in both a clean state and with impurities and vacancies
(Figure 1b) was analyzed. This grain boundary was created by means of the rotation of two standard fcc
cells with 4 atoms around the [001] axis by 53◦. The method used for the construction of this supercell
is called the Coincident Site Lattice principle [20]. In case of the supercells with GB, the supercell with
60 atoms (consisting of 3 CSL cells) has the lattice parameters

√
5a, 3

√
5a, a, and the supercell with

120 atoms (consisting of 6 CSL cells) has the lattice parameters
√

5a, 3
√

5a, 2a (Figure 1b). Because of the
periodicity reasons, our GB supercells contain two grain boundaries oriented in the opposite direction,
which is obvious from Figure 1b.
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Figure 1. Supercells employed in the present calculations: (a) The fcc Ni60 supercell (Ni60–3 CSL cells
behind each other) in a typical (3 CSL cells) arrangement having the lattice parameters

√
5a,
√

5a, 3a.
The orange spheres denoted as iT (iO) occupy the tetrahedral (octahedral) positions of interstitial
impurity atoms. The red square shows the position of the conventional fcc cell with 4 atoms. (b) The
Σ5(210) grain boundary in fcc Ni supercell (GB Ni120, consisting of 6 CSL cells, 1×3×2 next to each
other) having the lattice parameters

√
5a, 3

√
5a, 2a. The blue spheres correspond to Ni atoms, the

spheres labelled by “GB” denote the GB plane, the red spheres occupy the position of substitutional
impurity atoms, the orange spheres denoted as (i) mark the positions of interstitial impurity atoms.
The green, yellow and violet spheres with label Va show the positions of vacancies in the structure
with the substitutional Al(s), substitutional Si(s) and interstitial Si(i) impurity, respectively. The numbers
on atoms mark the layers counted from the GB plane. The planes with z = 0 and z = 0.5 (z = 0.25 and
z = 0.75) are denoted by blue and red (green and violet) arrows.

The above-mentioned structure is called B’.B’ [21] and is one of the known Σ5(210)[001] GB
configurations. The other one (differing in the shape of interstitial sites) is the B.B structure. For this
study, the B’.B’ configuration was chosen because it is supposed to have a lower GB energy, as deduced
from atomistic studies [22,23].

All our calculations were performed at 0 K temperature within the Density Functional Theory (DFT)
using the Vienna Ab initio Simulation Package (VASP) code [24–26] with Projector-Augmented-Wave
– Perdew–Burke–Ernzerhof (PAW–PBE) potentials [27–29], i.e., in the Generalized Gradient
Approximation (GGA). The optimum setting of computational parameters found by test calculations
was as follows: the ENCUT parameter (the cut off energy defining the number of plane waves in the
basis set) was 500 eV and the KSPACING parameter (which defines the number of k-points in the
irreducible part of the Brillouin zone) was 0.1 Å−1. If not mentioned otherwise, the structure relaxations
were performed as follows. The total energy was minimized with respect to the lattice parameters and
atomic positions. At first, the conjugate–gradient method (using the Hellmann–Feynman forces acting
on the atoms) and then the quasi–Newton method was employed to reach the required force limit.
The Brillouin zone was sampled by the Monkhorst–Pack scheme and its integration was performed by
Methfessel–Paxton or by the tetrahedron method, depending on whether relaxation or static calculation
was carried out.

3. Results

3.1. Bulk Material

3.1.1. Elemental Bulk Material

As the ferromagnetic fcc structure of elemental Ni is taken as the reference state in this study,
its equilibrium properties (lattice parameters, atomic positions and total energy) were determined
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at first with the help of a sixty-atom supercell (Figure 1a). Similar analyses were performed for
nonmagnetic fcc Al (4 atoms per cell) and nonmagnetic Si in diamond structure (8 atoms per cell) for
the same reason. These three structures are taken here as the Standard Element Reference state (SER).
The results obtained are summarized in Table 1.

Table 1. Equilibrium properties of the bulk material of all three elements studied and fcc Ni containing
impurities. Here, a, b and c stand for lattice parameters, Ef is the energy of formation related to the
standard element reference states: ferromagnetic fcc Ni, nonmagnetic fcc Al and nonmagnetic Si in the
diamond structure (Equation (1)). μNi stands for the magnetic moment per atom obtained by averaging
over all Ni atoms in the structure and μNi,NN denotes the magnetic moment of Ni atom that is the
nearest neighbor of the impurity. Superscripts (s) and (iT) or (iO) mark the substitutional or interstitial
impurity position. The fcc supercell lattice parameters obtained from literature were derived from the
lattice parameters of fcc Ni unit cell a = 3.498 Å [30] and a = 3.5138 Å [31].

Configuration
a b c Vat Ef μNi μNi,NN

Reference
(Å) (Å) (Å) (Å3) (eV.atom−1) (μB) (μB)

Si 5.469 5.469 5.469 20.443 0 - - This work

Al 4.040 4.040 4.040 16.481 0 - - This work

Ni60

7.866 7.866 10.552 10.882 0 0.632 - This work
7.824 7.824 10.497 10.710 - 0.628 - [32]
7.821 7.821 10.494 10.669 - 0.607 - [30] a

7.857 7.857 10.541 10.846 - - - [31] a

Ni59Al(s)
7.872 7.872 10.562 10.909 −0.026 ** 0.608 0.525 This work

- - - 10.735 - - 0.528 [32]
- - - - −0.029 - - [33,34] b

Ni59Si(s)
7.866 7.866 10.550 10.878 −0.027 ** 0.624 0.499 This work

- - - 10.699 - - 0.484 [32]
- - - - −0.031 - - [33,34] b

Ni60Si(iT) * 7.945 7.929 10.654 11.003 0.024 0.579 0.278 This work

Ni120Si(iT) 7.899 7.899 21.245 10.956 0.020 0.600 0.251 This work

Ni60Si(iO) * 7.938 7.938 10.670 11.021 0.026 0.598 0.302 This work

Ni120Si(iO) 7.903 7.903 21.218 10.951 0.014 ** 0.623 0.302 This work

* The interstitial impurity migrated away from the ideal tetrahedral (octahedral) position. ** From these values,
the energies of entering of one impurity into the pure fcc nickel (E f (X)) used in Equation (20) were evaluated by
multiplying these values by the total number of atoms in the structure. These values are Ef(Al(s)) = −1.574 eV.X−1,
Ef(Si(s)) = −1.608 eV.X−1 and Ef(Si(i)) = −1.669 eV.X−1. a The data were calculated for Ni4 unit cell. b The formation
energy was obtained by the extrapolation of the formation energies for Ni, Ni3Al, Ni3Si by Open Quantum Mechanics
Database tools.

Comparing the lattice parameters of the Ni60 structure with experimental data published in
References [30,31], only a very small deviation within 0.6% and 0.1%, respectively, was found.
The magnetic moment differs by 5.6%.

3.1.2. Bulk Material with Impurities

The supercells including both substitutional and interstitial impurities were investigated using
the following configurations: Ni59Al(s) (a structure with 59 atoms of Ni and one atom of Al in a
substitutional position), Ni59Si(s) (a structure with 59 atoms of Ni and one atom of Si in a substitutional
position) and Ni60Si(i) (a structure with 60 atoms of Ni and one atom of Si in an interstitial tetrahedral
and octahedral position). The study of the configuration with the interstitial Al atom (Ni60Al(i)) was
omitted as this structure is known as very unstable [35]. For comparison, we also studied the structure
of Ni120Si(i) (a structure with 120 atoms of Ni and one atom of Si in a tetrahedral and octahedral
interstitial position). The results of calculations of four fcc Ni supercells with interstitial Si (Ni60Si(iT),
Ni120Si(iT), Ni60Si(iO), Ni120Si(iO)) provide almost the same results: lattice parameters a, b and c differ
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by 0.57% at most and the volume per atom by 0.64%. The parameter c is two times larger in Ni120Si(i)

than in Ni60Si(i), which is given by the increase of the number of atoms in the supercell.
The equilibrium lattice parameters and the total energies of all configurations were determined

using the full relaxation of structure parameters. At first, the conjugate-gradient method and then the
quasi-Newton method was used. The results obtained are summarized in Table 1.

The equilibrium lattice parameters and volume per atom (Table 1) show that the interstitial Si
atom causes the largest volume increase in comparison with Ni60. Concerning the structures with
substitutional Al and Si impurities, Ni59Al(s) and Ni59Si(s), the increase in volume per atom is larger
for Ni59Al(s). This can be explained by the fact that the atomic radius of the Al impurity is larger than
that of the Si impurity.

Subsequently, the energies of formation of particular structures were calculated according to
Equation (1):

E f =

(
EAxBy −

(
x

EA
NA

+ y
EB

NB

))/
NAxBy , (1)

where EAxBy corresponds to the total energy of studied configuration, x denotes the number of atoms A
and y denotes the number of atoms B. EA/NA is the ground state energy per one atom A and EB/NB is
the ground state energy per one atom B. NAxBy is the total number of atoms in the compound AxBy.

For the studied structures in equilibrium arrangement, the following decreasing trend in the
energy of formation related to fcc Ni, fcc Al and Si in diamond structure was found: Ni60Si(iO) >

Ni60Si(iT) >Ni120Si(iT) >Ni120Si(iO) >Ni60 >Ni59Al(s) >Ni59Si(s), where the formation energy per atom
of Ni59Al(s) and Ni59Si(s) differs only by 2% and is negative while the energies of formation of structures
with interstitial Si are positive. This trend in energies of formation was confirmed by the calculations
of the total energy of smaller cells, where the formation energies decrease in the sequence Ni4Si(iT) >

Ni3Al(s) > Ni4 > Ni3Si(s). However, these structures are not used for the study of impurities in this
work as the concentration of impurities is too high in comparison with real materials. Based on the
above-mentioned results, one can expect that both Si and Al would prefer the substitutional positions
in bulk fcc Ni, which is in agreement with the results of a previous study [35].

Significant structural changes occurred during the relaxation of structures Ni60Si(iT) and Ni60Si(iO).
The change in a position of atoms is the largest for structure Ni60Si(iT). Here, the interstitial Si
atom moves from the position between two planes towards one plane and changes the position of
surrounding Ni atoms. After the relaxation, the new position of impurity cannot be considered as
tetrahedral. The fractional coordinates of impurity in the 61 atomic unit cell (Figure 1a) has changed
from x = 0.25, y = 0.25, z = 0.08 determining the tetrahedral position to nonspecific x = 0.23, y = 0.13,
z = 0.17. The same trend can be observed for the structure Ni60Si(iO). Here, the silicon impurity atom
moves from the plane of atoms to the interplanar space and affects the surrounding Ni atoms and the
relaxed position of the impurity atom is not octahedral. The fractional coordinates of this impurity
in the 61 atomic unit cell (Figure 1a) has changed from x = 0.30, y = 0.40, z = 0.33 determining the
octahedral position to nonspecific x = 0.40, y = 0.29, z = 0.38. The position of the Si impurity atom in
structures Ni120Si(iT) and Ni120Si(iO) remains unchanged even after the relaxation. These structures can
be considered as the structures with interstitial impurity atom occupying the tetrahedral or octahedral
site. Comparing the larger structures with the smaller ones, it was concluded that the larger structures
require smaller energies of formation (Table 1) which results in their larger stability. Comparing the
structures Ni120Si(iT) and Ni120Si(iO), we can confirm the fact that the octahedral site is larger than
the tetrahedral one, which results in greater stability of structure with the interstitial impurity in
octahedral site where the smaller deformation of structure (displacement of adjacent Ni atoms) is
needed to accommodate the impurity atom. The energy difference between Ni120Si(iT) and Ni120Si(iO)

is 0.5886 kJ.mol−1, which predicts Ni120Si(iO) as more stable.
Our results on energy of formation of Ni59Al(s) and Ni59Si(s) can be compared with the values

obtained from References [33,34]. For this comparison, the values calculated as the linear combination
of the literature data on the energies of formation of the cells with compositions Ni3Al, Ni3Si and
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pure Ni were employed. Hence, these results are not directly comparable with the data calculated for
Ni59Al(s) and Ni59Si(s) structures. The energy of formation for Ni59Al(s) calculated in this work and that
obtained from the literature differ by 11.5%. In the case of Ni59Si(s) structure, the difference between
the calculated and reported energy of formation is 17.0%. In comparison with literature, our data show
lower stability of studied structures.

It turns out that impurities significantly influence the magnetic moments of their neighboring
Ni atoms (see Table 1) and they themselves obtain a small magnetic moment. The induced magnetic
moment μ on the substitutional Al atom is slightly negative (μ = −0.018 μB) with respect to Ni atoms
and causes the decrease of magnetic moments of neighboring Ni atoms by 0.13 μB. Substitutional
Si (μ = −0.018 μB) causes the decrease of magnetic moment of neighboring Ni atoms by 0.16 μB and
interstitial Si in Ni60Si(i) (μ = −0.021 μB) induces the decrease of magnetic moment of neighboring
Ni atoms by 0.35 μB. In case of the Ni120Si(i) (μ = −0.022 μB), the decrease of magnetic moment of
neighboring Ni atoms reaches 0.39 μB. This significant impact of interstitial Si can be explained by
the fact that in this case the neighboring atoms are much closer to the impurity than in the case of
structures with substitutional impurity. Here, the largest decrease is caused by the interstitial atom of
Si and the smallest decrease is due to the substitutional Al atom. Going further from the impurity, the
magnetic moments of Ni atoms converge to the bulk value.

A similar study was also presented in References [2,32], where the change of magnetic moment
of the 1st nearest neighbor (NN) nickel of Al(s) (μ = −0.02 μB) and Si(s) (μ = −0.01 μB) impurity are
−0.10 μB and −0.14 μB, respectively. These findings correlate very well with our values. Further, the
lattice parameters a, c and the volume per atom found in the present and above-mentioned studies
differ only by −0.45%, −0.64% and −1.54% (expressed in % of data found in this work) for Ni59Al(s),
respectively, and by −0.48%, −0.64% and −1.60% for Ni59Si(s)

.

3.1.3. Bulk Material with Impurity and Vacancy

To study the effect of vacancies on the material properties, the basic quantities such as the
vacancy-formation energy and the tendency to vacancy-impurity binding have to be evaluated. Hence,
the relaxed configurations Ni60, Ni59Al(s), Ni59Si(s), Ni60Si(iT/iO), and Ni120Si(iT/iO) were relaxed again
with one additional vacancy in their structure. The relaxation procedure was the same as for the
systems without vacancy. The equilibrium lattice parameters, the volume per atom Vat, the energies of
formation of the structure Ef and of the vacancy Ef(Va) as well as the binding energies between impurity
X and vacancy Eb(X;Va) are summarized in Table 2. Subsequently, the effect of distance between the
vacancy and impurity D on structural parameters, energetics and magnetic moments was analyzed.

Discussing the structure of configurations with and without vacancies, it is necessary to point out
that all configurations of Ni59Si(iT/iO)+Va and Ni119Si(iT/iO)+Va structure (except for the fourth one of
Ni119Si(iT)+Va and the second ones of Ni119Si(iO)+Va and Ni59Si(iO)+Va, all of them denoted by bold
text in Table 2) are not stable and they transform to Ni59Si(s) or Ni119Si(s) structure. In such case, the
vacancy is occupied by interstitial Si atom or Ni atom and disappears. In this way, the interstitial Si
atom becomes substitutional and the structure achieves the properties comparable with the Ni59Si(s)

structure. In case of the third configuration of both structures, the values of D parameters differ.
This comes from the fact that one of them is the starting value (denoted by *) and the other is the
equilibrium one.

The lattice parameters almost do not depend on the position of the vacancy (not discussing the
structures Ni119Si(iT)+Va where the equilibrium lattice angles are not 90◦). They vary within one
hundredth, exceptionally one tenth, of percent. The lattice parameters of the configurations, where the
“recombination” has occurred, exhibit the differences amounting up to 1% from values calculated for
structures without vacancy.

In structures with a stable vacancy, the vacancy causes a decrease of the cell volume but an increase
of the volume per atom, which is obvious because the structure relaxation cannot cause the decrease of
volume in such extent, which would correspond to the volume per atom of missing particles.
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Table 2. Equilibrium properties of bulk material with vacancies (both elemental fcc Ni and fcc Ni
containing impurities). Va means one vacancy in the structure, D denotes the equilibrium distance of
Va from the impurity, a, b and c stand for lattice parameters, Vat denotes the volume per atom, Ef is the
energy of formation related to the ground-state of elemental ferromagnetic fcc Ni, fcc Al and diamond
Si. Ef(Va) is the energy of vacancy formation and Eb(X;Va) is the binding energy between impurity X
and vacancy. The values written in bold correspond to the most stable configuration.

Config.
D

(Å)
a

(Å)
b

(Å)
c

(Å)
Vat
(Å3)

Ef

(eV.atom−1)
Ef(Va)

(eV.Va−1)

Eb(X;Va)
(eV.X−1Va−1)

Ni59+Va - 7.8496 7.8497 10.5332 11.0003 0.0239 1.4101 -

Ni58Al(s)+Va

2.4594 7.8541 7.8652 10.5256 11.0206 −0.0035 1.3664 −0.0451

3.5249 7.8566 7.8561 10.5375 11.0236 −0.0022 1.4431 0.0316
4.2946 7.8595 7.8607 10.5340 11.0307 −0.0023 1.4372 0.0257
4.9448 7.8562 7.8615 10.5326 11.0255 −0.0029 1.4018 −0.0097

Ni58Si(s)+Va

2.4263 7.8489 7.8409 10.5318 10.9856 −0.0052 1.3005 −0.1110

3.5024 7.8490 7.8493 10.5229 10.9883 −0.0036 1.3949 −0.0166
4.2894 7.8485 7.8495 10.5259 10.9910 −0.0030 1.4303 0.0188
4.9468 7.8462 7.8470 10.5296 10.9881 −0.0034 1.4067 −0.0048

Ni59Si(iT)+Va
(Ni59Si(s)*)

1.5092 * 7.8628 7.8630 10.5499 10.8050 −0.0269 −3.0488 * — *
2.9128 * 7.8630 7.8628 10.5500 10.8050 −0.0269 −3.0488 * — *
3.8100 * 7.8630 7.8630 10.5498 10.8050 −0.0269 −3.0492 * — *
4.5578 * 7.8643 7.8645 10.5406 10.8654 −0.0269 −3.0485 * — *
5.2036 * 7.8630 7.8628 10.5499 10.8709 −0.0269 −3.0488 * — *

Ni119Si(iT)+Va
(Ni119Si(s)*)

1.5233 * 7.8639 7.8644 21.0950 10.8718 −0.0136 −4.0395 * — *
2.9169 *,a 8.2455 10.8490 14.9017 11.1086 −0.0141 −4.1043 * — *
4.5700 *,a 9.5257 9.2313 14.8911 10.9022 0.0098 −1.2291 * — *
5.1815 b 7.8916 7.8899 21.2043 11.0021 0.0244 0.5153 −0.1578

Ni59Si(iO)+Va
(Ni59Si(s)*)

1.7603 * 7.8632 7.8633 10.5498 10.8717 −0.0271 −3.2177 * — *
3.4306 c 7.9078 7.9159 10.6642 11.1259 0.0461 1.1772 −0.2343

3.9362 * 7.8629 7.8629 10.5494 10.8703 −0.0271 −3.2181 * — *
5.2802 * 7.8625 7.8630 10.5499 10.8704 −0.0271 −3.2192 * — *

Ni119Si(iO)+Va
(Ni119Si(s)*)

1.7436 * 7.8631 7.8631 21.1068 10.8749 −0.0138 −3.3306 * — *
3.1287 7.9000 7.8963 21.2041 11.0227 0.0257 1.4128 0.0012 **

3.9332 * 7.8623 7.8629 21.1038 10.8720 −0.0138 −3.3306 * — *
5.2770 * 7.8669 7.8669 21.1127 10.8886 −0.0268 −4.8852 * — *

* The structure in parentheses denotes the final equilibrium arrangement after the relaxation and the D values
correspond to the distances before relaxation. Ef corresponds to the energy of formation of Ni59Si(s) or Ni119Si(s)

. In
this case, Ef(Va) is the energy difference between structures with interstitial and substitutional Si and Eb(X;Va) cannot
be evaluated as Va disappeared during the structure relaxation. ** In case of the structure Ni119Si(iO)+Va, the value
of Eb(X;Va) was calculated with respect to structures Ni59+Va and Ni120Si(iO). Hence, the value −0.2343 eV.X−1Va−1

should be considered more reliable as it was calculated using the energies of structures with comparable size. a The
shape of the cell has changed and the equilibrium angles are not α = β = γ = 90.00◦. b The value of D before
relaxation was 3.8336 Å. c The value of D before relaxation was 3.0489 Å.

In case of Ni58Al(s)+Va and Ni58Si(s)+Va structure, the minimum-energy configurations are those
with the vacancy and impurity being the nearest neighbors. In case of the structure Ni59Si(iT)+Va,
the relaxation of all starting configurations results in the same final arrangement, namely Ni59Si(s).
In Ni119Si(iT)+Va, the only stable configuration with Va is that one with the distance between the vacancy
and impurity being 5.2 Å, i.e. Si and Va are in the 4th nearest neighbor position. In Ni59Si(iO)+Va, the
stable configuration is that one with the distance between the vacancy and impurity being 3.5 Å and in
Ni119Si(iO)+Va being 3.1 Å, i.e. Si and Va are in the 2nd nearest-neighbor’s position. Analyzing the
stability of vacancy in the vicinity of the impurity, it must be concluded that substitutional impurities
prefer to be in the vicinity of the vacancy. On the other hand, the Si interstitial must be more distant
from the vacancy to prevent the recombination of defects resulting in disappearance of vacancy and
change of the impurity site from interstitial to substitutional (only three configurations were able to
retain Va in their structure).

According to the values of the energies of formation provided in Table 2, it is straightforward
that the interstitial Si atoms with a vacancy in their neighborhood prefer the recombination of defects
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resulting in a structure without a vacancy and with substitutional Si. If the vacancy is too distant from
the interstitial Si atoms, the interstitial position of Si can be retained which results in the positive value
of the energy of formation which are comparable for both types of the interstitial position in large cells.

The energies of vacancy formation of structures Ni59+Va, Ni59Al(s)+Va, Ni59Si(s)+Va,
Ni59Si(iT/iO)+Va and Ni119Si(iT/iO)+Va were computed according to Equation (2):

E f (Va) =
(
Ebulk+Va + E1 f ccNi

)
− Ebulk (2)

and are listed in Table 2. It is obvious that the vacancy formation causes the structure destabilization
characterized by positive values of Ef(Va). For the structures Ni59+Va, Ni58Al(s)+Va, and Ni58Si(s)+Va,
the increase in the total energy due to the Ef(Va) contributions amounts to about 1.4 eV.Va-1. In case of
the structures with interstitial Si, the situation is more complicated. For the Ni59Si(iT)+Va and the first
two configurations of Ni119Si(iT)+Va, a decrease in the formation energy of -3.05 eV.Va-1 and of about
−4 eV.Va−1 was found. The third configuration (D = 4.5 Å) of Ni119Si(iT) exhibits even the formation
energy of −1.2 eV.Va−1, which can be caused by the change of structure during the relaxation where the
equilibrium angles are α = 90.00◦, β = 89.99◦ and γ = 92.43◦. The formation energies of the structures
with octahedral impurity (Ni59Si(iO)+Va and Ni119Si(iO)+Va), except the second configuration, are in
the range from −3.2 to −4.8 eV.Va−1. However, the stabilization in all above-mentioned configurations
with interstitial impurities is caused by the formation of the Ni59Si(s) or Ni119Si(s) structure rather
than by the Va formation itself. In case of the fourth configuration of Ni119Si(iT)+Va and the second
of Ni59Si(iO)+Va and Ni119Si(iO)+Va, the energy of vacancy formation reaches low positive values of
0.5, 1.1, and 1.4 eV.Va−1. This is natural because here the created empty (Va) space compensates the
destabilization caused by the tension originating from the interstitial impurity. Simultaneously, the
most stable configurations of all structures reveal the lowest values of Ef(Va).

The influence of the position of vacancy in a particular configuration on its energy of formation
Ef and on the vacancy-formation energy Ef(Va) is very small except for the cases with interstitial
Si. For the structures represented by the supercells Ni58Al(s)+Va and Ni58Si(s)+Va, the scatter in the
energy of formation of vacancy is within several hundredths of eV.Va−1. This means that there is no
special interaction between the substitutional impurity and vacancy in comparison with bulk Ni (this
is confirmed by similar values of Eb(X;Va) as discussed below). For all configurations of structures
with interstitial impurity (except for the fourth one of Ni119Si(iT)+Va and second ones in Ni59Si(iO)+Va
and Ni119Si(iO)+Va), the formation energy of Va cannot be evaluated (it corresponds to the energy of
structure transformation).

Regarding the literature data, our results are comparable with experimental vacancy-formation
energies of 1.7 eV [36], 1.78 eV and 1.79 eV and with other calculated data (see Reference [37]
and references therein). Another experimental value of formation energy of vacancy in bulk Ni is
1.73 eV [38]. Theoretical values found in literature amount to 1.41 eV (VASP, GGA, Perdew–Wang) [39],
1.379 eV [40], 1.48 eV (QE GGA-PBE, mag.) [41], and 1.48 eV (GGA-PBE) and 1.63 eV (Local Density
Approximation (LDA)) (both Reference [42]) followed by similar data of 1.57 eV [43], 1.58 eV [44],
1.31 eV [45], 1.6 eV [46], 1.279 eV [47], 1.77 eV [37] and 1.39 eV [35].

From the energetical point of view, the further quantity – the binding energy of two defects
(impurity and vacancy) – can be evaluated by Equation (3):

Eb(X; Va) =
(
Ebulk+X+Va + nE1 f ccNi

)
− (Ebulk+X + Ebulk+Va), (3)

where the first term describes the energy of material with interacting defects, the second term is the
correction by means of the energy of bulk Ni and the third and fourth term correspond to the energy
of noninteracting defects placed in different computational cells. The calculated values are given
in Table 2.

In case of the most stable structures with substitutional impurities, the binding energy Eb(X;Va)
reaches the values of −0.0451 and −0.1110 eV.X−1Va−1. In case of interstitial Si, these values are much
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lower: −0.1578 eV.X-1Va-1 for Si in iT position and −0.2343 and 0.0012 eV.X−1Va−1 for Si in iO position.
Nevertheless, the most negative values are obtained for the most stable configurations (1st NN for
substitutional impurity, 3rd NN for iT impurity and 2nd for iO impurity). The negative values can be
interpreted as the tendency to the binding between vacancy and impurity.

It was found that the presence of a vacancy causes the increase of magnetic moments of neighboring
Ni atoms by 0.01–0.03 μB. The size of this effect depends on the mutual position and interplay of all three
“particles”: Ni atom, impurity atom and vacancy. Usually the “magnetic-moment-decreasing” effect of
antiferromagnetic impurity (which is induced by surrounding Ni atoms because originally the Si and
Al impurities are nonmagnetic) is bigger than the “magnetic-moment-increasing” influence of vacancy
(Figure 2). It was proved that the influence of impurities and vacancies on Ni magnetism gradually
decreases with distance and the magnetic moment converges to bulk-material value. The bulk values
were reached when the distance of a Ni atom from the impurity was equal to 3.5–5.0 Å.

Figure 2. The dependence of the magnetic moment of Ni atom on its distance from Al(s) in the structure
Ni58Al(s)+Va (the vacancy is situated in the first nearest neighbor position of the Al atom (D = 2.4594 Å)).
The line corresponds to the calculated value of magnetic moment of bulk fcc Ni 0.632 μB.

There can be a difference in the magnetic moments of atoms with the same distance from the
impurity atom, which is caused by the presence of vacancy in the structure (Figure 2). Here, the Ni
atoms lying closer to the vacancy possess higher magnetic moments than those lying further from it
but having the same distance from Al impurity.

3.2. Clean Grain Boundary

3.2.1. Structure Arrangement

After the studies of bulk material, a supercell with Σ5(210) grain boundary including sixty atoms
of nickel (GB-Ni60) (Figure 1b) and also the derivatives of the bigger cell (GB-Ni120) were studied.
Because of actual scientific discussions, how to properly optimize structural parameters in materials
with grain boundaries [48] detailed tests of two relaxation methods were performed to confirm the
reliability of our further approach. These tests are significant as their conclusions are transferable to
other systems. The first method (Method 1) determines the equilibrium lattice parameters and total
energy from the automatic full relaxation of structure parameters based on the minimization of forces
acting on particular atoms. The other one (Method 2) consists in the evaluation of a set of calculations
where the two lattice parameters (in the plane of the GB a and c) are kept fixed, one parameter
(dimension perpendicular to the boundary, b) is changed to various values and the simultaneous
relaxation of atomic positions is performed for each setting of lattice parameters. In this case, the
equilibrium structure and energy were determined with respect to a) minimum energy (Method 2a) or
b) the zero stress along the dimension perpendicular to the boundary (Method 2b).

The full relaxation corresponds to a situation in small grains, where also the bulk region is affected
by the grain boundary, which plays a major role. The situation in larger grains is different. Here, the
bulk interiors keep their own bulk values (lattice constant) so that a restricted relaxation (when the
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dimension perpendicular to the GB is relaxed and the interface dimensions in the GB plane are kept
equal to the bulk values) should provide a better description.

Both above mentioned relaxation approaches (Method 1, Method 2) were used for the GB-Ni60,
GB-Ni120, GB-Ni118Al2(s), GB-Ni118Si2(s) and GB-Ni120Si2(i) supercells. In case of the structures with
an impurity, the large cells were used only to ensure the conservation of bulk-material properties
between the grain boundaries. It was confirmed that the second method provides almost the same
lattice parameters as the first one regardless of the method of determination of equilibrium structure.
There is a difference of 0.7% between the equilibrium cell volumes obtained using the full relaxation
and using the second approach for GB-Ni60. The b/a ratio and the free volume also do not change
very much (see Table 3 in next chapter). Because of these insignificant differences, the both relaxation
methods can be considered as equivalent and the Method 1 was used in the subsequent calculations.

For better orientation in the following text, we will use the word “layer” for layers of the (210) type
(those parallel with the GBs) and the word “plane” for planes of the (001) type (those perpendicular to
GBs and lying in the plane of the paper in Figure 3, i.e. those with GB image).

The dependence of interlayer distances in a supercell containing a clean GB with respect to the
type of atomic layers is displayed in Figure 4a (next section) and numerical data are provided in
Table S1 in the Supplemental Material. The first interlayer distance GB/2 (the distance between the
grain boundary and the second atomic layer) expanded to 1.10 Å and is by about 40% larger than the
calculated bulk value of 0.79 Å. On the other hand, the second interlayer distance 2/3 (the distance
between the second and the third atomic layer) contracted to 0.57 Å and is by about 27% smaller than
the value for the bulk fcc nickel. The interlayer distance 3/4 is expanded again, namely to 0.86 Å, i.e. it is
about 9% larger than the bulk value, and so on. From the sixth layer on, the interlayer distances closely
oscillate around the calculated bulk value. This proves that the supercell used in the calculations is
large enough to avoid the interactions between the present two grain boundaries. Our results are also
in agreement with the data calculated by Všianská and Šob [2].

3.2.2. Energetics

The GB energy (energy of formation of a GB) γGB is defined as the energy needed to create 1 m2

of GB in the bulk material. Within the ab initio approach, it can be calculated as the difference of
the total energies of two supercells: one with the grain boundary (EGB) and the other one without it
(Ebulk). This difference is then divided by the doubled area of the GB in the cell S (because there are two
boundaries per cell in the periodic system) [49]. This results in the following Equation (4):

γGB =
EGB − Ebulk

2S
. (4)

The GB energy γGB (see Table 3 in the next chapter) calculated with the help of clean GB-Ni60 and
GB-Ni120 supercell is in a very good agreement with data obtained from literature [2,50]. The energy
per atom of Ni in the supercell with grain boundary is higher by 1.34% than the energy per atom in
bulk Ni for both GB-Ni60 and GB-Ni120, which means that the grain boundary is unstable with respect
to the bulk material.

3.2.3. Magnetism

Concerning the magnetism, it was found that the magnetic moment of Ni is strongly influenced
by the presence of the grain boundary as it increases up to its maximum 0.677 μB in the layer next
to the GB in case of GB-Ni60 supercell. This value is by 7% higher than the bulk calculated value of
0.632 μB, which is in agreement with the enhancement found in [2]. Then, the magnetic moments of Ni
atoms located farther from the grain boundary gradually decrease to the bulk value (Figure 5a in the
next chapter).

In case of GB-Ni120 supercell (Figure 5a), the magnetic moment of Ni atoms situated at the grain
boundary (0.656 μB) is by 3.7% higher than the calculated magnetic moment of Ni atom in the bulk Ni
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(0.632 μB). And again, the atoms in the layer 2 exhibit a larger enhancement of magnetic moment that
is higher by 7.1% in comparison with the bulk value. Atoms in the 3rd layer have magnetic moment
higher by 2.8%. However, the Ni atoms in the 4th layer exhibit a value by 2.0% lower than the magnetic
moment of Ni atoms in the bulk. Then, the values of the magnetic moments of atoms located in further
layers decrease and oscillate around the bulk value of 0.632 μB. These values are also in a very good
agreement with those published in Reference [2].

3.3. Grain Boundary with Impurities

3.3.1. Structure Arrangement

To find the most preferable positions of impurities in Ni material, the properties of the supercells
with Σ5(210) grain boundary with two impurity atoms were investigated. For this purpose, three
different configurations of grain boundary were proposed: GB-Ni118Al2(s) (with two substitutional Al
atoms), GB-Ni118Si2(s) (with two substitutional Si atoms) and GB-Ni120Si2(i) (with two interstitial Si
atoms in position at GB layer visualized in Figure 1b). The equilibrium structure data are provided in
Table 3 and the corresponding structures are displayed in Figure 3.

Table 3. Properties of structures with clean and impurity-segregated GBs (equilibrium b/a parameter,
volume per atom Vat, excess free volume Vf and GB energy γGB) obtained by different methods of
relaxation. Method 1 is the automatic full relaxation. Method 2 keeps the two lattice parameters
(in the plane of the GB) fixed and the lattice parameter perpendicular to the GB is changed by the
simultaneous relaxation of atomic positions. The equilibrium structures were determined with respect
to (a) minimum energy (Method 2a) or (b) the zero stress along the dimension perpendicular to the GB
(Method 2b). Here, b is the supercell lattice constant perpendicular to the GB plane and a is the lattice
constant in the plane of the GB (see Figure 1b).

Method
of relax.

GB-Ni60 GB-Ni120

b/a Vat
(Å 3)

Vf

(Å3.Å−2)

γGB
(J.m−2)

b/a Vat
(Å3)

Vf

(Å3.Å−2)

γGB
(J.m−2)

1 3.13 11.12 0.26 1.29
1.23 [2]

3.13 11.12 0.26 1.29

2a 3.09 11.20 0.34
1.31

1.43 * [50] 3.09 11.20 0.34 1.30

2b 3.09 11.20 0.34 1.31 3.09 11.21 0.35 1.30

Method
of relax.

GB-Ni118Al2
(s) GB-Ni118Si2

(s) GB-Ni120Si2
(i)

b/a Vat
(Å 3)

Vf

(Å3.Å−2)

γGB
(J.m−2)

b/a Vat
(Å 3)

Vf

(Å3.Å−2)

γGB
(J.m−2)

b/a Vat
(Å 3)

Vf

(Å3.Å−2)

γGB
(J.m−2)

1 3.11 11.14 0.26 2.50 3.12 11.11 0.26 2.71 3.15 11.10 0.11 0.64

2a 3.08 11.22 0.29 2.53 3.08 11.19 0.28 2.75 3.13 11.13 0.13 0.65

2b 3.09 11.23 0.29 2.53 3.08 11.19 0.28 2.75 3.13 11.13 0.14 0.65

* The computational cell was GB-Ni40.

Comparing the values of Vat for various GB configurations, it is obvious that they are comparable,
which means that the introduction of impurity does not influence significantly the size of the structure.
The lowest value was obtained for the structure with interstitial impurities. It may be seen that there is
an increase of volume related to the GB introduction. This effect can be quantified by means of the
excess free volume:

V f = (VGB −Vbulk)/2S, (5)

which is a GB specific property [51,52] like the GB energy discussed below. The value of Vf for clean
GB obtained from automatic relaxation is 0.26 Å3.Å−2 (see Table 3). This value is identical with the
values obtained by the same method for structures with substitutional impurities. This means that the
structures need some additional volume to form the GB. The value of Vf for structure with interstitial
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impurity is 0.11 Å3.Å−2 and it is much lower than the values corresponding to other structures. This
means that the big change in volume of bulk structure caused by introduction of the interstitial impurity
(see Table 1) is consequently also used for the formation of GB. In case of the GB-Ni60 supercell, the
values of Vf (Table 3) are fully comparable with the values of other structures. This is caused by the
fact that both the VGB-Vbulk and 2S for GB-Ni120 modifications are two times larger than for GB-Ni60.
The comparability between the results of Method 1 and 2 is not ideal, as the two lattice parameters (in
the plane of the GB) and hence also the value of 2S are kept fixed in Method 2.

(a) (b) 

Figure 3. Equilibrium GB supercells containing impurities: (a) GB-Ni118Al2(s), (b) GB-Ni120Si2(i).
The blue spheres correspond to Ni atoms, the spheres labelled by “GB” denote the GB plane, the red
spheres occupy the position of substitutional impurity atoms, the orange spheres denoted as Si mark
the positions of interstitial impurity atoms.

The first coordination sphere of the substitutional impurity is very similar to that of atoms in
elemental bulk fcc Ni. Nevertheless, the interatomic distances are scattered a little bit and increased
with respect to ideal value (2.475 Å). In case of Al(s), they reach values in the range from 2.585
to 2.640 Å. The first coordination sphere of substitutional Si(s) is even more scattered and slightly
enlarged (2.504–2.645 Å). On the other hand, in the structure with interstitial Si, several Ni atoms in the
neighborhood of Si atom changed their positions to make more space for the impurity. The coordination
sphere is slightly compressed, and the scatter exhibits the largest range here (2.177-2.444 Å) here. The Ni
atoms in the third layer of GB with the same z coordinate as Si atom are most affected. The equilibrium
position of these Ni atoms differs from the initial position by 0.012% in y direction. This movement
causes the increase of the distance between Ni and Si atom.

Analyzing the interlayer distances (see Figure 4 and Table S1 in Supplemental Material), it is
obvious that they are comparable with the results presented in the papers [2,49], i.e. there is a big
increase in the distance between the GB and layer 2 (GB(X,Ni)/2, GB(Ni,Ni)/2) (with a maximum for the
GB-Ni120Si2(i) structure) and a significant decrease in the distance between the layers 2 and 3 (2/3) in
all studied configurations. The distances between next layers are not so much affected by the presence
of the impurity and they converge with small oscillations to the bulk value. As there are two types
of planes (without and with impurity) in the supercell, there are also two types of lines (blue with
squares and red with circles) depicted in Figure 4. In case of the substitutional impurities (Figure 4b),
these curves mostly overlap. The red one (plane without impurities) is symmetric with respect to
the center of the picture. The blue curve (plane with impurities) reveals some deviations from this
symmetry, which reflects the fact that the GBs are not fully equivalent. However, as the deviations are
very small, it can be concluded that the type of GB (clean or with impurity) has a negligible impact on
the interlayer distances. These conclusions are valid also for the system GB-Ni118Si2(s) which is not
displayed in Figure 4. In case of the interstitial Si (Figure 4c), the figure looks different. This is caused
by the fact that the two impurity atoms are positioned in the supercell asymmetrically (see Figure 1b).
The most obvious difference may be seen in the case of the blue line in the left part of the figure, which
reveals a strong asymmetry. This reflects the fact that the interstitial impurities influence the structure
much stronger than the substitutional ones.

Again, our findings are in a good agreement with the data calculated by Všianská and Šob [2] and
we recalculated them to have a benchmark. Nevertheless, the present results are not fully comparable
with those in [2] as the concentrations of the impurities in the layers are not the same. The ratio of
the number of atoms Ni:X(s) (Ni:X(i)) in one layer is 3:1 (4:1) in our work and 0:2 (2:2) in Reference [2],
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which means that our supercells exhibit a considerably lower concentrations of impurities which is
closer to real systems. In the case of structure with a substitutional impurity in Reference [2], there are
56 atoms of Ni and 4 atoms of impurity. The impurity atoms are forming the monolayer at the GB layer
including 2 impurity atoms at each GB. For the structure with an interstitial impurity in Reference [2],
there are 60 atoms of Ni and 4 atoms of impurity. Each GB is occupied by 2 atoms of Ni and 2 atoms of
impurity. We also have to take into account that the GB cells used by Všianská and Šob [2] are usually
smaller than the cells presented in this work.

The differences may be characterized as follows. In comparison of the interlayer distances of
structures with GB and impurity calculated by Všianská and Šob [2] and presented in this work, it
can be said that the interlayer distances calculated for structures GB-Ni120 and GB-Ni118Al2(s) differ in
maximum by 2%. For the structure GB-Ni118Si2(s) the 2/3 interlayer distance is by 26% larger and 3/4
interlayer distance is by 12% smaller than the same interlayer distances in the paper [2]. Additionally,
for the structure GB-Ni120Si2(i), there are significant differences in GB/2 interlayer distance and 2/3
interlayer distance. Both values are smaller than data published in [2]; the difference is 10% and
15%, respectively.

 
(a) GB-Ni120 

 
(b) GB-Ni118Al2(s) 

Figure 4. Cont.
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(c) GB-Ni120Si2(i) 

Figure 4. The interlayer distances in supercells with a GB: (a) GB-Ni120, (b) GB-Ni118Al2(s),
(c) GB-Ni120Si2(i). The violet line with diamonds corresponds to a clean GB in elemental fcc Ni.
The blue (red) line with squares (circles) characterizes the planes without (with Al or Si) impurity, which
are parallel to the plane of paper in structures shown in Figure 3. The exact meaning of expression
plane is defined in the text. GB(X,Ni) denotes the GB with impurity X (X = Al(s), Si(i)) and GB(Ni,Ni)
the clean GB. The lines do not reflect any physical meaning; they are used to guide the eye only. The
dashed line corresponds to the interlayer distance in ferromagnetic fcc Ni (this work). For a better
demonstration of results in a case of (b) and (c), the plane with impurity atom is always presented
so that there is an impurity on the left part of the figures. This was achieved by the shift 1

2 of the
lattice parameter b of lines representing the results of some planes with impurities (the middle plane
of GB-Ni118Al2(s) or the second plane of GB-Ni120Si2(i)) and one without impurity (the middle plane
of GB-Ni120Si2(i)) see Figure 1. This figure does not contain the system GB-Ni118Si2(s) as it provides
results similar to data presented for system GB-Ni118Al2(s) in part (b).

3.3.2. Energetics

Based on the total energies, we can estimate the preference of Si to occupy the substitutional or
interstitial positions at the studied GB using the following equation:

ΔE =

(
E

GB−Ni118Si(s)2
+ 2E1 f ccNi

)
− E

GB−Ni120Si(i)2

2
, (6)

where the negative value of the ΔE corresponds to the preference of the substitutional position. This is
not the case of Si impurity at the GB, where ΔE = 0.4798 eV.atom−1 of Si. Hence, in case of the Si
the occupational preference is changed to interstitial positions. The fraction of Si atoms located in
substitutional positions at the Σ5(210) GB will be therefore negligible.

The energy per one atom in the supercell with a grain boundary including the impurity atoms is
higher by 0.3–1.4% than the energy of bulk structure with impurities. The energy difference (EGB-Ebulk)
is lowest in case of the GB-Ni120Si2(i) supercell and the largest in GB-Ni118Si2(s).

Furthermore, we can also analyze the GB energies γGB (Equation (4), Table 3). Here, the relaxation
methods 1, 2a and 2b give almost the same results for structures with impurities, which differ within
2.2% for Ni120Si2(i). In a case of structures without impurity the GB energies given by the three types
of relaxation differs less. It is 1.2% for GB-Ni60 and even 1.0% for GB-Ni120. Because the differences
are not significant, this is a further argument supporting the statement that all methods of relaxation
used here are equivalent. In case of the GB-Ni60 and GB-Ni120 supercell, the values of γGB (Table 3)
are fully comparable because both the VGB-Vbulk and 2S for GB-Ni120 are two times larger than for
GB-Ni60. According to the presented values of GB energy, it can be said that the energy related to the
formation of GB is increasing in this sequence: GB-Ni120Si2(i) < GB-Ni60 = GB-Ni120 < GB-Ni118Al2(s) <
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GB-Ni118Si2(s), which means that the formation of the GB is easiest in the structure with interstitial Si,
even easier than in elemental fcc nickel, and that substitutional impurities make the GB formation most
difficult. The γGB for GB-Ni120Si2(i) configuration is very small, which supports the stability of the
structure with interstitial Si with respect to the structure containing substitutional Si. Our calculated
GB energy γGB in elemental Ni (1.29 J.m−2, Table 3) agrees very well with the value of 1.23 J.m−2

published in Reference [2], which was obtained by the VASP code within the same GGA approach.
We also obtained a reasonable agreement with a value of 1.43 J.m−2 reported in Reference [50], where
the WIEN2k code with GGA approach in the PBE96 parametrization was employed, the

√
5a, 2

√
5a, a

cell was used but the spin polarization was omitted. The GB energy was also studied by atomistic
simulations [53] providing the values of 1.23 J.m−2 and 1.28 J.m−2. These values also compare well
with our data. To the best of our knowledge, no experimental value for GB energy of the Σ5(210) GB in
Ni is available, and hence a comparison of theoretical calculations with experiment is not possible yet.

The other energetic quantity, which can characterize the properties of the GB and/or impurities is
the segregation energy (the binding energy between impurity and GB). The segregation energy of an
impurity at a GB can be measured [3] and is defined as the lowering of the energy of the system when
solute atoms go from the bulk material to the GB. It can be expressed by the Equation (7):

Eseg(X) =
(EGB+X − EGB)

2
− (Ebulk+X − Ebulk) = EXatGB − EXinbulk, (7)

where EGB+X and EGB are the energies of the GB structure with and without impurity atoms (both
containing the same number of Ni atoms) and Ebulk+X and Ebulk are the total energies of a bulk material
with and without impurity (both containing the same number of Ni atoms). The energy difference
for bulk material has to be subtracted here to eliminate the energetics of adding impurity to the bulk
material [49,54]. EXatGB and EXinbulk are the total energies of one atom of impurity at GB and in a bulk
material. The results are summarized in Table 4.

Table 4. Segregation energies obtained by different methods of relaxation. Here eV.X−1 stands for eV
per atom of impurity.

Eseg(X) (eV.X−1)

Structure GB-Ni118Al2
(s) GB-Ni118Si2

(s) GB-Ni120Si2
(i)

Method of relaxation

1
−0.144 0.222 −0.258
−0.22 * [2] −0.76 * [2]
0.05 * [8] −0.71 * [8]

2a
−0.132 0.252 −0.281

−0.19 * [50] −0.83 * [50]

2b −0.132 0.252 −0.275

* The values of segregation energy are not directly comparable with our results because of various sizes of unit cells
and number of impurities. In Reference [2], the unit cells are GB-Ni56Al4(s) and GB-Ni60Si4(i); Reference [8] deals
with the unit cells GB-Ni79Al1(s) and GB-Ni80Si1(i) and in Reference [50], the unit cell corresponds to GB-Ni36Al4(s)

and GB-Ni40Si4(i).

The segregation energies of substitutional Al(s) atom and interstitial Si(i) atom are negative for
all methods of relaxation, which means that both impurities prefer a location in the neighborhood
of GB to that in the bulk material. These values also support the stability of these configurations.
The segregation energy of substitutional Si(s) atom is positive, so that substitutional silicon prefers to
stay in the bulk. However, this arrangement is less stable than the structure with interstitial Si(i) as
stated above. Equation similar to Equation (7) was also used by Yamaguchi et al. in Reference [55].

Unfortunately, there are no experimental data available in literature regarding the segregation
enthalpies of the Σ5(210) GB for Si and Al. The only data found are those for Al at specific GB
types where the values −2, −4 and −5 kJ.mol−1 were obtained for the surface (001), (123) and (015),
respectively (see Reference [3] and references therein). Thus, our calculated segregation energies are

119



Nanomaterials 2020, 10, 691

6.9, 3.5 and 2.8 times higher than those obtained from experiments. It should be mentioned that
these values correspond to different types of GBs and therefore our comparison of calculations and
experiment is somewhat limited. It should also be considered that other configurations of the Σ5(210)
GB with Si and Al atoms may occur in reality and in the present work we examined only one of them.

The obtained results for the segregation of Al(s) and Si(i) at the Σ5(210) GB can be also compared
with other computational studies [2,50]. The calculated values from Reference [2] and [50] correspond
to ours very well as they differ only by hundredths and tenths of eV in case of Al(s) and Si(i), respectively.

The calculations in Reference [2] were performed using the same exchange-correlation energy but
a smaller cell with a higher concentration of impurities at the GB (impurity monolayer). In reference [8]
norm-conserving pseudopotentials and local density approximation for the exchange-correlation
potentials were employed. The method used in Reference [50] is based on the full-potential
linearized augmented plane wave method with the generalized gradient approximation of PBE96
parametrization [29] and, again, a smaller cell with even higher concentration of impurities than
in [2] (impurity monolayer at GB) is applied. Moreover, in [50], the calculations were performed as
nonmagnetic. Considering the above-mentioned differences in the approach in Reference [50] and
configurations [2], the agreement is reasonable and confirms the behavior of segregating elements at
the GB, i.e. Al as substitutional and Si as interstitial.

3.3.3. Magnetism

As it was shown in previous chapters, the presence of impurities and grain boundaries has
a very strong impact on the value of magnetic moment of neighboring Ni atoms. The calculated
magnetic moments of Ni atoms are presented in Figures 5 and 6 as well as in Table 5 (in all cases the
configurations with the impurity localized at GB are considered).

(a) GB Ni120

(b) GB Ni118Al2(s)

Figure 5. Cont.
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(c) GB-Ni120Si2(i) 

Figure 5. The dependence of magnetic moment of Ni atom on the number of the atomic layer:
(a) GB-Ni120, (b) GB-Ni118Al2(s), (c) GB-Ni120Si2(i). The violet line with diamonds corresponds to the
Σ5(210) GB in elemental fcc Ni. The blue (red) line with squares (circles) corresponds to the planes
without (with Al or Si) impurity, which are parallel to the plane of paper in structures shown in Figure 3.
The exact meaning of expression plane is defined in the text above. GB(X,Ni) denotes the GB with
impurity X (X = Al(s), Si(i)) and GB(Ni,Ni) the clean GB. The lines do not reflect any physical meaning;
they are used to guide the eye only. The dashed line shows the magnetic moment of fcc bulk Ni of
0.632 μB calculated in this work. The full red circle corresponds to the magnetic moment of Al (Si)
impurity. This figure does not contain the system GB-Ni118Si2(s) as it provides results similar to data
presented for system GB-Ni118Al2(s) in part (b). For a better demonstration of results in case of (b) and
(c), the plane with impurity atom is always presented so that there is an impurity on the left part of the
figures. This was achieved by the shift of lines representing the results of some planes with impurities
(the middle plane of GB-Ni118Al2(s) or the second plane of GB-Ni120Si2(i)) and one without impurity
(the middle plane of GB-Ni120Si2(i)) by 1

2 of the lattice parameter b.

In case of a clean grain boundary (Figure 5a), we mentioned the oscillations in magnetic moments
of Ni atoms in the previous chapter; they are enhanced in the GB region. This enhancement is in
agreement with literature [2,33,34,49,50,54], the maximum magnetic moment was found in layer 2.

Further, let us discuss the results concerning the magnetism of GBs with impurities. Here, the
“magnetic-moment-decreasing” effect of impurity is suppressing the “magnetic-moment-increasing”
effect of grain boundary. In case of GB-Ni118Si2(s) and GB-Ni118Al2(s) (Figure 5b) supercells,
there is a very similar trend in the distribution of magnetic moments. However, the
“magnetic-moment-decreasing” effect is a little bit stronger for substitutional silicon than for
substitutional aluminum. This effect is most obvious for atoms in the 2nd (the strongest effect),
3rd and 4th layer. The magnetic moments in the 5th layer are still a little bit below the bulk value.
Then, the moments of atoms from further (6th–8th) layers oscillate around the bulk value. In case
of the structure GB-Ni120Si2(i) (Figure 5c), the largest decrease in magnetic moment can be observed
near to the impurity. The reason for this is the small free volume caused by interstitial impurity.
Here, the magnetic moment distribution is different from the case of structures discussed previously.
In particular, the atoms at the boundary are strongly influenced by the interstitial impurity.

The magnetic moments in structures containing GB and impurity exhibit a scattered character
in the same layer. A more detailed study reveals that they increase rather monotonically with the
distance from the impurity atom at the GB (Figure 6), which gives rise to scattering as Ni atoms in the
same layer have different distances from the impurity. For more distant planes, the magnetic moment
of Ni atoms converges to the bulk value. The only case where the magnetic moments are increased is
that of the planes without impurity atoms in the part of the GB(Ni,Ni). In this case, the Ni atoms do
not have any impurity in their neighborhood and therefore the “magnetic-moment-increasing” effect
of grain boundary prevails. In Figure 6, the scatter of values corresponding to atoms with the same
distance from X is caused by their different distance from GB.
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(a) 

(b) 

 
(c) 

Figure 6. The dependence of magnetic moment of Ni atom on the distance from the impurity:
(a) GB-Ni118Al2(s), (b) GB-Ni118Si2(s), (c) GB-Ni120Si2(i). The dashed line corresponds to the magnetic
moment of elemental fcc bulk Ni of 0.632 μB calculated in this work.

Table 5 presents more details on the nearest Ni atoms of studied impurities. The magnetic moments
of Ni atoms lying in the nearest neighborhood of substitutional Al atom (about 0.528–0.588 μB) are
lower in comparison to the μ of atoms lying in the same layers but further from impurity. The values
for Ni atoms more distant from Al are shown in Figure 6 and their magnetic moments are higher than
0.6 μB.
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Table 5. Magnetic moment of Ni atoms μat in the neighborhood of impurity X. R stands for the distance
from impurity.

Structure Plane R (Å) μat (μB) Layer

GB-Ni118Al2(s)

GB (Ni,X)

clean 2.586 0.528 3
clean 2.599 0.581 2

with X 2.634 0.588 2
with X 2.639 0.554 4

GB-Ni118Si2(s)

GB (Ni,X)

clean 2.504 0.483 3
clean 2.588 0.572 2

with X 2.592 0.563 2
with X 2.645 0.552 4

GB-Ni120Si2(i)

GB (Ni,X)

with X 2.177 0.357 3
clean 2.278 0.429 2

with X 2.312 0.420 GB (Ni,X)
clean 2.444 0.453 GB (Ni,X)

The trends of magnetic moments of Ni atoms in both structures with substitutional impurities
are similar. The lowest magnetic moment is found at the nearest Ni atoms. The further two Ni atoms
reveal the increase of magnetic moment as they lay in the 2nd layer and are in the vicinity of GB.
The last (4th) Ni atoms possess the lowered magnetic moments again as they are accommodated in the
4th layer.

In case of the structure with interstitial Si, the situation is different. The magnetic moment of Ni
increases (with small deviation for the third Ni atom) with increasing distance from Si atom (column 3
of Table 5) and it is simultaneously approaching to the GB (column 5 of Table 5).

From the previous studies, it is apparent that the segregation of nonmagnetic impurities has a
detrimental effect on GB magnetism [2,56]. Another example of a reduction of magnetic moments due
to impurities and other structural imperfections may be found in the paper [57].

Therefore, it may be supposed that the effect of impurities on magnetic properties will be
more significant in materials with high GB concentrations, e.g. in nanocrystalline materials. It was
demonstrated that nanocrystalline Ni does not exhibit any substantial change in the saturation
magnetization compared to a polycrystalline sample [58] but, probably, because of exposition to air, the
saturation magnetization is lowered due to a GB contamination by oxygen. The effect of segregation
of nonmagnetic elements on the magnetic properties of GBs was found experimentally for tungsten
segregating at GBs of nanocrystalline Ni in Reference [59]. Some other works dealing with magnetism
on GBs in nanomaterials were also published, e.g. in Reference [60] dealing with Fe. To the best of our
knowledge, no such study was made for nanocrystalline Ni with Al or Si.

Comparing the magnetic moment of bulk Ni atom calculated by Všianská and Šob [2] and
published in this work, the magnetic moment of Ni atom presented in this work is by 2% larger.
For the structure GB-Ni120, the differences in magnetic moments are not larger than 2%. There are
larger differences in magnetic moments of atoms in structures GB-Ni118Al2(s), GB-Ni118Si2(s) and
GB-Ni120Si2(i) calculated in [2] and presented in this work.

The largest differences can be observed for magnetic moments of Ni atoms in the layers GB, 2, 3, 4
and for magnetic moments of impurities. In these layers, the magnetic moments of Ni atoms calculated
in this work are always larger than the magnetic moments calculated in Reference [2]. For structures
containing substitutional Al and Si the differences are 34% and 54% for the 3rd layer. For the structure
GB-Ni120Si2(i), the difference in magnetic moment of Ni atoms attains its maximum for Ni atoms at the
GB layer, the value is almost 93%.

The above-mentioned differences are caused by the differences in calculations discussed in the
section devoted to the interlayer distances and, of course, by a different concentration of impurities
at GBs.

According to [61], the solubility of Al in bulk Ni is about 7 at.% at 400 ◦C, our concentration in
bulk and in structure with GB is equal to 1.67 at.%. In [62], the solubility of Si in bulk Ni is found to be
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10 at.% at 700 ◦C. Our concentration is 1.64 at.% in GB-Ni120Si2(i), 0.83 at.% in Ni120Si(i) and 1.64 at.% in
Ni60Si(i). Despite the temperature effect, our concentrations are lower than the experimental ones and
hence, according to Lejček et al. [63], we can consider our values of segregation energies reliable.

3.4. Grain Boundary with Impurities and Vacancies

In this chapter, the effect of vacancy in the structures GB-Ni120, GB-Ni118Al2(s), GB-Ni118Si2(s)

and GB-Ni120Si2(i) is analyzed. The interactions between the grain boundary, the impurity and the
vacancy are studied as well as the effect of the distance between vacancy and impurity atom at the GB.
These phenomena are investigated from both the energetic and structural point of view.

3.4.1. Structure Arrangement

In case of impurities, the presence of vacancies is crucial for their diffusion as they enable an easier
exchange of atomic positions. In Table 2, the preference of Al and Si to bind to vacancies in bulk Ni
material was presented, which further emphasizes the importance of vacancy diffusion mechanism
of these two impurities in Ni. In principle, there is a large variety of possible impurity-vacancy
configurations at the studied GB (or in its nearest vicinity) which can be investigated.

Here, the vacancies on GBs without impurities are studied at first. In the bulk material, the
presence of a vacancy can be characterized by a free volume. This volume can disappear only when the
vacancy meets the interstitial atom or another lattice defect, e.g. GB. In this case the vacancies behave
unusually [64–66], i.e. they can be delocalized or become instable [65]. The volume of delocalized
vacancy disappears by rearrangement of neighboring atoms. On the other hand, the instability is
related to the movement of the vacancy to another site where the delocalization can occur again.

In this part of study, we have investigated all four above mentioned configurations with vacancies
accommodated in various layers. The results concerning the vacancy formation are summarized in
Table 6.

Table 6. Energy and volume effects associated with vacancy formation in various layers of GB-Ni119+Va,
GB-Ni117Al2(s)+Va, GB-Ni117Si2(s)+Va and GB-Ni119Si2(i)+Va structure. The quantity Ef(Va) is defined
as the formation energy of the vacancy. Vf is the change of volume of cell associated with the formation
of vacancy and it is defined as the difference of the volume of the structure with and without a vacancy.
The values written in bold correspond to the most stable configurations.

Structure GB-Ni119+Va GB-Ni117Al2
(s)+Va GB-Ni117Si2

(s)+Va GB-Ni119Si2
(i)+Va

Layer
with Va

Ef(Va)
(eV.Va−1)

Vf

(Å3.Va−1)
Ef(Va)

(eV.Va−1)
Vf

(Å3.Va−1)
Ef(Va)

(eV.Va−1)
Vf

(Å3.Va−1)
Ef(Va)

(eV.Va−1)
Vf

(Å3.Va−1)

GB 1.5727 −1.2460 1.5808 6.3510 1.4961 2.6906 1.4304 −5.6628
2 0.5791 −9.7127 0.6169 −3.3396 0.2466 −5.7481 0.9106 −10.8557
3 1.2866 −4.0505 1.2833 3.2737 1.2105 −1.3837 0.5746 −14.3407

4 1.3088 −4.9483 1.3428 1.5724 1.1510 −5.5262 1.2894 −8.8176
5 1.2874 −4.7500 1.3190 1.8658 1.2819 −0.4996 1.3253 −9.1865

For GB-Ni119+Va, GB-Ni117Al2(s)+Va and GB-Ni117Si2(s)+Va (GB-Ni119Si2(i)+Va) structures, the
configuration with vacancy in layer 2 (layer 3) reveals the highest decrease of the volume per unit cell
and the lowest but still positive energy of vacancy formation. It can be said that the largest decrease
in volume per unit cell always corresponds to the most easily but still unfavorably formed vacancy
and to the most stable arrangement with the lowest energy of formation with respect to the standard
element reference states (Table 7). However, as all structures possess the positive values of the energy
of formation they must be considered as unstable at 0 K. The structures with the lowest energies are
shown in Figure 7.
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(a) (b) 

 

(c) (d) 

Figure 7. The structures with the lowest energies: (a) GB-Ni119+VaL2, (b) GB-Ni117Al2(s)+VaL2,
(c) GB-Ni117Si2(s)+VaL2, (d) GB-Ni119Si2(i)+VaL3. Here, the denoted positions of impurities correspond
to the general positions shown in Figure 1b. The dark particles denote the positions of vacancies.

In case of the structure GB-Ni119+VaL2, there occur changes in positions of atoms in the closest
neighborhood of the vacancy, as they tend to occupy the free space provided by this lattice defect.
The vacancy even attracts the Ni atom on the opposite side of the grain boundary, which corresponds
to the vacancy mirror image.

The vacancy in the GB-Ni117Al2(s)+VaL2 and GB-Ni117Si2(s)+VaL2 structure also causes the
attraction of Ni atoms lying in the nearest GB layer towards the vacancy site. The effect is largest for
the Ni atoms with the same z coordinate as the vacancy.

The vacancy in the structure GB-Ni117Al2(s)+VaL2 attracts the Ni atom situated on the opposite
side of the GB and in the same plane as vacancy (z = 0.0). In the lowest-energy structure, this atom is
situated almost at the GB. This effect is not as strong as in the case of GB-Ni117Si2(s)+VaL2 structure
but it is still very significant. As a consequence of this structural change, another two Ni atoms are
repulsed by the approaching Ni atom. Their z coordinates are changing from the value of 0.75 to 0.77
and from 0.25 to 0.23 to make the space for the newcomer. Here, the Al atom closer to the vacancy is
also slightly moving towards the vacancy.

In the structure GB-Ni117Si2(s)+VaL2 with the vacancy in the second layer, the largest structure
change occurs in the plane with z = 0.75. This is the plane where the vacancy is placed, i.e., in the plane
next to the plane with impurity. Here, the most affected Ni atom is situated in the second layer on
the opposite side of the grain boundary with respect to the vacancy. This atom moves towards the
grain boundary. In the lowest-energy structure, this atom is located almost at the grain boundary.
This position rearrangement causes the repulsion of the Ni atom on the grain boundary (z = 0.75).
The final position of coming Ni atom causes other changes in the structure arrangement of Ni atoms
in the plane z = 0.5. The Si atom closer to the vacancy is also affected. This atom is changing its z
coordinate from z = 0 to z = 0.19.

The vacancy in the structure GB-Ni119Si2(i)+VaL3 causes the largest changes in the arrangement of
atoms. The free volume of vacancy is partially occupied by the interstitial Si atom that is situated in the
same plane as the vacancy (z = 0.75). This means that the interstitial Si in the vicinity of the vacancy
changes its position and moves away from the grain boundary towards the bulk region. Its equilibrium
position is between the GB and the 2nd layer. The second most affected atom is the Ni atom located
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in the second layer and in the same plane as vacancy and silicon impurity. This atom is also moving
towards the position where the vacancy is.

Despite of the changes in the arrangement of the atoms in the lowest-energy structures, it can
be concluded that the existence of the vacancy is preserved and no delocalization or instability has
been observed.

The interlayer distances in all mentioned structures were also analyzed and the results are
presented in Figure 8.

 
(a) 

 
(b) 

 
(c) 

Figure 8. Cont.
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(d) 

Figure 8. Interlayer distances in supercells with the GB, impurity and vacancy: (a) GB-Ni119+VaL2,
(b) GB-Ni117Al2(s)+VaL2, (c) GB-Ni117Si2(s)+VaL2, (d) GB-Ni119Si2(i)+VaL3. The superscripts L2 and
L3 denote the position of the vacancy in the second and third layer, respectively. × indicates the
distances of interstitial Si in the layer with vacancy, which changed its position due to the structure
relaxation. * denotes the layer with the vacancy. The dashed line corresponds to the interlayer distance
in ferromagnetic fcc Ni (this work). The lines do not reflect any physical meaning; they are used to guide
the eye only. For a better demonstration of results in the cases of Figures (b–d), the plane with impurity
atom is always presented so that the impurity is on the edges of the figures. This was achieved by the
shift of 1

2 of the lattice parameter b of lines representing the results of some planes with impurities
(the middle plane of GB-Ni118Al2(s) and GB-Ni118Si2(s) or the second plane of GB-Ni120Si2(i)) and one
without impurity (the middle plane of GB-Ni120Si2(i)).

The situation in GB-Ni119+VaL2 structure is the least complicated as this structure does not contain
any impurity. The planes which do not contain the vacancy (green line with diamonds, red with circles
and violet with triangles in Figure 8a, where the green and violet line are overlapping) reveal the
typical shape of the curve describing the dependence of the interlayer distances on the type of layer.
There is a large gap between the GB and second Ni layer (GB/2) followed by reduced spacing between
layers 2 and 3 (2/3 and 3*/2). Some oscillations may be found in the interlayer distances between further
layers, which converge to the interlayer distance typical for the bulk material. The reason why these
curves are not ideally symmetric with respect to the center of the figure is that the interlayer distances
are influenced by vacancy even if it is not placed directly in these planes. The plane in GB-Ni119+VaL2

structure, which contains the vacancy (blue line with squares in Figure 8a), reveals untypical behavior.
The Ni atom placed in the 2nd layer on the opposite side of the GB than vacancy (the mirror image of
the vacancy) moves towards the GB in comparison with the plane without the vacancy and hence the
value of interlayer distance GB/2 is very low. This shift is compensated by the increase of the interlayer
distances 2/3 and 3/4 in the left part of Figure 8a. The missing points on the right-hand side of the curve
correspond to the vacancy. The presence of the vacancy also causes the scatter of interlayer distances
on the other curves at the edges of the figure and, as there are no impurities, the curves overlap in
the middle.

The planes in GB-Ni117Al2(s)+VaL2 structure which do not contain the vacancy (green with
diamonds, describing behavior in two planes z = 0.25 and 0.75 and red line with circles) in
Figure 8b reveal the same trends as described for the structure GB-Ni119+VaL2. The plane in the
GB-Ni117Al2(s)+VaL2 structure which contains the vacancy and impurity (blue line with squares in
Figure 8b) reveals untypical behavior. The Ni atom placed in the 2nd layer on the opposite side of the
GB than the vacancy (the mirror image of the vacancy) moves towards the GB by 0.72 Å in comparison
with the plane without vacancy. This shift is compensated by the increase of the interlayer distances
2/3 and 3/4 in the most left part of the Figure 8b. The missing points on the right-hand side of the curve
correspond to the vacancy.
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The case of the GB-Ni117Si2(s)+VaL2 structure is similar to GB-Ni117Al2(s)+VaL2, i.e. the planes
without a vacancy (blue line with squares, green with diamonds and red with circles in Figure 8c)
reveal the typical shape of the curves. The plane which contains the vacancy (violet line with triangles
in Figure 8c) reveals the increase of the interlayer distances 2/3 and 3/4 in the most left part of the
Figure 8c which is caused by the attraction of the Ni atom in the 2nd layer on the opposite side of GB
(the mirror image of the vacancy) towards the vacancy. From this reason, the most left violet point
possesses the lowest value of interlayer distance. The influence of the vacancy on the structure is much
higher in this structure than in the structure containing aluminum which is demonstrated by a higher
scatter of the points on the left-hand part of curves describing the planes with the vacancy.

In case of the GB-Ni117Si2(i)+VaL3 structure, the situation is even more complicated, in particular
in the case of the plane with an impurity and a vacancy (red line with circles in Figure 8d). On the
right-hand side of this line, there are two points missing which correspond to the vacancy and there
are two points × added which denote the distances of the Si atom from the GB and the 2nd layer. From
their position, it is obvious that the Si atom moved away from the GB towards the 2nd layer. The green
curve with diamonds and violet one with triangles in Figure 8d reveal typical trends with a maximum
of the distance between the GB and layer 2 (GB/2) and a minimum of the distance between the layer 2
and 3 (2/3).

3.4.2. Energetics

The energy of formation of the structures with impurity, vacancy and GB with respect to the
standard element reference states is evaluated using Equation (8):

E f (GB−NimAlnSio + Va) = EGB−NimAlnSio+Va −
(
mE1 f ccNi + nE1 f ccAl + oE1diamSi

)
. (8)

Here, EGB−NimAlnSio+Va is the total energy of the structure with m Ni atoms, n Al atoms or o Si
atoms, GB and one vacancy. The terms E1 f ccNi, E1 f ccAl and E1diamSi correspond to the total energy of
one atom in its standard element reference state. The obtained results are summarized in Table 7.

Table 7. Energy of formation of structures GB-Ni119+Va, GB-Ni117Al2(s)+Va, GB-Ni117Si2(s)+Va
and GB-Ni119Si2(i)+Va with three defects (GB, impurity, vacancy) for a vacancy in various layers.
The quantity E f (GB−NimAlnSio + Va) is defined with respect to the standard element reference states.
The values written in bold correspond to the lowest energy configuration.

Structure GB-Ni119+Va GB-Ni117Al2
(s)+Va GB-Ni117Si2

(s)+Va GB-Ni119Si2
(i)+Va

Layer with
Va

Ef(GB−NimAlnSio + Va) (eV.cell−1)

GB 10.33 6.94 7.52 6.50
2 9.34 5.97 6.27 5.98
3 10.05 6.64 7.24 5.64

4 10.07 6.70 7.18 6.36
5 10.05 6.68 7.31 6.39

According to the data in Table 7, we can see that the energy of formation of the structure with a
vacancy and a GB with respect to the standard element reference states is the lowest for structures where
the vacancy is situated in the second layer for GB-Ni119+Va, GB-Ni117Al2(s)+Va, and GB-Ni117Si2(s)+Va
and in the third layer for GB-Ni119Si2(i)+Va. The position of the vacancy has the effect on the energy of
formation up to 20%. Because of the positive values of E f (GB−NimAlnSio + Va), all structures must be
considered as unstable at 0 K. Nevertheless, we can expect their existence at higher temperatures when
also the simultaneous existence of more configurations of one structure having vacancies in various
positions is probable as the energy differences between them are very small. In such a case, we expect
the Si(i) to be more stable than Si(s). The lowest-energy configurations for structure GB-Ni117Al2(s)+Va,
GB-Ni117Si2(s)+Va and GB-Ni119Si2(i)+Va were used for the calculation of following quantities.

128



Nanomaterials 2020, 10, 691

The key quantity for the vacancy formation energy is the difference of total energy for the defective
(EGB+Va) and perfect (EGB) systems both in relaxed state [67]. Structural relaxation can reduce the
vacancy formation energy by more than 30%. It is therefore important to include structural relaxation
when calculating vacancy formation energies from first principles. Vacancies, created at the surface or
at defects, exist at a certain concentration in all materials, depending exponentially on the formation
energy of the vacancy and the temperature [68].

The stability of vacancy may be characterized by the vacancy formation energy which can be
calculated according to the following Equation (9):

E f (Va) =
(
EGB+X+Va + E1 f ccNi

)
− EGB+X. (9)

Here, EGB+X+Va and EGB+X is the total energy of fcc Ni with GB, impurity X and Va and of fcc Ni
with GB and impurity X. The value of Ef(Va) provides the information whether there is a tendency
towards the vacancy formation. The data obtained using Equation (9) are listed in Table 6.

In all configurations of studied structures, the energy of vacancy formation is positive, which
means that the vacancies destabilize the structure. In a case of GB-Ni119+Va structure, the lowest-energy
configuration is that one with the vacancy situated in the 2nd layer (see Table 7). In this structure, the
vacancy reveals the lowest positive energy of formation 0.5791 eV.Va−1, i.e. is less unstable than in
the other structures with the same composition. For this structure, we can also observe the largest
decrease in the volume −9.7127 Å3.Va−1. The vacancy in the 2nd layer exhibits also the lowest energy
for the GB-Ni117Al2(s)+Va and GB-Ni117Si2(s)+Va structures where the energy of vacancy formation
is 0.6169 eV.Va−1 and 0.2466 eV.Va−1, respectively. The formation volume is −3.3396 Å3.Va−1 and
−5.7481 Å3.Va−1. In the case of the last structure GB-Ni119Si2(i)+Va, the lowest-energy configuration is
that one with a vacancy situated in the 3rd layer. Here, the vacancy formation energy is 0.5746 eV.Va−1

and volume decrease is −14.3407 Å3.Va−1.
From the comparison of energies of vacancy formation in GB-Ni119+Va, GB-Ni117Al2(s)+Va,

GB-Ni117Si2(s)+Va and GB-Ni119Si2(i)+Va configurations, it is obvious that the vacancy formation
energy is the lowest for the structure GB-Ni117Si2(s)+VaL2 (0.2466 eV.Va−1). However, we have to take
into account that the vacancy formation is energetically unfavorable process in all mentioned cases
because the Ef(Va) values are always positive. It can be said that the largest decrease in volume per
atom always corresponds to the lowest-energy configuration. From all four configurations, the largest
decrease was observed for the structure GB-Ni119Si2(i)+VaL3 (14.3407 Å3.Va−1).

We have not found any literature data about the energetics of the Va formation at GBs in fcc Ni.
The energies of vacancy formation at the Σ3(111) GB in vanadium were calculated in Reference [69].
Here, the formation energy of a vacancy at the GB is 2.51 eV, in the second layer 0.18 eV, in the third
layer 1.65 eV and 2.54 eV in the fourth layer. It is in a good agreement with experimental data of
1.8–2.6 eV [70]. This trend in formation energy of vacancy with respect to its position is similar to the
trend in vacancy formation energy for Σ5(210) GB in fcc Ni found in this work.

We can also evaluate further energy-related quantities, which are described in the following text
and defined using Equations (10)–(15). The first such quantity is the binding energy of a vacancy to
couple of lattice defects GB+X (the tendency of vacancy to move from the bulk to the GB with impurity)
which is evaluated as:

Eb(Va; GB + X) = (EGB+X+Va + Ebulk) − (Ebulk+Va + EGB+X). (10)

Here, Ebulk+Va is the total energy of bulk fcc Ni with a vacancy. Based on the value of Eb(Va; GB + X),
we can predict whether the couple of defects GB+X facilitates the formation of vacancies in comparison
with the bulk material. When we simplify the Equation (10) to the form:

Eb(Va; GB) = (EGB+Va + Ebulk) − (Ebulk+Va + EGB), (11)
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we get the binding energy of the vacancy to the clean GB, which is -0.831 eV for the most stable
configuration GB-Ni119+VaL2.

We can also evaluate the binding energy of impurity to couple of lattice defects GB+Va (the
tendency of impurity to move from the bulk to the GB with vacancy) as:

Eb(X; GB + Va) = (EGB+X+Va + Ebulk) −
(
Ebulk+X + EGB+Va +

EGB+X

2
− EGB

2

)
. (12)

Further, we can also study how two defects interact in the presence of the third one. In our
research, we can find three such situations. The first one is the vacancy-impurity interaction at the
Σ5(210) GB described with the help of the vacancy-impurity binding energy at GB. This quantity tells
us how the GB simplifies or complicates the formation of X+Va couple from the separated X and Va
both being at the GB. Here, the vacancies as well as impurities at the GB are used as a reference state.
The vacancy-impurity binding energy is described for both the substitutional or interstitial impurity
as follows:

Eb(GB + X; GB + Va) = (EGB+X+Va + EGB) − (EGB+X + EGB+Va). (13)

Here, EGB+Va is the total energy of bulk fcc Ni with GB and vacancy and the term EGB is used to
keep the balance in number of GBs and Ni atoms employed.

The vacancy-GB binding energy at the presence of impurity can be calculated using Equation (14):

Eb(X + Va; X + GB) = (EGB+X+Va + Ebulk+X) − (Ebulk+X+Va + EGB+X). (14)

This energy provides the information how does the impurity simplify or complicate the formation
of GB+Va couple from the separated GB and Va, in other words how simple the transfer of Va to GB in
the presence of X in both places is.

The final (third) possibility of the above-mentioned interactions of two defects in the presence
of the third one is characterised by the X-GB binding energy at presence of Va, which is defined by
Equation (15):

Eb(Va + X; Va + GB) = (EGB+X+Va + Ebulk+Va) − (Ebulk+X+Va + EGB+Va). (15)

This equation describes how does the Va simplify or complicate the formation of GB+X couple
from the separated GB and X (i.e. the transfer of X to GB) in the presence of Va in both places. The data
obtained by means of Equations (10) and (12)–(15) are summarized in Table 8.

Table 8. The energetic characteristics of interaction of three defects: the binding energy of a vacancy
to the couple of GB+X (Eb(Va;GB+X)), the binding energy of an impurity to the couple of GB+Va
(Eb(X;GB+Va)), the vacancy-impurity binding energy at the GB for substitutional or interstitial impurity
(Eb(GB+X(s/i);GB+Va)), the vacancy-GB binding energy in the presence of substitutional or interstitial
impurity (Eb(X(s/i)+Va;X(s/i)+GB)), the X-GB binding energy in the presence of Va (Eb(Va+X(s/i);Va+GB))
for GB-Ni117Al2(s)+VaL2, GB-Ni117Si2(s)+VaL2 and GB-Ni119Si2(i)+VaL3 structures.

Structure
Eb(Va;GB+X) Eb(X;GB+Va) Eb(GB+X;GB+Va) Eb(X+Va;X+GB) Eb(Va+X;Va+GB)

(eV) (eV) (eV.X−1Va−1) (eV.Va−1GB−1) (eV.X−1GB−1)

GB-Ni117Al2(s)+VaL2 −0.81 −0.10 0.04 −0.75 −0.04
GB-Ni117Si2(s)+VaL2 −1.18 −0.11 −0.33 −1.05 0.02
GB-Ni119Si2(i)+VaL3 −0.85 −8.98 0.00 −0.84 −3.52

According to this table, it can be said that the binding energy of vacancy to couple of
GB+X (Eb(Va;GB+X)) is negative for all structures GB-Ni117Al2(s)+VaL2, GB-Ni117Si2(s)+VaL2 and
GB-Ni119Si2(i)+VaL2. This means that the vacancy tends to stay together with the impurity and GB.
The highest released binding energy corresponds to the structure GB-Ni117Si2(s)+VaL2 (−1.18 eV) and
the lowest released energy is found for the structure GB-Ni117Al2(s)+VaL2 (−0.85 eV).
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Considering the second column of Table 8, the binding energy of impurity to couple of lattice
defects GB+Va (Eb(X;GB+Va)), we can observe negative values for all structures GB-Ni117Al2(s)+VaL2,
GB-Ni117Si2(s)+VaL2 and GB-Ni119Si2(i)+VaL2. The maximum released energy is found for structure
GB-Ni119Si2(i)+VaL3 (−8.98 eV). It means that the tendency of interstitial Si to move from the bulk to
the GB with a vacancy is very strong. The minimum released value (−0.10 eV) corresponds to the
structure GB-Ni117Al2(s)+VaL2.

When considering the values of vacancy-impurity binding energy at the GB (Eb(GB+X;GB+Va))
summarized in the 4th column of Table 8, it can be concluded that the GB-Ni117Si2(s)+VaL2 exhibits
the highest released energy (−0.33 eV) which means that these two defects tend to stay together.
The structure GB-Ni119Si2(i)+VaL3 exhibits positive value of this quantity (0.04 eV). Hence, the impurity
and the vacancy binding are not preferred in this structure. In case of the GB-Ni119Si2(i)+VaL3

, there
is neither tendency for binding nor splitting of vacancy and impurity at the GB as the binding
energy is zero. Comparing the binding energy Eb(X;Va) of Ni58Al(s)+Va and Ni58Si(s)+Va mentioned
in Table 2 (being for the most stable structures -0.0451 and −0.1110 eV.X−1Va−1, respectively) with
Eb(GB+X(s/i);GB+Va) in GB-Ni117Al2(s)+VaL2 and GB-Ni117Si2(s)+VaL2 provided in Table 8 (being 0.04
and −0.33 eV.X−1Va−1), we can say that the vacancy and impurity are coupled stronger in case of
substitutional Si than in structure with substitutional Al. However, no particular tendency was
observed for the binding between a vacancy and an impurity when comparing the structures with and
without GB. In case of the Al impurity, the GB causes the weakening of the binding energy (positive
value 0.04 eV.X−1Va−1) which results even in the preference of splitting of these two defects. In case of
the substitutional Si, the tendency is reverse, i.e. the GB causes the enhancing of the binding energy.

The values of the vacancy-GB binding energy in the presence of X (Eb(X+Va;X+GB)) in the fifth
column in Table 8 show how the impurity simplifies or complicates the formation of GB+Va couple
from the separated GB and Va. In all studied cases, the coupling of Va and GB is favorable as this
binding energy is negative. The highest released energy (−1.05 eV.Va−1GB−1) corresponds to the
structure GB-Ni117Si2(s)+VaL2. On the other hand, the lowest binding energy (−0.75 eV.Va−1GB−1) was
found for the structure GB-Ni117Al2(s)+VaL2.

When considering the X-GB binding energy in the presence of Va (Eb(Va+X;Va+GB)), (the sixth
column in Table 8), we can observe that X can be transferred to GB most easily in the structure
GB-Ni119Si2(i)+VaL3 because of the negative binding energy (−3.52 eV.X−1GB−1). On the other hand,
the maximum value was obtained for structure GB-Ni117Si2(s)+VaL2 (0.02 eV.X−1GB−1).

It is not necessary to analyze the separate defects only. Their couples can be studied too. The energy
of formation of couple defect (X+Va) at the GB from the cell with GB, X in SER state and pure vacancy
is, for a substitutional impurity, calculated as follows:

E f (X + Va) =
(
EGB−NimX(s)n+Va + (n + 1)E1 f ccNi

)
−
(
EGB−Nim+n+1 + E1SERX + E1Va

)
, (16)

and for an interstitial impurity as:

E f (X + Va) =
(
EGB−NimX(i)n+Va + E1 f ccNi

)
−
(
EGB−Nim+1 + E1SERX + E1Va

)
. (17)

In the last two Equations (16) and (17), the energy of a vacancy without atoms is considered to be
E1Va = 0 eV.Va−1. The reason for including this quantity in these equations is purely educational
to keep them consistent and complete with respect to the theory. The values of E f (X + Va) can be
interpreted as energies needed/released when the impurity X and Va enter the GB in fcc Ni to form a
X+Va couple and the calculated values are listed in the second column of Table 9.
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Table 9. The formation energy of the vacancy-impurity couple defect at GB (Ef(X+Va)), the binding
energy of the triple defect with respect to the total energy of three single defects (GB, X, Va)
(Eb(X;GB;Va)) and the binding energy of triple defect with respect to the total energy of three couple
defects (GB+X, X+Va, Va+GB) (Eb(X;GB;Va)*) for GB-Ni117Al2(s)+VaL2, GB-Ni117Si2(s)+VaL2 and
GB-Ni119Si2(i)+VaL3 structure.

Structure
Ef(X+Va) Eb(X;GB;Va) Eb(X;GB;Va)*

(eV.X−1Va−1) (eV.X−1Va−1GB−1) (eV.X−1Va−1GB−1)

GB-Ni117Al2(s)+VaL2 −1.08 −0.92 0.08
GB-Ni117Si2(s)+VaL2 −1.12 −0.92 −0.22
GB-Ni119Si2(i)+VaL3 −1.27 −4.35 0.31

In this column, we can observe that all formation energies Ef(X+Va) at the GB acquire quite
high negative values. It means that the integration of X+Va couple into the structure with GB is
energetically favorable in all three structures. The couple X+Va can incorporate most easily into the
structure GB-Ni119Si2(i)+VaL3. It is because of the negative formation energy of X+Va which equals to
−1.27 eV.X−1Va−1. This tendency is lower by 15% for the structure GB-Ni117Al2(s)+VaL2 and by 12% for
GB-Ni117Si2(s)+VaL2.

The binding energy of triple defect (GB;X;Va) with respect to the total energy of three single
defects (GB, X and Va) (Eb(X;GB;Va)) was calculated according to the following equation:

Eb(GB; X; Va) = (EGB+X+Va + Ebulk) − (EGB + Ebulk+X + Ebulk+Va). (18)

The results are summarized in Table 9. Because of the negative values of Eb(GB; X; Va), it was
concluded, that these three defects (GB, impurity, vacancy) prefer to bind in one structure. The maximum
value of Eb(GB; X; Va) (−4.35 eV.X−1Va−1GB−1) corresponds to the structure GB-Ni119Si2(i)+VaL3,
the binding energies of GB-Ni117Al2(s)+VaL2 and GB-Ni117Si2(s)+VaL2 are rather lower (both
−0.92 eV.X−1Va−1GB−1).

Similarly, the binding energy of triple defect (GB;X;Va) with respect to the total energy of couple
defects (GB+X, GB+Va and X+Va) (Eb(X;GB;Va)*) was calculated according to Equation (19):

Eb(GB; X; Va)∗ = (EGB+X+Va + Ebulk) − (EGB+X + EGB+Va + Ebulk+X+Va). (19)

The results are listed in Table 9. According to the values obtained from Equation (19), the
triple defects can be considered as unstable with respect to the couple defects in the structure
GB-Ni119Si2(i)+VaL3 structure because of their positive binding energy (0.31 eV.X−1Va−1GB−1). On the
other hand, the stable triple defect can be found in the structure GB-Ni117Al2(s)+VaL2 where the binding
energy reveals negative value.

In principle, the theoretical total energy of studied structures (Etheo
GB+X(s/i)+Va

) can be calculated
from separated contributions: total energy of bulk Ni and X, total energies of formation of particular
defects and total energies of binary and ternary interactions of these defects. For the most complicated
structure containing all three defects GB, X and Va, this procedure is described by Equation (20):

Etheo
GB+X(s/i)+Va

= En f ccNi + 1E1SERX + E f
GB + E f

X + E f
Va + Eb

GB;X + Eb
GB;Va + Eb

X;Va + Eb
GB;X;Va. (20)

The data calculated according to this equation are summarized in Table 10.
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Table 10. Theoretical total energies of studied structures Etheo
GB+X(s/i)+Va

and the difference
between the total energies calculated ab initio and theoretical total energies (calculated from
the particular contributions) Edi f f for Ni59Al(s), Ni59Si(s), Ni120Si(iO), Ni59+Va, Ni58Al(s)+Va,
Ni58Si(s)+Va, Ni59Si(iO)+Va, GB-Ni120, GB-Ni118Al2(s), GB-Ni118Si2(s), GB-Ni120Si2(i), GB-Ni119+VaL2,
GB-Ni117Al2(s)+VaL2, GB-Ni117Si2(s)+VaL2 and GB-Ni119Si2(i)+VaL3 structures. In case of the structures
with GB, the energies Etheo

GB+X(s/i)+Va
are related to one GB and X. From this reason, these energies are

comparable with those of structures without GB.

Structure
Etheo

GB+X(s/i)+Va
Ediff

Structure
Etheo

GB+X(s/i)+Va
Ediff

(eV.cell−1) (eV.cell−1) (eV.cell*−1) (eV.cell*−1) (kJ.mol of atoms−1)

— — — GB-Ni120 −323.654 0.000 0.000

Ni59Al(s) −327.888 0.000 GB-Ni118Al2(s) −323.596 −0.037 −0.060

Ni59Si(s) −329.598 0.000 GB-Ni118Si2(s) −324.935 −0.043 −0.070

Ni120Si(iO) −659.820 0.000 GB-Ni120Si2(i) −330.900 −0.025 −0.039

Ni59+Va −321.155 0.000 GB-Ni119+VaL2 −317.601 −0.007 −0.011

Ni58Al(s)+Va −321.054 0.000 GB-Ni117Al2(s)+VaL2 −317.536 −0.014 −0.022

Ni58Si(s)+Va −322.830 0.000 GB-Ni117Si2(s)+VaL2 −319.258 −0.006 −0.010

Ni59Si(iO)+Va −325.222 0.000 GB-Ni119Si2(i)+VaL3 −324.873 −0.011 −0.017

* denotes the cell consisting of one GB, one impurity and one vacancy.

Furthermore, the theoretical energies Etheo
GB+X(s/i)+Va

can be compared with the total energies of
particular structures as follows:

Edi f f = Ecalc
GB+X(s/i)+Va

− Etheo
GB+X(s/i)+Va

. (21)

The results of this comparison are again exhibited in Table 10. In case that all contributions in
Etheo

GB+X(s/i)+Va
are calculated properly and no further contribution should be considered, Edi f f should

be zero. In a case of structures with single defect (GB or X or Va) and in a case of structure with two
defects (X and Va) the value of Etheo and Ecalc do not differ. In case of structures with all possible
combination of defects, the values of Edi f f are smaller than zero. The lowest value of Edi f f corresponds
to the structure with a GB and substitutional impurity. It means that the fully ab initio calculated values
of Ecalc

GB+X(s/i)+Va
are more negative than the theoretical ones, Etheo

GB+X(s/i)+Va
. This can be caused by the

fact that the contributions of particular defects and their combinations were calculated from structures
at equilibrium volumes which differ from equilibrium volumes of the final structures. The other
explanation for this difference could be that there are possible stabilizing interactions in the directly ab
initio calculated values in comparison to the theoretical energy obtained from separated contributions.

To make our research on segregation complete, the further three possible types of segregation
should be analyzed taking into the account the presence of Va at the GB or in the bulk or in both of
these places. Hence, the segregation energy of impurity from the bulk to the GB with Va was evaluated
using the following Equation (22):

Eseg
VaGB(X) = (EGB+X+Va − EGB+Va) − (Ebulk+X − Ebulk) = EXat(GB+Va) − EXinbulk, (22)

the segregation energy of impurity from the bulk with Va to the GB was calculated according to the
Equation (23):

Eseg
Vabulk(X) =

(EGB+X − EGB)

2
− (Ebulk+X+Va − Ebulk+Va) = EXatGB − EXin(bulk+Va), (23)
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and, finally, the segregation energy of impurity in the structure with the vacancy both in the bulk and
at the GB (impurity-GB binding energy at presence of vacancy) was expressed by Equation (24):

Eseg
Vabulk;VaGB(X) = (EGB+X+Va − EGB+Va) − (Ebulk+X+Va − Ebulk+Va)

= EXat(GB+Va) − EXin(bulk+Va).
(24)

In these equations, EGB+X+Va and EGB+Va are the energies of the GB+Va structure with and
without impurity atom (both containing the same number of Ni atoms) and Ebulk+X+Va and Ebulk+Va are
the total energies of the bulk material containing Va with and without impurity (again, both containing
the same number of Ni atoms). The energy difference for bulk Ni material has to be subtracted here
to eliminate the energetics of adding an impurity to the bulk material. EXatGB+Va and EXinbulk+Va are
the total energies of the impurity at the GB and in the bulk material, both also containing Va. In the
last term of these three equations, the position of impurity in bulk material was always considered as
substitutional, because this type of position of impurity is more stable than the interstitial one. After a
deeper examination of this issue in Equation (24), it was found that the Eseg

Vabulk;VaGB(X) quantity is, in
case of the substitutional impurity, consistent with the X-GB binding energy at presence of Va, which is
described by Equation (15). However, in case of the interstitial impurity, the results differ. The reason
for this difference is that we used the bulk material with interstitial Si as the reference state in case of
Equation (15) and in case of the Equation (24), the bulk material with the more stable substitutional Si
was used.

The results obtained using Equations (7) and (22)–(24) are summarized in Table 11.

Table 11. Segregation energies of impurity segregating (a) from the bulk to GB (Eseg(X), Equation (7));
(b) from the bulk to GB with Va (Eseg

VaGB (X), Equation (22)); (c) from the bulk with Va to GB (Eseg
Vabulk (X),

Equation (23)) and (d) from the bulk with Va to GB with Va (Eseg
Vabulk;VaGB (X), Equation (24)) for

GB-Ni117Al2(s)+VaL2, GB-Ni117Si2(s)+VaL2 and GB-Ni119Si2(i)+VaL3 structure.

Structure
Eseg(X) Eseg

VaGB (X) Eseg
Vabulk (X) Eseg

Vabulk;VaGB (X)

(eV.X−1) (eV.X−1) (eV.X−1) (eV.X−1)

GB-Ni117Al2(s)+VaL2 −0.125 −0.104 −0.080 −0.042
GB-Ni117Si2(s)+VaL2 0.241 −0.108 0.352 0.019
GB-Ni119Si2(i)+VaL3 −3.518 −0.260 −0.128 −0.132

According to the values of segregation energies listed in Table 11, we can conclude that the
segregation energies are always the most negative for the structures with interstitial impurity.
The segregation energies Eseg

Vabulk(X) and Eseg
Vabulk;VaGB(X) (the fourth and the fifth column of Table 11)

are almost the same (close to −0.13 eV.X−1). These values are much lower than the values listed in
the second and third column. This is caused by the presence of the Va in the bulk material which
suppress the segregation. The aluminum at the substitutional position also prefers to segregate at the
GB because of its negative segregation energy. However, this tendency is lower in comparison with
Si(i). The silicon at substitutional position usually prefers to stay in the bulk because of its positive
segregation energy except for the case where Va is placed at the GB. In this case Va provides the
additional space for the impurity and the segregation energy becomes negative (−0.108 eV.X−1).

It can be concluded that the vacancy makes the segregation less desirable in the case of Al(s) and
Si(i) except of the case of Eseg

VaGB

(
Si(s)
)
, where the vacancy supports the segregation. In the remaining

cases, the Si(s) prefers to stay in the bulk.
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3.4.3. Magnetism

From a comparison of the distribution of magnetic moments in the structure containing a GB
and an impurity with the structure containing a GB, an impurity and a vacancy, it is obvious that the
vacancy causes the diversification of magnetic moments of Ni atoms. This means that the difference
between the magnetic moment per atom of the structure with and without vacancy (Δμat) is non-zero
and it acquires both positive and negative values. The scatter in values of magnetic moments of the
Ni atom is up to ±0.06 μB. When the vacancy moves from its position at the GB to another layer
the region of scatter of magnetic moments moves in the same direction. This effect was observed in
structures with all kinds of impurities. Some examples of the distribution of magnetic moments in
the structures GB-Ni119+VaL2, GB-Ni117Al2(s)+VaL2, GB-Ni117Si2(s)+VaL2 and GB-Ni119Si2(i)+VaL3 are
shown in Figure 9.

From Figure 9 it is obvious that the distance between the two adjacent GBs is large enough to
achieve a bulk-like behavior of magnetic moments between them, i.e. the magnetic moment of fcc bulk
Ni of 0.632 μB calculated in this work. Comparing Figure 9a with Figure 9b–d, it can be concluded
that the structure without impurities GB-Ni119+VaL2 (Figure 9a) exhibits a much lower scatter in
magnetic moments which occurs only in the nearest vicinity of the vacancy, i.e. at the edges of the
figure. On the other hand, the structures with impurities (Figure 9b–d) show a much larger scatter
of magnetic moments in the vicinity of impurity. The above-mentioned comparison also shows that
the GB and Va cause the increase of magnetic moments, which is demonstrated by the position of all
curves in Figure 9a above the value of magnetic moment of fcc bulk Ni of 0.632 μB calculated in this
work. On the contrary, the other structures (Figure 9b–d) contain also atoms with magnetic moments
lower than that calculated for fcc Ni. In case of the GB-Ni119+VaL2 structure (Figure 9a), atoms located
at clean GB in different planes but in the same layer have the same magnetic moment (overlapping
curves in the middle of figure) which is much higher than that calculated for fcc Ni. The maximum of
magnetic moment of 0.72 μB was reached for atoms in the layer 2. Similar behavior was not observed
for structures with impurities which cause the decrease and a large scatter of magnetic moments even
at the clean GB.

In case of the structure GB-Ni117Al2(s)+VaL2, the GB with a vacancy enables the Ni atoms to
migrate towards the free space of the vacancy and hence to decrease their distance from Al atoms.
This change of position causes only a minor decrease of magnetic moments (hundredths of μB) and
their mild scattering. The differences in magnetic moments between the two planes with impurity are
not very large, as it can be seen from Figure 9b—blue line with squares and red with circles. In case of
the planes with z = 0.25 and 0.75 (Figure 9b—green line with diamonds), the magnetic moments are
even identical. The symmetry of curves with respect to the center of the figure proves that the magnetic
moments do not depend dominantly on the position of the vacancy (layer denoted by *) which would
cause the asymmetry close to this layer. By other analyses, it was found that the dominating effect is
the distance from the impurity, which is different for different atoms in the same layer. This causes the
differences of the shape of curves in both the marginal and central part of the figures. In the central part
of the figures labelled as GB(Ni,Ni), this effect is visible because of the shift of some lines representing
the results of planes with impurities in the middle of the supercell (see the label of Figures 4 and 9).
Then the atoms situated in some plane at the GB without impurity GB(Ni,Ni) can be very close to the
impurity that is placed in some plane of GB(Ni,X) and can be influenced by them. In case of the planes
without the impurity, the value of the magnetic moment at the GB exactly correlates with the distance
from the impurity, i.e. the higher distance the higher magnetic moment.
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(d)

Figure 9. Magnetic moments of Ni atoms in supercells with a GB, an impurity and a vacancy:
(a) GB-Ni119+VaL2, (b) GB-Ni117Al2(s)+VaL2, (c) GB-Ni117Si2(s)+VaL2, (d) GB-Ni119Si2(i)+VaL3.
The superscripts L2 and L3 denote the position of the vacancy in the second and third layer, respectively.
* denotes the layer with the vacancy. The full points mark the magnetic moments of impurities.
The dashed line shows the magnetic moment of fcc bulk Ni of 0.632 μB calculated in this work. For a
better demonstration of results in Figures (b–d), the plane with impurity atom is always presented
so that the impurity is on the edges of the figures. This was achieved by the shift of 1

2 of the lattice
parameter b of lines representing the results of some planes with impurities (the middle plane of
GB-Ni118Al2(s) and GB-Ni118Si2(s) or the second plane of GB-Ni120Si2(i)) and one without impurity (the
middle plane of GB-Ni120Si2(i)).

The behavior of magnetic moments in GB-Ni117Si2(s)+VaL2 is similar to that in GB-Ni117Al2(s)+VaL2.
The Ni atoms in the vicinity of the vacancy change their magnetic moments in dependence on the
distance from the impurity. The differences between the two planes with impurities (Figure 9c—blue
curve with squares and red with circles) are not very large. They reveal the same trends. The same
behavior is observed for planes without impurity (Figure 9c—green curve with diamonds and violet
with triangles). The couples of planes even reveal similar trends in the vicinity of the vacancy (the
right part of the figure denoted by *). The only case when they differ is the opposite part of the GB
with respect to the position of the vacancy (the left-hand side of the figure), where the Ni atoms in the
plane of the vacancy migrate towards the vacancy and at the same time towards the impurity, which
causes the decrease of the magnetic moment on the violet curve with triangles in the 2nd layer and
bigger scatter in magnetic moments of other atoms as their positions are also slightly influenced.

Comparing the effects of substitutional impurities (Figure 9b,c), it can be concluded that Si causes
a larger decrease of magnetic moments of the neighboring Ni atoms than Al. This corresponds to
the larger structural changes in the configuration with substitutional Si which is obvious from the
left-hand part of the Figure 8b,c.

In case of the structure GB-Ni119Si2(i)+VaL3 (Figure 9d), we can find again two couples of curves
with similar variations corresponding to planes with (the red curve with circles and blue with squares)
and without (the green curve with diamonds and violet with triangles) the impurity. The atomic
positions in this structure have also changed significantly due to the relaxation. As the silicon atom
in the vicinity of the vacancy left its position at the grain boundary, the layout of magnetic moments
became asymmetric with respect to the GB. Nevertheless, the distance of the Ni atoms from the
impurity plays the dominant role also here. At the GB without a vacancy, the magnetic moment of
Ni atoms increases from 0.35 to 0.45 μB with the increasing distance of Ni atom from the Si impurity
from 2.18 to 2.46 Å. For atoms in the distance of 2.93 Å and further, the magnetic moments reach the
values of 0.61 μB and higher converging to the bulk value. At the GB with the vacancy, the magnetic
moments reveal the same trend as at the GB without vacancy. They change from 0.41 to 0.58 μB for the
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distances from 2.26 to 2.80 Å. The Ni atoms placed further from Si reach the magnetic moments of
0.61 μB and higher. The Ni atoms located simultaneously at the GB and in the vicinity of the Si atom
possess low magnetic moments despite of the fact that they are placed in the region with a larger free
volume causing in general an increase of the magnetic moment. This demonstrates the dominating
effect of the impurity on the magnetic moments. This effect could also be proved by the fact that the
Ni atoms placed at different GBs (with and without Va) but having the same distance from impurity
exhibit also similar magnetic moments. For example, the magnetic moments of 0.41 and 0.52 μB are
reached at the distances of 2.26 and 2.52 Å from Si atom in the layer with a vacancy. For comparison, at
the GB without a vacancy, the magnetic moments of 0.41 and 0.45 μB are reached at the distances of
2.28 and 2.46 Å from the Si atom. Magnetic moments of interstitial Si atoms are identical within the
computational error. The asymmetrical behavior of the blue line with squares in the center of Figure 9d
is caused by the presence of the shifted impurity in the neighboring plane. This impurity gets to the
vicinity of the Ni atom in the 2nd plane on the right-hand side of central part of the blue line with
squares in this figure, which causes the decrease of the magnetic moment of Ni.

The curves in Figure 9d reveal a larger scatter at the GB with vacancy as its free space enables the
movement of atoms and, consequently, the change of the distances between Ni atoms and interstitial Si.

It can be concluded that in case of all structures, the distance between the Ni atom and an impurity
has the dominating effect on the magnetic moments of Ni. The effect of the vacancy is due to the
mediated migration of atoms.

Furthermore, Figure 9b–d also provide the information about the magnetic moments of the
impurities which are −0.017, −0.013 and −0.019 μB for Al(s), Si(s) and Si(i), respectively. These values are
comparable with those found in previously studied materials/configurations in this work. The magnetic
moments of impurities in the structure with a GB and without a vacancy are −0.016, −0.011 and
−0.021 μB for Al(s), Si(s) and Si(i). In the bulk material with a vacancy, the magnetic moment of Al(s),
Si(s) and Si(i) amounts to −0.019, −0.016 and −0.014 μB, respectively, and for the bulk without a vacancy,
it is −0.018, −0.014 and −0.021 μB, respectively. Except for the bulk structure with a vacancy, silicon
at the interstitial position has always the lowest magnetic moment and silicon at the substitutional
position has always the highest magnetic moment.

In the experimental study [71], a GB configuration close to the twist (001) GB was examined.
Those authors found magnetic moment enhancement up to about 100%. On the other hand, our values
of the enhancement of magnetic moment are rather small. They amount, in maximum, to about 9%
(with respect to the bulk). On the other hand, the magnetic moment of Ni atom situated at the Σ5(210)
GB was experimentally determined using a transmission electron microscopy/electron energy loss
spectroscopy method [72] to be 0.63 μB. This is essentially the same as the magnetic moment of bulk
Ni atom (0.632 μB) calculated in this work. Some lattice defects at the GBs, for example vacancies
studied here, might slightly enhance this phenomenon although we still were not able to reach the
enhancement reported in [71]. However, other theoretical studies [2,49,57,73,74] also demonstrate
that the enhancement of magnetic moments at various GBs in Ni is rather small, if not negative [75]
(unfortunately, GBs with other defects than segregated impurities have been studied only rarely up to
now). Thus, it is not excluded that such a large enhancement reported in [71] may be a spurious effect.
Another questionable issue is the fact that the enhancement of magnetic moment found in [71] extends
up to a nearly 100 Å distance from the GB plane whereas most theoretical calculations locate it in the
region of about several Å. Thus, further experimental as well as theoretical studies are desirable to
shed light on these problems.

There are also some issues connected with non-zero temperature. As the atomistic
simulations [76,77] demonstrate, with increasing temperature vacancies become unstable; they
delocalize and may lead to instability. Consequently, effective disappearance of the free volume
connected with vacancies at temperatures of about 600 K at most may occur. Of course, GBs act as
vacancy sinks and the effect described above is in full accordance with this fact.
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As it is mentioned in [78] the optimized model of a tensile test on clean GB in fcc Ni predicted a
structural transformation from the Σ5(210) GB to a Σ11(311) GB. In addition, the ab initio simulations
of hydrostatic and uniaxial tensile tests on fcc crystals of Ni predicted instabilities of an elastic nature
in Ni crystal [79]. Further, in [80] the effect of applied stress on vacancy segregation near the Σ5(210)
GB in Ni has been reported with the help of a methodology similar to that in the present paper.
Here, we have analyzed more vacancy positions – not only those at the GB plane. The authors of the
study [80] suggested that vacancies can be absorbed by the GB under a compressive stress with just an
opposite effect for a tensile stress applied perpendicular to the GB. Those predictions, however, are
not in agreement with known thermodynamic models. In addition to that, the effect of temperature
(vibrations) on the behavior of vacancies was not included. This, of course, could influence the results
of those calculations.

4. Conclusions

A detailed and systematic first-principles study of substitutional Al(s) and both substitutional Si(s)

and interstitial Si(i) impurities in the ferromagnetic fcc bulk nickel and at the Σ5(210) GB is presented,
including various concentrations and positions of impurities not previously studied. This research was
complemented by cases where vacancies have also occurred. In all instances, the structural, energetic
and magnetic aspects were investigated.

In the bulk material, the addition of impurities caused an increase of the volume per atom in
comparison with elemental Ni. The most significant increase was observed in the structures with the
tetrahedral (iT) or octahedral (iO) interstitial Si atom. These configurations nevertheless possess a
positive energy of formation related to standard states of pure elements, which makes them unstable.
Larger structures with interstitial impurities are more stable than the smaller ones. The structure
Ni120Si(iO) reveals a higher stability than Ni120Si(iT) which reflects the fact that the octahedral site is
larger than the tetrahedral one. Introducing the substitutional Al or Si into the material led to structure
stabilization. The impurities reduce the magnetic moments of their neighboring Ni atoms and they
themselves obtain a small negative induced magnetic moment.

Adding vacancies to the bulk material caused a decrease of the cell volume but an increase of the
volume per atom in comparison with the bulk structures without a vacancy. The addition of a vacancy
always induced an increase of the total energy of the system or the vacancy disappearance during the
recombination with the interstitial Si(i) atom. In case of Ni59Al(s)+Va and Ni59Si(s)+Va structures, the
minimum-energy configurations are those with the vacancy and impurity being the nearest neighbors.
In structures with interstitial silicon, the vacancy is stable only if it is far enough from the silicon atom.
The preference of the structures with substitutional impurities is sustained even in the presence of the
Va. The presence of a vacancy causes an increase of magnetic moments of neighboring Ni atoms by
0.02–0.04 μB. However, this effect is not as strong as the “impurity-caused-decreasing” effect.

The structures containing a GB and an impurity reveal a scattering in the interlayer distances.
The largest distance is found between the GB and the second layer and the lowest one occurs between
the second and the third layer. For the next interlayer distances, the difference from calculated
data [2,49] was not so large and from the sixth layer on, the interlayer distances closely oscillated
around the calculated bulk value. The excess free volume gains the values in the range between 0.11 and
0.34 Å3.Å-2. In all studied cases, the GBs are unstable with respect to the bulk material in the sequence
of GB-Ni120Si2(i) < GB-Ni60 = GB-Ni120 < GB-Ni118Al2(s) < GB-Ni118Si2(s). The segregation energy of
substitutional Al(s) atom and interstitial Si(i) atom is negative which means that both impurities tend
to be placed in the neighborhood of GB rather than to stay in the bulk material. The substitutional
Si(s) atom prefers to be located in the bulk material. However, this arrangement is less stable than the
structure with interstitial Si(i). For the structures where the impurity is located at grain boundaries, the
“magnetic-moment-decreasing” effect of impurity is suppressing the “magnetic-moment-increasing”
effect of the grain boundary. The largest decrease in magnetic moment near to the impurity can be
observed in the GB-Ni120Si2(i) structure.
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In case of the structures with vacancies and GBs, the introduction of a vacancy causes changes
in positions of atoms, which tend to occupy the free space provided by a vacancy. However, the
vacancies in these structures are preserved. For GB-Ni119+Va, GB-Ni117Al2(s)+Va and GB-Ni117Si2(s)+Va
(GB-Ni119Si2(i)+Va), the configuration with vacancy in layer 2 (layer 3) reveals the highest decrease of
the volume and the lowest but positive both energy of vacancy formation and the energy of formation
with respect to the standard element reference states. This means that the largest decrease in volume
corresponds to the most easily but still unfavorably formed vacancy and to the most stable arrangement
of structure with vacancy in a given position. However, as all configurations of structures possess the
positive values of the energy of formation they must be considered as unstable at 0 K. Nevertheless,
these structures can be stabilized at higher temperatures. In such a case, we expect the Si(i) to be more
stable than Si(s). One of the contributions to this instability is the vacancy formation energy, which
ranges from 0.25 to 0.62 eV.Va−1.

Analyzing the binding energies between the defects, it was found that the binding energy Eb(X;Va)
(where X stands for segregated Al or Si) reaches the negative values, which can be interpreted as the
tendency to the binding between vacancy and impurity. The Eb(GB;Va) is −0.849 eV for the most stable
configuration GB-Ni119+VaL2. The binding energies between one defect and the remaining couple of
defects, Eb(Va;GB+X) and Eb(X;GB+Va), were analyzed too. It was found that the vacancy tends to stay
together with the impurity and GB. The highest released binding energy Eb(Va;GB+X) corresponds
to the structure GB-Ni117Si2(s)+VaL2 (−1.18 eV) and the other values are also reasonable (more than
−0.8 eV). Additionally, the impurities prefer to stay in the neighborhood of the couple GB+Va which is
related to the negative binding energy Eb(X;GB+Va). In particular, the tendency of interstitial Si to
move from the bulk to a GB with a vacancy is very strong (−8.98 eV). The effects of how two defects
interact in the presence of the third one were also investigated. In all studied cases, the interaction is
associated with negative (the defects tend to stay together) or negligible energy effects (their interaction
neither preferred nor rejected). Considering the binding energies of the triple defect from single defects
Eb(X;GB;Va) or couple of defects Eb(X;GB;Va)*, it was again concluded that the defects tend to stay
together except for the case of combining the couple of defects in structure GB-Ni119Si2(i)+VaL3.

The theoretical total energy Etheo
GB+X(s/i)+Va

of studied structures calculated from separated

contributions was also evaluated. The lowest value (−330.900 and −324.873 eV.cell−1) corresponds to
the GB-Ni120Si2(i) and GB-Ni119Si2(i)+VaL3 structure. The difference between the directly calculated
and the theoretical energy value Edi f f was negative for all studied structures with GB and impurity.
It indicates that for these structures the directly calculated energy could contain some stabilizing
interactions in comparison to the theoretical energy obtained from separated contributions. However,
this can be also caused by the fact that the contributions of particular defects and their combinations
were calculated from structures at equilibrium volumes which differ from equilibrium volumes of the
final structures.

The presence of a vacancy at GB induced changes in the behavior of impurities with respect to
segregation—all studied impurities prefer to segregate. When the vacancy is present in both structures
(at the GB and in the bulk material) or in the bulk material, the segregation becomes less advantageous
and in case of the Si(s) even unfavorable. The strongest tendency to segregation is observed in structures
with substitutional impurities and without vacancies.

The GBs and vacancies cause an increase of magnetic moments, nevertheless the impurities,
having induced magnetic moments of the opposite direction than Ni atoms, exhibit the dominating
decreasing effect on the magnetism of Ni atoms.

Let us note that the segregation energy itself (calculated at 0 K) cannot completely describe
the solute segregation but very well characterizes the tendency of the solute to segregate at a
grain boundary [1]. Nevertheless, as it follows from Langmuir–McLean segregation isotherm, the
segregation energy is an important controlling parameter of the temperature dependence of grain
boundary segregation and this constitutes the main point of our paper. The problem of entropy is
substantial as it modifies the solute concentration at the boundary [81]. Despite the crucial importance
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of entropy, any information about the segregation energy—as a part of the total driving force for
segregation—is also valuable for experimentalists.

Supplementary Materials: The following are available online at http://www.mdpi.com/2079-4991/10/4/691/s1.
Table S1: Data depicted in Figure 4: the equilibrium interlayer distances D for structures GB-Ni60, GB-Ni118Al2(s),
GB-Ni118Si2(s) and GB-Ni120Si2(i) obtained from the automatic relaxation. Here, the interlayer distance of type 2/3
stands for the distance between the 2nd and 3rd layer under the assumption that the 1st layer is the layer of GB.
Further, Ni,Ni and X,Ni stand for the clean plane and the plane with impurity X = Al, Si, respectively.
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Abstract: Using first-principles methods, we investigate the effect of Al on the generalized stacking
fault energy of face-centered cubic (fcc) CrMnFeCoNi high-entropy alloy as a function of temperature.
Upon Al addition or temperature increase, the intrinsic and extrinsic stacking fault energies increase,
whereas the unstable stacking fault and unstable twinning fault energies decrease monotonously. The
thermodynamic expression for the intrinsic stacking fault energy in combination with the theoretical
Gibbs energy difference between the hexagonal close packed (hcp) and fcc lattices allows one to
determine the so-called hcp-fcc interfacial energy. The results show that the interfacial energy is small
and only weakly dependent on temperature and Al content. Two parameters are adopted to measure
the nano-twinning ability of the present high-entropy alloys (HEAs). Both measures indicate that
the twinability decreases with increasing temperature or Al content. The present study provides
systematic theoretical plasticity parameters for modeling and designing high entropy alloys with
specific mechanical properties.

Keywords: high-entropy alloys; generalized stacking fault energy; first-principles; interfacial energy

1. Introduction

High-entropy alloys (HEAs) have attracted significant attention in recent years [1–7]. Excellent
combination of strength-ductility properties is one of the great advantages of the face-cubic centered
(fcc) HEAs [1,2], which is usually attributed to the deformation twins [1,8].

In conventional alloys, it is often a challenge to improve the strength and ductility at the same
time. Usually higher strength is achieved by sacrificing ductility and vice versa. On the other hand,
the deformation twinning mechanism can be used to overcome the strength-ductility trade-off. The
deformation twins are created by the dislocation gliding in the slip systems under external stress.
The newly created twin boundaries hinder the dislocation motion, resulting in an increased work
hardening rate (“dynamic Hall-Petch effect”). At the same time, twinning maintains the elongation of
alloys during work hardening by delaying the onset of plastic instability by necking [9].

The generalized stacking fault energy (GSFE) plays an important role in understanding the
deformation mechanism of fcc alloys [10–12]. There are four important parameters of GSFE
corresponding to the first four extrema on the energy versus slip vector curve: the unstable stacking
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fault energy (γusf), the intrinsic stacking fault energy (γisf), the unstable twin fault energy (γutf), and
the extrinsic stacking fault energy (γesf). γisf is the most widely used parameter to predict the twinning
ability, twinning stress [10], and phase stability [13]. Classical theories generally predict that the critical
twinning stress (τcrit) is proportional to the intrinsic stacking fault energy γisf [10], i.e., τcrit·b112 ∼ γis f ,
where b112 is the Burgers vector of partial dislocation. A lower γisf suggests that deformation twins are
easier to form, and the twinning stress is relatively low. For example, the twinning easily happens in
Cu but not in Al, which is attributed to the lower γisf of Cu (45 mJ/m2) than that of Al (122 mJ/m2) [14].
The measured γisf of many medium-entropy alloys (MEAs) and HEAs are as low as (or even lower
than) those obtained for the twinning-induced plasticity (TWIP) steels [10], which is consistent with the
large amount of nano-twins observed in these systems. γisf of CrMnFeCoNi HEA is 25–35 mJ/m2 [9]
and 22–31 mJ/m2 [15] measured at room temperature by different works. The deformation twins are
easily found at cryogenic temperature in CrMnFeCoNi HEA [1], indicating that γisf decreases with
lowering temperature. γisf of MEAs and HEAs were studied by theoretical methods as well. Both
CrCoNi and CrMnFeCoNi have negative theoretical γisf [16–18], which is ascribed to the metastable
character of these alloys [19].

2. Methodology

The ab initio calculations were performed using the exact muffin-tin orbitals (EMTO) method [20].
The Perdew–Burke–Ernzerhof (PBE) [21] exchange-correlation functional was adopted to perform
the self-consistent and total energy calculations. The chemical and magnetic disorders were
treated within the coherent-potential approximation (CPA) [22]. The paramagnetic (PM) state of
Aly(CrMnFeCoNi)100−y was modeled within the disordered local magnetic moment approach [23].
The EMTO-CPA method successfully described the lattice constants [24] and the elastic moduli [5] of
Al-doped CrMnFeCoNi HEAs in our previous works.

According to the Mahajan–Chin model [25], the nucleation and propagation of deformation twins
in fcc systems by shearing successive {111} planes along the <112> direction [26], as shown in Figure 1.
The GSFE was calculated by adopting a 9-layers supercells with and without one fault per unit cell [26].
Due to the periodic boundary condition used, the number of atomic layers needs to be large enough
to prevent the influence of the interaction between the two adjacent stacking faults. The 9-layers
supercell is proved to be accurate enough for the GSFEs [18]. This approach has been successfully
applied in pure metals, binary alloys, and HEAs in previous studies [27,28]. The GSFE was calculated
as γGSFE = (Ffault − F0)/A, where Ffault and F0 are the free energies of supercell with and without the
fault, respectively, and A is the area. The free energy is approximated as F = E − TSmag, where E
is the total energy and T is the temperature. Within the mean-field approximation, the magnetic
entropy is Smag = kB

∑6
i=1 ci ln(1 + μi), where kB is the Boltzmann constant, ci is the concentration,

and μi the local magnetic moment of the ith alloying element, respectively. The total energy E at each
temperature and Al concentration was calculated at the corresponding lattice constant. We started
from the experimental lattice constants of fcc Aly(CrMnFeCoNi)100−y (y = 0, 2, 4, 6, 8) alloys at room
temperature [29]. Then we used the coefficient of thermal expansion [30] of fcc CrMnFeCoNi alloy
to evaluate the lattice constants of Aly(CrMnFeCoNi)100−y alloys as a function of temperature, i.e.,
we assumed that Al addition has a negligible influence on the thermal expansion coefficient. This
assumption is supported by the fact that the Debye temperature of Al-doped fcc CrMnFeCoNi varies
little with the amount of Al [5]. Namely, the Debye temperature changes from 525 to 490 K [5] as the
Al concentration increases from 0% to 8%. According to the quasi-harmonic Debye model [31], the
corresponding change in the thermal expansion coefficient is less than 10% at 300 K, which leads to
less than 0.05% uncertainty in the room-temperature lattice parameters.
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Figure 1. Schematic of planar fault path on {111} planes. Perfect face-cubic centered (fcc) bulk forms an
intrinsic stacking fault by shearing one bp along <112> direction. Extrinsic stacking fault (twin) formed
by shearing one bp along <112> direction in the adjacent layer of intrinsic stacking fault.

3. Results and Discussion

In Figure 2, we present the GSFE of paramagnetic fcc CrMnFeCoNi at room temperature. For γusf,
γisf, γutf, and γesf our predictions give 285, −6, 281, and 3 mJ/m2, respectively. We observe that γisf is
negative, and γesf is also very small. On the other hand, the energy barriers γusf and γutf are relatively
large as compared to the energy barriers obtained for pure metals with low γisf [27], such as Cu, Au, and
Ag. We find that the present results of GSFE satisfy with a good accuracy the universal scaling law [32],
i.e., γus f � γut f − 1

2γis f . It is interesting that although γisf is negative, the universal scaling law remains
valid, which suggests that our results are reasonable. Similar negative γisf was reported in previous
works. For instance, Huang et al. [18] used a similar approach as the one adopted here and obtained
−7 mJ/m2 for γisf of PM fcc CrMnFeCoNi at room temperature. On the other hand, the present γisf at
300 K is smaller than the former EMTO result (21 mJ/m2) reported by Huang et al. [28]. The relatively
large deviation between the two sets of data should be ascribed to the fact that Huang et al. [28]
employed the local density appropriation (LDA) instead of the PBE functional adopted here and used
an experimental lattice parameter of 3.6 Å compared to 3.59 Å [29] considered here. Furthermore, here
we neglect the positive strain contribution to γisf, which was considered by Huang et al. [28].

ux|1/6<112>|  
Figure 2. Theoretical generalized stacking fault energy (γ, in mJ/m2) of paramagnetic (PM)
fcc CrMnFeCoNi alloy calculated at room temperature. The theoretical (exact muffin-tin
orbitals-coherent-potential approximation (EMTO-CPA), Vienna ab initio simulation package-special
quasi-random structure (VASP-SQS)) [18,33,34] and experimental (Expt.) [9,15] γisf are plotted
for comparison.

147



Nanomaterials 2020, 10, 59

At 0 K and for the ferromagnetic (collinear) state, calculations based on the Vienna ab initio
simulation package (VASP) combined with the special quasi-random structure (SQS) approach for the
intrinsic stacking fault energy of CrMnFeCoNi gave average values of −54 [33] and −31 mJ/m2 [34]
with scatter of about ±35 and ±100 mJ/m2, respectively. The deviations between the present result and
the above VASP values [33,34] can be attributed to the different magnetic states and different alloy
theories adopted in those calculations.

In Figure 3, we present the calculated GSFE for the PM fcc Aly(CrMnFeCoNi)100−y (y = 0, 2, 4,
6, 8) alloys as a function of temperature and composition. In the considered temperature and Al
concentration range, both γisf and γesf increase monotonously with increasing temperature and Al
content. At the same time, γusf and γutf decrease with increasing temperature and Al addition. It is
found that temperature has a large effect on the GSFE. The values of γisf and γesf for the Al-free alloy are
negative when the temperature is below 400 and 200 K, respectively, as shown in Figure 3. We notice
that the present temperature dependence of γisf follows closely the one predicted by Huang et al. [28]
in spite of the methodological differences discussed above.

Figure 3. Theoretical generalized stacking fault energy (γ, in mJ/m2) of PM fcc Aly(CrMnFeCoNi)100−y

(y = 0, 2, 4, 6, 8) alloys as a function of temperature and composition. (a) The intrinsic stacking fault
energy (γisf, in mJ/m2); (b) The extrinsic stacking fault energy (γesf, in mJ/m2); (c) The unstable stacking
fault energy (γusf, in mJ/m2); (d) The unstable twinning fault energy (γutf, in mJ/m2).

For elemental metals and homogeneous solid solutions, the intrinsic stacking fault energy can be
approximated by the energy difference between the hexagonal close packed (hcp) and fcc lattices, viz.

γis f =
2(Fhcp−F f cc)

A + 2σ [13,35], where Fhcp and Ffcc are the free energies per atom for the hcp and fcc
phase, respectively. The last term is the interfacial contribution describing the transition zone between
the fcc matrix and the hcp embryo. The interfacial energy σ was estimated to be of the order of 7
mJ/m2 [36] for the present Al-free CrMnFeCoNi HEA. In Figure 4a, we compared γisf and the stacking

fault energy γ0 obtained merely from the structural energy difference, viz. γ0 =
2(Fhcp−F f cc)

A . We find γ0

is very close to γisf for all Al concentrations and temperature. Thus, the free energy difference between
hcp and fcc can reflect the value of γisf. The small difference between γisf and γ0 is equal to the double
of the interfacial energy σ. In Figure 4b, we also plotted the interfacial energy σ = (γis f − γ0)/2 as a
function of temperature. We find that σ slightly decreases with increasing temperature and Al content,
but it remains in the range of 4–7 mJ/m2. Thus, at least for the present alloy family, the composition
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and temperature dependence of σ is rather weak and could safely be omitted. Similar observation
was made by Dong et al. using calculations based on floating spin and longitudinal spin fluctuations
schemes [37].

 

Figure 4. (a) Comparison between γis f and γ0 (in mJ/m2) of PM fcc Aly(CrMnFeCoNi)100−y (y = 0,
2, 4, 6, 8) alloys. Symbols correspond to temperatures between 0 and 600 K (from left to right) with
increments of 100 K. (b) The interfacial energy σ (in mJ/m2) is plotted as a function of temperature
and composition.

Previous theoretical study on the PM CrMnFeCoNi system [38] found that the hcp structure is
more stable than the fcc structure below 370 K, which means that the negative values of γisf and γesf

shown in Figure 3 are reasonable. Similar to our findings, first-principles calculations [19] discovered
that the negative γisf in fcc CrCoNi and CrFeCoNi alloys originate from the thermodynamic stability
of the hcp phase at low temperatures. Recently, Zhang et al. [39] confirmed that the hcp phase is more
stable thermodynamically than the fcc one at relatively lower temperatures, agreeing well with the
theoretical results [38].

Despite the fact that low γisf generally improves the twinning ability of alloys, the combined effects
of all energy parameters determining the GSFE should be considered when studying the twinning
affinity. That is because the intrinsic energy parameters in Figure 3 exhibit complex temperature
and alloying trends. To describe the twinning ability in the AlyCrMnFeCoNi system, we adopt two
twinning ability parameters. The parameter Ttw proposed by Asaro et al. [40] is defined as

Ttw =
√(

3γus f − 2γis f
)
/γut f (1)

when Ttw > 1 a twin is more favorable than the dislocation slip and vice versa. We plot Ttw as a
function of temperature and Al content in Figure 5a. We find that all alloys considered here have good
twinning ability within the entire temperature range. All Ttw decrease with increasing temperature
and Al content, suggesting that the Al addition and increasing temperature decrease the ability of
twinning. However, the twinning parameter remains far above 1, meaning that the present alloys
remain prone to twinning even when the Al level comes close to the solubility limit within the fcc phase
and temperature increases up to 600 K. A second twinning parameter was introduced by Jo et al. [41] as

rd = γis f /
(
γus f − γis f

)
(2)

In terms of this parameter, one can distinguish four regimes corresponding to different deformation
mechanisms. Namely, for rd < −0.5 we have stacking fault only, for −0.5 < rd < 0 both stacking fault
and full slip can be realized, for 0 < rd < 2 full slip is combined with twinning, and for rd > 2 we have
full slip only. Within the range of 0 < rd < 2, rd = 0 corresponds to the maximum twinning ability.
As shown in Figure 5b, all rd values are much lower than 2, indicating a strong twinning ability. We
find that rd increases with increasing Al content and temperature, meaning that the twinning ability
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decreases, which is fully consistent with the prediction from Ttw. There is one exceptional case that the
negative rd in Al-free CrMnFeCoNi HEA below 400 K predict that only stacking fault and full slip
will happen. However, plenty of deformation twins are found in the CrMnFeCoNi HEA [1,42]. The
current twinning parameter cannot explain this phenomenon. Further theory is needed to resolve this
question. Byun formula would suggest that the critical stress for twinning also increases and thus it is
unclear whether twinning can indeed be realized at elevated temperatures. That depends crucially
on the alloy preparation, micro-structure, and strain rate. Describing these effects is a very complex
problem and calls for further advanced models built among others on the presently disclosed intrinsic
energy parameters.

T t
w r d

Figure 5. The effect of Al on the twinning ability of PM fcc Aly(CrMnFeCoNi)100−y (y = 0, 2, 4, 6, 8)
alloys as a function of temperature and composition. Shown are (a) Ttw and (b) rd as a function of
temperature and composition.

4. Conclusions

Using first-principles alloy theory formulated within the EMTO method, we have calculated the
GSFE of paramagnetic fcc Aly(CrMnFeCoNi)100−y (y = 0, 2, 4, 6, 8) alloys as a function of temperature.
The present theoretical results show that the GSFE can be tuned by adding Al or changing the
temperature. In particular, the intrinsic and extrinsic stacking fault energies increase, whereas the
unstable stacking and twinning fault energies decrease with increasing temperature and Al doping.
The thermodynamic phase stability can reflect γisf accurately due to the fact that γ0 is very close to
γisf. The interfacial energy σ slightly decreases with increasing temperature and Al content, but the
change within the present composition-temperature interval always remains below ~30% compared
to its mean value. Furthermore, from two parameters for twinning ability, it is predicted that Al
addition and temperature increase cause a small decrease of the ability of twinning, but the alloys still
remain prone to twinning even at the largest temperature and the highest Al-level considered here.
The present theoretical data is expected to serve as input for modeling and design of new HEAs with
desired mechanical properties.
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Abstract: Cesium lead halide perovskite nanocrystals (NCs) have attracted enormous interest in
light-emitting diode, photodetector and low-threshold lasing application in terms of their unique
optical and electrical performance. However, little attention has been paid to other structures
associated with CsPbBr3, such as CsPb2Br5. Herein, we realize a facile method to prepare dual-phase
NCs with improved stability against polar solvents by replacing conventional oleylamine with
cetyltrimethyl ammonium bromide (CTAB) in the reprecipitation process. The growth of NCs can
be regulated with different ratios of toluene and ethanol depending on solvent polarity, which not
only obtains NCs with different sizes and morphologies, but also controls phase transition between
orthorhombic CsPbBr3 and tetragonal CsPb2Br5. The photoluminescence (PL) and defect density
calculated exhibit considerable solvent polarity dependence, which is ascribed to solvent polarity
affecting the ability of CTAB to passivate surface defects and improve stoichiometry in the system.
This new synthetic method of perovskite material will be helpful for further studies in the field of
lighting and detectors.

Keywords: CsPbBr3; CsPb2Br5; solvent polarity; CTAB; phase transition

1. Introduction

Cesium lead halide perovskite (CsPbX3 X = Cl, Br, I) nanocrystals (NCs) have attracted enormous
attention, having emerged as promising materials in the field of displays, lighting, lasing and
photodetection [1,2]. A large number of studies on the thin-film, micro-structure and single crystals of
these materials have been devoted to technological explorations for diverse applications [3,4], based
on their outstanding optoelectronic performance, including ultrahigh photoluminescence quantum
yield, narrow-band emission, flexible wavelength, high charge carrier mobilities and facile synthetic
process [5,6]. In addition, other phases of cesium lead halide perovskite derivatives such as hexagonal
Cs4PbBr6 and tetragonal CsPb2Br5 are observed in the form of quantum dots and so on [7,8], which
possess structure-dependent physical properties and greatly expands the potential applications in
sensing, catalysis, electro-chemistry and optoelectronics [9,10].

Recently, some reports indicated that CsPb2Br5 played an important role in improving the emission
lifetime and stability of CsPbBr3 and enhancing solar cell efficiency [11]. Even so, studies on controllable
syntheses of CsPb2Br5 and the mechanism of photoluminescence are still not abundant, especially in
the area of theoretical simulation that cannot match the experimental results [12]. Some studies insisted
on the pure CsPb2Br5 microplates with a bandgap of 2.44 eV exhibited lasing emission under both one-
and two-photon excitation [13]. Jiang’s group indicated that the strong green emission is originated
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from coexisting phase CsPbBr3 rather than CsPb2Br5 and concluded that CsPb2Br5 is an indirect
bandgap semiconductor with a bandgap of 3.1 eV and has high nonradiative Auger recombination,
indicating that no luminescence will be generated from the CsPb2Br5 [12]. Some investigations have
reported that the emissive CsPb2Br5 is associated to the sub-bandgap defects such as Br vacancy or
Pb and Cs vacancies [14–16], while other researchers have proposed that the lead bromide complex
in CsPb2Br5 is the reason for the luminescence [17,18]. Therefore, the research of the luminescence
mechanism on CsPb2Br5 cannot be neglected.

Cesium lead halide perovskite NCs can rapidly nucleate and grow during synthesis, which is
assigned to its low formation energy and fast crystallization rate [19]. What’s more, the crystalline
phases are extremely sensitive to the ratios of the elements in the precursors, the post-processing and
the film-formation [20]. Therefore, several strategies have been developed to control the composition,
morphology and size of NCs in this rapid reaction by changing the experimental parameters. Jiang
et al. found a phase transition from orthorhombic CsPbBr3 to tetragonal CsPb2Br5 and a shape
evolution from octagonal to square by controlling the reaction time [12]. Deng et al. prepared uniform
CsPb2Br5 nanowires and nanosheets with superior stability and high yield by mediating the ligands
at room temperature [21]. Sun et al. synthesized dual-phase CsPbBr3-CsPb2Br5 composites at lower
temperature and employed them as an emitting layer in LEDs, which exhibits a distinct improvement
of about 21- and 18-fold in CE and EQE compared with reported CsPbBr3 LEDs [11]. However, little
work has been devoted to the investigation of solvent polarity. The major role of the solvent is affecting
the charge transfer rates between NCs and the surface bonding structure [22]. This is the first report
where a systematic study that the morphology, phase structure and PL of NCs have a regular change
under variable polar conditions. Such a study would trigger a deeper consideration of solvent effects
and provide a new direction for improving optoelectronic device performance.

In this work, we demonstrate a new approach to synthesize NCs with cetyltrimethyl ammonium
bromide (CTAB) instead of oleylamine under variable polar conditions. The role of CTAB in the system is
discussed and NCs synthesized with it show enhanced stability against ethanol. Subsequently, we have
revealed the phase structure of NCs transit from orthorhombic CsPbBr3 to tetragonal CsPb2Br5 with the
solvent polarity increase and solvent polarity dependence of PL and defect density. Furthermore, the
possible mechanism for NCs by combining ligand CTAB with mixed-solvent polarity is investigated.
This would provide new guidance to modify the reprecipitation method.

2. Materials and Methods

2.1. Materials

PbBr2 (Macklin, 99.0%, Shanghai, China), CsBr (Macklin, 99.5%), PbI2 (Macklin, 98.0%), CsI
(Macklin, 99.9%), PbCl2 (Macklin, 99.5%), CsCl (Macklin, AR), cetyltrimethyl ammonium bromide
(CTAB, Macklin, 99.0%), oleic acid (OA, Aladdin, AR, Shanghai, China), oleylamine (OAm, Aladdin,
AR), dimethylformamide, (DMF, Aladdin, 99.8%), ethanol and toluene were purchased from Guangzhou
Chemical Reagent Co. Ltd (Guangzhou, China) and were used directly without further purification.

2.2. Methods

2.2.1. Synthesis of CsPbBr3/CsPb2Br5 NCs

In the typical synthesis of CsPbBr3/CsPb2Br5 QDs, PbBr2 (0.2 mmol) and CsBr (0.2 mmol) were
dissolved in DMF (5 mL) at room temperature, OA (0.3 mL) and CTAB (0.05 g) were added to the
constantly vigorous stirred DMF solution for 1h. Finally, 1 mL of mixed precursor solution was mixed
in a new beaker with toluene (20 mL) under vigorous stirring for 20 min. The as-synthesized QDs
were dispersed in toluene for further characterization.
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2.2.2. Synthesis of CsPbBr3/CsPb2Br5 NCs with Ethanol

Similar as the above CsPbBr3/CsPb2Br5 NCs approach, 1 mL of mixed precursor solution was
injected into a new beaker with a mixture (20 mL) of ethanol (E) and toluene (T) (E:T = 0.2, 0.3, 0.4, 0.5,
0.6, 0.7) under vigorous stirring for 20 min.

2.2.3. Synthesis of CsPbX3/CsPb2X5 NCs

Similar as the above CsPbBr3/CsPb2Br5 NCs approach, CsPb(Cl/Br)3/CsPb2(Cl/Br)5 NCs were
prepared by PbCl2 (0.07 mmol), CsCl (0.07 mmol), PbBr2 (0.10 mmol), CsBr (0.10 mmol), OA (0.30 mL)
and CTAB (0.02 g); CsPb(Br/I)3/CsPb2(Br/I)5 NCs were prepared by PbBr2 (0.10 mmol), CsBr (0.10 mmol),
PbI2 (0.10 mmol), CsI (0.10 mmol), OA (0.30 mL) and CTAB (0.02 g).

2.2.4. Synthesis of CsPbBr3/CsPb2Br5 NCs with OAm

Similar as the above CsPbBr3/CsPb2Br5 NCs approach, the CTAB were replaced with OAm
(0.5 mL). 1 mL of mixed precursor solution was mixed in a new beaker with a mixture (20 mL) of
ethanol (E) and toluene (T) (E:T = 0, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7) under vigorous stirring for 20 min.

2.3. Characterization

Photoluminescence (PL) spectra were acquired on a fluorescence spectrophotometer (F-7000,
Hitachi, Tokyo, Japan). Ultraviolet and visible absorption (UV-vis) spectra were measured with a
UV-3600 plus spectrophotometer (Shimadzu, Kyoto, Japan). The absolute PLQYs were obtained on
a integration sphere (mod. 2100, Otsuka Electronics, Tokyo, Japan). Fluorescence lifetimes were
gained using a FM-4P time-corrected single-photon-counting (TCSPC) system (Horiba, Kyoto, Japan)
at an excitation wavelength of 325 nm. FTIR spectra were measured on a Nicolet instrument (iS5,
Madison, WI, United States) in the region of 3200–900 cm−1. X-ray diffractometry (XRD) patterns
were collected with a D8 Advanced X-ray diffractometer (Bruker, Karlsruhe, Germany) using Cu Kα

radiation (wavelength 1.55406 Å). Transmission electron microscopy (TEM) was performed on a JEM
electron microscope (2100F, Tokyo, Japan) operating at 200 kV and energy dispersive spectra (EDS)
were obtained with EDAX Genesis XM2 spectrometry. X-ray photoelectron spectroscopy (XPS) were
recorded with an Escalab 250Xi X-ray photoelectron spectrometer (Thermo Fisher, Waltham, MA,
United States) in the 3900–750 eV region.

3. Results

It is well known that surface ligands have a major impact on the shape, size and composition
of NCs, and the size and morphology can be correlated with the performance of NCs in optics and
electricity due to changes in band structure [23]. CTAB is one of the most common surfactants in
the synthesis of gold nanorods, which is attributed to its electrostatic interaction with NCs [24,25].
Moreover, it’s generally accepted that the negative exciton trapping effect of Br vacancies (VBr)
generated before nucleation cannot compensate for missing Br ions due to the fast nucleation rate,
leading to a large amount of VBr and some researchers have suggested the reduced VBr density by
passivation would lead to a higher QY [26,27]. The CTAB-modified NCs exhibit enhanced stability
against polar solvents due to avoiding the ligand loss and low stability caused by the interligand
proton transfer between oleylamine (OLA) and oleic acid (OA) [28]. Therefore, we explore a new
synthetic method to trigger a deeper consideration of the nucleation and growth mechanism of NCs.

Furthermore, the effect of the solvent environment on the dispersibility, stability and photoelectric
properties of the NCs has been widely investigated [29]. The strategy for the synthesis of
CsPbBr3/CsPb2Br5 NCs are carried out by tuning solvent polarity, that is to change the faction
of ethanol and toluene in the system. The main reason why ethanol was chosen as a solvent polarity
regulator is that CTAB has a higher solubility in ethanol, leading to the concentration of Br only slightly
changing [30]. The crystallized phases with different morphology are obtained by mixing a precursor
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in good solvent (N,N-dimethylformamide, DMF) into a poor mixture under ambient conditions at
room temperature. The details for synthesis can be found in the Methods section and Table S1.

Figure 1 shows the transmission electron microscopy (TEM) images and high-resolution TEM
(HRTEM) images of the representative samples a and d, which were synthesized with a poor mixture at
VE: VT = 0 and 0.4, respectively. It is observed that the NCs of 8–22 nm are uniform and monodispersed
in sample a (Figure 1a,b), while Figure 1c,d show spherical nanoparticles (NPs) of 3–4 nm uniformly
embedded in NCs with a similar size distribution (Figure S2b) and the yellow circles indicate the
position of the embedded NPs. With an increase of the solvent polarity, a significant difference in
shape is presented in Figure S3, from which we can see that the NCs around 13.5 nm are sharply
reduced to be spherical quantum dots of 1-4 nm after adding ethanol (Figure 1b). The size of the
NCs grows dramatically to about 24.3 nm (Figure S3d) and then reduce slightly to about 14.7 nm
(Figure S2a). Subsequently, the embedded NPs vanish and the dispersion of NCs becomes worse after
slight adjustment of the ratio between E and T (Figure S3g). The length of NCs continues to increase
and reaches a maximum of approximately 120 nm (Figure S3j). Finally, agglomerated NCs of about
30 nm in size are obtained when VE:VT = 0.7. (Figure S3m). This reveals that the solvent polarity has
an important role in the final morphology of products [31] and implies changes in the structural phase.
It is worth noting that the overall size of NCs shows a gradual increase during the process and the
dispersion becomes worse as the solvent polarity increases, which could be related to the decrease of
ligand efficiency caused by excessive ethanol [32].

Figure 1. (a) Typical TEM overview image of sample a; (b) HRTEM image of selected lager sample a;
(c) Typical TEM overview image of sample d; (d) HRTEM image of selected lager sample d.

The HRTEM images reveal the CsPb2Br5 structure with the lattice fringe spacing of 0.3 nm and
0.42 nm as shown in Figure S1a. Furthermore, the selected area electron diffraction (SAED) patterns of
sample a, where the lattice fringe spacings of 0.59 nm, 0.24 nm and 0.21 nm correspond to the (2,2,2),
(1,3,2) and (4,0,0) crystal planes of CsPbBr3 and the lattice fringe spacing of 0.43 nm and 0.30 nm are
associated with the (2,0,0) and (2,2,0) crystal planes of CsPb2Br5, respectively. These results suggest
that CsPbBr3 and CsPb2Br5 phases coexist in these regions. What is more, the NPs (Figure S2a) with
the lattice fringe spacing of 0.228 nm assigned to CsPbBr3 and the NCs corresponds to CsPb2Br5. It is
confirmed that the CsPbBr3 NPs are uniformly embedded in the CsPb2Br5 NCs.

In order to investigate the effect of solvent on the composition of NCs, XRD measurements for
the above seven samples were performed as shown in Figure 2, where the diffraction patterns from
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NCs are matched well with the main diffraction peaks at 15.21, 21.64, 30.70◦ corresponding to (110),
(200), (220) plane of the orthorhombic CsPbBr3 (JCPDS No. 01-072-7929) in the yellow area and 11.67,
23.39, 35.44, 37.90, 47.86◦ corresponding to (002), (210), (312), (313) and (420) plane of the tetragonal
CsPb2Br5 (JCPDS No. 00-025-0211) in the blue area, respectively. It is easy to see that the peaks in the
blue region, especially at 15.21◦ and 30.70◦, are gradually weakened until VE:VT = 0.6 and then almost
disappear. However, the sharp and intense peaks in 11.67◦ are obviously enhanced when VE:VT > 0.2.
Furthermore, the percentage of CsPbBr3 and CsPb2Br5 in a mixture can be roughly estimated by the
ratio of their strongest XRD peaks. It’s obvious that the percentage of CsPbBr3 decreased from about
66% to 7% corresponding to samples a-g, while the content of CsPb2Br5 increased from around 34% to
nearly pure phase. The above observations demonstrate that the solvent polarity controls the molar
ratio of CsPbBr3/CsPb2Br5 in the composite NCs and ethanol has a positive effect on phase transition.

Figure 2. (a) X-ray diffraction (XRD) patterns of sample a-g; (b) Schematic representation of
mixed-solvent polarity assisted the transition of orthorhombic CsPbBr3 to tetragonal CsPb2Br5.

The absorption spectra (Figure 3a) were measured to gain more insight into the degree of electronic
disorder in the crystals, which is attributed to the fact that the absorption edge is known as the Urbach
tail. The Urbach energy (EU) reflects the cumulative effect of impurities, defects and electron-phonon
interactions on NCs, which could be obtained by fitting the Urbach tails in the logarithmic absorption
spectra according to the Urbach’s rule [33]:

α(E)= α0 exp
[
(E− E0)

EU

]
(1)
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Figure 3. (a) Logarithmic absorption coefficient of sample a-g as a function of photon energy;
(b) Relationship between VE/VT and Urbach energy; (c) Emission spectra of samples a-g excited by
365 nm; (d) Relationship between VE/VT and Central wavelength, PL intensity and FWHM; (e) PL
decay for samples a and d with a 325 nm pulse laser; (f) The fitted average lifetime of samples a and d.

We obtain EU = kBT/σ(T), where kB is the Boltzmann constant, T is the absolute temperature and
σ is the steepness parameter [34]. Figure 3b displays the EU value of NCs synthesized in a mixture,
which was obtained by fitting curves. It’s observed that the EU gradually reduces to a minimum
(9.54 meV) and the maximum value reached is approximately 26.38 meV, which reveals the solvent
polarity dependence upon the EU. The NCs with lower EU means that they possess a lower degree of
structurual disorder and/or defect density than other NCs [35]. This indicates that the solvent polarity
is a key factor to control internal defect density or structural disorder of NCs during the reprecipitation
process. Furthermore, some investigations proved that the Br— concentration in the octahedron can be
characterized by the red-shift of the absorption spectra [36]. Therefore, we can conclude that solvent
polarity may be useful to control the CTAB passivation effect on NCs.

Figure 3c shows photoluminescence (PL) spectra of the CsPbBr3/CsPb2Br5 NCs synthesized
in different mixtures with a strong green emission, which varies slightly in PL intensity, central
wavelength and full width at half-maximum (FWHM). The specific relationship between VE/VT and
three parameters are shown in Figure 3d. It can be seen that the PL intensity increases first and reaches
its maximum when the ratio between CsPb2Br5 and CsPbBr3 phase is around 4.6 (Figure 2), and then
the decrease of PL intensity when this ratio excess 4.6. The significant improvement in PL intensity of
samples c-e is associated with the suitable volume fraction ratio of both structures [37]. Figure S4 shows
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the NCs synthesized with oleic acid and oleylamine quench after adding ethanol, which demonstrates
that the NCs synthesized with CTAB have solvent-resistant ability as described in previous reports.
Another solvent effect on NCs is the Stokes’ shift of 8 nm, and the small Stokes’ shift originates from
band edge radiative recombination [38]. It’s worth noting that the FWHM of the emission peak in
sample a-g is between 21 nm to 29 nm, which roughly agrees with the narrow size distribution of the
NCs (Figure S5).

The PL decays and lifetime obtained by triexponential decay functions are shown in Figure 3e.
The triexponential functions (Equations (S1) and (S2)) and specific data obtained are recorded in
Table S2. It’s observed that the sample d has a longer lifetime (18.20 ns) than sample a (9.68 ns). Some
reports have mentioned that the lifetime is decreased with the increase in hydrogen solvent polarity
and inferred that solvent polarity plays an important role in changing the NCs trap states [39].

To further investigate the composition and phase transitions process, the film formed by samples
a and d on the glass were characterized by X-ray photoelectron spectroscopy (XPS). All XPS spectra
were calibrated with C 1s peak at 284.6 eV. Figure 4 shows the XPS survey spectra and high-resolution
XPS spectra of sample a and d at Cs, Pb, Br. It can be seen that the peaks of Cs 3d, Pb 4f and Br 3d
all are shifted to lower binding energy (BE) after adding ethanol. Pb2+ into NCs is in two chemical
environments. The BE curves of Pb 4f5/2 and Pb 4f7/2 located at approximate 143 eV and 138 eV. It
is noteworthy that the peaks marked as pink and orange after fitting are ascribed to the surface Pb
ions and their areas occupied are smaller compared to sample a, implying the VBr defects in sample
d being reduced under higher polar condition [40]. Similarly, Br in NCs also exists in two chemical
environments, and the BE curves of Br 3d3/2 and Br 3d5/2 appearing at approximately 68.5 eV and 67 eV
are assigned to Pb-Br and Cs-Br. The significant differences of phases with different proportions are
ascribed to their bond and structure [41]. Furthermore, the element ratio of Cs to Pb obtained by XPS
(Table S3) is about 1:1 (sample a) and 1:2 (sample d), which is in good agreement with EDS results
(Figure S6), while the excessive Br is originated from CTAB.

Figure 4. (a) XPS survey spectra of sample a film; (b) high-resolution XPS spectra of sample a and d at
Cs; (c) high-resolution XPS spectra of sample a and d at Pb; (d) high-resolution XPS spectra of sample a
and d at Br.
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Moreover, the Fourier transform infrared (FTIR) spectra show the surface groups of NCs
synthesized in different polar condition, as shown in Figure 5a. The peaks located at 2980 cm−1

and 2895 cm−1 are due to ν(C-H) in the -CH2 group [29]. The intense peaks at 1679, 1394 cm−1 and
1265 cm−1 are assigned to ν(C=O). It’s worth noting that the C=O bond is obviously shifted to a lower
frequency with the increase of the solvent polarity, as shown in Figure 5b, which could be attributed to
one dimensional structures formed by the coordination between one DMF molecule and Pb [42]. The
peaks appearing at 1095 cm−1 and 1053 cm−1 are originated from C-N stretching vibrations in CTAB
molecules [43]. Figure 5b shows highly magnified FTIR spectra in the 1000–1200 cm−1 region, in which
the 1053 cm−1 peak of sample a isn’t obvious, while the 1053 cm−1 peak exists in samples with ethanol.
These four samples have similar peaks positions and no significant change in transmittance value. It
is shown that the change in PL intensity is mainly associated with its defect density, rather than the
charge transfer rates between NCs and the surface bonds.

Figure 5. (a) Fourier transform infrared (FTIR) spectra of samples a, b, d, f; (b) Highly magnified FTIR
spectra of samples a, b, d, f ranging from 1750 to 1625 cm−1 and 1200 to 1000 cm−1.

The sharp emission peak of NCs can be tuned from 458 nm to 600 nm by changing the halogen
ratio and UV/Vis spectra exhibit intense absorption, as shown in Figure 6a. Besides, the PL spectra of
CsPbBr3/CsPb2Br5 NCs synthesized with ethanol, isopropyl alcohol, cyclohexane, hexane, ether, ethyl
acetate, methanol, acetone and toluene in a ratio of 0.4 were measured and are presented in Figure 6b.
The PL of initially NCs is quenched after the addition of polar or non-polar solvent, which could be
attributed to several reasons: the introduction of some functional groups causes a decrease in carrier
mobility [44] and even the crystal structure is destroyed due to the nature of the ionic lattice and highly
dynamic ligands process [45].

Sehrawat et al. indicated that the variation in PL properties could be demonstrated by geminate
recombination and an associated variation in Onsager length related to the dielectric constant [46].
However, a significant improvement in the PL of NCs formed in toluene and ethanol (Table S4) is due
to CTAB dissolved in ethanol will ionize into CTA+ and Br— [30] and the higher Br— concentration
in the system could improve the internal defect of NCs and stoichiometry. Hyun et al. proposed
that solvent molecules can affect the charge transfer process by intervening the dielectric layer or the
rearrangement of solvent molecules on the surface of NCs [47]. Majima et al. revealed that a strong
solvent-polarity dependence on the electron-transfer process [48]. Therefore, it can be inferred that the
solvent effects on NCs can’t be neglected from the variable performance of NCs synthesized under
different polar conditions.
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Figure 6. (a) UV-vis absorption and PL spectra of NCs synthesized with pure toluene; (b) PL spectra of
NCs synthesized with different organic solvents: toluene = 0.4.

4. Conclusions

In conclusion, the solvent polarity-assisted transition from dual-phase to CsPb2Br5 phase offers a
technique to alter the morphology of NCs. Such a phase transition could be related to two reasons: the
degree of CTAB dissolution and growth of NCs under different polar conditions. The obtained NCs
show enhanced stability and solvent polarity dependence of PL intensity, which could be assigned
to the fact that CTAB molecules are highly soluble in ethanol and the produced Br— can effectively
passivate defects and improve the stoichiometry in the system. These guesses can be proved by defect
density calculated in absorption spectra. Therefore, we can conclude that solvent polarity affects the
ability of CTAB to passivate surface defects and it’s a key factor for the final performance of the resulting
NCs. This work provides new insights for deeper understanding in the field of perovskite NCs.
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Abstract: A theoretical insight into the structural evolution of AlN atomic clusters and the
chemisorption of several common alloying elements on a large cluster has been performed in
the framework of state-of-the-art density functional theory calculations. We report the findings
that the longitudinal growth takes precedence during the early stage of structural evolution of
small AlN clusters, when the longitudinal dimension becomes stable, the AlN cluster proceeds with
cross-growth and blossoms into the large-size Al60N60. Upon the growth of clusters, the structures
tend to become well-knit gradually. As for the evolution of electronic structures of AlN clusters
through the HSE06 calculations, the density of states curves become more and more nondiscrete with
the atomic structures evolving from small to large size and tend to resemble that of the Wurtzite AlN.
The chemisorption characteristics of the large Al60N60 cluster towards different elements such as Al,
N, Fe and Cu are also theoretically unveiled, in which it is interestingly found that the N and Cu
atoms are likely to be adsorbed similarly at the growth edge position of the Al60N60 cluster and the
density of states curves of these two chemisorption systems near the Fermi level also show some
interesting similarities.

Keywords: AlN; low-dimensional material; atomic cluster; electronic structure;
HSE06 hybrid functional

1. Introduction

Atomic clusters play important roles in the nucleation of solid phases. It is worthwhile to perform
fundamental research on clusters to reveal their structures and properties at the atomic and electronic
levels. Li et al. systematically investigated the structural evolution of gold–germanium bimetallic
clusters and the nonlinear optical properties, chemical properties of a series of alkali-metals-adsorbed
gold–germanium bimetallic clusters, in which it was found that the atomic structure of gold–germanium
bimetallic clusters with adsorbed alkali metals did not change significantly and alkali metals tended
to adhere to the surface or edge of clusters [1]. Yan et al. studied the structural evolution of as
clusters using the first principles method [2]. Die et al. investigated the structural and magnetic
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properties of Cu4M clusters and found that in the most stable Cu4M clusters, the positions of M
atoms are the most coordinated [3]. In recent years, the light-element aluminum-based clusters have
received extensive attention and have been studied [4–6], especially the aluminum–pnictogen system.
Aluminum nitride (AlN) is one example, which has many desirable properties, such as high thermal
conductivity, high temperature resistance, impact resistance and a low expansion coefficient [7]. AlN
can be prepared by the reaction of aluminum salt with ammonia, chemical vapor deposition, etc. [8–10].
In vacuum, researchers have used magnetron reactive sputtering technology to make the sputtered
aluminum react with nitrogen to prepare a new AlN nanofilm and Kishimoto et al. [11] studied AlN film
growth on sapphire in an experiment. In addition, in the magnetron reactive sputtering experiment,
a series of AlnNm clusters were also observed [12]. Meanwhile, some researchers used the ab initio
methods to study the aluminum–nitrogen system [13–16]. Saeedi et al. performed density functional
theory to calculate the electronic properties of octahedral AlnNn cages and AlnPn cages to discuss
the isotropic chemical shielding parameters of AlnNn cages or AlnPn cages in different electrostatic
environments [17]. BelBruno designed the structures of AlnNn (n = 2–4) clusters using density
functional theory and compared them with the carbon and boron nitride clusters [18]. Furthermore,
some scholars have studied the hydrogen storage and gas detecting properties of AlN clusters [19,20].
However, there are few reports on the electronic structures’ evolution and growth of AlN clusters
employing the hybrid functionals, although the growth of aluminum nitride has been reported in
experiments concerning the preparation of AlN thin films, blocks or single crystals [21–24].

In this article, we have theoretically investigated the structural evolution concerning the growth
of AlN clusters from the perspective of atomic and electronic structures using the HSE06 hybrid
functional, along with the characteristics of the bond lengths and energetics of AlN clusters. In order
to understand the chemisorption of common alloying elements such as Fe, Cu, Al, N on AlN clusters,
we also simulated the interaction between these elements and the Al60N60 large clusters to unveil
their chemisorption characteristics. In the previous experimental study, we found that copper can
be observed on the AlNp/Al interface by adding copper powder to AlNp-reinforced Al composites.
In addition, when the Fe power is added to the AlNp-reinforced Al composites, it is not aggregated at
the interface but dispersedly distributed in the composite material [25]. This work is thus proposed to
help understand the experimental result and expose structures and chemisorption properties of AlN
atomic clusters, as well as providing a deep theoretical guidance for experimentalists.

2. Methods

In this study, the calculations of total energies, atomic forces, and structure optimizations
have been performed using the generalized gradient approximation (GGA) [26] in the form of
Perdew–Burke–Ernzerhof (PBE) based on the density functional theory (DFT) [27,28]. The projector
augmented wave (PAW) [29] method has been employed in the Vienna Ab initio Simulation Package [30].
Considering that the experimental exposed surfaces of AlN are usually made up of (1010) and (0001) [31],
we have established the models in the supercell of Wurtzite AlN through cutting out the smallest
structural unit of the hexagonal prism (Al6N6 cluster). In order to avoid interaction between clusters in
the x, y and z directions, all the models are separated by the vacuum space of 20 Å. The K-points mesh
of 1×1×1 has been used within the Monkhorst–Pack scheme in the stage of geometry optimizations
and electronic structure calculations. The plane-wave energy cut-off of 520 eV has been employed
for all the structure optimizations. We used a conjugate gradient algorithm to perform the structure
optimizations and relax all ionic positions until the force on each ion is lower than 0.02 eV/Å. In order
to calculate the electronic structure of the clusters and their chemisorption systems more accurately,
we have considered the effects of nonlocal exchange and used the screened hybrid functional of Heyd,
Scuseria, and Ernzerhof (HSE06) [32]. In HSE06, only the local part of the exact exchange energy is
treated by Hartree-Fork theory, while the remaining part is treated by DFT. In our paper, the screening
parameter μ was set to 0.2, conforming to the HSE06 functional.
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3. Results and Discussion

3.1. Structural Evolution of AlN Clusters

During the structural evolution and growth of AlN clusters, the five most representative clusters
are selected. The smallest cluster unit is Al6N6. When the Al6N6 cluster first grows longitudinally
into a stable two-layer hexagonal prism structure, the representative cluster is Al9N9. For the Al15N15

cluster, it is formed when the longitudinal dimension of the cluster becomes stable. The Al15N15

cluster then evolves to Al30N30 in the transverse direction after the cluster size is stabilized in the
longitudinal direction. The Al60N60 is a large cluster structure evolved from Al30N30 with continued
transverse growth. The structural evolution process of AlN clusters in the atomic scale is shown in
Figure 1. The small AlN unit cluster prefers growing along the longitudinal direction in the beginning,
after which, the larger cluster would continue growing along the transverse direction when the
longitudinal growth reaches stability. For the Al15N15 cluster, each aluminum or nitrogen atom of the
hexatomic ring connects with a nitrogen or aluminum atom to lead to the formation of the Al30N30

cluster. The dangling aluminum and nitrogen atoms in the Al30N30 cluster would further absorb atoms,
forming complete hexatomic rings and growing into a large aluminum nitride cluster (Al60N60 cluster).

Figure 1. Outline of the stepwise formation (both the top view and the side view) of the Al60N60 large
clusters. The red arrows stand for the growth direction of each respective cluster, and the big blue
arrow stands for the overall evolution of clusters from small to large.

In addition to the evolution of AlN clusters in atomic structures, we have also investigated the
evolution of AlN clusters in electronic structures. In order to obtain the more accurate electronic
structure, we have employed the HSE06 hybrid functional in calculations. The electronic structures of
the Al6N6, Al9N9, Al15N15, Al30N30 and Al60N60 clusters are compared with the Wurtzite AlN crystal,
which can be shown in Figure 2. The Wurtzite AlN crystal has the continuous curve of density of states.
From the figure, it is obvious that the small AlN clusters, such as Al6N6, Al9N9 and Al15N15, have the
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discrete density of states curves. With the evolution and growth of AlN clusters, the density of states
curves tend to be continuous and become more similar to the DOS curve of the Wurtzite AlN crystal
gradually. For the larger Al30N30 and Al60N60 atomic clusters, the density of states curves show four
and two deep levels, respectively, in the band gap through the HSE06 calculations. Near the Fermi level,
in accordance with the increase of AlN clusters, the HOMO–LUMO gap is also gradually increased.

Figure 2. The electronic density of states of the Al6N6, Al9N9, Al15N15, Al30N30, Al60N60 atomic
clusters and the WurtziteAlN crystal through the HSE06 calculations (the Fermi level is set at zero).

In order to further investigate the properties of AlN clusters, the average bond length, cohesive
energy and total energy changes during the structural evolution of atomic clusters have been analyzed,
which can be seen in Figure 3. Figure 3a shows the average Al-N bond lengths of (AlN)n clusters:
with the growth and evolution of clusters, the average bond length gradually increases; when the
cluster reaches a certain size, the bond length attains the maximum value. After that, the average bond
length begins to decrease and the large cluster tends to shrink. Figure 3b provides the cohesive energies
of (AlN)n clusters, which are calculated using the previous method [33,34] based on the formula as
follows:

Ecoh = −[E(AlN)n − nE(Al) − nE(N)]/2n (1)

where E(AlN)n is the total energy of the investigated (AlN)n (n = 6,9,12,15,30,35,55,60) cluster system,
while EAl and EN stand for the total energies of a single aluminum atom and nitrogen atom, respectively.
When the AlN clusters grow in the early stage, the cohesive energies tend to increase. While,
the cohesive energy decreases rapidly when n = 30, which is related to the structure of the Al30N30

cluster. Each atom in the hexatomic ring of the Al30N30 cluster is connected with a hetero-atom, which
dangles outside and results in a sudden decrease in cohesive energy. After those dangling bonds are
saturated by growth, the cohesive energy of the cluster would increase again. Figure 3c shows us the
total energies of the investigated clusters, from which it can be seen that with the growth and evolution
of the clusters, the total energy increases almost linearly.

168



Nanomaterials 2019, 9, 1420

Figure 3. (a) The average bond lengths, (b) the cohesive energies and (c) the total energies of the (AlN)n

(n = 6,9,12,15,30,35,55,60) clusters.

3.2. Chemisorption of Al, N, Fe, Cu Atoms on the Al60N60 Large Cluster

As is known, the large clusters especially, in short- or medium-range order could play important
roles in nucleation of the corresponding solid phase in materials science. Take the in-situ AlN-reinforced
Al alloys for example, Cu is a common strengthening element in aluminum alloys, which can
significantly increase strength by precipitation hardening; Fe is also an important element in rapidly
cooled aluminum alloys. For chemisorptions of Al and N atoms, it is useful to understand the evolution
and growth of AlN clusters. It is essential to study the interactions between the AlN cluster and the
alloying elements, which can help to understand the distribution of those alloying elements in solidified
materials. In this work, the fundamental interactions between several common alloying elements (Al,
N, Fe, Cu) and the Al60N60 large cluster are investigated considering different chemisorption sites.
There are three different positions on the Al60N60 large cluster: top, edge and side. Due to the existence
of equivalent sites, two different sites are studied for the top position: one above the center of the six
rings and the other above the Al-N bond. There are four different sites for the edge position: near the N
atom with four bonds, near the Al atom with three bonds, near the N atom with three bonds and near
the Al atom with two bonds. There are two different sites for the side position: one is near the recessed
Al atom, and the other is near the Al-N bond. The adsorption energy Ead is calculated as follows:

Ead = EAl60N60+M − EAl60N60 − EM (2)

where EAl60N60+M is the total energy of the system with M element (Al, N, Fe or Cu) adsorbed on
the Al60N60 cluster, while EAl60N60 and EM stand for the total energies of the Al60N60 cluster and the
isolated M (Al, N, Fe or Cu) atom, respectively. We considered the chemisorption of Al, N, Fe and Cu
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at different positions (top, side and edge) of the Al60N60 large cluster. A total of eight chemisorption
sites for every elemental sorption are studied. After calculations, we have chosen the respective site
with the largest adsorption energy for each position (i.e., the adsorption energies described below are
the largest for the corresponding positions) in our research.

The chemisorption characteristics towards the Al atom are shown in Figure 4. When the Al atom
is adsorbed at the side of the Al60N60 large cluster, the Ead is the maximum of 10.4775 eV, almost three
times those at the top or edge positions. Thus, the aluminum is likely to adsorb and accumulate at the
side of the Al60N60 cluster. Figure 5 shows the chemisorption of nitrogen. When the nitrogen atom is
adsorbed at the edge position, the Ead is the maximum of 3.0128 eV. Thus, the nitrogen is more likely to
be adsorbed at the edge of the growth frontier of AlN. In the Al melt, the growth atmosphere of AlN is
rich in aluminum atoms and poor in nitrogen atoms, so the growth of AlN mainly depends on the
deposition/adsorption of nitrogen atoms on AlN. As shown in Figure 5, the nitrogen atoms are likely
to adsorb and accumulate at the edge site instead of at the top or side sites of the cluster, which makes
AlN tend to grow incliningly instead of longitudinally or transversely. This theoretical finding may
provide some guidance for the growth of AlN.

Figure 4. The chemisorption of Al at different sites of the Al60N60 cluster. The Al and N atoms are
shown in pink and blue. The Al atom is located at the top, side and edge position of the Al60N60 cluster
shown in (a–c), respectively.

Figure 5. The chemisorption of N element at different sites of the Al60N60 cluster. The Al and N atoms
are shown in pink and blue. The N atom is located at the top, side and edge position of the Al60N60

cluster shown in (a–c), respectively.

The chemisorption of Cu atoms on the Al60N60 large cluster at different positions is shown in
Figure 6. In the Al60N60 cluster, compared with the top and side sites, the copper atom has the highest
adsorption energy at the edge site. It can be seen that copper is more likely to be adsorbed at the edge
site of the cluster, which is similar to the stacking mode of nitrogen atoms. The chemisorption of iron
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atoms at different positions of the Al60N60 cluster is shown in Figure 7. Compared with the top and
edge positions, the Ead of Fe element at the side is the largest. It is shown that the Fe atom is easier to
accumulate at the side of the Al60N60 cluster.

Figure 6. The chemisorption of Cu at different sites of the Al60N60 cluster. The Al, N and Cu atoms are
shown in pink, blue and orange. The Cu atom is located at the top, side and edge position of Al60N60

cluster shown in (a) (top view), (b,c), respectively.

Figure 7. The chemisorption of Fe at different sites of the Al60N60 cluster. The Al, N and Fe atoms are
shown in pink, blue and gray. The Fe atom is located at the top, side and edge position of Al60N60

cluster shown in (a) (top view), (b,c), respectively.

In order to discuss the effects of Al, N, Fe and Cu atoms on the electronic properties of the Al60N60

cluster, we have also investigated the electronic structures based on the configurations corresponding
to the respective chemisorption systems with the largest adsorption energies of Al, N, Fe and Cu atoms
on the cluster through the HSE06 calculations (shown in Figure 8). After Al or Fe atomic chemisorption,
the electronic band gap of the system decreases, which illustrates that the Al60N60 large cluster is
sensitive to the atomic chemisorption. What is more, the electronic density of states curves of the
N-chemisorption and Cu-chemisorption systems near the Fermi level show some interesting similarities.
This corresponds with the above absorption site similarity of the two systems. After adsorbing N or
Cu atoms, a small number of deep levels are produced between the HOMO and LUMO.
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Figure 8. The electronic density of states of the pristine Al60N60 cluster and the cluster adsorbing Al, N,
Cu and Fe atoms, respectively, through the HSE06 calculations (Fermi energy is set to zero).

4. Summary and Outlook

In summary, the AlN clusters prefer to grow longitudinally in the early stage and then
evolve to the large cluster transversely by using a first principles method. During the structural
evolution process, the cohesive energy generally increases and the large-size AlN clusters tend to
shrink. The elemental chemisorption studies show that the copper and nitrogen atoms have similar
chemisorption characteristics on the Al60N60 large cluster. It is also found that the electronic density
of states curves of the N-chemisorption and Cu-chemisorption systems near the Fermi level show
some interesting similarities through HSE06 calculations. This work is proposed to provide valuable
theoretical clues and ab initio analyses for the experimentalists in the field and help to deepen
understanding of the broader aluminum–pnictogen system at the basic atomic and electronic levels.
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Abstract: Understanding the reaction initiation of energetic single crystals under external stimuli
is a long-term challenge in the field of high energy density materials. Herewith, we developed an
ab initio molecular dynamics method based on the multiscale shock technique (MSST) and reported
the reaction initiation mechanism by performing large-scale simulations for the sensitive explosive
benzotrifuroxan (BTF), insensitive explosive triaminotrinitrobenzene (TATB), four polymorphs of
hexanitrohexaazaisowurtzitane (CL-20) pristine crystals and five novel CL-20 cocrystals. A theoretical
indicator, tinitiation, the delay of decomposition reaction under shock, was proposed to characterize
the shock sensitivity of energetic single crystal, which was proved to be reliable and satisfactorily
consistent with experiments. We found that it was the coupling of heat and pressure that drove the
shock reaction, wherein the vibrational spectra, the specific heat capacity, as well as the strength of
the trigger bonds were the determinants of the shock sensitivity. The intermolecular hydrogen bonds
were found to effectively buffer the system from heating, thereby delaying the decomposition reaction
and reducing the shock sensitivity of the energetic single crystal. Theoretical rules for synthesizing
novel energetic materials with low shock sensitivity were given. Our work is expected to provide
a useful reference for the understanding, certifying and adjusting of the shock sensitivity of novel
energetic materials.

Keywords: BTF; TATB; CL-20; cocrystal; energetic materials; shock sensitivity; large-scale ab initio
molecular dynamics simulations

1. Introduction

Energetic materials (EMs) such as explosives, oxidizers and propellants are of significant
importance in aerospace, oil-well drilling and other military and civilian applications. In this
field, understanding the sensitivity of single crystals under shock or impact has long been a challenge.
In engineering, shock sensitivity can be identified by the shock initiation threshold pressure, P90, which
is obtained from the gap test and produces a detonation 50% of the time. P90 results are generally
reproducible and reliable. However, because of the high complexity of the test, the measurements
have been performed for only limited types of energetic single crystals [1,2] and the test is not
easily applicable to newly synthesized EMs. On the other hand, the drop-weight impact test, which
characterizes the impact sensitivity of EMs by height h50%, is easy to implement. Therefore, there are
abundant values of h50% in the literature compared to P90 values. However, the h50% value is generally
not reproducible as the results significantly vary depending on the conditions under which the tests
are performed. For example, for benzotrifuroxan (BTF), the reported h50% values vary from 21 [3] to
50 [4] cm; for hexanitrohexaazaisowurtzitane/trinitrotoluene (CL-20/TNT) cocrystal, the values vary
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from 30 [4] to 99 [5] cm. Therefore, the h50% values derived from the same experiments are comparable,
while those from different equipment can only be used for a quantitative comparison of the mechanical
sensitivity among various energetic single crystals.

With the rapid increase of computational capability and the development of material modeling
methods, large-scale atomistic simulation becomes a powerful tool for understanding the physical
processes of materials under extreme conditions [6,7]. However, in recent decades, there has been
a strong tendency in the literature to elucidate the sensitivity of energetic single crystals by the
electron density properties in a separate molecule of EM, such as electrostatic potential, molecular
electronegativities, partial atomic charges, molecular weights, vibrational states, oxygen balance of
the molecules, detonation gas concentrations and heats of detonation [1]. These quantities ignore
the deformation of the chemical bonds, the motion of the molecules, the inner/inter molecular
chemical reactions and the symmetrical structure of the crystals, and thereby cannot comprehensively
characterize the reaction initiation of an energetic single crystal under shock.

To this end, we developed an ab initio molecular dynamics method [8] and extended its
computational capability by improving the code’s parallel calculation efficiency. We performed
shock wave simulation tests on 11 types of energetic single crystals, with each simulated model
composed of ~1000 atoms. On the basis of the calculations, we proposed a theoretical indicator to
characterize the shock wave sensitivity of energetic single crystals, which is expected to be useful
for the evaluation and adjustment of the shock sensitivity of novel EMs. We also revealed the shock
reaction initiation mechanism, found factors that can inhibit the shock sensitivity of EMs and provided
theoretical rules for synthesizing novel EMs with low shock sensitivity.

2. Methodology

2.1. Multiscale Simulation Method of Shock Wave Tests

Figure 1a schematically shows the simulated dynamical shock process in a single crystal. At the
beginning when the shock wave reaches the single crystal, the simulation region starts to undergo lattice
and molecular deformation. With the increase of simulation time, the simulation region gradually
leaves the wave front relative to the unshocked material. The molecules in the simulated region
are then compressed to react, eventually reaching the Chapman–Jouguet (CJ) state when the shock
wave propagates steadily. We implemented the multiscale shock technique (MSST) [9,10] in the High
Accuracy atomistic Simulation for Energetic Materials (HASEM) package [8], so as to capture the
atomic motions and the chemical reactions of inner/inter molecules on the density functional theory
(DFT) accuracy level.

2.1.1. Continuum Theory Description of the Shock Wave Structure

The shock wave propagation was modelled using the one-dimensional Euler equations for
compressible flow [9,10], which were represented by the conservation of mass, momentum, and energy,
respectively, in the regions before and after the shock wave interface.

u = vshock(1−
ρ0

ρ
), (1)

p− p0 = vshock
2ρ0(1− ρ0

ρ
), (2)

e− e0 = p0(
1
ρ0
− 1
ρ
) +

vshock
2

2
(1− ρ0

ρ
)

2
, (3)

where vshock is the shock wave speed, u is the particle velocity, ρ is the material density, e is the energy
per unit mass and p is the negative component of the stress tensor along the shock propagation direction.
The quantities with 0 subscript describe the states of the unreacted material.
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Figure 1. Dynamics simulation method of shock wave tests. (a) Schematics of the simulation method.
(b) Validation of the code by comparing the Hugoniot curve of a single crystal model of octogen (HMX)
single crystal to the reported experimental and calculational results in the literature. (c) Accuracy
verification of the code by comparing the lattice lengths of the studied eleven energetic single crystals
to the experimental values obtained by X-ray crystallography.

2.1.2. Molecular Dynamics Description of the Atomic Motions

In the simulated region, the atomic motions were simulated using the molecular dynamics (MD)
method. The Lagrangian per unit mass is

L = Te

({ .→
r i

})
−Ve

({→
r i

})
+

1
2

Q
.
υ

2
+

1
2

vshock
2

υ02 (υ0 − υ)2 + p0(υ0 − υ), (4)

where υ = 1/ρ is the specific volume; Te and Ve are kinetic and potential energies, respectively, and
their sum equals to e; Q is a parameter related to the mass of the simulated cell. When the volume
of the simulated cell was fixed, that is, when

.
υ = 0, the Lagrangian expression is equivalent to the

continuum Hugoniot relation of Equation (3).
The atomic position and velocity at each time step were obtained from the control equation of the

simulated cell volume:

Q
..
υ =

∂T
∂υ
− ∂V
∂υ
− p0 − vshock

2

υ02 (υ0 − υ), (5)

which degenerates to the Rayleigh line of Equation (2) when the cell volume changes uniformly [9,10].
Thus, the system is restrained to fit the shock Hugoniot and the Rayleigh line of the material by
changing the volume of the simulated cell.
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2.1.3. Density Functional Theory Description of the Electronic Structure

The atomic force of each time step was updated according to the DFT calculations of the
electronic structure using HASEM software. The generalized gradient approximation was used
for the exchange-correlation functional in the Perdew–Burke–Ernzerhof form. Norm-conserving
pseudopotentials specialized for EM crystals were used to replace the core electrons. The valence
electrons, described by linear combinations of numerical pseudoatomic orbitals, were calculated on a
three-dimensional real-space grid. The reliability of the DFT calculations to describe the structures,
energetics, dynamics, mechanical properties, detonation performance and sensitivity of EM crystals
has been extensively confirmed in previous work [8,11–15].

In order to improve the computational capability of the dynamics simulation method,
we reconstructed the HASEM software based on the J parallel adaptive structured mesh applications
infrastructure (JASMIN), which has successfully accelerated many parallel programs for large scale
simulations of complex applications on parallel computers [16]. Through this, the calculation efficiency
of HASEM software was improved by one order of magnitude. Simulations of large-scale systems
containing ~1000 atoms can thereby be achieved by using extended central processing units (CPUs)
on supercomputers.

2.1.4. Verification and Validation of the Dynamics Simulation Method

We constructed a single crystal model of octogen (HMX) and performed shock wave tests using
the newly developed dynamics simulation method. A series of shock waves, with a speed smaller
than 5 km/s, were applied on the HMX model. As shown in Figure 1b, the obtained Hugoniot curve
satisfactorily agreed with the experiments [17–19] and other calculations [20], thereby confirming the
reliability of the current method.

2.2. Simulation Models of Eleven EM Single Crystals

CL-20 has been proven to show excellent performance since it was first synthesized by the
Naval Air Warfare Center China Lake 30 years ago [21]; however, it has not been widely used until
now because of the sensitivity problems of its ε, β, γ and ζ polymorphs [21]. Cocrystallization,
which mixes several components on a molecular level, has been considered a promising technique to
obtain advanced EMs with good detonation performance and low sensitivity to accidental initiation.
Under that circumstance, five novel cocrystals—CL-20/H2O, CL-20/TNT, CL-20/1,3-dinitrobenzene
(CL-20/DNB), CL-20/N-methyl-2-pyrrolidone/H2O (CL-20/NMP/H2O) and CL-20/HMX, have been
recently synthesized.

Herewith, we studied the four CL-20 polymorphs and the five novel CL-20 cocrystals, as well as the
sensitive explosive BTF and the insensitive explosive triaminotrinitrobenzene (TATB). For the 11 EMs
studied, we optimized the crystal geometries using the conjugate gradient method on a DFT level,
with the initial inputs taken from the lattice parameters and atomic coordinates from single-crystal
X-ray diffraction analysis [5,22–29]. The structures were considered as optimized when the stress
components were less than 0.01 GPa and the residual forces were less than 0.03 eV/Å. As shown in
Figure 1c, the calculated lattice lengths showed satisfactory agreement [30] with the experimental
measurements (σ = 0.18 Å; R2 = 0.9992), thereby confirming the reliability of the current method.

Subsequently, we built large-scale supercells of the eleven EM crystals for the shock simulations.
As shown in Table 1, the supercells generally contained more than 1000 atoms, with the lattice length in
the range of 15~30 Å. There were 24~64 molecules in each supercell, containing 72~192 trigger chemical
bonds. The number of the chemical bonds included here was an order of magnitude larger than
the traditional ab initio MD simulations, and thereby better reflects the randomness and probability
characteristics of the chemical reaction kinetics.
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Table 1. Lattice lengths (Å) of the supercells used for shock simulations. The type of the trigger
bonds for each crystal, as well as the number of the composed atoms, molecules and trigger bonds in
each supercell, are also given. EMs = energetic materials, BTF = benzotrifuroxan, TATB = insensitive
explosive triaminotrinitrobenzene, CL-20 = hexanitrohexaazaisowurtzitane, TNT = trinitrotoluene,
HMX = single crystal model of octogen.

EMs a b c Trigger Type
Number of

Atoms Molecules Triggers

Sensitive

BTF 20.86 19.89 19.63 N–O 648 36 108

Insensitive

TATB 18.18 27.31 19.44 C–N 576 24 72

Pure CL-20

ε-polymorph 17.83 25.26 26.70 N–N 1152 32 192
γ-polymorph 26.11 16.75 29.66 N–N 1152 32 192
β-polymorph 19.47 23.03 26.44 N–N 1152 32 192
ζ-polymorph 26.74 16.22 29.37 N–N 1152 32 192

CL-20 cocrystal

4:1 γ-CL-20/H2O 19.15 27.02 23.36 N–N 1176 40 192
1:1 β-CL-20/TNT 19.33 19.65 25.14 N–N 912 32 96
1:1 β-CL-20/DNB 18.94 13.48 33.57 N–N 832 32 96

1:2:1 γ-CL-20/NMP/H2O 23.50 15.82 28.88 N–N 1136 64 96
1:2:1:2 ζ-CL-20/γ-CL-20/β-CL-20/β-HMX 16.56 19.81 24.06 N–N 800 24 96

2.3. Control Parameter of the Shock Simulation Tests

All the 11 systems were shocked with the same speed Vshock = 9 km/s at a direction perpendicular
to the lattice vector. We used this shock wave speed based on a previous classical MD study, in which
the breaking of the CL-20 trigger bonds was apparent at this shock speed [31]. The time step for the
ab initio MD simulation was set to be 0.1 fs. As shown in Table 1, under this shock condition, 10 of the
systems (excluding the insensitive explosive TATB) were initiated within 10,000 steps, that is, 1000 fs.

We defined the chemical bonds as broken when they were stretched to a cutoff percentage relative
to each equilibrium state. The cutoff criterion was 20% on average, but it varied from 10% to 40%
for different types of bonds. The criterion for each type of bond was determined by the statistics
of the reaction products of the TATB explosive when the number of product molecules best agreed
with the number of the stable clusters with a life span more than hundreds of time steps during the
kinetics simulation.

3. Results and Discussion

3.1. Shock Dynamics of the 11 EM Crystals

The 11 crystals studied were rapidly compressed under shock, as shown in Figure 2.
The temperature and pressure of the systems increased as a function of time during the shock
process. The molecules were packed more densely in space and the chemical bonds plastically
deformed to break, leading to the decomposition of material. According to our simulation, the N–NO2

bond, N–O bond and C–NO2 bond were the most active chemical bonds to deform and break in the
CL-20 molecule, BTF molecule and TATB molecule, respectively, under shock. We therefore denoted
these bonds as the “trigger bonds”.

Take the shocked ε-CL-20 crystal as an example. The N–NO2 bonds with the exo-spatial orientation
with respect to the five-membered imidazolidine ring were the trigger bonds. During the shock process,
the molecular conformations at different times are shown in Figure 3a. Both the increase of the trigger
bond length and the decrease of the trigger bond strength went in an exponential manner, as shown
in Figure 3b,c. When the stretching of the chemical bond reached the cutoff percentage relative to
the equilibrium state, we defined it as broken. Therefore, the first breaking of the trigger bond of the
shocked ε-CL-20 crystal occurred at t3 = 145.8 fs.
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Figure 2. Shock dynamics of the (a) ε-CL-20 crystal, (b) CL-20/HMX cocrystal, (c) CL-20/TNT cocrystal,
(d) CL-20/NMP/H2O cocrystal and (e) TATB crystal. In each panel, the temperature and pressure are
shown as a function of time. The molecular conformations at the beginning of each decomposition
reaction are also plotted.

Figure 3. (a) Conformation vs time plots for a molecule in the shocked ε-CL-20 crystal, along with the
corresponding (b) length and (c) strength of the trigger bond N–NO2 in each snapshot of (a).

The chemical bonds of the eleven crystals studied included N–N, H–C, H–N, H–O, C–C, C–N,
C–O, N–O and O–O bonds. For all types of chemical bonds in each crystal, we counted their number
as a function of time during the shock process. As shown in Figure 4, the covalent bonds’ breaking and
recombination of shocked material was a dynamical process. For example, the trigger bonds N–NO2
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in CL-20/NMP/H2O started to break at 124.8 fs, but they recombined to the initial state at 189.3 fs.
We thereby defined the initiation of the chemical reaction by the time tinitiation, from when the breaking
of the chemical bonds was always more than their recombination and the number of the trigger bonds
decreased continuously. Therefore, the decomposition reaction began at tinitiation = 103.6 fs for BTF and
at 204.3 fs for CL-20/NMP/H2O.

ε

Figure 4. Bond number vs time plots for the shocked ε-CL-20 crystal, BTF crystal, CL-20/NMP/H2O
cocrystal and TATB crystal. The chemical bonds counted included N–N, H–C, H–N, H–O, C–C, C–N,
C–O, N–O and O–O bonds. The sign of the initiation of the reaction under shock was a continuous
reduction in the number of trigger bonds.

Generally speaking, for the energetic crystals containing CL-20 molecules, both the temperature
and the pressure increased slowly at the beginning of the shock process, as shown in Figure 2. Then,
at ~100 fs, the temperature and the pressure started to drastically increase to higher than 1000 K and
higher than 50 GPa. Next, at ~150 fs, the systems reached a gently varied stage, during which the
trigger chemical bonds started to break and the decomposition reactions of material began. For the
shocked insensitive explosive TATB, both temperature and pressure varied uniformly, and no chemical
reactions occurred before 1000 fs, while for the shocked sensitive explosive BTF, the chemical reaction
already started at 103.6 fs.

3.2. Theoretical Indicator of Shock Sensitivity: tinitiation

Because of the lack of experimental shock sensitivity for most of the EMs studied, we proposed
using tinitiation as a theoretical indicator to characterize the ease of the shock reaction initiation. Because
shock sensitivity has been proven to have a satisfactory correlation with the impact sensitivity [1,2],
we used the experimental value h50% as a reference to compare with tinitiation, as shown in Table 2.
We note comparing h50% values from the same experiments can well reflect the relative sensitivity
of different compounds, while comparing those from different experiments was only qualitatively
reasonable because of the influence of different experimental conditions used.
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Table 2. The experimental h50% (cm) values and the initiation time of the shock reaction tinitiation (fs) of
the 11 EMs studied. The strength of the trigger bond Strigger (kcal/mol), the temperature Tinitiation (K)
and the temperature rising rate TRR (K/fs) for each crystal are also given for the study of the mechanism
of the shock reaction initiation.

h50% Strigger tinitiation Tinitiation TRR

EMs
Expt 1

[4]
Expt 2

[27]
Expt 3

[28]
Expt 4

[5]
Expt 5

[3]
Expt 6

[32]
Expt 7

[26]
Current Calculation

Sensitive

BTF 50 21 42 103.6 2246 21.7

Insensitive

TATB >320 125 >1000.0 754 0.8

PureCL-20

ε-polymorph 14 29 47 12–21 13 112 145.8 1431 9.8
γ-polymorph 112 138.0 1600 11.6
β-polymorph 14 111 139.3 1149 8.2
ζ-polymorph 110 116.9 1048 9.0

CL-20 cocrystal

CL-20/H2O 16 113 174.4 1484 8.5
CL-20/TNT 99 30 112 181.8 1464 8.1
CL-20/DNB 55 111 174.6 1400 8.0

CL-20/NMP/H2O 112 115 204.3 1074 5.3
CL-20/HMX 55 112 156.9 1377 8.8

As shown in Table 2, there was a satisfactory agreement between the tinitiation and the h50% values
derived from the same experiment. For example, in experiment 1, BTF had the highest sensitivity
with h50% = 50 cm, and TATB had the lowest sensitivity with h50% > 320 cm. Correspondingly, BTF
had the shortest delay of shock reaction at tinitiation = 103.6 fs, while TATB had the longest delay
with tinitiation > 1000.0 fs. In experiment 2, the sensitivity order characterized by h50% was ε-CL-20 >
CL-20/H2O>CL-20/NMP/H2O. Correspondingly, the sensitivity order quantified by tinitiation was exactly
the same, which was 145.8 fs for ε-CL-20, 174.4 fs for CL-20/H2O and 204.3 fs for CL-20/NMP/H2O.
In experiments 3 and 4, the h50% for ε-CL-20 was less than those for CL-20/HMX and CL-20/TNT.
Consistent with this, tinitiation = 145.8 fs for ε-CL-20 was also smaller than tinitiation = 156.9 fs for
CL-20/HMX and tinitiation = 181.8 fs for CL-20/HMX.

According to all the above comparisons between the calculated tinitiation and the measured h50%

values, tinitiation is a reproduceable and reliable indicator to calibrate the shock sensitivity.

3.3. Mechanism of Shock Reaction Initiation

The shock can be simplified into a perfect impulse f(t), which has an infinitely small duration.

Its Fourier transform F(ω) =
+∞∫
−∞

f (t)e− jωtdt = F0 implies that the shock causes a constant amplitude

response in the entire frequency domain. Therefore, the more characteristic peaks in the vibrational
spectra of an energetic crystal, the more modes can be excited and the more heat can be generated
under the same shock condition. We plotted the vibrational spectra for the ε, β, γ and ζ polymorphs of
CL-20 crystals in Figure 5. The number of characteristic peaks of the vibrational spectra of ζ-CL-20 was
25, which was the least among the four polymorphs. Correspondingly, the generated temperature
Tinitiation = 1048 K was also the lowest. On the other hand, that peak number was the most for γ-CL-20
(29) and consistent with this, the temperature of Tinitiation = 1600 K was the highest. For the other two
polymorphs, both the peak number and the temperature fall in the middle.

In order to study the mechanism of the initiation of shock reaction, we calculated for the 11
crystals the strength of the trigger bond Strigger and the temperature rising rate (TRR) under shock,
as shown in Table 2. In this, the bond strength was quantified by the integrated value of the crystal
orbital Hamilton population (COHP) at band energy, and the temperature rising rate was calculated by
dividing the temperature (when t = tinitiation) by tinitiation.
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ωω

Figure 5. Vibrational spectra for ε, β, γ and ζ polymorphs of CL-20 crystals. The characteristic peaks of
the vibrational spectra are marked by vertical red lines and are indexed by blue texts. For each of the
four polymorphs, the molecular conformation and the temperature (Tinitiation) the crystal starts to decay
under shock are also shown.

As shown in Table 2, the trigger bond strength of the sensitive explosive BTF was
Strigger = 42 kcal/mol, while that of the insensitive explosive TATB was three times higher. As well as
this, the temperature rising rate of shocked BTF was TRR = 21.7 K/fs, while that of TATB was 29 times
smaller. For the other EMs containing CL-20 molecules, both the trigger bond strength and the TRR fell
in the range between BTF and TATB. In addition, we found that the tinitiation–TRR correlation showed a
satisfactory power function y = 804 × x−0.76, with the coefficient of determination R2 = 0.995, as shown
in Figure 6. Therefore, the ease of the shock reaction initiation was apparently determined by the
trigger bond strength and the temperature rising rate under shock. As a simplification, the specific
heat capacity of a compound was the amount of heat needed per unit mass in order to raise the
temperature by ΔT. Therefore, a compound with a larger specific heat capacity generally has a smaller
TRR. We thereby propose that stronger covalent bonds and higher specific heat capacity are beneficial
for delaying the time of shock initiation tinitiation, that is, reducing the shock sensitivity.
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Figure 6. (a) Correlation between the shock sensitivity and the temperature rising rate under shock;
(b) is an enlarged plot in a focused range, as marked by gray in plot (a).
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Among the five CL-20 cocrystals, CL-20/NMP/H2O had the lowest TRR = 5.3 K/fs, while the
other EMs had their TRR values in the range of 8.0–8.8 K/fs, as shown in Figure 6b. At the same time,
the trigger bond strength of CL-20/NMP/H2O was also the highest, which was Strigger = 115 kcal/mol,
as shown in Table 2. Therefore, CL-20/NMP/H2O was able to obtain the lowest shock sensitivity among
the five cocrystals.

From the explanation above, the initiation of the shock reaction of energetic single crystals is shown
to be a process driven by the coupling of heat and pressure. The heat is derived from the mechanical
work of the shock compression and is transferred into the vibration of the lattice, the molecules and
the chemical bonds of the shocked material. Denser characteristic peaks of vibrational spectrum
correspond to a larger amount of heat generated by the shock. Driven by the heat, the temperature of
the system quickly increases and the stretch vibrational modes of the chemical bonds are activated.
While vibrating, the chemical bonds also endure plastic deformation under the shock compression.
When the deformation of the trigger bond is beyond the critical level, the shock reaction begins.

3.4. Shock Sensitivity Buffer: Intermolecular Hydrogen Bond

On the basis of the calculated tinitiation, we were able to predict the relative sensitivity of all the
11 EMs studied, which was shown to be BTF > ζ-CL-20 > γ-CL-20 > β-CL-20 > ε-CL-20 > CL-20/HMX
> CL-20/H2O > CL-20/DNB > CL-20/TNT > CL-20/NMP/H2O > TATB. The predicted order shows a
close relationship between the shock sensitivity and the hydrogen bonding amount. For example, BTF
contains no hydrogen and it owns the highest sensitivity, whereas TATB contains the most hydrogen
and it has the lowest sensitivity.

In Figure 7 we show quantitatively the relationship between the shock sensitivity and the hydrogen
bonding amount for the EMs containing CL-20 molecules, wherein the hydrogen bonding amount is
represented by the occupied percentage in the Hirshfeld surface of the CL-20 molecules. The correlation
is a satisfactory exponential function, in which tinitiation ∝ 1/

(
1 + e−k(x−x0)

)
, with the coefficient of

determination R2 = 0.9998. The correlation implies that the more hydrogen bonding occurs, the lower
the shock sensitivity.

 
Figure 7. Shock sensitivity vs amount of hydrogen bonding for the CL-20 composed EMs studied.

The intermolecular hydrogen bond A:H–D (with “:” representing the electron lone pair, A for
acceptor and D for donor) integrates the H–D polar-covalent bond, the A:H nonbond, and the A–D
repulsive coupling interaction. Under shock, the hydrogen bonds show their elasticity—the covalent
bond segment contracts and the nonbond elongates [33,34]. The special elasticity allows hydrogen
bonds to vibrate in a continuous frequency region (<200 cm−1) so that the crystal can absorb more
energy from the shock before reaching a temperature that is too high. This is analogous to the function
of hydrogen bonds on improving the specific heat capacity of liquid H2O [35]. In order to confirm
our hypothesis, we show the relationship between the TRR and the hydrogen bonding amount in
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Figure 7, which is roughly a power function. This relationship suggests that the hydrogen bonding has
a buffering effect on the heating of the system under shock, thereby delaying the initiation time of the
chemical reaction tinitiation. This is the fundamental reason why cocrystallization with low-sensitive EM
components can effectively reduce the sensitivity of CL-20 crystals.

4. Conclusions

To conclude, we have developed an ab initio molecular dynamics method based on the multiscale
shock technique and performed shock wave simulation tests for the sensitive explosive BTF, insensitive
explosive TATB, four polymorphs of CL-20 crystals and five novel CL-20 cocrystals, with each model
containing ~1000 atoms. The main conclusion includes:

(1) We proposed a theoretical indicator tinitiation to characterize the shock sensitivity of an energetic
single crystal, which has been proven to be reliable and satisfactorily consistent with experiments.

(2) The shock reaction initiation was found to be a process driven by heat and pressure coupling
and the vibrational spectra, the specific heat capacity, as well as the strength of the trigger bonds
being the determinants of the shock sensitivity of energetic single crystals.

(3) Intermolecular hydrogen bonds were found to effectively buffer the system from heating, thereby
delaying the trigger bonds from breaking and ultimately reducing the shock sensitivity of the
energetic crystal.

(4) To synthesize advanced energetic materials with low shock sensitivity, small characteristic peak
density of the crystal vibrational spectra, high specific heat capacity, strong trigger chemical
bonds and high hydrogen bond amounts were theoretically recommended.

Our work is expected to provide a theoretical reference for the understanding, certifying and
adjusting of the mechanical sensitivity of the single crystals of novel energetic materials.
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