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We live in interesting times in which life as we know it is being threatened by human-made changes
to the atmosphere we live. On the global scale, concern is focused on climate change due to greenhouse gas
emissions and atmospheric pollution produced by combustion processes. The increase in global warming,
added to the scarcity of fossil fuels, has motivated the development of new technologies to improve the
efficiency of existing processes in power plants. To meet the dual challenges presented by these factors,
consideration needs to be given to energy efficiency and pollution reduction in transport and energy
conversion processes. A possible approach is through development of new ideas and innovative processes
to current practices. Among the available options, multi-generation processes such as trigeneration cycles,
battery storage systems, solar power plants and heat pumps have been widely studied as they potentially
allow for greater efficiency, lower costs, and reduced emissions. On the other hand, some researchers
have been working to increase the potential of energy generation processes through heat recovery with
steam generators, organic Rankine cycles, and absorption chillers. This Special Issue is a collection of
fundamental or applied and numerical or experimental investigations. Many new concepts in thermal
systems and energy utilization are explored, discussed, and published as original research papers in the
“Thermal Systems”.

The first paper, presented by Ochoa et al. [1], offers an extensive thermo-economic analysis of a
heat recovery steam generation system integrated with an absorption refrigeration chiller and a gas
micro-turbine. The effect of compressor inlet air temperature on thermo-economic performance of
trigeneration systems was studied and analyzed in detail based on a validated model. They found
some operational conditions where exergy was highly destroyed due to the exergy inefficiencies of the
equipment such as combustion chamber, microturbine, compressor, evaporator, heat exchanger and
generator which are found to be important as exergo-economic factors.

In another investigation, Ochoa et al. [2] present an analysis of a waste heat recovery system based
on the organic Rankine cycle from the exhaust gases of an internal combustion engine. They studied
the exergy destroyed values and the rate of fuel exergy, product exergy, and loss exergy. They found
exergo-economic analysis was a powerful method to identify the correct allocation of the irreversibility
and the real potential for improvement between components.

Zhang et al. [3] perform an experimental investigation to enhance the working performance and
temperature control of electric vehicle batteries through a thermal management system with a heat pipe
and thermoelectric cooler. Heat pipes with high thermal conductivity were used to accelerate dissipating
heat on the surface of the battery with an additional thermoelectric cooler to increase discharge rate. The
findings support the results generated from engineering simulation and show that the combined system
can effectively reduce the surface temperature of a battery.

Energies 2021, 14, 175; doi:10.3390/en14010175 www.mdpi.com/journal/energies
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Qian et al. [4] propose the application of oscillating heat pipes to reduce thermal damage in an
abrasive milling tool. Heat pipes are passive heat transfer devices with excellent heat transport capacity
and they are applied to the machining process to enhance heat transfer. The experimental investigation
studied the effects of centrifugal acceleration, heat flux, and working fluids, hence, methanol, acetone,
and water, on their thermal performance. Based on their theoretical analysis, centrifugal acceleration will
increase the resistance for the vapor to penetrate through the liquid slugs to form an annular flow, which
was supported by slow-motion visualization. The phase change occurs, and vapor moves to the condenser
to release heat by condensing into liquid.

Sartor and Dickes [5] validated numerical results obtained from a heat transport model with
experiments in large solar thermal plants at the Plataforma Solar de Almeria in Spain. They argued
that the previous work done had limitations in the assessment of temperatures and computational time
required for simulating large pipe networks. They proposed to model the dynamic behavior of the
whole system based on a few data inputs. Some atmospheric conditions, such as local clouds, could
have significant influence on the outlet temperature and other dynamic behavior of the solar field. An
alternative method was used to validate a solar thermal plant considering the thermal solar gain and the
inertia of the pipes in their investigation. The accuracy of the model was found to be similar to those of the
one-dimensional finite volume method with a reduced simulation time.

Alexopoulos et al. [6] validate design procedure from a simulation model with an experimental study
of an air finned tube CO2 gas cooler. Based on the model, the evaluation of various physical parameters
such as length and diameter of tubes as well as ambient temperature was conducted. The researchers
attempted to identify the most suitable design in terms of pressure losses and required heat exchange
area for selected operational conditions. Hence, a simulation model of the gas cooler was developed and
validated experimentally by comparing the overall heat transfer coefficient. The comparison between the
model and the experimental results showed a satisfactory convergence for selected operational conditions.

Barrella et al. [7] present a feasibility study which analyzed the use of a centralized electrically driven
air source heat pump for space heating. Two models were developed to obtain variables in the hourly
thermal energy demand and the off-design heat pump performance. The proposed heat pump is driven by
a motor with variable rotational speed to modulate the heating capacity in an efficient way. An eco-friendly
refrigerant (R290 or propane) was selected for the heat pump. A back-up system was used to meet the peak
demand. Renewable energy used via the heat pump showed significant reduction in CO2 which would
otherwise have been produced via normal fossil fuel consumption. The researchers claimed that these
results showed that the proposed technology was among the most promising measures for addressing
energy demand in vulnerable households.

Kim et al. [8] propose an alternative method of swaging which is claimed to be more efficient than
the traditional coating technology in the fabrication of accident-tolerant fuel cladding. In their study, it
was found that the specimen exhibited a pseudo-single tube structure with higher thermal stability. They
reported that the specimen had a uniform and well-bonded interface structure under optical microscopy
and scanning electron microscopy images. The specimen did not show significant structural collapse,
even after being stored at 1200 ◦C for one hour. The experimental results show that tube process has a
high potential for development of an ATF cladding with a length of several meters with their geometries
calculated according to the design.

Grabowski et al. [9] present a numeric heat transfer investigation validated with an experimental study
in flow boiling of water through an asymmetrically heated, rectangular and horizontal mini-channel, with
transparent side walls. The mathematical model assumed the heat transfer process in the measurement
module to be steady-state with temperature independent thermal properties of solids and flowing fluid.
Grabowski et al. applied laminar characteristic flow in the Reynolds numbers study. The experimental
data taken were temperatures at strategic points, volume flux of flowing water, inlet pressure and pressure
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drop, current, and the voltage drop in the heater power supply. They defined two inverse heat transfer
problems which were solved by the meshless Trefftz method with two sets of T-functions.

Kim et al. [10] demonstrate the use of vortex tube in an air conditioning system with the objective to
get rid of the use of refrigerant gas. The success of the eco-friendly technology will avoid environmental
impact due to refrigerant. The vortex tube is a temperature separation system capable of separating air at
low and high temperatures with compressed air. In their experimental study, both direct and indirect heat
exchange were investigated to test low-temperature air flow rate according to temperature and pressure.
The direct heat exchange method was found to have low flow resistance, and ease in control of temperature
and flow-rate. As a result, it is judged to be a more feasible method for use in air-conditioning system by
the authors.

The papers in this special issue reveal an exciting area, namely the “Thermal Systems” that is
continuing to grow. The pursuit of work in this area requires expertise in thermal and fluid dynamics,
system design, and numerical analysis as well as experimental validation. We are extremely delighted to be
invited as the Guest Editors of this “Special Issue”. We have received great support from many colleagues
and top researchers of prestigious universities and research institutions. We are heartened to see such a
contribution with the aim of tackling the environmental impact or providing low-cost energy options to
the humble communities. We firmly believe that, with the continuing collaboration of all researchers, we
can enhance our contribution to tackling the numerous challenges faced by global society. We hope that
this Special Issue helps to bring the research community into closer contact with each other. Finally, we
would like to thank all our authors, reviewers, and editorial staff who have contributed to this publication.
I am sure all readers of this Special Issue of Energies will find the scientific manuscripts interesting and
beneficial to their research work in the years to come.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: This manuscript presents a thermo-economic analysis for a trigeneration system integrated
by an absorption refrigeration chiller, a gas microturbine, and the heat recovery steam generation
subsystem. The effect of the compressor inlet air temperature on the thermo-economic performance
of the trigeneration system was studied and analyzed in detail based on a validated model. Then,
we determined the critical operating conditions for which the trigeneration system presents the
greatest exergy destruction, producing an increase in the costs associated with loss of exergy, relative
costs, and operation and maintenance costs. The results also show that the combustion chamber of
the gas microturbine is the component with the greatest exergy destruction (29.24%), followed by
the generator of the absorption refrigeration chiller (26.25%). In addition, the compressor inlet air
temperature increases from 305.15 K to 315.15 K, causing a decrease in the relative cost difference of
the evaporator (21.63%). Likewise, the exergo-economic factor in the heat exchanger and generator
presented an increase of 6.53% and 2.84%, respectively.

Keywords: thermo-economic assessment; exergy analysis; trigeneration system; gas microturbine;
absorption chiller

1. Introduction

The increase in global warming, adding to the scarcity of fossil fuels, has motivated the development
of new technologies to improve the efficiency of existing processes in power plants [1,2]. Among the
available options, multi-generation processes such as the trigeneration cycle have been widely used as
they allow for greater efficiency, lower costs, and reduced emissions [3]. Therefore, researchers have
been working to increase the potential of this type of energy generation process through heat recovery
under the steam generator, organic Rankine cycles [3], and absorption chillers [4,5].

Absorption chiller cooling technology is increasingly used because it utilizes refrigerants and
absorbents that do not have a negative effect on the environment. In addition, it is possible to feed
this type of device with waste heat or some other renewable energy source such as solar energy [6].
Therefore, they are systems widely used in the industrial sector because of the lower energy cost
production and potential gas emission reduction [7].

Several studies have developed relevant contributions to the thermo-economic analysis and
optimization of absorption refrigeration systems [8], but few are related to the trigeneration system
working at the different operating conditions. These studies mainly involve the application of the
thermodynamic second law to conduct the evaluation and thermal analysis of the system, which is

Energies 2019, 12, 4643; doi:10.3390/en12244643 www.mdpi.com/journal/energies5
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based on the exergy approach [9]. This method allows us to measure the work potential or quality of
different forms of energy with respect to environmental conditions [10,11]. Therefore, the environmental
condition plays a key role in the thermo-economic performance of thermal cycles.

Kaynakli and Kilic [12] analyzed the effect of an H2O-LiBr absorption refrigeration system (ARS)
on operating conditions by means of the first and second laws of thermodynamics. It was observed
that there is an increase in system performance with the increase in generator temperatures and a
decrease in condenser and absorber temperatures. However, the effect of the integration of the ARS
with the exhaust gases of a thermal prime mover was not studied, and the value of the generator
temperature should be determined. In contrast, Martinez and Rivera [13] conducted an energy and
exergy analysis for a dual absorption system using the H2O-LiBr as a working fluid and also concluded
that higher generator and evaporator temperatures and lower absorber temperatures lead to improved
system performance. Then, a change in inlet air temperature means different operation conditions on
the ARS, and a substantial effect on the thermo-economic indicator of the trigeneration systems, such
as the relative cost difference and exergo-economic factor.

Consequently, Kaushik and Arora [14] developed an energetic and exergetic analysis of the single
and double effect of a cooling absorption system with parallel free water flow. According to the
presented results, the coefficient of performance (COP) presented for the single effect ARS was ranging
from 0.6 to 0.75, while in the case of the double effect the COP increased from 1 to 1.28, as a result of
different operating temperatures of the heat source and evaporator.

In order to identify the exergetic improvement potential in the H2O-LiBr double effect, ARS, Gomri
and Hakimi [15] conducted an energetic and exergetic analysis, calculating the exergy destruction
of the system components. They concluded that the absorber and the high-pressure generator are
the components that most influence the total exergy destruction of the system. On the other hand,
renewable energy had been used as a heat source of refrigeration systems to increase global thermal
efficiency. Hence, Rosiek [16] studied a cooling system integrated into a flat plate solar collector, and
the results demonstrated that it is possible to obtain the best results from the exergetic viewpoint
supplying water to the absorption cooler in a temperature range of 70–80 ◦C.

A novel configuration was proposed by Pourfayaz et al. [17], by means of an exergetic analysis to
increase the overall performance of the ARS, for a fuel cell cooling system in which nanofluids were
used as absorbers.

There are different trigeneration systems, which can be classified mainly according to their driving
force, the amount of energy used, and the size of the plant. Each of these classifications has a series
of classifications, which have certain advantages and disadvantages regarding the acquisition cost,
installation, maintenance, operation ranges, necessary conditions, among others [18].

The availability of sources for electricity generation and global warming are alarming factors
that lead to concern about the sustainability of energy production in the future, which brings with it
the transcendental impact to design more efficient energy systems [19]. Combined Heat, Cold, and
Power (CHCP) are some of the alternative technologies to address problems such as growing energy
demand, rising energy costs, the security of energy supply, and large environmental impact [20]. Thus,
it is presented as a solution with relevant technical potential, economic, and ecological benefits, which
allow reducing the use of primary energy sources to energy generation [21]. The trigeneration system
is composed of five main elements: primary engine, electric generator, waste heat recovery system,
thermal activation equipment, and a control unit [22].

A promising alternative to trigeneration systems that address the energy problem is based on
the use of low-capacity primary sources, also called small-scale technologies, which deliver power
between 28 and 200 kW [23], such as the gas microturbine considered in this study. These systems are
particularly suitable for applications in commercial buildings, hospitals, schools, local industries, office
blocks, and single or multi-family residential buildings [24].

Although some research results based primarily on exergetic analysis show an increase in the COP
of the ARS, it is not a complete enough analysis to design a thermal system and ignores the economic
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part of the system. Therefore, the exergo-economic aspect is necessary to incorporate both exergetic
and economic analysis into the system. In this way, it is possible to have a better guide for the thermal
study of the components [25,26]. Therefore, the optimization of the ARS performance by means of the
thermo-economic assessment was applied [27].

Some trigeneration systems had been studied in industrial and commercial applications. The
thermo-economic potential of a trigeneration biomass plant was studied [28], using different
configurations, parameters, both economic and operational. The exergetic simulation allowed to
determine a 72.8% of the energy efficiency, and the exergetic efficiency ranging from 20.8% to 21.1%,
but a parametric case studied is not presented to determine the relevant parameters of the trigeneration
process. Also, a complete study was conducted considering some performance energetic, economic
and environmental indicators, where the performance of a steam turbine trigeneration system for large
buildings based on the energy demands of the facility was calculated, and the results were compared
with conventional power generation systems [29]. The results show a decrease in the primary energy
saving of 12.1%, CO emission reduction of 2.6%, and CO2 emission reduction of 2.6%. However, a
thermo-economic model was not proposed in this research to identify exergy destruction opportunities.

On the other hand, some thermo-economic studies using a chiller in the trigeneration system have
been considered, but the use of a gas microturbine as prime mover operating in a trigeneration system
is not reported in the literature. Therefore, the integration of an absorption chiller to a trigeneration
system was proposed to generate the required energy, and thus assess energy costs and savings,
obtaining an annual cost of $US 384,300 per year, and a payback period of 1.8 years [30]. In addition,
an economic analysis of a trigeneration system based on a LiBr chiller was developed. The results were
compared with respect to other heat and cold generation systems, and the primary energy consumption
decreased by 26.6% with respect to cogeneration.

In the case of the trigeneration system using gas turbines as a prime mover, Ahmadi et al. [31]
presented energy and exergetic analysis in a trigeneration system with a combined gas turbine cycle.
The results showed a greater exergetic destruction in the combustion chamber, in addition to the
environmental impact assessment, where the thermal energy efficiency increase 75.5%, the thermal
exergetic efficiency increase 47.5%, and the emission of the CO2 decrease to 158 kg/MWh.

To increase the performance of the trigeneration system, an exergo-economic optimization was
conducted using an evolutionary algorithm, where the economic indicators used to optimize the
systems are the total revenue requirement and the total cost of the system [32]. The optimization result
of the system allows an improvement of 0.207 $/s in the objective function studied, which is 15% lower
than the value in the base case.

From this literary review, the main contribution of this paper is to present a parametric study
conducted in a trigeneration system integrated by a Li-Br ARS, a gas microturbine, and a waste
heat recovery, to study the effect of inlet gas compressor temperature on the energy, exergy and
termo-economic indicator. In addition, the analysis includes the application of the energy, exergy
balance, exergy destruction calculation, cost balances application, and the thermo-economic modeling
by components, considering in detail the acquisition, maintenance, and operating costs.

2. Methodology

2.1. Description of the System

The physical structure of the trigeneration system is presented in Figure 1. Starting with the gas
power cycle, where ambient air at atmospheric pressure (state 1) enters to the compressor, where it is
compressed, and its pressure rises, from which it goes out to the preheater (state 2) where it interacts
with the exhaust gases of the turbine to increase its temperature and obtain a better combustion.

7
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Figure 1. Physical structure of the trigeneration system.

In the combustion chamber, the air flow (state 3) enters from the preheater at high temperature
and pressure, and the methane flow (state 4) enters, which will be burned during mixing with excess
air. The modeling of the combustion chamber is obtained, assuming an expansion process of the air,
which corresponds to an isobaric process inside the system. The resulting combustion gases (state 5)
move the turbine in which the hot gases expand and cool rapidly through an adiabatic expansion,
generating the power required for the compressor and the net power of the system.

The output gases of the turbine (state 6) are directed to the preheater equipment where its
temperature decreases, and then in the Heat Recovery Steam Generator (HRSG) the heat transfer
process allows us to generate the steam (state 10), from the water at ambient temperature (state 9).
The exhaust gases (state 8), as an energy source, enters the generator where it separates the solution
resulting in an H2O-LiBr mixture with a low concentration (state 11) and the generation of refrigerant
saturated steam (state 12). The mixture is modeled as a sub-cooled liquid type (state 19), which expands
through a flow valve and arrives at the absorber as a low concentration H2O-LiBr mixture (state 20).
On the other hand, the heat is removed inside the condenser heat exchanger from the refrigerant to the
environment (state 23), going from a gaseous to a liquid phase (state 13).

In the evaporator heat exchanger, the fluid takes heat from the refrigerated space or room, and
induces a phase change in the refrigerant producing a pressure difference between the evaporator and
the absorber, where the refrigerant exits as saturated steam (state 15) directly to the absorber, in which
there is an energy change between the external water (state 27) and lithium bromide (state 20). As
a result, a loop of the lithium bromide mixture is obtained to give a saturated liquid solution (state
16). The pressure of this solution is increased and entered into the heat exchanger by the flow energy
supplied by the motor of the pump (state 17) through a counter-current configuration, which increases
the temperature to improve efficiency. Finally, the fluid arrives at the generator to continue with the
system cycle (state 18).

8
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2.2. Thermodynamic Modeling

In the thermodynamic modeling of the trigeneration system [33], the components of the system
are considered as open systems where a steady-state mass balance is applied according to Equation (1).
For the case of constant flow systems, such as the generator and absorber, this balance results as shown
in Equation (2). ∑ .

mout =
∑ .

min (1)∑ .
mout·xout =

∑ .
min·xin (2)

where x is the concentration,
.

mout and
.

min are the output and input mass flows to the system in kg/s.
Also, the energy balance applied to each component of the trigeneration system based on the first

law of thermodynamics is expressed in Equation (3).∑ .
Q−

∑ .
W =

∑ .
mout·hout −

∑ .
min·hin (3)

where h is the specific enthalpy in kJ/kg,
.

Q is heat flow rate in kW, and
.

W is the power rate in kW.
The performance coefficient of the ARS (COPARS) is expressed by Equation (4), which is defined

as the ratio of the heat transfer of the evaporator (
.

QEvaporator) in kW, and the amount of heat transfer in

the generator (
.

QGener) plus the energy rate of the pump (
.

WP), both in kW.

COPARS =

.
QEvaporator

.
QGener +

.
WP

(4)

Applying the energy balance to each of the components of the trigeneration system gives the
equations shown in Table 1.

Table 1. Energy balance equations by components of the trigeneration system.

Component Energy Balance

Compressor .
m1·h1 +

.
Wcomp − .

m2·h2 = 0
Combustion Chamber

( .
m3·h3 +

.
m4·h4

)
·ncc − .

m5·h5 = 0
Turbine .

m5·h5 −
.

Wturb − .
m6·h6 = 0

Pre-heater
.

m7·h7 − .
m6·h6 =

.
m3·h3 − .

m2·h2
HRSG .

m7·h7 −
.

QHRSG +
.

m8·h8 = 0
Generator .

m18·h18 +
.

Qgener − .
m12·h12 − .

m11·h11 = 0
Condenser .

m12·h12 − .
m13·h13 +

.
Qcond = 0

Evaporator .
m13·h13 +

.
Qevap − .

m15·h15 = 0
Absorber .

m15·h15 +
.

m20·h20 − .
m16·h16 +

.
Qabs = 0

Heat exchanger
.

m17·h17 +
.

m11·h11 − .
m18·h18 +

.
m20·h20 = 0

To calculate the specific physical exergy (
.
E

Ph
) was not considered the kinetic and potential energy,

resulting in the Equation (5).
.
E

Ph
= (h− h0) − T0·(s− s0) (5)

where h is the specific enthalpy in kJ/kg, s is the specific entropy in kJ/kg ·K of the working fluid flow, h0

and s0 are the state enthalpy and entropy at reference condition (T0 = 298.15 K and P0 = 101.325 kPa).

9
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On the other hand, the chemical exergy for water (
.
E

Ch
water) was calculated using Equation (6), while

for the microturbine exhaust gases (states 6, 7, 8, and 21) was used the Equation (6) since the change of
chemical exergy for lithium bromide was not considered.

.
E

Ch
water =

.
m·
( zwater

Mwater

)
· .E0

Ch, water (6)

.
E

ch
=

n∑
k=1

xk·
.
E

chk
+ R·T0

n∑
k=1

xk·lnxk (7)

where (
.
E

0
Q, water) is the standard chemical exergy of the water, xk is the molar fraction, and exchk is the

exergy per mol unit for the k gas.
The exergy balance was applied to each component of the trigeneration system according to

Equation (8) [34]. ∑ .
min·

.
Ein −

∑ .
mout·

.
Eout +

.
Q·
(
1− T0

T

)
− .

W − .
ED = 0 (8)

where
.

min·
.
Ein is the inflow exergy,

.
mout·

.
Eout is the outflow exergy, and

.
ED is the destroyed exergy.

The exergetic efficiency (ηex) based on the second law of thermodynamics, is expressed by the
Equation (9).

ηex =

.
EP
.
EF

(9)

where the amount of fuel exergy (
.
EF) to the system, and the exergy produced (

.
EP) per system are

related to the destroyed exergy (
.
ED), and the lost exergy (

.
EL), as shown in Equation (10).

.
EF =

.
EP +

.
ED +

.
EL (10)

The Fuel and Product structure in each component of the trigeneration system was calculated, as
shown in Table 2.

Table 2. Fuel and Product exergy equations.

Component
.
EF

.
EP

.
EL

Compressor
.

Wcomp
.
E2 −

.
E1 -

Air pre-heater
.
E6 −

.
E7

.
E3 −

.
E2 -

Combustion Chamber
.
E4

.
E5 −

.
E3 -

Turbine
.
E5 −

.
E6

.
Wturb -

HRSG
.
E7 −

.
E8

.
E9 −

.
E10 -

Generator
.
E8 −

.
E21

.
E12 +

.
E11 −

.
E18

.
E21

Condenser - -
.
E23

Evaporator
.
E14 −

.
E15

.
E24 −

.
E25 -

Absorber
.
E16 −

.
E15 −

.
E20

.
E27 −

.
E26 -

Heat exchanger
.
E11 −

.
E19

.
E18 −

.
E17 -

2.3. Thermo-Economic Analysis

To calculate the total production cost, it is considered the capital investment costs (
.
ZCI), operation

and maintenance (
.
ZOM), as shown in Equation (11).

.
Z =

.
ZCI +

.
ZOM (11)

10
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The equations used to calculate the Purchase Equipment Costs (PEC) for the components of the
ARS were: heat exchangers (Equation (12)), pump (Equation (13)), motor (Equation (14)), where the
sub-index “0” represents the reference of the studied component [35–37].

PECK = PEC0, K·
(

Ak
A0

)0.6

(12)

where the reference area (A0) is 100 m2, the reference costs (PEC0, K) considered are Evaporator
(16,000 USD), Condenser (8000 USD), Absorber (16,500 USD), and Heat Exchanger (12,000 USD) [26].
Also, the PEC for the pump is calculated based on Equation (13).

PECpump = PEC0,pump·
⎛⎜⎜⎜⎜⎜⎝

.
Wpump
.

W0,pump

⎞⎟⎟⎟⎟⎟⎠
mB

·
(

1− ηpump

ηpump

)npump

(13)

where the pump efficiency (ηpump) is 75%, the pump size power ratio (mB) is 0.26, and the reference
cost (PEC0,pump) is 2100USD. In addition, the model used to estimate the PEC of the pump motor is
presented in Equation (14).

PECmot = PEC0,mot·
⎛⎜⎜⎜⎜⎜⎝

.
Wmot
.

W0,mot

⎞⎟⎟⎟⎟⎟⎠
mmot

·
(

1− ηmot

ηmot

)nmot

(14)

where the motor size power ratio (mmot) is 0.87, the motor reference power (
.

W0, mot) is 10 kW, the motor
efficiency (ηmot) is 90%, the efficiency ratio of motor size (nmot) is 1, and the reference cost (PEC0,mot) is
500 USD [26].

The components of the gas microturbine were used some well-known models [26]. For the PEC
of the compressor was used the Equation (15), combustion chamber (Equation (16)), and turbine
(Equation (17)).

PECcomp =

(
C11· .

mair
C12 − ncomp

)
·
(

Pa2

Pa1

)
·ln
(

Pa2

Pa1

)
(15)

where the compressor coefficients C11 and C12 are 71.10 and 0.9 USD/(kg/s), respectively. In addition,
the PEC of the combustion chamber was calculated according to Equation 16.

PECcc =

⎛⎜⎜⎜⎜⎜⎜⎜⎝C21
.·mCH4

C22 − Pgc4
Pa3

⎞⎟⎟⎟⎟⎟⎟⎟⎠·[1 + e(C23·T4−C24)
]

(16)

where C21 is 46.08 USD/(kg/s), C22 is 0.995, C23 is 0.018 K−1 and C24 is 26.4 [26]. Also, for the case of
the turbine, Equation (17) was used to calculate the PEC, which is a relevant cost of the microturbine
equipment.

PECturb =

(
C31· .

mcomb
C32 − nturb

)
· ln
(Pgc4

Pgc5

)[
1 + e(C33·T4−C34)

]
(17)

where the model turbine coefficients are, C31 in 479.34 USD/(kg/s), C32 is 0.92, C33 is 0.036 K−1 and
C34 is 54.4 [26].

On the other hand, the values of the leveled costs (PECL) by components were calculated by the
mean of the Equation (18), which consider the money transactions occur at the end of each year in the
economic life of the trigeneration system.

PECL = CRF·
n∑

j=1

PECJ(
1 + ie f f

) j (18)

11
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where CRF is the Capital Return Factor, ie f f is the interest rate and PECj is the value of the Purchase
Equipment Costs in the year j. Also, the CRF is calculated using the Equation (19).

CRF =
ie f f
(
1 + ie f f

)n
(
1 + ie f f

)n − 1
(19)

where n is the lifetime of the equipment.
To obtain the value of the capital investment in term of unit cost per time (

.
Zk), without having to

calculate leveled costs, the Equation (20) can be used.

.
Zk =

PECk·CRF·ϕ
τ

(20)

where τ is the total operation time in hours of the system at full load, and ϕ is the maintenance
factor [38].

2.4. Exergy Cost Balance and Thermo-Economic Indicators

The exergetic cost balance, as shown in Equation (21), the inefficiencies presented in the equipment
are evaluated, and the intermediate and final cost of the streams of the thermal process. This analysis
allowed us to estimate all exergies of stream in the trigeneration cycle, considering the total costs
(acquisition costs, operating costs, and maintenance costs) [39–41].

n∑
i=1

.
Cout,i +

.
CW,i =

n∑
i=1

.
Cin,i +

.
CQ,i +

.
Zk (21)

where the terms
.
Cin,i, and

.
Cout,i are the exergy costs associated with the inlet and outlet flow, which are

calculated using the Equation (22). The terms
.
CW,i and

.
CQ,i are the costs associated with the power and

heat transfer exergy cost, which are calculated by the mean of the Equations (23) and (24), respectively.

.
Ci = ci·

.
Ei (22)

.
CW,i = cW

.·W (23)
.
CQ,i = cQ·

.
EQ (24)

where ci, cW and cQ are the specific costs per unit of exergy expressed in dollars per Gigajoules
(USD/GJ).

The equations presented in Table 3 are obtained, applying the general cost balances to each
component of the trigeneration system. The cost balance can be expressed as shown in Equation (25),
as a function of the cost rates of the exergy lost (

.
CL,i), product cost rate (

.
CP,i) according to Equation (26),

fuel cost rate (
.
CF,i) attending to Equation (27), and the cost rate of exergy destruction (

.
CD,i) by means

of Equation (28).
.
CP,i =

.
CF,i −

.
CL,i +

.
Zi (25)

cP,i =

.
CP,i
.
EP,i

(26)

cF,i =

.
CF,i
.
EF,i

(27)

.
CD,i = cF,i

.
ED,i (28)

12
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Table 3. Cost balance equation by components.

Component Cost Balance Equations Auxiliary Equations

Compressor
.
C1 +

.
Ccomp +

.
Zcomp =

.
C2

.
C1 = 0

Air preheater
.
C2 +

.
C6 +

.
Zph =

.
C3 +

.
C7

.
C7.
E7

=
.
C7.
E6

Combustion chamber
.
C3 +

.
C4 +

.
Zcc =

.
C5

.
C4 = 139.18

Turbine
.
C5 +

.
Zturb =

.
C6 +

.
Ccomp +

.
Cturb

.
C6.
E6

=
.
C5.
E5

,
.
Ccomp
.

Wcomp
=

.
Cturb.
Wturb

HRSG
.
C7 +

.
C10 +

.
ZHRSG =

.
C8 +

.
C9

.
C8.
E8

=
.
C7.
E7.

C10 = 0

Generator

.
Cgen +

.
C18 +

.
Zgen =

.
C12 +

.
C11

.
C12.

mwater (ex12−ex18)
−

.
C18(ex11−ex12)

.
mt (ex12−ex18)(ex11−ex18)

−
.
C11.

mpump (ex11−ex18)
= 0

-

Heat exchanger
.
C17 +

.
C11 +

.
Zhe =

.
C18 +

.
C19

.
C11.
E11

=
.
C19.
E19

Pump
.
Cpump +

.
C16 +

.
Zpump =

.
C17 -

Condenser
.
C12 +

.
Zcond =

.
C13 + Δ

.
Ccond

.
C12.
E12

=
.
C13.
E13

Absorber
.
C20 +

.
C15 +

.
Zabs =

.
C16 + Δ

.
Cabs

.
C20+

.
C15.

E20+
.
E15

=
.
C16.
E16

Evaporator -
.
C14.
E14

=
.
C15.
E15

Solution expansion valve -
.
C19.
E19

=
.
C20.
E20

Coolant expansion valve -
.
C13.
E13

=
.
C14.
E14

The relative cost difference (r) is calculated from the specific fuel and product cost, which shows
the average relative cost increase per exergetic unit between the input power and the product, as
shown in Equation (29).

r =
cP,i − cF,i

cF,i
(29)

Likewise, another thermo-economic indicator studied is the exergo-economic factor ( f ), which
measures the relation between the capital cost investment compared to the loss costs rate and exergy
destruction, and it is calculated using Equation (30).

f =

.
Zi

.
Zi +

.
CL,i +

.
CD,i

(30)

A high value of this factor reflects a decrease in investment costs by improving energy efficiency, in
contrast to low rates of this factor, which suggests saving costs throughout the system for improvement
in efficiency.

3. Results and Discussion

This section presents the results of the energetic, exergetic, and thermo-economic analysis of the
base case of the trigeneration system, and the parametric study result at different inlet air compressor
temperatures. Table 4 presents the thermodynamic properties, physical and chemical exergy of the
trigeneration system obtained from the energy balance.
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Table 4. Thermodynamic properties, physical and chemical exergy of the trigeneration system.

State

.
m

[kg/s]
T

[K]
P

[bar]
h

[kJ/kg]
s

[kJ/kg·K]

.
E

Ph

[kJ/s]

.
E

ch

[kJ/s]

1 0.30 298.15 1.013 298.60 5.69 0 0
2 0.30 452.10 3.64 454.31 6.16 46.71 0
3 0.30 673.20 3.61 684.83 6.16 73.83 0
4 0.50 298.15 3.70 -3.62 −0.68 99.72 2.5919
5 0.80 829.10 3.61 216.40 7.69 305.40 4.24
6 0.80 745.20 1.081 120.81 7.92 174.60 4.24
7 0.80 540 1.051 −108.10 7.57 75.11 4.24
8 0.80 346.50 1.021 −314.90 7.10 20.54 4.24
9 0.065 372.30 0.98 2651 7.36 29.85 617.50
10 0.065 298.15 1.013 104.81 0.36 0 0
11 0.57 346.50 0.059 167.91 0.44 23.60 0.62
12 0.019 346.50 0.059 2637 8.54 1.84 0.049
13 0.019 309.20 0.059 150.81 0.52 0.014 0.049
14 0.019 278.20 0.0087 150.80 0.54 −0.13 0.049
15 0.019 278.20 0.0087 2510 9.024 −3.49 0.049
16 0.59 307.20 0.0087 81.38 0.20 14.19 0.66
17 0.59 307.20 0.059 81.38 0.20 14.19 0.66
18 0.59 331.50 0.059 131.20 0.36 16.081 0.66
19 0.57 322.90 0.059 120.20 0.29 20.63 0.62
20 0.57 310.90 0.0087 120.20 0.22 33.51 0.62

These values allow conducting the exergy balance to calculate the exergy destruction in each
component of the system, obtaining the values shown in Figure 2, which presents the percentage of the
exergy destruction fraction by equipment and/or components of the system studied.

Figure 2. Percentage Exergy Destruction for each component of the trigeneration system.

The exergy destruction represents a loss of useful work that can be taken advantage of by the
components of the trigeneration system for the improvement of the operating and thermo-economic
conditions. This translates into a great inefficiency and a considerable quantity of energy that must be
minimized just when it is needed to maximize the overall thermal efficiency of the process. However,
it represents an opportunity to optimize and develop innovate techniques based on new proposals and
alternatives of operation and manufacture to design and to rate the devices, all with the purpose of
reducing the investment cost associated with the components and, therefore, to the general system.
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The results show that the combustion chamber of the gas microturbine is the component with the
greatest exergy destruction (29.24%), followed by the generator of the ARS (26.25%). The compressor
has a contribution of 0.08% due to the low heat transfer irreversibility presented in this device as a result
of the high operating temperature. The greatest amount of exergy destroyed (72%) is located in the
combustion chamber, generator and absorber, which suggests a greater technological and operational
effort focused on the design of these heat exchange, allowing us to reduce the temperature difference
between the fluids. Likewise, from the component cost balances, the exergetic costs of the stream in
the system were calculated, as shown in Table 5.

Table 5. Exergetic cost rates (
.
C) in USD/s, and the costs per unit of exergy of the stream (c) in USD/GJ.

State
.
C [10−3 USD/s] c [USD/GJ] State

.
C [10−3 USD/s] c [USD/GJ]

1 0 0 11 3.18 25.73
2 89.53 532.4 12 0.42 24.27
3 198.50 746.9 13 0.014 24.27
4 139.21 1.48 14 0.017 24.27
5 338.70 303.88 15 0.75 24.27
6 195.61 303.87 16 1.39 26.14
7 86.81 303.89 17 1.48 27.80
8 27.12 303.88 18 1.86 30.89
9 60.67 303.90 19 2.85 25.73

10 0 0 20 3.61 25.73

These costs allow us to determine the cost of raw materials, products, and destruction, besides the
thermo-economic indicators shown in Table 6. The highest costs are associated with the pre-heater
assembly (532.40 USD/GJ), which exceeds the cost of the products obtained by the turbine.

Table 6. Average costs per unit of fuel (
.
CF,i ) and product (

.
CP,i ), destruction cost (

.
CD,i), relative cost

difference (r), and exergo-economic factor (f ) for each component of the trigeneration system.

Equipment
.
CF,i [USD/s]

.
CP,i [USD/s]

.
CD,i[USD/s] r f

Compressor 24.80 24.87 0 0.0031 1
Pre-heater 30.22 30.27 79.13 2.67 0.0024

Combustion chamber 38.66 38.95 137.91 110.20 0.0072
Turbine 39.75 15.80 110.50 0.75 0.027
HRSG 16.58 16.85 648.51 0.91 0.0015

Generator 12.94 22.031 0.43 0.70 0.41
Assembly evaporator 26.35 132.70 1.11 4.30 0.28

Heat exchanger 27.15 65.77 0.15 1.42 0.41

3.1. Energy and Exergy Analysis

This section presents the parametric study results applied in the trigeneration system, through the
variation in compressor inlet temperature (T1) from 293.15 K to 328.15 K. The energy performance
was evaluated for the microturbine subsystem, HRSG, and the evaporator of the ARS, which will be
analyzed and discussed in detail below.

Figure 3a shows that the increase in temperature causes a decrease in the net power supplied
by the turbine with respect to the heat absorbed by the evaporator at different air flow ratio, because
of the enhancement in the heat removed in the evaporator as a consequence of the increase in the
air flow temperature in the inlet compressor. For a given inlet compressor temperature of 313.15 K,
the Trigeneration System delivers almost 236.2% power per unit of heat in the evaporator with an
air-fuel ratio of 0.7 with respect to 0.5. This means that an increase in the air-fuel ratio causes the
microturbine to deliver more power, given the higher airflow. However, the decreasing trend among
the studied energy coefficient is preserved, so the inlet compressor temperature is a basic parameter that

15



Energies 2019, 12, 4643

significantly affects the energy performance of the trigeneration system. On the other hand, the steam
energy supplied by the HRGS (Figure 3b) increases with the increase of the air flow inlet compressor
temperature, which is due to the improvement of the combustion chamber thermal efficiency, having a
combustion with an oxidant both at higher temperature, and more air mass flow by increasing the
air-fuel ratio, which increases the thermal capacitance in the HRSG.

Figure 3. Energy performance of the trigeneration system at different compressor inlet air temperatures,
(a) Net Power/Evaporator heat, and (b) Heat in the Heat Recovery Steam Generator (HRSG).

3.2. Exergy Destruction

The exergy destruction analysis by component represents an opportunity for the improvement of
the operative and thermo-economic of the thermal system. With this parameter, some alternatives can
be developed to reduce the effects of both economic and operational losses. It is important to know the
behavior of the minimum and maximum values that can be presented in a device with the purpose of
obtaining the possible exergy losses in the trigeneration system and the effect of the increase of the inlet
air compressor temperature in the devices of the system that is studied here. The exergy destroyed in
the trigeneration system at different compressor inlet air temperatures is shown in Figure 4.

Figure 4. Exergy destroyed in the trigeneration system at different compressor inlet air temperatures.
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For the exergy destroyed fraction in terms of components, a tendency was observed. We used
an accumulation of the percentage losses to obtain a graphical model that describes the behavior of
the exergy losses of the general system. With the exclusion of the combustion chamber in the study,
we observed a 12% reduction in the exergy destroyed in the turbine until 300 K. Then, it remained at
its lowest values while the inlet air compressor temperature increased. Another relevant result is the
behavior of the exergy destruction in the generator and condenser, which both present the same range
of variation of exergy destroyed (4% to 5%). In this case, below the temperature of 300 K, the exergy
destroyed in the generator is greater than the values presented. After this, an increase in temperature
caused a significant enhancement of the exergy efficiency of this device at higher compressor inlet
air temperature. Therefore, the highest values of exergy destroyed in the devices of the trigeneration
system happen when the air temperature is lower than 300 K. However, there are exceptions such as
the HRSG and the evaporator, because a higher air temperature limits their functionality in the system.

3.3. Cost Rate of Exergy Destruction

The costs related to the exergy destruction represent the economic losses in dollars with respect to
the operating time of the system and, therefore, of each one of the components. A comparative analysis
of the costs per component of the microturbine is proposed for the variation of the inlet air compressor
temperature, while simultaneously analyzing the behavior of the costs related to the exergy destruction
in the assembly and different components both in the ARS and microturbine. Figure 5 presents the
trends of the cost rate of exergy destruction of the trigeneration system at different compressor inlet
air temperatures.

Figure 5. Cost rate of exergy destruction of the trigeneration system at different compressor inlet air
temperatures, (a) microturbine components, and (b) absorption chiller components.

The results show that for the ARS (Figure 5b), both the generator and the heat exchanger decrease
their costs as the temperature increases, while in the evaporator assembly there is an unusual behavior
which suggests that the variation in the compressor air temperature does not infer exergy destruction
or, therefore, related costs. In addition, it is evident that both the evaporator assembly and the heat
exchanger have lower costs in the microturbine than in the ARS, which can be explained by the operating
conditions of the refrigerant fluids, which directly influence the efficiency of the general system.

3.4. Relative Cost Difference and Exergo-Economic Factor

The exergo-economic factor results evidenced that, in the systems, there are values of 100% for the
compressor and this remains constant for changes of temperature as shown in Figure 6 because the
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flow energy input in microturbine is free and the destroyed exergy cost rate of the compressor is equal
to zero.

Figure 6. Exergoeconomic factor of the trigeneration system at different compressor inlet air
temperatures, (a) microturbine components, and (b) absorption chiller components.

Therefore, in the microturbine, the compressor is the equipment in the microturbine with the
lowest exergo-economic values, which implies that destruction costs and maintenance costs are relevant
in the system. On the other hand, in the ARS system, both the generator and the heat exchanger have
high values compared to the microturbine system, which is the same in the relative cost behavior
of the evaporator assembly with a very high exergo-economic factor of around 26%. Thus, the ARS
has a higher exergo-economic factor than the microturbine system, which is a consequence of high
acquisition costs, which are more relevant than the costs for exergy destruction and maintenance,
which suggests a reduction of non-fixed costs that can be modified.

In this case, the relative costs increase as the compressor air temperature increases, which
indicates a thermodynamic limitation in the system due to the temperature limits allowed. However, a
temperature increase of 10 K provides improvements in the overall performance of the microturbine
components, while the other subsystem suffers increases of 6.53% and 2.84% of the exergo-economic
factor in the heat exchanger and generator, respectively, as shown in Figure 6b.

Figure 7 enables the analysis of the relative cost difference of the main components of the
trigeneration systems in this study. Thus, we obtained the tendency of this thermo-economic indicator
in a wide range of operations, which allows us to determine the critical equipment that represents the
main construction cost of the system and, subsequently, to reduce these costs through design strategies
or operational changes of the general thermal system.

In the microturbine subsystem (Figure 7a), the results show a very little effect of the inlet air
compressor temperature on the relative costs associated with the different components, which is a
consequence of the law variation presented in the exergy destroyed by component and similar values
of product and fuel cost in the range of the evaluated temperature.

The results show that, in the case of the ARS, the variation of the compressor inlet temperature
causes a decrease in the relative cost of the evaporator assembly (21.63%) with increasing temperature
from 305.15 K to 315.15 K, as shown in Figure 7b. However, this behavior does not occur in the entire
range studied, which allows us to predict the thermo-economic indicator of the trigeneration system
under different ambient temperatures.
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Figure 7. Relative cost difference of the trigeneration system at different compressor inlet air
temperatures, (a) Microturbine components, and (b) Absorption chiller components.

4. Conclusions

This study has been carried out considering a trigeneration system with defined limits and
considerations. The modification of these considerations and extension of the limits of this process will
require an evaluation of some exergetic costs in the exergo-economic model that were not considered,
in addition to the exergy required in the condenser, evaporator and absorber currents. The exergetic
costs not considered, if evaluated, could compromise the thermo-economic viability of the system,
which must be evaluated in detail by means of thermo-economic indicators such as the recovery period
of the investment, the specific investment cost and the leveled cost of the energy since this was not
defined in the scope of the present study.

The study allowed us to undertake a thermo-economics approach to evaluate energy conversion
systems from the energy perspective, and in a broad way, in complement with economic considerations.
It also enabled us to verify the real viability of the trigeneration system when it operates with different
air temperatures at the inlet of the compressor.

The thermo-economic parametric was developed based on a gas microturbine-ARS–HRSG
trigeneration system model, evaluating the different exergy destroyed cost, exergo-economic factor, and
relative cost according to each component. The result also showed the opportunities for improvement
in components, and the amount of useful energy available that can be recovered from the exhaust
gases of the gas microturbine. However, there is an operation condition where the exergy is highly
destroyed due to the exergy inefficiencies of the equipment, and a greater purchase equipment cost is
presented with a high exergo-economic factor.

In addition, it is concluded that the system is technically and economically viable, which represents
a considerable alternative for the implementation in the secondary energy sector, where the cooling
and power generation is required, such as the operation of shopping malls, supermarkets, and hotels.
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Abbreviations

The following abbreviations are used in this manuscript:

HRSG Heat Recovery Steam Generator
ARS Absorption Refrigeration System
CRF Capital Recovery Factor
DC Direct cost
CI Capital Investment
PEC Purchase Equipment Cost
CC Combustion Chamber
TCI Total Capital Investment
OM Operation and Maintenance
Nomenclature

c Specific cost (USD/GJ)
s Entropy (kJ/kgK)
.
C Associated cost (USD/s)
.
E Exergy (kJ/s)
h Specific enthalpy (kJ/kg)
.

m Mass flow (kg/s)
.

Q Heat transfer (kJ/s)
R Universal gas constant (atm L/mol K)

P Pressure (bar)
rpm Rotational engine speed (rpm)
T Temperature (K)

t Time (s)
.

W Power (kW)
X fraction
A Area

(
m2
)

COP Performance coefficient
ie f f Annual interest rate
n Equipment’s lifetime (year)
.
Z capital investment cost (USD/s)
r Relative cost
f The exergoeconomic factor
Greek Letters

ϕ Maintenance factor
η Heat recovery efficiency
τ Total operation time (Hr)
Subscripts

ex Exergetic
mot Motor
k Molar
cond Condenser
abs Absorber
evap Evaporator
ch Chemical
ph Physical
o Standard or reference
D Destruction
L Lost
P Produced
k Molar
F Supplied
B Pump size
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Abstract: This manuscript presents an advanced exergo-economic analysis of a waste heat recovery
system based on the organic Rankine cycle from the exhaust gases of an internal combustion engine.
Different operating conditions were established in order to find the exergy destroyed values in the
components and the desegregation of them, as well as the rate of fuel exergy, product exergy, and loss
exergy. The component with the highest exergy destroyed values was heat exchanger 1, which
is a shell and tube equipment with the highest mean temperature difference in the thermal cycle.
However, the values of the fuel cost rate (47.85 USD/GJ) and the product cost rate (197.65 USD/GJ)
revealed the organic fluid pump (pump 2) as the device with the main thermo-economic opportunity
of improvement, with an exergo-economic factor greater than 91%. In addition, the component with
the highest investment costs was the heat exchanger 1 with a value of 2.769 USD/h, which means
advanced exergo-economic analysis is a powerful method to identify the correct allocation of the
irreversibility and highest cost, and the real potential for improvement is not linked to the interaction
between components but to the same component being studied.

Keywords: advanced exergo-economic analysis; waste heat recovery system; ORC; endogenous
exergy; exogenous exergy

1. Introduction

In thermodynamics systems, the irreversibility in the components of the system produce exergy
destruction, and the continuous improvement of the performance of energy conversion systems based
on exergy analysis has been a priority among researchers in this field of study [1], from energy analysis
of the thermal systems [2] and trigeneration systems [3]. However, from all the information available
with these traditional analyses, there is no relevant development on the analysis carried out with this
methods to make further improvements to the components of a system [4], so advanced analyses and
economic analysis are proposed to facilitate the thermal and economic improvement of the system.

In recent years, new concepts of exergy, such as endogenous/exogenous and avoidable/unavoidable
exergy destruction, have been employed to obtain relevant information for the identification of
irreversibilities and thermodynamic inefficiencies in the systems [5]. In any thermodynamic system,
the exergy destruction in the components can be generated in two ways. The first is due to the
irreversibilities of the component under study, which is called endogenous exergy destruction, while
the second is due to the irreversibilities of the other components that affect the component under study;
this is called exogenous exergy destruction [6]. Thus, its optimization process will depend on the
technical and economic limitations of the system, so there will only be a part of the exergy destruction
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and avoidable/unavoidable investment costs for each component. By uniting these two concepts, it is
possible to identify improvements to the system [7].

Long et al. [8] evaluated the importance of the working fluid in the thermal performance of
an organic Rankine cycle (ORC) by means of an external and internal exergetic analysis, and an
optimization analysis based on a genetic algorithm with exergetic efficiency as an objective function.
The results of the exergy analysis showed that the organic working fluid affects the exergetic efficiency
of the cycle, with the opposite case in the internal part, where the efficiency did not present changes.
The results of the optimization showed that the selection of the working fluid depends, to a greater
degree, on the optimal evaporation temperature, which increases the exergetic efficiency of the
cycle. Long et al. [9] performed an exergy analysis to evaluate the impacts of the evaporation
pressure and ammonia fraction on the ammonia–water mixture of the system performance Kalina,
obtaining that the evaporation pressure plays an important value in the internal and external exergetic
efficiency. Additionally, optimal values are obtained from these in their ideal operation, as well as
the ammonia fractions increasing the exergetic efficiency depending on the evaporation pressure.
However, the exergetic efficiency of the cycle depends on the input temperature of the heat source,
evaluating the impact of this parameter on internal and external exergetic efficiency.

Tian et al. [10] developed a techno-economic analysis of a system consisting of an ORC and
an internal combustion engine operating with 235 kW diesel, in order to study the performance of
20 organic fluids. The results showed that the highest energy generated per unit of mass flow and
the highest energy efficiency are obtained for refrigerant R-141b and refrigerant R-123, respectively.
The study is limited to a single engine operating condition, and a traditional exergetic analysis where
the real opportunities for both endogenous and exogenous component savings are not shown.

On the other hand, Zare V. [11], in order to find savings opportunities, added economic criteria to
the thermal performance studies, applied to three configurations of an ORC. However, this application
was limited to binary geothermal power plants, where the RORC presented better energy results, while
from the economic point of view, the simple ORC was the best option because it is integrated by a
smaller amount of equipment, which implies a lower acquisition cost. The results do not consider
the evaluation of costs by components but of a global system. In addition, studies from the exergetic
point of view have been developed in a traditional way, and thermal-economical studies for waste
heat recovery systems of gas generation engines through ORC have not been widely integrated. Thus,
the literature reports the results of the modeling developed by Kerme and Orfi [12], who studied the
effect of the temperature of the organic fluid at the entrance of an ORC turbine on the energy and
exergy performance, obtaining that the increase of the temperature increases the efficiency while total
exergy destruction decreases it.

The combination of traditional and advanced exergetic analysis can provide significant
thermodynamic information, such as the source and the amount of exergy destroyed by each
component [13], and how much this destruction can be avoided [14], as in the case of solar energy
collectors with a flat plate and a flat plate with a thin plate, resulting in the exergy destruction in the
absorbent plate being greater than the rest of components, but according to the advanced exergetic
analysis performed, this exergy destruction is endogenous and unavoidable, which means that the
irreversibilities of this component are inherent in its operation mode [15].

Mohammadi et al. [16] studied a combination of conventional and advanced exergetic analyses
in a supercritical CO2 recompression cycle to determine the potential for improving the thermal
cycle performance, where the overall exergetic efficiency reached 17.13%, the system’s maximum best
potential was 106.85 MW, and approximately 35% of exergy destruction could be avoided by focusing
on components, such as the heat exchanger, turbine, and main compressor. These investigations can be
complemented with the help of the combination of exergetic analysis [17] and economic analysis to
obtain thermo-economic costs based on the irreversibilities of the components [18].

In addition, comparative studies have been carried out on different configurations of waste heat
recovery cycles integrated to gas engines [18] and applications, such as Petrakopoulou et al. [19], where

24



Energies 2020, 13, 267

the first application of an exergo-economic analysis in a CO2 capture power plant was evaluated,
revealing that the costs associated with exergy and investment analyses are endogenous for most
components, where it proposed a suggestion for improving some components, such as the reactor,
expander, and compressor. The literature review shows the case of a polygeneration plant operating
in a geothermal cascade system coupled to an organic Rankine cycle that produces 40 kWe, where
improvement potentials were found in the ORC cycle (10.61 kW) and heat exchanger (2.28 kW), while
the exergo-economic analysis revealed an electricity production cost of 7.78 $/h and the advanced
exergo-economic analysis suggests that the plant heat exchanger is the component with the greatest
opportunity to reduce the exergy destruction of the heat exchanger equipment [20].

Another application was in a combined steam-organic Rankine cycle to recover waste heat from a
gas turbine, where an exergo-economic analysis was performed using three different organic fluids
(R124, R152a, and R34a), obtaining that the maximum exergy efficiency and the minimum rate of
product costs are 57.62% and 396 $/h, respectively. In addition, the parametric study was complemented
with genetic algorithm optimization, where it was obtained that the combined cycle with R152a has
the best performance from the thermodynamic and exergo-economic point of view among the fluids
analyzed [21].

Advanced exergetic analyses have focused on the ORC cycle, taking into account the advantage of
adapting this cycle to another thermal system for different applications, such as waste heat recovery [22],
thermodynamic optimization [23], and emergy analysis [24]. Also, several works have combined
these studies to obtain improvement potentials. In applications in turbocharged combustion engines,
conventional exergetic analysis gives the evaporator and the expander priority improvement potential
while advanced exergy analysis suggests the expander and pump as a priority, and the cycle exergy
destruction can be reduced by 36.5% [25]. For applications of advanced exergo-economic analysis
taking into account waste heat recovery in geothermal applications, low-temperature solar applications,
and waste heat recovery from engine gases, the exergetic efficiency of the ORC improves by 20%,
optimizing the system through advanced exergetic analysis and proposing the expander, evaporator,
condenser, and pump as improvement potentials. Different organic fluids have been tested in the
ORCs to improve their performance, obtaining that pentane, cyclohexane, iso-butene, iso-pentane,
and cyclohexane have the highest avoidable endogenous cost corresponding to the heat sources
evaluated. In addition, the avoidable endogenous cost is sensitive to the heat source temperature, and it
is possible to reduce the heat source temperature increase from 100 to 150 ◦C by 28% [26]. Therefore,
it has been identified that advanced exergetic and thermo-economic analysis is one of the alternatives
to achieve technically and economically favorable operating conditions, and to achieve its application
in real conditions.

In response to the inadequate management of energy resources in industrial processes, there is a
need to improve the efficiency of equipment and processes, in addition to reducing the environmental
impact. Thus, the energy recovery of the exhaust line of the natural gas generation engines is one
of the alternatives to increase the thermal efficiency of these systems [27]. However, this issue has
been approached from different approaches but not articulated with alternative generation systems,
which leads to an enormous scientific impact since if it is true that different ORC configurations have
been studied, these have not been studied from an advanced exergetic point of view and integrated
with thermo-economic modeling in real contexts of operation of stationary high-power natural gas
turbocharged engines as a means of heat recovery, in order to obtain technically and economically
viable solutions that allow their commercial application [28].

Thus, the main contribution of this work was to perform an advanced thermo-economic analysis
of an organic Rankine cycle for a bottoming natural gas engine, and its respective comparison with
the results obtained with conventional exergetic and exergo-economic analyses. The analysis of
the irreversibilities of each component is presented, and the possible improvements to the cycle are
found using the concepts of endogenous/exogenous and avoidable/unavoidable exergy destruction,
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combinined with the exergo-economic analysis, thus finding the advance cost rate improvement
opportunities for each component based on the irreversibilities of the thermal system.

2. Methodology

2.1. Description of the Cycle

The cycle to be analyzed can be seen in Figure 1. The natural gas generation engine operates
with an air/natural gas mixture, which is compressed before it enters the cylinders to improve the
engine’s thermal performance. The exhaust gases are expanded by means of a turbo compressor flow
S1 (708 K, 102 kPa), where energy is transferred by means of the heat exchanger 1 (HX1) to the thermal
oil in stream S5, and discharged to the environment in stream S2. The thermal oil circulates through
the energy supplied by the thermal oil pump (P1), and the hot fluid coming out of HX1 in stream S3
(616 K, 101.4 kPa) operates as a thermal source to evaporate and reheat through the heat exchanger 2
(HX2) the organic fluid, which is toluene in this case study. The maximum values of thee pressure and
temperature of the organic Rankine cycle are presented in the turbine inlet (546 K, 675 kPa), where the
organic fluid then expands into the S7 stream (475 K, 22 kPa) in the turbine (T1), generating additional
energy without increasing the fuel consumption. To complete the thermal cycle, the organic fluid
decreases the pressure to its lowest point, passing to the condensation stage from S7 to S8 (338 K,
675 kPa).

Figure 1. The organic Rankine cycle waste heat recovery system.

The 2 MW Jenbacher engine JMS 612 GS-N. L was modeled and studied, as shown in Figure 2,
with its technical specifications and nominal operating conditions [29]. This engine operates with
natural gas as fuel, since its high robustness allows it to better adapt to variable load regimes.
This engine is widely used for self-generation purposes worldwide and is installed in a company of the
plastic sector in the city of Barranquilla, Colombia without any waste heat recovery system. The engine
regulates fuel consumption to operate between a minimum load of 1000 kWe and a maximum load
of 1982 kWe, with an excess air number (lambda) of 1.79 and 1.97, respectively, generating unused
exhaust gases in each of its 12 cylinders with a temperature ranging from 580 to 650 ◦C.
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Figure 2. Jenbacher JMS-612 GS-N.L technical specification.

2.2. Energy and Exergy Analyses

The exergy analysis is defined from the second law of thermodynamics, which means that, unlike
the analysis of energy, it depends on the ambient temperature and pressure in which the process in
study operates, which allows any system to be investigated in changing environmental conditions.
The following assumptions were considered to develop thermodynamic modeling of the RORC:

• The thermal process and component subsystems were assumed as a steady state condition.
• All thermal devices were assumed in adiabatic conditions.
• The pressure drops in the waste heat recovery based on ORC devices and pipelines were neglected.
• The reference temperature for the physical and chemical exergy calculations was 288 K.

The global equation of exergy balance, valid for any volume control system, is shown in
Equation (1) [21]:

.
Xheat +
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mi·εi

)
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= P +
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+
.
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.

Xheat is the exergy of heat transfer in kW,
.

m is the mass flow in kg/s, ε is the specific entropy
in kJ·K

kg , P is the power in kW, and
.
Eex, D is the exergy destruction [30]. The exergy by heat transfer at

temperature T is defined according to Equation (2) [31]:
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T
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The exergy of a fluid flow stream is defined as the energy power of the fluid flow, with the
mass flow ratio of the fluid flow and the pressure and temperature of the fluid flow being necessary,
as well as knowing the environmental conditions (pressure and temperature) in which the fluid flow
operates [32]. Therefore, the exergetic power of the fluid flow stream was calculated according to
Equation (3):

.
Eex, i =

.
mi·εi, (3)

where the specific exergy (εi) was calculated according to Equation (4) [33]:

εi = (hi − h0) − T0·(si − s0). (4)

Therefore, the exergy efficiency (ηex) for a thermal system was calculated according to Equation (5),
as a function of the exergy output (

.
Eout) and exergy input (

.
Ein) to the system or device:

ηex =

.
Eout

.
Ein

. (5)
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Some energy and exergy performance indicators were calculated for the waste heat recovery
system based on the ORC [34], cycle thermal cycle efficiency (ηI, c), calculated according to Equation (6);
the heat recovery efficiency (εhr) as shown in Equation (7); and the overall energy conversion efficiency(
ηI, overall

)
, given by Equation (8) [20]:

ηI, C =

.
Wnet

.
QG

, (6)

εhr =

.
QG

.
m10CP10(T10 − T0)

, (7)

ηI, overall = ηI, C·εhr. (8)

In addition, to measure the thermal efficiency improvement, the increase in thermal efficiency was
calculated through Equation (9), as a function of the net power generated by the ORC (

.
Wnet), and the

heat supplied by the fuel mass rate (
.

m f uel):

Δηthermal =

.
Wnet

.
m f uel·LHV

. (9)

The specific fuel consumption (BSFC) was calculated by the mean of Equation (10) [20], and the
absolute reduction in the specific fuel consumption as a consequence of the waste heat recovery was
calculated as presented in Equation (11):

BSFCORC−engine =

.
m f uel

.
Wengine +

.
Wnet

, (10)

ΔBSFC =

∣∣∣BSFCORC−engine − BSFCengine
∣∣∣

BSFCengine
·100. (11)

2.3. Advanced Exergetic Analysis

In advanced exergetic analysis, the values of exergy destruction are divided into four basic parts:
Endogenous, exogenous, avoidable, and unavoidable exergy destruction. Avoidable and unavoidable
exergy destruction refers to the system improvement potentials. The destruction of avoidable exergy,
.
ED,c

AV
, represents the potential for improvement, during the destruction of unavoidable exergy,

.
ED,c

UN
,

which represents the limitations. The avoidable part of exergy destruction is described in Equation (12):

.
ED,c

AV
=

.
ED,c −

.
ED,c

UN
, (12)

where the destruction of unavoidable exergy can be calculated with Equation (13):

.
ED,c

UN
=

.
EP,c

⎛⎜⎜⎜⎜⎜⎝
.
ED,c
.
EP,c

⎞⎟⎟⎟⎟⎟⎠
UN

. (13)

The destruction of endogenous exergy,
.
ED,c

EN
, and exogenous

.
ED,c

EX
are related to the operational

relation between the components of the system. The endogenous part of the exergy destruction is
associated only with the irreversibilities that occur in component c, where all the other components
operate ideally, and component c operates with its real conditions. On the other hand, the exogenous
part of the exergy destruction is produced by the other components. This part can be determined
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by subtracting the endogenous exergy destruction from the real exergy destruction of component c,
as shown in Equation (14):

.
ED,c

EX
=

.
ED,c −

.
ED,c

EN
. (14)

In addition, the destruction of unavoidable endogenous exergy,
.
ED,c

UN, EN
, was calculated by the

Equation (15), the destruction of unavoidable exogenous exergy,
.
ED,c

UN,EX
, through Equation (16),

the destruction of avoidable endogenous exergy,
.
ED,c

AV, EN
, with Equation (17), and the destruction of

avoidable exogenous exergy,
.
ED,c

AV,EX
, by mean of Equation (18) [7]:

.
ED,c

UN, EN
=

.
ED,c

EN
⎛⎜⎜⎜⎜⎜⎝

.
ED,c
.
EP,c

⎞⎟⎟⎟⎟⎟⎠
UN

, (15)

.
ED,c

UN, EX
=

.
ED,c

UN − .
ED,c

UN,EN
, (16)

.
ED,c

AV, EN
=

.
ED,c

EN − .
ED,c

UN,EN
, (17)

.
ED,c

AV, EX
=

.
ED,c

AV − .
ED,c

AV,EN
. (18)

2.4. Conventional Exergo-Economic Analysis

Exergetic analyses are used to determine the location, type, and magnitude of thermodynamic
inefficiencies in system components. On the other hand, exergo-economic analyses combine the concept
of exergy and economic analyses to obtain a tool for the optimization of energy systems [4]. In addition,
the economic model takes into account the components’ cost, including amortization, maintenance,
and fuel costs. To define a cost function that depends on interest optimization parameters, the cost
of components must be expressed in terms of thermodynamic design parameters. The cost balance
equations applied to component c of the system under study show that the sum of rates associated
with all outgoing exergy flows equals the sum of cost rates of all incoming exergy flows, plus those
corresponding to charges due to capital investment and operating and maintenance costs, as shown in
Equation (19) [12]: ∑

e

.
Ce,c +

.
Cw,c =

.
Cq,c +

∑
i

.
Ci,c +

.
Zc, (19)

where the cost rates of input exergy flow (
.
Ci) are defined in Equation (20), the cost rates of output

exergy flow in Equation (21), the heat transfer cost rate in Equation (22), and the cost rate related to
energy transfer by work in Equation (23) [35,36]:

.
Ci = ci·

.
Ei = ci

[ .
miei
]
, (20)

.
Ce = ce

.·Ee = ce
[ .
meee

]
, (21)

.
Cq = cq

.·Eq, (22)
.
Cw = cw·

.
W, (23)

where ci, ce, cq, and cw are the costs per unit of exergy in $/GJ, and
.
Zc is the sum of the cost rates

associated with the cost of capital investment,
.
Zc

CI
, and operation and maintenance costs,

.
Zc

OM
,

as shown in Equation (24) [37]:

.
Zc =

.
Zc

CI
+

.
Zc

CI
= CRF ·

[ϕr

N
·3600

]
·PECc, (24)
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where the PECc is the purchase equipment cost of component c, which is given for all components
of the system; N is the number of annual hours that the unit operates; and ϕr is the maintenance
factor, which is generally approximately 1.06 [38]. The modeling and sizing of the plate heat exchanger
equipment was done for each of the evaporator, condenser, and recovery zones [39]. In addition,
thermoeconomic modeling and cost balances for the integrated configuration with the engine were
developed by the authors [40]. Also, the CRF is the capital recovery factor, which depends on the
interest rate and the estimated lifetime of the equipment, which was calculated based on Equation (25):

CRF =
i[1 + i]n

[1 + i]n−
∣∣∣ , (25)

where i is the interest rate, and n is the total period of operation of the system in years.

2.5. Advanced Exergo-Economic Análisis

2.5.1. Unavoidable and Avoidable Costs

The avoidable and unavoidable cost ratios associated with the exergy destruction within each
component of the system were calculated by Equations (26) and (27), respectively:

.
CD,c

UN
= cF,c·

.
ED,c

UN
, (26)

.
CD,c

AV
= cF,c·

.
ED,c

AV
, (27)

where the sum of the avoidable and unavoidable costs of exergy destruction is equal to the total cost
associated with exergy destruction, as shown in Equation (28) [5]:

.
CD.c = cF,c·

.
ED.c =

.
CD,c

UN
+

.
CD,c

AV
. (28)

The unavoidable investment cost was calculated considering an extremely inefficient version
of component c [41]. Therefore, for the calculation of the unavoidable investment cost rate in the
components [42], some operational conditions were proposed, as shown in Table 1.

Table 1. Main assumptions for real conditions, ideal conditions, unavoidable exergy, and unavoidable
investment cost.

Component Real Conditions
Theorical

Conditions
Unavoidable Exergy

Destruction
Unavoidable

Investment Costs

Pump 1 ηiso = 75% ηiso = 100% ηiso = 95% ηiso = 60%
Turbine ηiso = 80% ηiso = 100% ηiso = 95% ηiso = 70%

Condenser ΔTmin = 15 ◦C ηiso = 70% ΔTmin = 3 ◦C ΔTmin = 26 ◦C
Evaporator ΔTmin = 35 ◦C ΔTmin = 0 ◦C ΔTmin = 3 ◦C ΔTmin = 50 ◦C

Pump 2 ηiso = 75% ηiso = 100% ηiso = 95% ηiso = 60%

The avoidable investment cost was calculated by subtracting the unavoidable cost rate from the
total investment cost, as shown in Equation (29):

.
Zc

AV
=

.
Zc −

.
Zc

UN
. (29)
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2.5.2. Endogenous and Exogenous Cost Rates

The endogenous cost rates
( .
CD,c

EN)
and exogenous

( .
CD,c

EX)
are defined according to Equations (30)

and (31), respectively:
.
CD,c

EN
= cF,c·

.
ED,c

EN
, (30)

.
CD,c

EX
= cF,c·

.
ED,c

EX
, (31)

where the sums of the endogenous and exogenous cost rates of exergy destruction are equal to the
total cost rate associated with exergy destruction, as defined in Equation (32):

.
CD.c = cF,c·

.
ED.c =

.
CD,c

EN
+

.
CD,c

EX
. (32)

Therefore, the exogenous investment rate was calculated with Equation (33) as follows:

.
Zc

AV
=

.
Zc −

.
Zc

UN
. (33)

2.5.3. Splitting Cost Rates

The cost rates with respect to exergy desegregation can be calculated with Equations (34)–(37) [6]:

.
CD,c

EN,AV
= cF,c·

.
ED,c

EN,AV
, (34)

.
CD,c

EN,UN
= cF,c·

.
ED,c

EN,UN
, (35)

.
CD,c

EX,AV
= cF,c·

.
ED,c

EX,AV
, (36)

.
CD,c

EX,UN
= cF,c·

.
ED,c

EX,UN
, (37)

where
.
CD,c

EN,AV
represents the unavoidable cost rate without component c, associated with the

operation of the same component, and the value can be reduced by optimizing the component through

technological improvements. Also, the cost
.
CD,c

EX,AV
is the avoidable exogenous cost rate that can be

reduced by optimizing other components of the cycle while the costs
.
CD,c

EN,UN
and

.
CD,c

EX,UN
are the

unavoidable endogenous and unavoidable exogenous cost rates, respectively.
The endogenous cost rate of component c can be calculated with Equation (38), and the rate of

unavoidable endogenous investment costs can be calculated using Equation (39) [7]:

.
Zc

EN
=

.
EP,c

EN
⎛⎜⎜⎜⎜⎝

.
Z
.
EP

⎞⎟⎟⎟⎟⎠
c

UN

, (38)

.
Zc

EN,UN
=

.
EP,c

EN
⎡⎢⎢⎢⎢⎢⎣

.
Zc
.
EP,c

⎤⎥⎥⎥⎥⎥⎦. (39)

Therefore, the equations used to calculate the desegregated investment costs are presented from
Equations (40) to (42):

.
Zc

EN,AV
=

.
Zc

EN − .
Zc

EN,UN
, (40)

.
Zc

EX,UN
=

.
Zc

UN − .
Zc

EN,UN
, (41)

.
Zc

EX,AV
=

.
Zc

EX − .
Zc

EN,UN
. (42)
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3. Results and Discussion

In this section, the influence of the engine load on the heat recovery system energy and exergy
performance integrated into the natural gas engine was studied, as an alterntive to reduce the global
operational cost and increase the thermal efficiency [43]. The engine power control system adjusts
internal engine variables, such as the pressure and temperature of the air-fuel mixture before entering
the cylinders, and the recirculation percentage, to provide high efficiency in partial load operation of the
gas engine. Some energy indicators were proposed to study the performance of the waste heat recovery
system based on ORC, as shown in Figure 3, while the evaporating pressure was set to 675.8 kPa,
and toluene was selected as the working fluid [33]. For safety restriction, all feasible operating points of
the proposed system at different engine loads ensured that toluene evaporates completely at the outlet
of the evaporator to prevent corrosion of the liquid in the expander, in addition to a gas temperature at
the outlet of the evaporator (state 11) being higher than the acid dew temperature (200 ◦C) to avoid
acidic corrosion of the exhaust [34].

 

Figure 3. Energy and exergy indicator of the waste heat recovery system with different organic fluids
and engine load, (a) met power, (b) Absolute increase in thermal efficiency, (c) specific fuel consumption,
(d) global energy conversion efficiency, (e) ORC thermal efficiency, and (f) global exergetic efficiency.

The results show that the absolute increase in thermal efficiency (Figure 3b) decreases for toluene
and cyclohexane, as does the overall energy conversion efficiency (Figure 3d) with an increasing engine
load, while the net power output (Figure 3a) presents its maximum value with toluene (89.4 kW—97.9%),
cyclohexane (73.2 kW—97.9%), and acetone (53.2 kW—91.81%), respectively. However, in an engine
operating interval, acetone presents a slight increase in thermal efficiency, and then decreases, presenting
a maximum at an 82.68% engine load.

These results are due to a higher engine load, implying an increase in the exhaust gas flow according
to the first and second laws of thermodynamics [44] while a greater energy loss is presented in the
recuperator heat exchanger 1 (HX1) because of the evaporation pressure and thermal oil temperature
have been limited. As the engine load increases, there is an increase in the fluid evaporating temperature
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at the evaporator. Therefore, the power increases, which is the main factor for thermal and exergetic
efficiency. However, the isentropic turbine efficiency decreases slightly as a consequence of the increase
in the thermal oil temperature, causing a decrease in the energy indicators at high engine loads.
Likewise, the tendency to increase the power with the engine load is a consequence of both the increase
in the inlet thermal oil temperature to the evaporator, which leads to an increase in the toluene mass
flow, and the enthalpy difference between the outlet and the inlet of the pump and turbine, but this is
more relevant in the turbine.

In addition, the results obtained from the traditional exergetic and exergo-economic analysis are
shown in Table 2, where the exergy and fraction of exergy destroyed, yD,c, shows that the greatest
values are present in the heat exchanger 1 (shell and tube heat exchanger) with 32.54%, the evaporator
(28.32%), and the condenser with 27.97%. The component with the highest destroyed exergy value
(41.95 kW) is heat exchanger 1, being one of the components with the lowest exergetic efficiency of the
cycle, due to the large heat exchanger area required and the high temperature difference. The greater
the investment and the cost of exergy destroyed, the greater the influence of the component in the
system, therefore, the component with the greatest improvement in cost efficiency of the total plant
can be defined. In the case study, the components with the greatest opportunities for improvement in
this ratio are the condenser and HX 1. Therefore, these components are the most important from a
thermodynamic point of view.

Table 2. The results of conventional analysis for all components in the waste heat recovery system.

Components
Ef

[kW]
Ep

[kW]
Ed

[kW]
Eloss
[kW]

E [%] Yd,k
Cf

[USD/GJ]
Cp

[USD/GJ]
Cd

[USD/h]
Closs

[USD/h]
Z

[USD/h]

Z + Cd +
Closs

[USD/h]
fc [%]

HX 1 541.20 202.79 41.95 338.40 37.47 32.54 15.22 11.97 2.30 16.24 2.67 21.22 53.79
P1 0.37 0.05 0.31 - 15.60 0.24 47.56 1801.58 0.05 - 0.29 0.34 85.24

Turb 99.48 85.58 13.89 - 86.03 10.77 19.11 47.85 0.95 - 7.89 8.85 89.20
P2 0.75 0.58 0.16 - 77.60 0.13 47.85 197.65 0.02 - 0.28 0.31 90.78

Evap 202.85 166.34 36.51 - 82.00 28.32 12.46 18.48 1.63 - 1.96 2.60 54.58
Cond - - 36.05 66.58 - 27.97 55.48 19.11 7.18 13.27 1.61 22.07 18.35

The exergo-economic factor, fc, is the effective parameter that allows us to compare and evaluate the
components that make up the system. A high value for this parameter indicates that for the component
under study, acquisition costs predominate over operation and maintenance costs. For example, in the
case of the condenser, which is the component with the lowest value of the exergo-economic factor,
it can be concluded that expenses are mostly related to operating and maintenance costs compared to
acquisition costs.

By means of the advanced exergetic analysis, the exergy destruction can be disaggregated for
each one of the components. In this way, the real possibilities of improvement can be determined both
through the operational and design point of view of the component, and the global consideration of the
thermal system. From the solution of Equations (12)–(18), and the unavoidable operation conditions
described in Table 1, the disaggregation of the exergy can be found in its endogenous, exogenous,
avoidable, and unavoidable part, as well as avoidable and unavoidable endogenous and its avoidable
and unavoidable exogenous counterpart. The determination of the avoidable part of the destroyed
exergy is a significant step because it allows identification of opportunities for improvement in the
component and its interaction with the rest of the components. Also, this result allows knowledge of
which is the optimal way to increase the thermal efficiency of the system, besides providing valuable
information about how the components operate together as a global system. Figure 4 presents a
graphical version of the improvement opportunities in each component from the exergetic point.
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Figure 4. Advanced exergy analyses for each component in the ORC cycle, (a) HX 1, (b) P1, (c) turbine,
(d) P2, (e) evaporator, and (f) condenser.

The results of the advanced exergetic analysis and economic exergetic analysis are presented in
Table 3, where the disaggregation of the destroyed exergy was calculated as a function of the endogenous,
exogenous, avoidable, and unavoidable for each of the components under study. The results show
that most of the destroyed exergy is endogenous (78.53% of the total destroyed exergy), emphasizing
that the interaction between components does not have a significant effect on the overall exergetic
performance of the cycle. Similarly, it is noted that the component with the greatest avoidable exergy
destroyed in the system is the turbine, with a value of 11.075 kW, where 69.625% is endogenous and
30.374 is exogenous, which means that in the turbine, there is a real great opportunity for improvement.
On the other hand, in the unavoidable part, the components with the greatest technological limitations
are the HX 1 and evaporator, representing 96.1% of the total unavoidable exergy of the cycle.

Table 3. Splitting exergy destruction for each component.

Components
EEN

D,c
[kW]

EEX
D,c

[kW]

EAV
D,c

[kW]

EUN
D,c

[kW]

EUN,EN
D,c
[kW]

EUN,EX
D,c
[kW]

EAV,EN
D,c
[kW]

EAV,EX
D,c

[kW]

HX 1 37.339 4.615 4.000 37.953 0.000 0.000 0.000 0.000
Pump 1 0.159 0.157 0.011 0.030 0.015 0.290 0.144 −0.133
Turbine 8.661 5.229 11.075 2.819 0.095 1.869 7.711 3.360
Pump 2 0.140 0.029 0.140 0.028 0.011 0.016 0.013 0.012

Evaporator 26.849 9.663 3.542 32.971 0.000 0.000 0.000 0.000
Condenser 24.607 11.451 0.000 0.000 0.000 0.000 0.000 0.000

Total 97.755 31.144 18.768 73.801 0.121 2.175 7.868 3.239
% 75.83% 24.16% - - 0.14% 6.69% 8.14% 10.79%

The equations presented in Sections 2.5.2 and 2.5.3 were used to calculate the advance exergy
destruction costs as shown in Table 4, which is based on the result of the advanced destroyed exergy.

It can be observed that the endogenous exergy destruction is higher than the exogenous cost in
the components of the thermal cycle, which is a consequence of the high endogenous investment costs
values for all components of the system with respect to the exogenous investment cost, as shown in
Table 5. Therefore, it can be established that the interaction between components in terms of investment
costs is not very relevant in the system; however, for the component under study, it is a parameter
of vital importance. Also, it can be observed that the rates of unavoidable investment costs for the
components studied showed an inclination in the unavoidable part.
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Table 4. Advanced exergy destruction cost rates for all components in the waste heat recovery system.

Components
CD,k

[USD/h]
CD,k

EN

[USD/h]
CD,k

EX

[USD/h]
CD,k

AV

[USD/h]
CD,k

UN

[USD/h]
CD,k

AV,EN

[USD/h]
CD,k

AV,EX

[USD/h]
CD,k

UN,EN

[USD/h]
CD,k

UN,EX

[USD/h]

HX 1 2.300 2.047 0.253 0.219 2.080 0.000 0.000 0.000 0.000
Pump 1 0.051 0.027 0.027 0.005 0.049 0.025 −0.019 0.002 0.047
Turbine 0.956 0.591 0.3599 0.701 0.254 0.531 0.171 0.065 0.188
Pump 2 0.029 0.024 0.005 0.024 0.005 0.022 0.002 0.002 0.003

Evaporator 1.638 1.205 0.433 0.159 1.479 0.000 0.000 0.000 0.000
Condenser 7.188 4.906 2.283 0.000 0.000 0.000 0.000 0.000 0.000

Table 5. Advanced investment costs for all components in the WHR (Wast Heat Recovery).

Components
Zd,k

[USD/h]
ZEN

[USD/h]
ZEX

[USD/h]
ZAV

[USD/h]
ZUN

[USD/h]
ZAV,EN

[USD/h]
ZAV,EX

[USD/h]
ZUN,EN

[USD/h]
ZUN,EX

[USD/h]

HX 1 2.678 2.648 0.030 −0.046 2.724 0.251 −0.297 2.397 0.328
Pump 1 0.295 0.288 0.007 0.001 0.294 −0.170 0.171 0.458 −0.164
Turbine 7.898 5.417 2.480 2.215 5.683 0.053 2.161 5.364 0.319

Evaporator 1.970 1.957 0.013 0.022 1.948 0.025 −0.004 1.932 0.016
Condenser 1.760 1.645 0.115 0.100 1.660 - - - -

Negative values of exogenous investment cost rates (ZEX, ZAV,EX, ZUN,EX) revealed that investment
costs within these components might decrease if investment costs within the other components
are increased.

In order to show a comparison of the destroyed exergy relationship between traditional and
advanced exergetic analysis, Figure 5 is shown. In Figure 5A, a slight difference of the parameter under
study is denoted because the one that was calculated by means of the advanced exergetic analysis
only emphasizes the exergy that is destroyed by each component, that is to say, the endogenous part
(without the interaction that this one has with its surroundings).

Figure 5. Contribution of each component to the overall exergy destruction of the cycle based on
(A) traditional and (B) advanced exergy analysis.

However, the relationship of exergy destroyed by the component was also calculated by
emphasizing which fraction is borne by the component itself or by the interaction of the component with
its surroundings, as shown in Figure 5B. From this graph, what has been mentioned before is supported,
that is, that the interaction between each of the components of the system is not significant in comparison
to the exergy that destroys the component under its own operating conditions. A comparative analysis
was performed by implementing a new exergo-economic factor calculated by advanced exergetic
analysis, as shown in Figure 6.

As a percentage, it can be seen that the exergo-economic factor, as well as the traditional and
advanced approach, presents a similarity in the components that make up the system. So, the main
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efforts should concentrate on designing the most efficient heat exchangers [35], with a smaller heat
transfer area and less exergy destruction, without increasing the purchase equipment costs.

 

Figure 6. Comparison of the calculated exergo-economic factor based on traditional and advanced
exergy analysis.

4. Conclusions

In this paper, the benefit offered by developed traditional and advanced exergetic analysis in
thermal systems was shown, in particular in the organic Rankine cycle systems. Exergetic analysis
allows determination of the sources of irreversibility in a thermal system, and therefore indicates
the starting points of an optimization procedure, and contributes to the rational use of the energetic
resources. In the study carried out, it was possible to determine which equipment that resulted in
greater destruction of exergy introduced in the waste heat recovery system based on the organic
Rankine cycle. The equipment in which the design or operational improvements can be made was
also determined, since the implementation of some recommendations is not practical for optimizing
the cycle due to operational or design limitations. Therefore, traditional exergy, advanced exergy,
and exergo-economic analysis were applied to gain a better understanding of the system performance.
Moreover, a comprehensive comparison was conducted to further assess the system from various
points of view.

The conventional exergy showed that the heat exchanger 1 had the largest exergy destruction and
exergy destruction, and highest investment costs (41.95 kW, 32.54%, and 2.67 USD/h). The results of
the energetic and exergetic analysis of the system showed that the exergy destroyed is a measure of the
degree of process irreversibility. Thus, in the case of heat exchanger 1, the causes of the irreversibility
were due to the heat transfer through a finite temperature difference higher than 100 ◦C. Similarly,
the results of exergy destructions appeared to be in accordance with the exergy efficiencies. That is,
a smaller exergy efficiency implies greater exergy destruction in the system components.

Also, the highest exergo-economic factor was found in the pump 2, turbine, and pump 1,
with 90.78%, 89.20%, and 85.24%, respectively. These results were a consequence of the high effect of
the purchased equipment cost, and the low thermodynamic efficiency in the aforementioned devices,
where the probable solution could be the implementation of low-cost components, which are usually
characterized by a lower energy efficiency.

Most of the exergy destruction calculated was endogenous (78.53%), emphasizing that the
interaction between components does not have a significant effect on the overall exergetic performance
of the cycle. The maximum unavoidable exergy was found for the heat exchanger 1, with 90.44%.
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This indicates that there are not too many ways to improve this component. Nevertheless, other
components, such as pump 2, pump 1, and turbine 1, have the minimum unavoidable exergy
destruction, with 0.028, 0.03, and 2.819 kW. In addition, the component with the highest cost rate was
the condenser with 7.188 USD/h, followed by the heat exchanger 1 with 2.3 USD/h, but the highest
avoidable cost rate was found for the turbine with a value of 0.701 USD/h.

On the other hand, the advanced exergo-economic analyses showed that the turbine is the
component with the major purchase equipment cost in the system, with a value of 7.898 USD/h, which
is 54.09% of the total equipment cost of the system. For all components studied, the endogenous
investment cost was higher than the exogenous part, showing the weak relation between them.
A comparison was realized between the traditional and advanced exergo-economic factor, which
resulted in a similar effect in each component, but the advanced exergy approach presented a slightly
higher value, implying that the advanced exergetic analysis gives greater precision in terms of results
without ignoring the really great opportunities for improvement.
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Abbreviations

The following abbreviations are used in this manuscript:

ICE Internal Combustion Engine
HX 1 Heat Exchanger 1
HX2 Heat Exchanger 2
ORC Organic Rankine Cycle
PP Pinch Point
WHR Waste heat recovery
CRF Capital Recovery Factor
PECc Equipment Purchase Cost of component C
Nomenclature

E Exergy
h Enthalpy
.

m Fuel mass rate
P Pressure
Q Heat
s Entropy
Rp Pressure ratio
T Temperature
W Power
ε Exergy efficiency
η Energy efficiency
y Exergy destruction ratio
.
Zc Investment costs
.
CD,c

EN
Endogenous exergy destruction cost rates

.
CD,c

EX
Exogenous exergy destruction cost rates

N Number of annual operation hours
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Subscripts

0 References condition
Cond Condenser
ch Chemical
D Destruction
Evap Evaporator
F Fuel
iso Isoentropic
k Component
min Minimum
P Product
ph Physical
Pump Pump
Th Theorical
Tot Total
Turb Turbine
Superscripts

AV Avoidable
EN Endogenous
EX Exogenous
EN, AV Endogenous avoidable
EN, UN Endogenous unavoidable
EX, AV Exogenous avoidable
EX, UN Exogenous unavoidable
id Ideal
RS Real
UN Unavoidable

References

1. Petrakopoulou, F.; Tsatsaronis, G.; Morosuk, T.; Carassai, A. Conventional and advanced exergetic analyses
applied to a combined cycle power plant. Energy 2012, 41, 146–152. [CrossRef]

2. Morosuk, T.; Tsatsaronis, G. Advanced exergy-based methods used to understand and improve
energy-conversion systems. Energy 2019, 169, 238–246. [CrossRef]

3. Anvari, S.; Khoshbakhti Saray, R.; Bahlouli, K. Conventional and advanced exergetic and exergoeconomic
analyses applied to a tri-generation cycle for heat, cold and power production. Energy 2015, 91, 925–939.
[CrossRef]

4. Tsatsaronis, G. Strengths and Limitations of Exergy Analysis BT-Thermodynamic Optimization of Complex Energy
Systems; Bejan, A., Mamut, E., Eds.; Springer: Dordrecht, The Netherlands, 1999; pp. 93–100, ISBN
978-94-011-4685-2.

5. Tsatsaronis, G.; Park, M.-H. On avoidable and unavoidable exergy destructions and investment costs in
thermal systems. Energy Convers. Manag. 2002, 43, 1259–1270. [CrossRef]

6. Kelly, S. Energy Systems Improvement based on Endogenous and Exogenous Exergy Destruction. Ph.D.
Thesis, Technische Universität Berlin, Berlin, Germany, 2008.

7. Petrakopoulou, F. Comparative Evaluation of Power Plants with CO2 Capture: Thermodynamic, Economic
and Environmental Performance. Ph.D. Thesis, Technische Universität Berlin, Berlin, Germany, 2010.

8. Long, R.; Bao, Y.J.; Huang, X.M.; Liu, W. Exergy analysis and working fluid selection of organic Rankine
cycle for low grade waste heat recovery. Energy 2014, 73, 475–483. [CrossRef]

9. Long, R.; Kuang, Z.; Li, B.; Liu, Z.; Liu, W. Exergy analysis and performance optimization of Kalina cycle
system 11 (KCS-11) for low grade waste heat recovery. Energy Procedia 2019, 158, 1354–1359. [CrossRef]

10. Tian, H.; Shu, G.; Wei, H.; Liang, X.; Liu, L. Fluids and parameters optimization for the organic Rankine
cycles (ORCs) used in exhaust heat recovery of Internal Combustion Engine (ICE). Energy 2012, 47, 125–136.
[CrossRef]

38



Energies 2020, 13, 267

11. Zare, V. A comparative exergoeconomic analysis of different ORC configurations for binary geothermal
power plants. Energy Convers. Manag. 2015, 105, 127–138. [CrossRef]

12. Kerme, E.D.; Orfi, J. Exergy-based thermodynamic analysis of solar driven organic Rankine cycle.
J. Therm. Eng. 2015, 1, 192–202. [CrossRef]

13. Boyano, A.; Morosuk, T.; Blanco-Marigorta, A.M.; Tsatsaronis, G. Conventional and advanced
exergoenvironmental analysis of a steam methane reforming reactor for hydrogen production. J. Clean. Prod.
2012, 20, 152–160. [CrossRef]

14. Morozyuk, T.; Tsatsaronis, G. Strengths and Limitations of Advanced Exergetic Analyses. In Proceedings
of the ASME International Mechanical Engineering Congress and Exposition, San Diego, CA, USA, 15–21
November 2013; Volume 6.

15. Mortazavi, A.; Ameri, M. Conventional and advanced exergy analysis of solar flat plate air collectors. Energy
2018, 142, 277–288. [CrossRef]

16. Mohammadi, Z.; Fallah, M.; Mahmoudi, S.M.S. Advanced exergy analysis of recompression supercritical
CO2 cycle. Energy 2019, 178, 631–643. [CrossRef]

17. Yue, T.; Lior, N. Exergo-economic competitiveness criteria for hybrid power cycles using multiple heat
sources of different temperatures. Energy 2017, 135, 943–961. [CrossRef]

18. Marami Milani, S.; Khoshbakhti Saray, R.; Najafi, M. Exergo-economic analysis of different power-cycle
configurations driven by heat recovery of a gas engine. Energy Convers. Manag. 2019, 186, 103–119. [CrossRef]

19. Petrakopoulou, F.; Tsatsaronis, G.; Morosuk, T. Advanced Exergoeconomic Analysis of a Power Plant with
CO2 Capture. Energy Procedia 2015, 75, 2253–2260. [CrossRef]

20. Ambriz-Díaz, V.M.; Rubio-Maya, C.; Ruiz-Casanova, E.; Martínez-Patiño, J.; Pastor-Martínez, E. Advanced
exergy and exergoeconomic analysis for a polygeneration plant operating in geothermal cascade.
Energy Convers. Manag. 2019, 112227. [CrossRef]

21. Nazari, N.; Heidarnejad, P.; Porkhial, S. Multi-objective optimization of a combined steam-organic
Rankine cycle based on exergy and exergo-economic analysis for waste heat recovery application.
Energy Convers. Manag. 2016, 127, 366–379. [CrossRef]

22. Mikielewicz, D.; Wajs, J.; Ziółkowski, P.; Mikielewicz, J. Utilisation of waste heat from the power plant by use
of the ORC aided with bleed steam and extra source of heat. Energy 2016, 97, 11–19. [CrossRef]

23. Scaccabarozzi, R.; Tavano, M.; Invernizzi, C.M.; Martelli, E. Thermodynamic Optimization of heat recovery
ORCs for heavy duty Internal Combustion Engine: Pure fluids vs. zeotropic mixtures. Energy Procedia
2017, 129, 168–175. [CrossRef]

24. Zhang, H.; Guan, X.; Ding, Y.; Liu, C. Emergy analysis of Organic Rankine Cycle (ORC) for waste heat power
generation. J. Clean. Prod. 2018, 183, 1207–1215. [CrossRef]

25. Galindo, J.; Ruiz, S.; Dolz, V.; Royo-Pascual, L. Advanced exergy analysis for a bottoming organic rankine
cycle coupled to an internal combustion engine. Energy Convers. Manag. 2016, 126, 217–227. [CrossRef]

26. Dai, B.; Zhu, K.; Wang, Y.; Sun, Z.; Liu, Z. Evaluation of organic Rankine cycle by using hydrocarbons
as working fluids: Advanced exergy and advanced exergoeconomic analyses. Energy Convers. Manag.
2019, 197, 111876. [CrossRef]

27. Valencia, G.; Acevedo, C.; Duarte, J. Thermoeconomic optimization with PSO algotithm of waste heat
recovery system based on Organic Rankine Cycle system for a natural engine. Energies 2019, 12, 4165.
[CrossRef]

28. Ochoa, G.V.; Peñaloza, C.A.; Rojas, J.P. Thermoeconomic modelling and parametric study of a simple orc
for the recovery ofwaste heat in a 2 MW gas engine under differentworking fluids. Appl. Sci. 2019, 9, 4526.
[CrossRef]

29. Ochoa, G.V.; Isaza-Roldan, C.; Forero, J.D. A phenomenological base semi-physical thermodynamic model
for the cylinder and exhaust manifold of a natural gas 2-megawatt four-stroke internal combustion engine.
Heliyon 2019, 5, e02700. [CrossRef] [PubMed]

30. Regulagadda, P.; Dincer, I.; Naterer, G.F. Exergy analysis of a thermal power plant with measured boiler and
turbine losses. Appl. Therm. Eng. 2010, 30, 970–976. [CrossRef]

31. Ahmadi, G.; Toghraie, D.; Azimian, A.; Akbari, O.A. Evaluation of synchronous execution of full repowering
and solar assisting in a 200MW steam power plant, a case study. Appl. Therm. Eng. 2017, 112, 111–123.
[CrossRef]

39



Energies 2020, 13, 267

32. Taner, T.; Sivrioglu, M. Energy–exergy analysis and optimisation of a model sugar factory in Turkey. Energy
2015, 93, 641–654. [CrossRef]

33. Ahmadi, G.; Toghraie, D.; Akbari, O.A. Solar parallel feed water heating repowering of a steam power plant:
A case study in Iran. Renew. Sustain. Energy Rev. 2017, 77, 474–485. [CrossRef]

34. Valencia, G.; Fontalvo, A.; Cárdenas, Y.; Duarte, J.; Isaza, C. Energy and exergy analysis of different exhaust
waste heat recovery systems for natural gas engine based on ORC. Energies 2019, 12, 2378. [CrossRef]

35. Quoilin, S.; Aumann, R.; Grill, A.; Schuster, A.; Lemort, V.; Spliethoff, H. Dynamic modeling and optimal
control strategy of waste heat recovery Organic Rankine Cycles. Appl. Energy 2011, 88, 2183–2190. [CrossRef]

36. Sayyaadi, H. Multi-objective approach in thermoenvironomic optimization of a benchmark cogeneration
system. Appl. Energy 2009, 86, 867–879. [CrossRef]

37. Ghaebi, H.; Amidpour, M.; Karimkashi, S.; Rezayan, O. Energy, exergy and thermoeconomic analysis of
a combined cooling, heating and power (CCHP) system with gas turbine prime mover. Int. J. Energy Res.
2011, 35, 697–709. [CrossRef]

38. Bejan, A.; Tsatsaronis, G.; Moran, M.J. Thermal Design & Optimization; John Wiley & Sons: Hoboken, NJ, USA,
1995; ISBN 0-471-58467-3.

39. Valencia, G.; Núñez, J.; Duarte, J. Multiobjective optimization of a plate heat exchanger in a waste heat
recovery organic rankine cycle system for natural gas engines. Entropy 2019, 21, 655. [CrossRef]

40. Valencia, G.; Duarte, J.; Isaza-Roldan, C. Thermoeconomic analysis of different exhaust waste-heat recovery
systems for natural gas engine based on ORC. Appl. Sci. 2019, 9, 4017. [CrossRef]

41. Morosuk, T.; Tsatsaronis, G. Advanced Exergoeconomic Analysis of a Refrigeration Machine: Part
1—Methodology and First Evaluation. In Proceedings of the ASME 2011 International Mechanical Engineering
Congress and Exposition, Denver, CO, USA, 11–17 November 2011; pp. 47–56.

42. Morosuk, T.; Tsatsaronis, G. Advanced Exergoeconomic Analysis of a Refrigeration Machine: Part
2—Improvement. In Proceedings of the ASME 2011 International Mechanical Engineering Congress
and Exposition, Denver, CO, USA, 11–17 November 2011; pp. 57–65.

43. Budes, F.B.; Ochoa, G.V.; Escorcia, Y.C. Hybrid PV and Wind grid-connected renewable energy system to
reduce the gas emission and operation cost. Contemp. Eng. Sci. 2017, 10, 1269–1278. [CrossRef]

44. Diaz, G.A.; Forero, J.D.; Garcia, J.; Rincon, A.; Fontalvo, A.; Bula, A.; Padilla, R.V. Maximum power from fluid
flow by applying the first and second laws of thermodynamics. J. Energy Resour. Technol. 2017, 139, 032903.
[CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

40



energies

Article

A Li-Ion Battery Thermal Management System
Combining a Heat Pipe and Thermoelectric Cooler

Chuanwei Zhang 1, Zhan Xia 1,*, Bin Wang 2, Huaibin Gao 1, Shangrui Chen 1, Shouchao Zong 1

and Kunxin Luo 1

1 School of Mechanical Engineering, Xi’an University of Science and Technology, Xi’an 710054, China;
zhangcw@xust.edu.cn (C.Z.); gaohuaibin@xust.edu.cn (H.G.); 17205216074@stu.xust.edu.cn (S.C.);
18205216092@stu.xust.edu.cn (S.Z.); 18205018011@stu.xust.edu.cn (K.L.)

2 College of Engineering, Design and Physical Sciences, Brunel University, London UB8 3PH, UK;
Bin.Wang@brunel.ac.uk

* Correspondence: 18205216077@stu.xust.edu.cn

Received: 29 November 2019; Accepted: 11 February 2020; Published: 14 February 2020

Abstract: The temperature of electric vehicle batteries needs to be controlled through a thermal
management system to ensure working performance, service life, and safety. In this paper,
TAFEL-LAE895 100Ah ternary Li-ion batteries were used, and discharging experiments at different
rates were conducted to study the surface temperature increasing characteristics of the battery.
To dissipate heat, heat pipes with high thermal conductivity were used to accelerate dissipating heat
on the surface of the battery. We found that the heat pipe was sufficient to keep the battery temperature
within the desired range with a midlevel discharge rate. For further improvement, an additional
thermoelectric cooler was needed for a high discharge rate. Simulations were completed with a
battery management system based on a heat pipe and with a combined heat pipe and thermoelectric
cooler, and the results were in line with the experimental results. The findings show that the combined
system can effectively reduce the surface temperature of a battery within the full range of discharge
rates expected in the battery used.

Keywords: thermal management; Li-ion battery; heat pipe; thermoelectric cooler

1. Introduction

With increasing environmental pollution and fossil fuel depletion, electric vehicles are gradually
appearing in the automotive market, as they produce no pollution and use electricity instead of
fuel [1,2]. As the power source of electric vehicles, Li-ion batteries are characterized by high energy
density, low self-discharge rate, no memory effect, and a small size, so they are favored by automobile
manufacturers [3–5]. However, electric vehicles are at risk of spontaneous combustion, attributed to
the high surface temperature of the Li-ion battery used in electric vehicles, causing thermal runaway
where the temperature of the batteries rises constantly, even causing fire. As a result, the battery does
not work normally [6]. During the Li-ion battery charging and discharging process, complex chemical
reactions occur in its interior and heat is generated, so the temperature of the battery continuously
rises [7]. If the heat cannot be dissipated in time, thermal runaway of the Li-ion battery may occur [6].
Therefore, a battery thermal management system (BTMS) to control the temperature of the battery is
essential to ensure the normal working and the safety of electric vehicles.

Some studies have been conducted on BTMS, and various cooling methods for Li-ion batteries have
been proposed. For an air-cooling system (ACS), where air is used as the cooling medium, the battery pack
is primarily cooled by heat convection. However, the ACS is unable to meet the cooling demands of the
battery [8]. A liquid cooling system (LCS) for batteries was also developed to cool or heat the battery pack.
Rao et al. [9] designed a BTMS based on liquid cooling for a cylindrical Li-ion battery pack and researched

Energies 2020, 13, 841; doi:10.3390/en13040841 www.mdpi.com/journal/energies41
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the change of in-battery contact surface to determine the length of pack block when the flowing rate of
cooling liquid is at the optimal efficiency. Under a battery heat generation of 30 W, Pesaran et al. [10] tested
oil and air as cooling media. Their results showed that the surface temperature of the battery in the oil
cooling system is nearly 10 ◦C lower than in ACS under the same working conditions.

Versatile materials have gradually been developed. Researchers explored materials with special
characteristics that can be used in BTMS and applied phase change heat transfer media to BTMS.
The principle involves using the characteristics of phase change materials (PCMs) to store or release
energy through a phase change without significantly changing the temperature. At high discharge
rates, Sabbah et al. [11] conducted experiments using 18,650 batteries to demonstrate that the thermal
management effect of PCM cooling is better than that of air. Rao and Zhang et al. [12–14] studied
different models and concluded that by allowing batteries to be in direct contact with the PCM,
the surface temperature of the battery can be reduced by 18 ◦C. Wu et al. [15] constructed a new type
of reinforced composite phase change material (CPCM) based on copper mesh, paraffin, and expanded
graphite for BTMS. The heat dissipation and temperature uniformity of the CPCM were better than
that of the traditional air convection and PMC.

In addition to the above studies, a heat pipe (HP) with high thermal conductivity in the longitudinal
direction and isothermal properties in heat conductive direction, and a thermoelectric cooler (TEC)
characterized by refrigeration ability, rapidly transferring heat, small size, and high reliability, were
both investigated [16–18]. Joshua et al. [19] applied the HP to BTMS, and found it can better control the
temperature of the Li-ion battery than the traditional liquid cooling system. Deng et al. [20] combined
an L-style HP with an aluminum plate to build a BTMS and showed that with ambient temperature
increasing, the heat dissipation from HP increases and the increasing rate of battery temperature
reduces. Wang [18] selected the optimal working current of the TEC and built a BTMS based on
it. The results showed the advantage of controlling the temperature of the TEC. High-temperature
environments have no significant effect on the performance of the TEC. Lu et al. [21] verified that the
TEC is highly effective for heating or cooling the battery pack. Shashank et al. [22] arranged battery
cells in an inverted position within a battery pack filled with a PCM, which improved the performance
of the BTMS. Further research found that a TEC connected with one side of the battery pack can
improve the reliability of the system.

However, at a high discharge rate, the HP cannot sufficiently dissipate battery heat. Though the heat
of the battery can be dissipated quickly by the cold side of TEC, the heat produced on the hot side is hard to
be dissipated under natural conditions. Therefore, this paper proposes a BTMS combining an HP with TEC.
With this system, the heat produced on the hot side of the TEC can be quickly transferred to the device
dissipating heat by the HP. Both numerical simulations and discharging experiments were conducted
to research the surface temperature rising characteristics of the battery with different discharge rates.
To reduce the energy consumption but maintain the surface temperature of the battery within the optimal
temperature, we performed experiments during which the TEC began to work at different temperatures.

2. Theoretical Analysis

A TAFEL-LAE895 100 Ah ternary Li-ion battery, which was produced by TAFEL company of
Jiangsu province, China, was selected for analysis in this research. Its main parameters are provided in
Table 1.

Table 1. TAFEL-LAE895 battery specifications.

Battery
Model

Size
(mm)

Capacity
(V/Ah)

Maximum
Discharge Rate (C)

Maximum
Charge Rate (C)

Optimum
Temperature (K)

TAFEL-LAE895 52 × 148 × 96
(L ×W× H) 3.6/100 5 3 293–318
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The heat generated by the battery includes electrochemical reaction heat, joule heat, polarized
heat, and side reaction heat [23], which can be calculated by

Q = Qr + Qj + Qp + Qs (1)

where Q is the total heat generated by the battery; Qr is the electrochemical reaction heat, which
refers to the heat generated by the electrochemical reaction when lithium ions are intercalated and
deintercalated between the anode and cathode materials in the process of charging and discharging; Qj
represents joule heat generated by joule internal resistance; Qp represents polarized heat, which refers
to the heat generated by the polarized internal resistance due to the polarization of the battery during
the charging and discharging process; and Qs is side reaction heat, which is the heat generated in the
process of the decomposition and reaction of the electrolyte, the thermal decomposition of the anode
and cathode materials, and the decomposition of the separator.

Due to the influence of the environment and heat loss of transmission, directly measuring the
heat generated by a Li-ion battery in the experiment was difficult. In this work, the calculation method
proposed by Bernardi et al. [24] was adopted. Under the assumption that the heat generation inside
the Li-ion battery is uniform, a theoretical formula of the heat generation rate was proposed [25,26].
The formula is simplified as

Q = I(E−U) − IT
∂E
∂T

(2)

where I represents the charging and discharging current of the Li-ion battery; E and U are the open and
closed circuit voltages, respectively; and T represents the surface temperature of the battery, the unit of
which is kelvins. The first term on the right side of the equation represents the irreversible reaction
heat, such as joule heat and electrochemically polarized heat, which can be represented by I2R, where
R is the total internal resistance of the Li-ion battery. The second term represents the heat generated by
the reversible reaction, and the Li-ion battery generally takes a reference value of 0.042 [25]. After the
values are inserted into the formula, we have

Q = I2R− 0.042I

The value of R can be tested using a Hybrid Pulse Power Characteristic (HPPC) experiment.
The value of R is calculated in Table 2.

Table 2. The value of R (total internal resistance of the Li-ion battery).

Discharge rate (C) 1 1.5 2 2.5 3

Value of R (Ω) 0.00157 0.00129 0.00115 0.00107 0.00104

The heat generated by the Li-ion battery at different discharge rates can be calculated as shown in
Figure 1.

Note that the battery discharge rate is measured in C, which means that battery discharges its
rated capacity within the specified time (C = current/rated capacity).

As shown in Figure 1, with increasing discharge rate, the heat-generating rate rises in an accelerated
manner, from 11.5 W at a 1 C discharge rate to 80.7 W at a 3 C discharge rate.
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Figure 1. Theoretical rate of battery heat generation.

3. Numerical Simulations

Analyzing the temperature of a battery is a prerequisite for designing a highly efficient battery
thermal management system. Numerical simulations were used to examine battery surface temperature
change at different discharge rates to verify the effect of the theoretical model and help design the
experimental BTMS model.

3.1. Simulation Model Design

3D design software, that is, Solidworks of Dassault Systemes S.A company, was used to build
models of the battery, the BTMS based on an HP, and the combined HP and TEC system. The sizes
of the models were designed as experimental devices. To achieve a more uniform temperature
distribution and to accelerate heat dissipation, aluminum sheets were added to the surface of the
battery, and grooved aluminum sheets were fixed to the HP. Heat sinks and fans were added. The model
is shown in Figure 2.

  
(a) (b) 

Figure 2. Battery thermal management system (BTMS) model: (a) experimental; (b) simulation models.

The 3D model was imported into Fluent, the computational fluid dynamics (CFD) software.
For simulation, the following assumptions were made:

(1) Since the fluidity of the electrolyte inside the Li-ion battery is weak, we assumed that the heat
transfer inside the battery could be ignored.

(2) The battery was considered as an ideal whole and its internal heat generation was uniform.
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(3) The complex internal structure of the HP was regarded as a solid piece with equivalent thermal
conductivity [27].

In the transient simulation model, first-order upwind and laminar flow method were adopted,
and then the energy equation was turned on. The environmental temperature was set to ambient room
temperature, which is 298 K. The boundary conditions of the battery were set to natural convection.
The convective heat transfer coefficient was set to 3.5 Wm−2K−1, adding a wind speed of 7 m s−1 to
the heat sink to simulate the airflow speed generated by the fan. The heat sink was composed of
aluminum, so the parameters of the heat sink, aluminum sheet, and grooved aluminum sheet were the
same: density of 2719 kg m−3, specific heat capacity of 871 J kg−1K−1, and thermal conductivity of
202.4 Wm−1K−1.

During the calculation, the residuals of the conservation equations, temperature of characteristics,
and the characteristic plane were detected. When the residual was less than 10−6 and the temperature
change at the detection point was less than 0.1%, the calculation was considered to reach convergence.

3.2. Simulation Results and Analysis

3.2.1. Simulation of Surface Temperature Rise of Battery in Natural State

For the natural working state of the battery pack, without any additional device to help dissipate
heat, the model was meshed with 216,448 elements. The rate of generating heat is provided in Figure 1
and the simulation results of the battery pack are shown in Figure 3.

  

(a) (b) 

 
(c) 

Figure 3. The surface temperature of the battery pack at different discharge rate in natural state:
(a) temperature distribution at 1 C discharge rate; (b) temperature distribution at 3 C discharge rate
and (c) surface temperature and ratio of difference.
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Figure 3c shows the highest and lowest surface temperatures of the battery and the percentage
of difference in surface temperature at the end of discharging. In Figure 3, with the increase in the
discharge rate, the surface temperature shows an upward trend, as does the temperature difference
ratio. The difference in temperature was moderate at less than 1.2%; thus, it was regarded as uniformly
distributed. The temperature was 316.1 K at a 1 C discharge rate, which is within the range of optimal
working temperature between 293 K to 318 K. However, at 2.5 and 3 C discharge rates, the surface
temperatures all exceeded 323 K. Working for a long time at such a high temperature will have an
irreversible impact on battery performance and cycle life. The heat generated by the battery will
accumulate, causing thermal runaway and may lead to battery fire or explosion.

3.2.2. Simulation with an Added HP

With an HP, a heat sink, and a fan attached to the surface of the battery, the model was modeled
with 292,605 elements with the same assumptions applied. The heat generation rate of the Li-ion
battery selected in this paper was 80.7 W at the maximum 3 C discharge rate. Therefore, the HP with a
power of 80 W, a length of 240 mm, a width of 11 mm, and a thickness of 2 mm was selected in this
study. The wick material of the selected HP was copper, and the heat pipe was regarded as special
copper with high thermal conductivity. The thermal conductivity of the HP is shown in Table 3, which
was measured by an experimental method previously reported [27,28].

Table 3. The thermal conductivity of the heat pipe (HP).

Discharge rate (C) 1.5 2 2.5 3

Thermal conductivity
(Wm−2K−1) 5772 6937 7765 9006

The density and specific heat capacity of the HP were 4000 kg m−3 and 400 J kg−1K−1,
respectively [27]. The results of the simulation are shown in Figure 4.

     

(a) (b) (c) (d) 

Figure 4. The surface temperature with different discharge rates based on the heat pipe HP model:
(a) 1.5 C; (b) 2 C; (c) 2.5 C; (d) 3 C.

Figure 4 shows that the surface temperatures were significantly lower than in the previous natural
state at different discharge rates. The maximum temperatures were 337.1 K at a 3 C discharge rate
and 315 K at 1.5 C, which are 9.1 and 7.7 K lower than those in the natural state shown in Figure 3,
respectively. However, the difference in surface temperature was substantially larger than that under
the natural state because the width of the HP was narrower than that of the battery, and the surface heat
of the battery near the HP was more quickly dissipated. The effectiveness of the HP was limited. At a
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3 C discharge rates, the surface temperature still exceeded 323 K, indicating that additional measures
were needed to further lower the temperature.

3.2.3. Simulations for Combined HP and TEC

As shown in Figure 5, the TEC was mainly composed of a series of N- and P-type thermo-elements,
which were connected to each other using a metal conductor. When current passes through the unit,
the energy transfers through the circuit and forms the cold and hot sides of the TEC [16].

 
Figure 5. The thermoelectric cooling (TEC) structure.

When a TEC is used for refrigeration, the cold side is attached to the power source and the hot
side is attached to the dissipating device. Therefore, TEC was regarded as a cuboid for simulation.
The side of the cuboid with negative power simulated the cold side of the TEC to absorb heat, and the
other side, with positive power, simulated the hot side to dissipate heat [29]. The power was calculated
by the optimal working current, the corresponding voltage, and the coefficient of performance (COP).
The optimal working current of the TEC selected was 3.96 A, and the corresponding voltage was 7.8 V.
The power was 17.92 W = 3.96 A × 7.8 V × 0.58. The other part of the cuboid was regarded as particular
material, whose thermal conductivity was 1.5 Wm−2K−1. With the added TEC, the model was meshed
into 296,569 elements. The simulation results are shown in Figure 6.

   

(a) (b) (c) 

Figure 6. Surface temperatures at different discharge rates based on HP and TEC: (a) 2 C; (b) 2.5 C;
(c) 3 C.

Figure 6 shows that the surface temperatures of the battery were significantly lower than that with
only the HP at different discharge rates. The maximum temperature was 325.4 K at a 3 C discharge
rate and 316.4 K at a 2 C discharge rate, which are 11.7 and 9 K lower, respectively, than that in the HP
alone case shown in Figure 4. This combined BTMS can reduce the surface temperature of the battery
pack and basically keep the battery working within a reasonable temperature range.
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4. Experiment

The three discussed BTMS models analyzed by the simulations were tested to verify the practicality
of the design and the simulation results.

4.1. Experimental Design

To avoid being influenced by the environmental temperature during the experiment, the battery
pack was placed in a thermotank. The thermotank was set to 298 K to simulate the ambient
environmental temperature; the battery pack was charged and discharged by a charging tester. The first
constant current and then constant voltage (CC-CV) method was adopted to charge the battery.
High accuracy and low-cost Omega T-type thermocouples were used as temperature sensors and were
connected to a data acquisition instrument to acquire the temperature of the battery over time. A micro
temperature control module was used to operate the TEC according to the surface temperature of the
battery pack. Four Li-ion batteries were connected in series into a battery pack, and its working voltage
was 11.2–16.8 V. Four temperature measuring points were selected on the front and back sides of each
battery, and two more measuring points were arranged on opposite sides of each battery. Data obtained
from the six measuring points were then averaged to represent the temperature characteristics of this
battery. The measuring points of the battery are shown in Figure 7.

 
Figure 7. Placement of temperature sensors on a Li-ion cell.

4.2. BTMS Experiment and Results Analysis

4.2.1. Surface Temperature Rise of Battery in Natural State

Four batteries were connected in series with a distance of 2 Cm and placed in the thermotank for
1 h to stabilize the surface temperature of the battery at 298 K. Then, the experiments were conducted
at different discharge rates. To ensure the same discharging capacity each time and avoid damage
to the battery, a discharge capacity of 90 Ah was used. After each charging and discharging cycle,
the battery was kept for 7 h in the thermotank to stabilize the surface temperature of the battery at
298 K again. The experimental results are shown in Figure 8.

As shown in Figure 8, the surface temperature of the battery continued to rise during the
discharging period. The drop near the end of each curve indicates that the discharge was over and the
battery had begun to cool down. The maximum surface temperature of the battery was 313.2 K at
a 1 C discharge rate, and the battery worked within the optimal temperature range throughout the
process. As the discharge rate increased, the discharging time shortened and the surface temperature
of the battery increased. The maximum surface temperature of the battery reached 343 K at a 3 C
discharge rate. A battery operating at this high temperature for a prolonged duration will undergo
thermal runaway, which reduces battery capacity and shortens its service life. Therefore, this is not
normally permitted and is the key reason to apply a BTMS to battery packs.
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Figure 8. Surface temperature rise at different discharge rates in the natural state.

4.2.2. Surface Temperature Rise of Battery with BTMS and HP

Figure 9 shows the structure of the BTMS with the HP. One side of the aluminum sheet was in
contact with the surface of the battery; the other side was in contact with the evaporation section of HP,
which was fixed by a grooved aluminum sheet. The HP condensation section was connected with one
side of the heat sink, and the other side of the heat sink with the fan.

 
Figure 9. The BTMS based on HP.

The environmental temperature was set to 298 K, and the fan started to work at 298 K.
The experimental results are shown in Figure 10. With this system, we did not study the surface
temperature rising characteristics of the battery at a 1 C discharge rate as the temperature remained
within the optimal range without the HP.

As seen in Figure 10, the temperature for discharging at 1.5 C remained within the optimal range,
and the maximum temperature was 319.7 K at a 2 C discharge rate and 328.2 K at a 2.5 C discharge
rate, above the upper limit, but 5.6 and 4.6 K lower, respectively, than that in the natural state shown in
Figure 8. Thus, it was necessary to take additional measures to further reduce temperature.
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Figure 10. Surface temperature rise at different discharge rates in a BTMS based on an HP.

4.2.3. Surface Temperature Rise of Battery in BTMS Using Both HP and TEC

Figure 11 shows the structure with a TEC installed between the aluminum sheet and the HP.
The cold side of the TEC was connected to the aluminum sheet, which can accelerate heat loss. The hot
side was connected to the HP, and the heat generated by the hot side of TEC was transmitted to the
heat sink through the HP, and then the fan accelerated the loss of heat.

 
Figure 11. The BTMS based on an HP and TEC.

The two kinds of limits on the working conditions of the TEC are the maximum cooling capacity
and the maximum COP. The maximum cooling capacity is when the TEC works at maximum current,
but then it consumes a larger amount of power and the obtained COP is also smaller. Although the
working condition at maximum COP is better economically as it consumes less power, the cooling
capacity is very low. Therefore, the optimal working current must be selected to increase the cooling
capacity of the TEC and consume less power. The TEC used in this study was TCE1-12705, which has
an optimal working current of 3.96 A according to Wang [19]. The environmental temperature was
set to 298 K, and the TEC and the fan begin to work at 298 K. The experimental results are shown in
Figure 12.

Figure 12 shows that at 2 C and 2.5 C discharge rates, the maximum surface temperature of the
battery reached 313.5 K and 316.6 K, respectively, within the optimal working temperature range.
At 3 C, the surface temperature of the battery reached 318 K in about 800 s, and 322 K at the end of
discharging, which is 11.8 K lower than that of the BTMS based on an HP alone, shown in Figure 10.
According to the experimental results analyzed above, this combined BTMS can effectively control the
surface temperature of the battery pack.
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Figure 12. Surface temperature rise at different discharge rates in BTMS based on HP and TEC.

4.3. Optimal Working Temperature of TEC

When the BTMS based on HP and TEC was applied to the battery, the surface temperature of the
battery was lower than 318 K at the 2 C and 2.5 C discharge rates. To reduce energy consumption,
the optimal working temperature of the TEC was selected, and the surface temperature of the
battery was still under 318 K. The environmental temperature was 298 K, and the upper limit of the
optimal working temperature of the battery was 318 K. Therefore, the TEC worked when the surface
temperature of battery reached 298 K, 303 K, 308 K, 313 K, and 318 K. At the 3 C discharge rate,
the surface temperature of the battery exceeded 318 K, and we did not study the surface temperature
rise characteristics of the battery at the 3 C discharge rate.

As the environmental temperature was set to 298 K, the fan was turned on at 298 K, and the TEC
began to work at 298 K, 303 K, 308 K, 313 K, and 318 K. The experimental results of the discharge rates
of 2 C and 2.5 C are shown in Figure 13.

Figure 13. Surface temperature rise with the TEC beginning to work at different temperatures: (a) 2 C;
(b) 2.5 C.

As shown in Figure 13, with increasing TEC working temperature, the surface temperature of the
battery also rose. When the TEC began to work at 308 K, 313 K, and 318 K, the temperature curve
tended to decrease at the start of TEC working. At that moment, the cold side of the TEC accelerated
the loss of surface temperature of the battery, and the heat generated from the hot side was transferred
to the heat sink through the HP.
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At the 2 C discharge rate, when the TEC began to work at 318 K, the surface temperature of the
battery remained near 318 K until discharge was over. At a 2.5 C discharge rate, when the TEC began
to work at 303 K, the surface temperature of the battery remained near 318 K until discharge was over.
Therefore, the optimal working temperature for TEC to begin working is 318 K at a 2 C discharge rate
and 303 K at a 2.5 C discharge rate.

5. Discussion and Conclusions

5.1. Discussion

5.1.1. Comparison of Simulation and Experimental Results

Based on the different BTM models, simulations and experiments were conducted to research
temperature increase characteristics of a battery at different discharge rates. The maximum battery
surface temperatures at different discharge rates are shown in Figure 14.

 
Figure 14. Comparison of maximum temperatures between simulation and experimental results.

As seen in Figure 14, with increasing discharge rate, the battery surface temperature increased.
For the same model under the same discharge rate, the surface temperature was the highest in the
natural state and the lowest with the combined HP and TEC, and the maximum surface temperature
measured in the experiment was lower than in the simulation, which is reasonable. The maximum
difference in surface temperature between the experiment and simulation was within 5 K, showing a
very good agreement between the two approaches, verifying the simulated results.

5.1.2. Comparison of Battery Surface Temperature Increase Rate

The rising rates of battery temperature directly reflect the change in temperature. The temperature
rising rates of the battery are shown in Figure 15.

Under the same discharge rate, the rising rate of the battery surface temperature was the
highest in the natural state and the lowest with the BTMS based on combined HP and TEC.
The progressive improvement in reducing battery surface temperature demonstrated the effectiveness
of the designed model.
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Figure 15. Battery surface temperature rising rates.

5.2. Conclusions

As the discharge rate increases, the surface temperature of a battery rises. We designed a
battery thermal management system that combined HP and TEC and investigated its performance.
Simulations and experiments were conducted to study the surface temperature rising characteristics
of the battery with the system at different discharge rates. Based on TAFEL-LAE895 100 Ah ternary
lithium ion batteries, the conclusions were drawn as follows.

1. Compared with the natural state, a BTMS is needed to maintain the operational temperature of
batteries within the optimal range to maintain performance output, reduce damage, and prolong
the service life.

2. The battery thermal management system studied, which is based on a system with HP and TEC,
can effectively reduce the surface temperature rising rate at different discharge rates and maintain
the surface temperature broadly within the optimal range of the battery. However, the difference
in surface temperature is larger with a BTMS than in the natural state, which can be further
studied in the future.

3. For the battery selected in this study, some specific design guidance can be provided for the
optimal performance of the battery: there is no need to introduce heat dissipation measures for a
discharge rate of 1 C; a BTMS based on an HP is needed at a 1.5 C discharge rate; a BTMS based
on HP and TEC is required for discharging at 2 C, 2.5 C, and 3 C; and the discharging duration at
a 3 C discharge rate must be controlled.

4. To reduce energy consumption and keep surface temperature of the battery within 318 K, when
the BTMS based on TEC and HP was applied to the battery selected in this study, the optimal
working temperature for the TEC to begin to work was 318 K at 2 C a discharge rate and 303 K at
a 2.5 C discharge rate.
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Abstract: In order to enhance heat transfer in the abrasive-milling processes to reduce thermal
damage, the concept of employing oscillating heat pipes (OHPs) in an abrasive-milling tool is
proposed. A single-loop OHP (SLOHP) is positioned on the plane parallel to the rotational axis of the
tool. In this case, centrifugal accelerations do not segregate the fluid between the evaporator and
condenser. The experimental investigation is conducted to study the effects of centrifugal acceleration
(0–738 m/s2), heat flux (9100–31,850 W/m2) and working fluids (methanol, acetone and water) on
the thermal performance. Results show that the centrifugal acceleration has a positive influence on
the thermal performance of the axial-rotating SLOHP when filled with acetone or methanol. As for
water, with the increase of centrifugal acceleration, the heat transfer performance first increases
and then decreases. The thermal performance enhances for higher heat flux rises for all the fluids.
The flow inside the axial-rotating SLOHP is analyzed by a slow-motion visualization supported by
the theoretical analysis. Based on the theoretical analysis, the rotation will increase the resistance
for the vapor to penetrate through the liquid slugs to form an annular flow, which is verified by
the visualization.

Keywords: oscillating heat pipes; heat transfer; milling cooling; abrasive-milling processes

1. Introduction

During abrasive-milling processes, a large amount of heat is generated in the contact zone between
the abrasive-milling tool and workpiece. Consequently, when abrasive-milling hard-to-machine
materials with low heat conduction (e.g., nickel-based superalloy, carbon fiber reinforced composites
or ceramic matrix composites), the heat gathers in contact zone and leads to critical hot spots and
serious thermal damage for both the workpiece and tool [1–4]. To solve this problem, the heat should
be transferred out through the tool in time to reduce the stored heat, lowering the temperature in the
contact zone, with the result decreasing the risk of thermal damage.

Heat pipes are passive heat transfer devices with excellent heat transport capacity. They are
widely used in the microelectronics, manufacturing, and automobile and aerospace industries for
thermal management. Lately, heat pipes have been applied to the machining process to enhance heat
transfer [5–9]. The heat is absorbed by the working fluid in the evaporator of the heat pipe, which,
in the case of the tool, is near the contact zone. The phase change occurs, and vapor moves to the
condenser to release heat by condensing into liquid. After this, the liquid returns to the evaporator
either by capillary wick or unbalanced pressure distribution. In the case of applying heat pipes in the
cutting tools, such fluid motion continues to transfer out the heat, with high heat transport capacity
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during the machining processes. The combination of heat pipes and cutting tools was conducted by
several researchers [5–7], and the heat pipe cutting tool shows a great advantage in enhancing the heat
and cooling the tool in the processes. He et al. [8,9] and Chen et al. [10,11] designed and produced
axial-rotating and radial-rotating heat pipe grinding wheels. A titanium alloy and nickel-based
superalloy were successfully dry-grinded by heat pipe grinding wheels without grinding burnout.
An in-depth numerical analysis was conducted, where results show that the wickless heat pipe can
assist heat transfer under a low rotational speed. Nucleate boiling was found to be totally suppressed
while increasing the centrifugal acceleration. Laminar convection heat transfer is the heat transfer mode
in the evaporator when the centrifugal acceleration is more than 1000 times the gravity acceleration.

The oscillating heat pipe (OHP, also called the pulsating heat pipe) is a novel heat transfer device,
which has been developed since the 1990s. It is made of a meandering capillary tube which is partially
filled with working fluid [12]. In recent years, experimental and theoretical research has been carried
out on the thermal performance of OHPs and their heat transfer mechanism. The heat transport
capacity of OHPs is affected by geometric, physical and operational parameters, such as inner diameters,
working fluid properties, filling ratio, etc. It was found that within the critical inner diameter, an OHP
with a larger inner diameter has a better heat transfer capability [13]. The influence of the working
fluid on the heat transport capacity of the OHP has been described by several researchers [14,15].
The thermal performance of an OHP is also determined by its flow regimes, which in turn are affected
by the working fluids. In general, fluids with lower dynamic viscosity and smaller surface tension
lead to better performance, due to their lower friction and the higher wettability, which lead to a
higher response to the pressure variation and the presence of a liquid film on the wall (decreasing the
probability of dry spot occurrence). Fluids with a lower latent heat (such as acetone) bring powerful
oscillations into the OHP, while they have a higher possibility of dry-out. OHPs charged with fluids
with higher latent heat (e.g., water) may have better heat transfer performance in terms of maximum
heat flux, but the start-up power is higher. The influence of operational parameters on the heat
transfer was investigated by some researchers, such as Stevens et al. [16]. Operational parameters,
which include a filling ratio (FR), inclination angle and heat load, etc., have significant effects on the
heat transfer. In most of the experiments, there exists an optimized filling ratio which is within 40% to
60%, and the OHP will have a better heat transfer ability under the inclination of 50◦ to 90◦ for the
proposed four turns closed-loop OHP [13,14,17,18]. Below the maximum heat flux, increasing the heat
load, the flow regime develops from a bubbly flow to a slug flow to a transient flow, and then to an
annular flow. As a result, the heat transfer performance varies depending on the flow patterns [19,20].

Due to the high heat transfer capability and the simple wickless structure, OHPs have the potential
for application in the machining process for the enhancement of heat transfer. The OHP cutting tool was
first proposed by Wu et al. [21,22]. A Ti-6Al-4V alloy was dry-cut by an OHP cutting tool. Compared
with conventional cutting tools, the cutting tool with the OHP reduced the process temperature,
and the tool wear-rate became slower by 20%. As for the grinding process, Qian et al. [19] introduced
the concept of the OHP grinding wheel. The heat transfer analysis was studied to the point of the
proof of concept. The heat transfer prediction model was built, and the start-up performance was also
analyzed [23,24].

In order to dissipate the heat generated in the contact zone during the abrasive-milling of
hard-to-machine materials, the concept of combining the OHP with the abrasive-milling tool is
proposed, as illustrated in Figure 1. Several single-loop OHPs are formed by the independent channels
machined in the tool matrix. The generated heat in the contact zone is transferred into the evaporator
through the abrasive layers, and is then brought to the condenser to transfer out.

In this case, a rotation is involved. Experimental investigations of the heat transfer and flow patterns
of “flower-shaped” radial-rotating OHPs were conducted by Aboutalebi et al. [25], Ebrahimi et al. [26],
Liou et al. [27] and On-ai et al. [28]. In their studies, the maximum rotational speed reached
800 revolutions per minute (rpm), and the maximum centrifugal acceleration reached around 20 times
gravity acceleration. For such a range of rotational speed and centrifugal acceleration, they all found
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that employing rotational speed was a way to enhance the internal flow, and the centrifugal acceleration
has a positive influence on the increase of thermal performance. These oscillating heat pipes rotate
around the central axis of the tool with the condenser at the centre and the evaporator at the external
side. In this case, centrifugal accelerations segregate the fluid between the evaporator and condenser,
pushing the fluid to the evaporator.

Figure 1. Illustration of an OHP abrasive-milling tool.

In our case, the OHP, whose central axis is aligned to the rotational axis of the tool, is positioned on
the plane parallel to the rotational axis of the tool. In this case, centrifugal accelerations do not segregate
the fluid between the evaporator and condenser. To the best of our knowledge, there is no previous
paper on the influence of rotation on such positioning of OHPs, especially for a single-loop OHP.

In this paper, experiments are conducted to investigate the effects of centrifugal acceleration, heat
flux and working fluids on the thermal performance of OHPs under axial-rotating conditions. The flow
of liquid slugs and vapor plugs inside the axial-rotating SLOHP is also analyzed by the theoretical
method. Moreover, the flow is also observed through a slow-motion camera.

2. Experimental Preparation and Data Processing

2.1. Description of Experimental Apparatus

The oscillating heat pipe (OHP) abrasive-milling tool (OHP tool) comprises several axial-rotating
single-loop oscillating heat pipes (SLOHPs). For simplification, in this paper, one axial-rotating SLOHP
is designed and made for the experiment, as shown in Figure 2. The axial-rotating OHP includes a
holder, a copper SLOHP, a slip ring, thermocouples and Ni-Cr heating wires. The SLOHP is mounted
on the holder 30 mm away from its rotational axis, which is the same as the radius of the OHP
tool. The outer and inner diameters of a SLOHP are 5 mm and 3 mm, respectively. The evaporator,
adiabatic section and condenser are 30 mm, 40 mm and 30 mm long, respectively. The SLOHP is
evacuated to the pressure of 10−2 Pa, and then filled with acetone (CH3COCH3), methanol (CH3OH)
or deionized water (DI water) as working fluids, with a filling ratio of 55%, through the vacuum and
injection tube. The axial-rotating SLOHP is bottom-heated by a Ni-Cr wire, which is connected to the
KIKUSUI PZB40-10 power supply (limits of error: ±0.1 W) through the slip ring and copper brush.
The axial-rotating SLOHP is wrapped with an aerogel insulation to avoid heat leak. The condenser
is cooled by the 0.4 MPa cold air jet at a temperature under 5 ◦C. Temperatures of the evaporator
and condenser are measured by Omega type-K thermocouples (limits of error: 0.4%). Signals are
transferred through the slip ring and copper brush to the NI-USB 6366 card under the sampling rate
of 10 Hz, and signals are processed by NI LabView and NI DIAdem software (National Instruments,
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Shanghai, China). The environment temperature is maintained at 25±1◦ C. The setup of the experiment
is illustrated in Figure 2.

 

Figure 2. Experimental preparation of axial-rotating oscillating heat pipe: (a) illustration of axial-rotating
OHP; and (b) experimental setup (aerogel insulation was removed for better illustration).

In the abrasive-milling process, the rotational speed of the tool varies from several hundred to a
thousand rpm, and the effective heat flux generated in the contact zone is around 105 W/m2. In this
case, in order to study the thermal performance of the axial-rotating SLOHP under the same conditions
with the abrasive-milling process, the rotational speeds in the experiment are 0, 300, 950, and 1500 rpm,
with a relative centrifugal acceleration of 0, 30, 296, and 738 m/s2. The heat flux used in the experiment
varies from 9100 W/m2 to 31,850 W/m2, with an increment of 4550 W/m2. The detailed conditions are
shown in Table 1.

Table 1. Experimental conditions.

Conditions Values

Rotational speed (rpm) 0, 300, 950, 1500
Centrifugal acceleration (m/s2) 0 (0 g), 30 (3.1 g), 296 (30.2 g), 738 (75.3 g)

Heat flux (W/m2) 9100, 13,650, 18,200, 22,750, 27,300, 31,850
Working fluids Acetone, DI water, methanol

Filling ratio 55%
Heating mode Bottom-heated in vertical

The thermophysical properties of working fluids (i.e., methanol, acetone and DI water) are shown
in Table 2.

Table 2. Physical properties of working fluids at 1 atm.

Fluid
Boiling
Point
(◦C)

Density
(kg/m3)

Specific
Heat

(kJ/kg ◦C)

Thermal
Conductivity

(W/m·K)

Latent
Heat

(kJ/kg)

(dp/dT)sat
(kPa/◦C)

Dynamic
Viscosity
(mPa·s)

Surface
Tension
(mN/m)

DI water 100.0 998 4.18 0.599 2257 1.30 1.01 72.8
Acetone 56.2 792 2.35 0.170 523 3.10 0.32 23.7

Methanol 64.7 791 2.48 0.212 1101 3.55 0.6 22.6
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2.2. Data Processing

Thermal resistance is used as the measurement of the thermal performance of the axial-rotating
SLOHP. The thermal resistant is defined as follows

R =
Q

Tevap − Tcond
, (1)

where Q is the heat load, and Tevap and Tcond are the time-averaged temperatures in evaporator and
condenser. Lower thermal resistance means a better thermal performance of the axial-rotating SLOHP.
The uncertainty of the thermal resistance is evaluated based on the method in [19]. The uncertainty is
less than 5%.

3. Flow Visualization and Modeling

3.1. Flow Inside Axial-Rotating Single-Loop Oscillating Heat Pipe (SLOHP) Under Rotation

A glass axial-rotating SLOHP is made for visualization. The flow of working fluid inside the
axial-rotating SLOHP is captured by a portable camera at a 240-frames-per-second speed (eight times
slower). Due to the limitation of the apparatus and in the light of safety, the rotational speed is set up
to 300 rpm in this case.

Under the static state and heat flux of 22,750 W/m2, the flow pattern of the working fluid, acetone,
is a veering circulation with an annular flow and slug flow. When the vapor bubbles and plugs
generate, expand and move up to the condenser, the vapor easily penetrates the liquid slugs to form
the annular flow (see Figure 3a(i–iii)), while the flow in the neighboring tube remains a train of liquid
slugs and vapor plugs (see Figure 3a(ii,iii)). Besides, the direction of circulation changes from time to
time, as shown in Figure 3a(ii,iii).

When the axial-rotation is applied, as mentioned in the theoretical analysis in Section 3.2,
the resistance for the vapor to penetrate the liquid slug becomes larger, and as a result it is more
difficult for the vapor to penetrate through the liquid slug to form the annular flow. The flows inside
the axial-rotating SLOHP at the speeds of 60, 150 and 300 rpm are shown in Figure 3b–d. At the
rotating speed of 60 rpm, the flow is a veering slug flow, which generates a train of liquid slugs and
vapor plugs (see Figure 3b(ii)). Sometimes, when a train of liquid slugs and vapor plugs moves from
evaporator to condenser, it will slow down and stop, and a new train of liquid slugs and vapor plugs
is generated in the neighboring tube and moves upwards, causing the flow direction to change (see
Figure 3b(ii,iii)). The whole process is illustrated in Figure 3b. At the rotating speeds of 150 and
300 rpm, the unidirectional circulation forms. Since the SLOHP rotates clockwise, the inertia causes
the working fluid to flow in a one-way, clockwise direction inside the SLOHP. In this case, liquid
slugs generate and move up to the condenser in the left tube, while in the right tube, liquid slugs and
vapor plugs oscillate at the adiabatic section (see Figure 3c(i,iii) and Figure 3d(ii,iv)). Though flows at
rotational speeds of 150 rpm and 300 rpm are similar, new trains of liquid slugs and vapor plugs are
generated at the speed of 150 rpm (Figure 3c(i,iii)), while just one liquid slug forms and moves up at a
time at the speed of 300 rpm (Figure 3d(ii,iv)).

As mentioned before, under the static state, vapor easily penetrates through the liquid slugs to
form an annular flow. Under axial-rotation, especially when the speed exceeds 150 rpm, unidirectional
circulation forms. It takes a relatively long time to form a long train of liquid slugs and vapor plugs at
the speed of 150 rpm. Nevertheless, one short liquid slug is generated at a shorter time at the speed of
300 rpm, as shown in Figure 4.
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Figure 3. Flow inside the axial-rotating SLOHP filled with acetone under 22,750 W/m2: (a) at static
state; (b) at 60 rpm rotating speed; (c) at 150 rpm rotating speed; and (d) at 300 rpm rotating speed.

 
Figure 4. Comparison of liquid slug lengths under different rotating speeds (heat flux of 22,750 W/m2).

3.2. Modelling of Flow Under Rotation

For a well-working oscillating heat pipe (OHP), a train of liquid slugs and vapor plugs must
form and exist in the system. At the moment that the evaporator is heated, the liquid turns into
vapor, causing the expansion of the vapor volume. When the vapor velocity exceeds some critical
value, the vapor plug penetrates all liquid plugs and generates an annular flow. At this moment,
the mass-spring system, consisting of a train of liquid slugs and vapor plugs, vanishes. The oscillating
motion stops, and the OHP reaches the highest heat transport capacity [29]. The illustration of the flow
inside the OHP is shown in Figure 5.

When the vapor penetrates the liquid slug, the momentum that is generated by the vapor plugs
will be used to overcome the total forces applying on the liquid plug, i.e.,

∫ r0

0
2πρvu2

vrdr = (−p1 + p2)πr2
0 + 2πr0σ(cosαr + cosαa) + 2πr0

(∫ Ll

0
τwdx

)
, (2)
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where ρv is the vapor density, p1 and p2 are the vapor pressure, r0 is the radius of the tube, σ is the
surface tension, αa and αr are the advancing and receding contact angles and τw is the shear stress.
The left term is the momentum produced by the vapor due to the vapor volume expansion. The right
of the equation is marked as the total resistant force. The first term of the right part is the pressure
differences acting on the liquid slug and vapor plug, while the second term of the right part is due to
the surface tensions and the last term is due to the shear stress between the wall and fluid.

 
Figure 5. Illustration of liquid slug moving in the OHP: (a) right before the vapor penetrating through
the liquid slug; and (b) right after the penetration of vapor through the liquid slug.

The pressure of vapor and liquid are

p1 = p0,v +
π
2
ρvr0ω

2R, ω ≥ 0, (3)

p2 = p0,l +
π
2
ρlr0ω

2R, ω ≥ 0, (4)

where p0,v and p0,l are the pressure of the vapor and liquid phases under a static state, R is the distance
between the OHP and the rotational axis and ω is the angular velocity.

The shear stress on the wall can be expressed as:

τw = μ

(
−dul

dr

)
w

(5)

According to the solution proposed by Ma [29], Equation (1) can be solved as follows

ρvr0u2
l,max

∫ 1
0 u∗2l r∗dr∗ = π

4ω
2r3

0R(ρl − ρv) +
r0
2

(
p0,l − p0,v

)
+ σ(cosαr + cosαa) +

(
1
r0
μl
(
− du∗

dr∗
)
r∗=1

∫ Ll
0 ul,maxdx

)
(6)

where ul,max is the maximum velocity of the liquid phase and μl is the dynamic viscosity of the liquid.
The following parameters are defined as follows:

A =

∫ 1

0
u∗2l r∗dr∗, (7)

B =

(
−du∗

dr∗

)
r∗=1

, (8)

64



Energies 2020, 13, 2145

C =
r0

2

(
p0,l − p0,v

)
+ σ(cosαr + cosαa) (9)

Therefore, Equation (6) will be rewritten as:

ρvr0u2
l,maxA =

π
4
ω2r3

0R(ρl − ρv) + C +
B
r0
μl

∫ Ll

0
ul,maxdx (10)

Under the static state, the driving force of vapor and the total resistant force to overcome are:

ρvr0u2
l,maxA = C +

B
r0
μl

∫ Ll

0
ul,maxdx (11)

Meanwhile, under the axial-rotating condition, the driving force of vapor and the total resistant
force to overcome is shown in Equation (10). It is clear that total resistant force is increased in case of
an axial-rotating condition by πω2r3

0R(ρl − ρv)/4, so the vapor plug is more difficult to penetrate the
liquid slug under axial rotation, and the annular flow will turn into slug flow under axial-rotation.

4. Results and Discussion

4.1. Effects of the Centrifugal Acceleration

The influence of rotation is described through the rotational speed and radius. Figure 6 illustrates
the effects of centrifugal acceleration on the thermal performance of the axial-rotating single-loop
oscillating heat pipe (SLOHP) filled with methanol, acetone and deionized water (DI water). It is
clear that the centrifugal acceleration has a positive influence on the heat transport capacity of the
axial-rotating SLOHP filled with methanol and acetone. When the centrifugal acceleration increases
up to 30 m/s2, the thermal resistance decreases rapidly for all the fluids. In the range of the centrifugal
acceleration from 30 m/s2 to 738 m/s2, the thermal performance enhances for most cases of the
axial-rotating SLOHP filled with methanol and acetone. In the range of 0 m/s2 to 738 m/s2, the thermal
resistance decreases by 22% and 137% for the axial-rotating SLOHP filled with methanol and acetone,
respectively. According to previous studies [19,25,28,30], the inside flow patterns can be estimated
through the temperature curves. In the evaporator, the longer the vapor plug is, the longer it passes
through the temperature measuring point, and the slower the vapor moves, the longer it passes through
the measuring point. This leads to a higher amplitude of the temperature, as the hot long vapor plug
will increase the temperature of the damped measuring point gradually until a liquid slug passes the
measuring point (see Section 3.1). Moreover, the temperature differences decrease when the fluid
circulation is faster and the vapor plugs and liquid slugs become shorter.

In order to emphasize the influence of the centrifugal acceleration on the flow pattern, a rotational
speed of 950 rpm (296 m/s2) is applied on the SLOHP filled with methanol under the heat flux of
27,300 W/m2. Figure 7a shows the evaporator temperature curve. Under static conditions (a = 0 m/s2),
the value of the evaporator temperature is high, with the peak-to-valley value being around 20 ◦C,
and the evaporator temperature fluctuating at low frequencies. On the contrary, under the centrifugal
acceleration of 296 m/s2, the temperature curve is obviously smoother, with a smaller amplitude and
high oscillation frequencies. The peak-to-valley amplitude is around 10 ◦C under these conditions.
In terms of the methanol and acetone, the centrifugal acceleration likely changes the annular flow to
slug flow, as it is qualitatively proven by the theoretical analysis in Section 3.2, and increases the circular
motion velocity. As a result, for methanol and acetone as working fluids, the thermal performance of
the axial-rotating SLOHP enhances with the increase of centrifugal acceleration.
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(c) 

Figure 6. Effects of centrifugal acceleration: (a) methanol; (b) acetone; and (c) DI water.

 

 
Figure 7. Evaporator temperature under rotational speed of 0 rpm and 950 rpm (filled with methanol):
(a) temperature curve; and (b) and (c) FFT analysis of the temperature curve in areas (I) and (II).
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On the contrary, as shown in Figure 6c, a different behavior is observed when DI water is the
working fluid. Up to a = 30 m/s2, the heat transfer performance increases sharply, the thermal
resistance drops by up to 74%, from 2.5 K/W to 1.43 K/W, under the heat flux of 13,650 W/m2. As the
centrifugal acceleration exceeds 30 m/s2, the thermal resistance rises gradually, which means the thermal
performance deteriorates. Specifically, when the centrifugal acceleration is higher than 296 m/s2,
the thermal performance is lower than that of the static state at the heat flux range from 18,200 W/m2

to 31,850 W/m2. Therefore, in terms of the axial-rotating SLOHP filled with DI water, the thermal
performance first enhances and then decreases along with the increase of centrifugal acceleration,
which peaks at 30 m/s2. This result is consistent with previous studies [22,25]. The reasons for such
different behavior of water can be found in its higher viscosity (Table 2), which increases the flow
friction [28], the higher thermal conductivity, which can produce local transient dry-out [25], and the
lower value of (dp/dT)sat, which brings it to a weaker expansion, i.e. a weaker flow circulation (see
also Section 3.1). From the visualization, it is observed that under 300 rpm, the flow of water is a
discontinuous train of vapor bubble and liquid slug. Meanwhile, when the speed exceeds 300 rpm, it is
difficult to form effective circulation. An intermittent train of bubble and slug forms, and sometimes
moves to the condenser. Most of the time, no obvious motion is observed—just local oscillation.

4.2. Effects of the Heat Flux

When the heat flux increases from 9100 W/m2 to 31,850 W/m2, the thermal performance of the
axial-rotating SLOHP enhances at all centrifugal accelerations for all working fluids (Figure 8). In detail,
for the axial-rotating SLOHP filled with methanol, the thermal resistance decreases from around
2.67 K/W to around 0.64 K/W by up to 4.5 times. As for the acetone as the working fluid, the thermal
resistance decreases from around 3.01 K/W to around 0.34 K/W by a maximum of 8.6 times. Similarly,
in terms of DI water, the thermal resistance decreases from around 3.33 K/W to around 0.63 K/W by
four times. Based on our previous research [19], as the heat flux increased, changes of flow pattern and
motion modes—which develops from bubbly flow to vapor plug flow, then to annular flow, and from
oscillation to circulation—enhance the OHP’s thermal performance.

4.3. Effects of the Working Fluid

From Table 2, acetone and methanol have a high (dp/dT)sat value, low dynamic viscosity and
low surface tension, which lead to a higher driving force and the lower resistance of flow motion.
On the other hand, DI water has a higher thermal conductivity, latent heat and specific heat. Due to
differences in thermophysical properties, the working fluid has an important impact on thermal
performance under the axial-rotating condition. The influence of the working fluids is different
under low and high centrifugal accelerations, as illustrated in Figure 9. The axial-rotating SLOHP
filled with acetone has the highest heat transport capacity, regardless of the heat flux and centrifugal
acceleration. At the low centrifugal acceleration (e.g., 30 m/s2), the effective heat transfer coefficient of
the axial-rotating SLOHP filled with DI water is higher than that of methanol in general. However,
when the centrifugal acceleration is high (e.g., 738 m/s2), the thermal performance of the axial-rotating
SLOHP filled with methanol is better than that of DI water. This is due to different flow patterns and
motion modes, which are caused by the differences of thermophysical properties at varied centrifugal
accelerations. In the light of this—for the given temperatures and heat load ranges, and even if the
deeper reasons are not completely clear—as a conclusion, acetone is the recommended working fluid
for this axial-rotating SLOHP, which is supposed to work in the abrasive-milling tool to enhance heat
transfer in abrasive-milling processes.
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Figure 8. Effects of heat flux: (a) methanol; (b) acetone; and (c) DI water.

Figure 9. Effects of working fluids under centrifugal acceleration of: (a) 30 m/s2; and (b) 738 m/s2.

5. Conclusions

The influences of centrifugal acceleration, heat flux and working fluid on the thermal performance
of the axial-rotating SLOHP are investigated through visualization, theoretical analysis and experiments.
The main conclusions are drawn as follows:

The flow inside axial-rotating SLOHP is analyzed through the theoretical and visualization method.
Based on theoretical analysis, the rotation will increase the resistance for the vapor to penetrate through
the liquid slugs to form an annular flow, which is verified by the visualization. Besides, under the static
state and heat flux of 22,750 W/m2, the flow pattern of working fluid, acetone, is a veering circulation
with the annular flow and slug flow. Meanwhile, under the axial-rotating conditions, the flow turns
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into slug flow. When the rotating speed increases from 60 rpm to 300 rpm, the flow changes from
veering circulation to unidirectional circulation, and the liquid slug becomes shorter with a higher
generating frequency.

For the acetone and methanol as working fluids, the thermal performance is enhanced by increasing
the centrifugal acceleration, which is demonstrated through the change of internal flow motions.
Nevertheless, the thermal performance of the axial-rotating SLOHP filled with DI water enhances first,
and then decreases when the centrifugal acceleration increases. The acetone is recommended since the
axial-rotating SLOHP filled with acetone has the best thermal performance. Furthermore, the heat
transport capacity of the axial-rotating SLOHP improves with the increase of heat flux for all cases.
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Nomenclature

a Centrifugal acceleration, m/s2

g Gravity acceleration, 9.8 m/s2

heff Effective heat transfer coefficient, W/m2·K
p Pressure, Pa
Q Heating power, W
q" Heat flux, W/m2

R Thermal resistance, K/W (ºC /W); distance from the rotational axis to the SLOHP, m
r0 Radius of SLOHP tube, m
T Temperature, ºC
u Velocity, m/s
Greek
α Contact angle, o

μ Dynamic viscosity, N·s/m2

ρ Density, kg/m3

τ Shear stress, N/m2

ω Angular velocity of rotation, rad/s
Subscripts
a Advancing
cond Condenser
eff Effective
evap Evaporator
l Liquid
max Maximum
sat Saturated
r Receding
v Vapor
w Wall
1 Vapor phase
2 Liquid phase
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Abstract: Solar thermal plants are often considered as a convenient and environmentally friendly
way to supply heat to buildings or low temperature industrial processes. Some modelling techniques
are required to assess the dynamic behaviour of solar thermal plants in order to control them correctly.
This aspect is reinforced while large plants are considered. Indeed, some atmospheric conditions,
such as local clouds, could have significant influence on the outlet temperature of the solar field.
A common modelling approach to assess the heat transport in pipes is the one-dimensional finite
volume method. However, previous work shows limitations in the assessment of the temperatures
and in the computational time required for simulating large pipe networks. In this contribution,
a previous alternative method developed and validated in a district heating network is used and
extended to a solar thermal plant considering the thermal solar gain and the inertia of the pipes.
The present contribution intends to experimentally validate this model on an existing solar plant
facility available at the Plataforma Solar de Almeria in Spain.

Keywords: solar network; dynamic modelling; plug flow; control

1. Introduction

Solar thermal plants are one of the current solutions to change the world energy sources and
to contribute to a green energy transition by recovering solar energy. The use of this kind of energy
system has grown significantly for several years, especially to produce power or to supply heat to
industrial processes or, in some cases, to residential buildings [1]. Moreover, among these systems, the
concentration thermal plants tend to be economically competitive compared to conventional energy
sources (60–100 EUR/MWh) [2], increasing their future use.

However, some modelling techniques are required to assess the dynamic behaviour of solar
thermal plants to control them correctly. Indeed, like most renewable energy systems, a solar plant
is facing to the intermittency of the energy source, namely the Sun, and requires some modelling
techniques to couple them to other energy systems or energy storage facilities [3]. This aspect is
reinforced while large plants are considered such as the solar park in Cape Town in South Africa, where
the area of the solar plant can reach several km2 [4]. In this plant configuration, some atmospheric
conditions, such as local clouds, could have significant influence on the outlet temperature of the solar
field and a control strategy should be used to maintain the outlet plant temperature near the defined
set point as a predictive control based on climatic observations [5] or with dedicated algorithms [6].
Another solution is to instrument the network at numerous key locations to measure the operating
conditions (temperatures and mass flow rates). However, this method is often expensive because of
the numerous expensive sensors used.

A common modelling approach to assess the heat transport in pipes is the one-dimensional
finite volume method. However, previous works [7–9] show limitations in the assessment of the
temperatures and in the computational time required for simulating large pipe networks. Indeed,
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the finite volume method requires a high discretisation scheme to get accurate results. However,
the increasing discretisation leads to a higher computational time. This computational time could be
incompatible with the control strategy.

The present contribution intends to use an existing model developed by the authors dedicated to
district heating networks and to extend it to assess the dynamic behaviour of solar thermal networks.
Indeed, the proposed model, based on a Lagrangian approach [10], was validated considering the
working fluid as water and a reduced heat transfer between the pipes and the ambient due to the large
insulation of the pipes. In this contribution, the working fluid considered is oil and the heat transfer is
higher due to the thermal power recovered from the Sun. Therefore, the model is extended into solar
thermal plants, considering the thermal solar gain and the inertia of the piping system. The case study
used to validate the dynamic model is a parabolic trough collectors (PTC)-based solar plant facility
installed at the Plataforma Solar de Almeria in Spain.

The developed model allows for a further study to investigate control strategy definitions and
their optimisation. Although this paper focuses on the experimental validation of a medium-size solar
thermal plant, it could be extended to the modelling of larger solar plants, while the key element
behaviour, namely a pipe, is studied and validated.

2. Problem Statement

A typical solar thermal plant is composed of a piping system dedicated to transport the energy
recovered from the Sun to a defined process. In large solar thermal plants, the total pipe network length
can reach over several kilometres. Therefore, the heat propagation through the network depends on
the fluid velocity, which can induce some delay. These delays could reach some minutes or even hours,
depending of the operating conditions and the pipe length. Indeed, the order of magnitude of the
working fluid velocity is generally some meters per second to limit the pressures losses and the related
electric pump consumption and it depends on the control strategies of the plant.

Previous works of the authors [7,11] show that a one-dimensional finite-volume method is able to
model the dynamic behaviour of this kind of network. However, this modelling method requires an
important spatial discretisation of the pipe to get accurate results. This spatial discretisation leads to
high computational time requirements, which is not compatible with the final purpose of the modelling,
i.e., the investigation and the optimisation of control strategies. For lower spatial discretisation layouts,
a phenomenon named “numerical diffusion” occurs [7,8,12] and reduces the accuracy of the finite
volume method by anticipating the heat waves at the pipe outlet.

Therefore, it is proposed to counter these issues by considering an alternative modelling method
called the “plug flow” method, which is briefly detailed in the following section. The plug flow method
accuracy is of the same order of magnitude as the one of the finite-volume method, with important
spatial discretisation. Moreover, the simulation speed of the plug flow method is improved and is
clearly one advantage for the definition and the optimisation of control strategies, such as model-based
predictive control methods. Indeed, in large thermal networks, the weather conditions, and more
specifically, the solar irradiance, can have an important influence on the performance of some parts of
the plant, especially if a given outlet temperature is required for the supplying process connected to
the solar thermal plant.

The plug flow modelling method has already been validated experimentally on a district heating
network. However, such a district heating network involves a very low heat transfer between the pipe
and the ambient due to the high insulation used on the piping system. In order to go a step further,
this contribution proposes to experimentally validate the “plug flow” method on a solar thermal
network facility characterised by a very high transfer. More specifically, the plug flow model is used to
simulate a field of PTC, as described in Section 4.
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3. Modelling

Regarding the flow inside the pipe, the proposed modelling method is derived on the
standard TRNSYS Type 31 component. This modelling method is based on a Lagrangian approach,
i.e., the properties of each fluid particle are considered along with their direction in function of time,
considering the energy balance [10]. In order to simplify the resolution of the whole system, the flow is
considered as incompressible, which is valid if the fluid is a liquid and for low pressure variations [13].
Moreover, the wall friction dissipation and the energy coming from the pressure drop into the pipe
are neglected as the axial diffusion. This method was previously analysed, developed and validated
under the Matlab platform for different operating conditions and pipe layouts [7,14], but has now
been successfully ported to Modelica language [11] and the related open-source Modelica library is
available in [15].

The current model is based on a simplified combination of energy and continuity equation
(Equation (1)) [11]:

∂
(
ρcpAT

)
∂t

+
∂
(
ρcpAvT

)
∂x

= − .
qe (1)

where ρ denotes the density, cp is the fluid specific heat, A is the pipe cross section (m2), v is the flow
velocity, x is the spatial coordinate, t is the time, T is the temperature and

.
qe is the heat loss per unit

length (which is positive for heat loss from pipe to the ground).
Considering in the Lagrangian approach that the observer is attached to a fluid parcel, there is no

notion of spatial coordinate. Finally, after rearranging the previous equation, it is possible determine
the outlet pipe temperature (Toutlet) through the Equation (2):

Toutlet = Tground +
(
Tinlet − Tground

)
· exp

(
−ΔT

RC

)
, (2)

ΔT is the delay time of the fluid parcel travelling the pipe; R is the thermal resistance between the
fluid temperature and the ground temperature, which can be calculated by [16] or [17] depending on
the geometric characteristics of the pipe, and C is the heat capacity per unit length of the water into the
pipe. In this case, the fluid temperature is assumed uniform throughout the cross section of the pipe.

In the Modelica modelling, a unique volume is considered for the pipe. To assess the time delay of
a fluid parcel between the inlet and the outlet of a pipe, the following dynamic equation (Equation (3))
is solved:

∂z (y, t)
∂t

+ v(t)
∂z (y, t)
∂y

= 0, (3)

where z (y, t) is the transported quantity, y is the normalised spatial coordinate, t is the time and
v(t) the normalised velocity. An approximation of the one-way wave equation was successfully
introduced with the spatialDistribution() operator defined in the Modelica Language Specification [18].
This modelling method considers the heat propagation, the thermal inertia of the piping system,
the pressure losses and the heat transfer with the ambient.

The hydraulic behaviour is assessed by a previously developed model denoted HydraulicDiameter
of the Annex 60 Library [15]. In this case, the pressure drop (ΔP) is coupled to the mass flow rate (ṁ)
using a quadratic relation as in (4):

.
m = k

√
ΔP, (4)

where k is a constant depending on the piping system in function of the nominal conditions (nominal
pressure losses for a nominal mass flow rate). A thermal capacity is added to the core pipe model
at the outlet of the pipe to account for the thermal inertia of the pipe constituting material as [19].
The interested reader could refer to [11] for further details.

Regarding the heat transfer to the pipe, the radial heat balance between all the heat collection
element components (see Figure 1) is modelled according to the deterministic model proposed by
Forristal [20], which accounts for the most important phenomena, i.e.,:
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• conduction and thermal energy accumulation in the metal pipe;
• convection and radiation between the glass envelope and the metal pipe;
• conduction and thermal energy accumulation in the glass envelope;
• radiation and convection losses to the environment.

Figure 1. Energy balance around the heat collection element. In blue, the glass envelope; in grey, the
metal pipe; and in white, the vacuum between the two. Heat transfer is highlighted with red arrows.
Based on [21].

It is assumed that temperatures, heat transfer coefficients and thermodynamic properties are
considered uniform around the circumference of the heat collector. Moreover, thermal losses through
the support brackets are neglected and solar absorption in the tube and the glass envelope is treated
as a linear phenomenon [21]. For further information about the original model, the reader can refer
to [21–23].

For larger network where several pipes are interconnected, energy, mass and momentum balances
could be performed on the key location to assess the energy and mass repartition inside the whole
system according to [18].

4. Experimental Apparatus

The reference data used for the model validation are experimental measurements gathered on the
Parabolic Trough Test Loop (PTTL) facility installed at the Plataforma Solar de Almería in Spain [24].
The data are recovered from a previous work presenting a finite-volume dynamic model of parabolic
trough collectors [21]. As depicted in Figure 2, the facility includes three parallel lines of PTC from
different manufacturers (AlbiasaTrough, EuroTrough and UrssaTrough) but only the EuroTrough
collectors (ETC) are used in this work. The ETC line is composed of 6 EuroTrough modules connected
in series and 18 prototype receiver tubes from a Chinese manufacturer, for a total length of 70.8 m and
a net aperture area of 409.9 m2. The system is a closed loop, with an East-West orientation and it is
charged with the thermal oil Syltherm 800 [25].

The system operation is quite straightforward. A centrifugal pump drives the fluid from the point
(1) through one of the three parallel PTC lines of the solar field. In the collectors (i.e., from points (2)
to (3)), the heat transfer fluid is heated by absorbing solar energy reflected by the collectors onto the
receiver tubes. The fluid is then cooled down by two air-cooled heat exchangers characterised by a
maximum thermal capacity of 400 kWth. A 1 m3 expansion vessel (filled by nitrogen) is placed in
between the two air coolers to regulate the loop pressure (18 bar max). Finally, two additional electric
heaters are installed at the outlet of the pump to control the oil temperature at the PTC inlet port.

The temperatures at the inlet and at the outlet of the PTC are measured with temperature
transmittance sensors (denoted T in Figure 2). The direct normal irradiation (DNI) is measured with a
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pyrheliometer model CH1 by Kipp&Zonen [26]. A weather station installed nearby the solar field is
used to measure the ambient conditions (temperature, humidity, wind speed and direction). The data
acquisition system is based on National Instrument devices with a sampling time of 5 seconds. LabView
software is used for data visualisation. The mass flow rate is derived from a data calibration study
performed on the pump to assess it in function of the working conditions.

 
Figure 2. Process flow diagram of the Parabolic Trough Test Loop (PTTL) facilities with the relative
sensors and devices position [21].

In Table 1, the working conditions of the main variables and of the external ambient parameters
during the experimental campaign are reported.

Table 1. Range of the operation of the EuroTrough collectors (ETC) main variable and of the external
ambient condition during the experimental campaign.

Variable
.

m Tsu Tex DNI Tamb vwind

Unit kg/s ◦C ◦C W/m2 ◦C m/s

Min 1.55 150.05 170.21 593.95 26.23 0
Max 5.03 304.48 352.28 883.72 33.16 11.23

In order to perform the dynamic validation of the modelling method, three different scenarios are
tested on the system:

• Oil mass flow change experiment (MFE): a step change is imposed onto the oil mass flow rate
at the inlet of the ETC by varying the pump speed upwards or downwards, starting from a
steady-state condition.

• Oil inlet temperature change experiment (TE): the oil temperature at the inlet of the ETC is varied
by shutting down the air cooler, starting from a steady-state condition.

• Solar beam radiation change experiment (SBE): a step change to the solar beam radiation collected
on the receiver is imposed downwards and upwards to the parabolic trough collectors by
defocusing and focusing the parabolic trough collectors.
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5. Results and Discussion

In this section, the model presented in Section 3 is validated onto the data presented in Section 4.
The simulation is performed under Dymola2017 using Modelica language and the Differential Algebraic
System Solver [27] with a relative tolerance of 10−4. The results of [21], obtained with the one-volume
finite modelling, are also used to compare the accuracy of the current model with this other common
modelling method.

A good agreement is found between the experimental data and the modelling results as it can
be seen in the figures available into this section. In Figure 3a,b, only TE and MFE scenarios are
considered. When the mass flow rate increases (resp. decreases), the outlet pipe temperature decreases
(resp. increases) a few times after, due to the quasi-constant energy transmitted to the pipe (during
this experiment the DNI is quite constant). On the other hand, a heat wave propagation induced
by an increase of the inlet temperature is also correctly modelled, while the trend of the outlet pipe
temperature follows the experimental data.

Figure 3. Experimental results performing different days versus plug flow and finite volume methods
for several inlet temperature and mass flow rate conditions. (a) Test conditions #1; (b) Test conditions #2.
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For the sake of clarity, in Figure 4a,b, only the SBE steps are noted on the experimental trends
(denoted SBE) while TE and MFE conditions can be deduced from the figures. These SBE conditions
are used to determine the influence of a cloud passing over the PTC system.

Figure 4. Experimental results performing different days versus plug flow and finite volume methods
for several inlet temperature, mass flow rate and solar beam conditions. (a) Test conditions #3; (b) Test
conditions #4.

Once again, the evolution of the predicted outlet temperature follows the experimental trends
for several mass flow steps, inlet temperature steps and solar energy steps or a combination of them
(Figure 4).

In all the cases studied, the accuracy is of the same order of magnitude as the finite volume
method, with a discretisation of 50 cells which is the reference case of the study [21].
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While the aim of this study is to consider active control strategies, the last experiment is presented
in Figure 5 to assess the dynamic behaviour of the system when combinations of operating conditions
steps are considered. Once again, there is a good agreement between plug flow modelling and the
experimental data for wide variations of the mass flow rate, inlet pipe temperature and solar beam.

 
Figure 5. Experimental results performing one day versus plug flow and finite volume methods for a
combination of inlet temperature, mass flow rate and solar beam step conditions.

As shown in previous study of district heating network modelling, the thermal inertia of the
system and the operating mass flow rate have a significant influence on the outlet temperature response.
Indeed, the mass flow rate influences how the fluid is propagated into the pipe, while the influence of
thermal inertia can be seen when SBE conditions are set and can lead to significant extra delay (over
200 s) to get an outlet temperature with a similar value as the inlet temperature (considering the heat
transfer to the ambient constant).

In this contribution, the simulation time required to model the process with plug flow modelling
is generally reduced from a factor 20 to 30 compared to the finite volume method. This variation
depends on the operating conditions and their trends. While this factor could seem quite reduced,
it can be increased drastically in a larger network due to the higher complexity of the general problem.
Indeed, in large networks with some intersections between the pipes, the hydraulic part of the problem
can become complex to solve due to quadratic law relationship between pressure losses and the mass
flow rates.

6. Conclusions

Solar thermal networks take place in the world energetic transition to supply clean thermal energy
to process or residential needs. To optimise them and develop dedicated control strategies, it is required
to assess the state of the heat transfer fluid correctly in several key points of the network, depending
on the operating conditions. A practical solution could be to instrument these plants, but this solution
is generally expensive and is not always easy to implement due to technical constraints. A second
solution consists of modelling the dynamic behaviour of the whole system based on few input data.

In this contribution, the use of a previously developed plug flow approach for the district heating
network modelling is extended through an experimental validation on a solar thermal network test
bench. This validation step is required to check the assessment of the dynamic behaviour of the plant.
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Indeed, the main difference between district heating networks and thermal networks is the magnitude
of heat transfer between the piping system and the ambient. This experimental validation considers
inlet temperature and mass flow rate variations, as it could be happening in some control strategies.
On the other hand, the weather influence is simulated by a modified solar energy recovered to the
pipes through a modified and controlled focussing and defocussing of the PTC system.

All the results show a good agreement between experimental data and simulation results for a
wide range of operating conditions of the thermal plant. Moreover, the accuracy of the model is similar
to those of the one-dimensional finite volume method with a reduced simulation time by a minimal
factor of 20.

The next step of this work will consist of the definition and the optimisation of dedicated
control strategies of the thermal plant to ensure the best control of the temperature required by the
energy process.
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Nomenclature

.
m Mass flow rate, kg/s
.
qe Heat loss per unit length W/m
cp Specific heat capacity, J/kg ◦C
ρ Density, kg/m3

A Pipe cross section, m2

DNI Direct normal irradiation W/m2

FMV Finite Volume Method
HTF Heat transfer fluid
MFE mass flow change experiment
P Pressure, bar
PF Plug Flow
PTC Parabolic Trough Collector
PTTL Parabolic Trough Test Loop
SBE Solar beam radiation change experiment
T temperature, ◦C
TE inlet temperature change experiment
t time, s
v velocity, m/s
x spatial coordinate
y normalised spatial coordinate
Subscripts and superscripts
amb ambient
conv convective (heat transfer)
ex exhaust
rad radiative (heat transfer)
SolAbs Solar power absorbed
su supply
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Abstract: Towards the introduction of environmentally friendlier refrigerants, CO2 cycles have gained
significant attention in cooling and air conditioning systems in recent years. In this context, a design
procedure for an air finned-tube CO2 gas cooler is developed. The analysis aims to evaluate the gas
cooler design incorporated into a CO2 air conditioning system for residential applications. Therefore,
a simulation model of the gas cooler is developed and validated experimentally by comparing its
overall heat transfer coefficient. Based on the model, the evaluation of different numbers of rows,
lengths, and diameters of tubes, as well as different ambient temperatures, are conducted, identifying
the most suitable design in terms of pressure losses and required heat exchange area for selected
operational conditions. The comparison between the model and the experimental results showed a
satisfactory convergence for fan frequencies from 50 to 80 Hz. The absolute average deviations of the
overall heat transfer coefficient for fan frequencies from 60 to 80 Hz were approximately 10%. With
respect to the gas cooler design, a compromise between the bundle area and the refrigerant pressure
drop was necessary, resulting in a 2.11 m2 bundle area and 0.23 bar refrigerant pressure drop. In
addition, the analysis of the gas cooler’s performance in different ambient temperatures showed that
the defined heat exchanger operates properly, compared to other potential gas cooler designs.

Keywords: supercritical carbon dioxide; experimental testing; finned-tube gas cooler

1. Introduction

The use of air conditioning systems is expanding rapidly around the world. An estimated amount
of 700 million air conditioners will be operating in the world by 2030 [1]. This growing demand for air
conditioning systems has enormous impacts on the environment.

Currently, a number of present regulations have been applied worldwide to control the
use of harmful refrigerants [2–4]. The key implications of the use of conventional refrigerants
include the depletion of the ozone layer and global warming. Based on the Montreal Protocol, a
complete abolishment of chlorofluorocarbons (CFCs) was decided, due to their high ozone depletion
potential (ODP) [5]. In addition, the phase out of hydrochlorofluorocarbon (HCFC) refrigerants was
implemented [6]. On the other hand, the F-gas Regulation, first issued in the European Union in
2006, aimed to introduce measures for the reduction of fluorinated gases—hydrofluorocarbons (HFCs)
and perfluorocarbons (PFCs)—in form of a phase-down, due to their high global warming potential
(GWP) [7].
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Instead, natural refrigerants are proposed as the substitute for the harmful refrigerants. Carbon
dioxide (CO2) is a natural, low cost, non-flammable, non-toxic refrigerant. Subsequently, it has emerged
as a credible natural refrigerant to replace HFCs and HCFCs. However, its unique critical point,
high critical pressure of 73.8 bar, and low critical temperature of 30.98 ◦C, remarkably affects the
performance of CO2 refrigeration systems, as well as imposes special design and control challenges.
When the ambient temperature is higher than the critical temperature of CO2, the system operates at
supercritical conditions, and the heat rejection process occurs at a supercritical regime. In consequence,
a phase change does not take place, and the heat exchanger in which this change of state occurs is
called the gas cooler.

The impact of the gas cooler on the CO2 refrigeration systems plays an important role, due to its
high exergy loss. Therefore, it is considered vital to be further investigated and designed properly [8].
The finned-tube type for gas coolers is well established in the heating, ventilation, and air conditioning
(HVAC) and refrigeration industries, due to its compactness and manufacturing flexibility. The design
of the finned-tube heat exchangers affects considerably the overall heat transfer performance and
system efficiency. Particularly, fin and tube thickness and the respective materials, spacing, and
dimensions of the tubes and fins are crucial parameters of the design [9]. Fundamental studies
about the heat transfer characteristics during the heat rejection process in tubes have been performed
theoretically and experimentally by many researchers since Lorentzen and Pettersen [10] proposed the
transcritical CO2 cycle for mobile air conditioning systems.

Pitla et al. [11] conducted an investigation about heat transfer phenomena and pressure losses of
CO2 at supercritical conditions into a tube. They found that the majority of the deviations between
the numerical and experimental values are within ± 20%, and a new heat transfer correlation was
presented. Son and Park [12] carried out an experiment in order to investigate the gas cooling process
of CO2 in terms of heat transfer coefficient and pressure drop of the refrigerant. They described
the variations of local heat transfer coefficient in the cooling process in the direction of the flow and
proposed a more accurate heat transfer correlation. Zhang et al. [13] evaluated the performance of a
printed circuit heat exchanger for cooling CO2 with water. The analysis concluded that rapid variations
in the thermodynamic properties of supercritical CO2 increase entropy generation and therefore, to
optimize the second law efficiency of the investigated heat exchanger, higher CO2 mass flow rates
should be used. Jadhav et al. [14] evaluated, using simulations, CO2 gas coolers for air conditioning
applications. For their investigation, a counter crossflow plain fin and staggered tube configurations
were considered. According to the study, transverse tube spacing, gas cooler width, and air volumetric
flow were the most influential parameters in the heat transfer mechanisms of the gas cooler.

Liu et al. [15] investigated experimentally the supercritical CO2 characteristics in horizontal tubes
with inner diameter of 4, 6, and 10.7 mm in terms of heat transfer phenomena and pressure losses.
The authors concluded that the tube diameter significantly affects the heat transfer performance, and
they proposed a new heat transfer correlation for the large diameter. Jiang et al. [16] investigated the
convection heat transfer of CO2 at supercritical pressures in a vertical small tube with inner diameter
of 2.0 mm, experimentally and numerically. They studied the effects of various operational parameters
and buoyancy on convection heat transfer in a small diameter. They concluded that when the CO2 bulk
temperatures are in the near-critical region, the local heat transfer coefficients vary significantly along
the tube. Chai et al. [17] investigated, using simulations, the performance of finned-tube supercritical
CO2 gas coolers, combining a distributed modeling approach with the ε-NTU method. The results
indicated that the performance of the gas coolers was enhanced by higher mass flow rates and lower
tube diameters at the expense of higher pressure drops.

Other researchers have also investigated the performance of the air-cooled CO2 gas coolers.
Cheng et al. [18] presented an analysis of heat transfer and pressure drop experimental data and
correlations for supercritical CO2 cooling in macro- and micro-channels. Ge and Cropper [19] presented
a detailed mathematical model for air-cooled finned-tube CO2 gas coolers. They used a distributed
method in order to obtain more accurate refrigerant thermophysical properties and local heat transfer
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coefficients during cooling processes. The model was compared with published test results. The
comparison showed that the approach temperature and the heat capacity are simultaneously improved
with the increase of heat exchanger circuit numbers. Marcinichen et al. [20] conducted simulations to
optimize the working fluid charge of the gas cooler. The optimal design of the study reduced CO2

charge by 14%, compared to a reference design. Moreover, the analysis revealed the importance of the
oil concentrations in the CO2 pressure drop, which is up to 2.65 times higher for oil concentrations of
up to 3%. Zilio et al. [21] experimentally evaluated two different gas coolers, one with continuous,
and one with separated fins, and on two different circuit arrangements for a transcritical CO2 cycle.
Using a coil with fins, a heat flux improvement of up to 5.6% was identified, which corresponded to a
coefficient of performance (COP) increase of up to 6.6% for a conventional CO2 refrigeration cycle.

Gupta and Dasgupta [22] applied a similar modelling method to the one from Ge and Cropper, [19]
in order to evaluate the performance of the heat exchanger being affected by the airflow velocity. Here,
a higher gas cooler performance is achieved at a higher air flow velocity as it decreases the refrigerant’s
approach temperature, and thus the heating capacity of the gas cooler is increased. Santosa et al. [23]
built two CO2 finned-tube gas coolers with different structural designs and controls, connected with
a test rig of a CO2 booster refrigeration system. They carried out experiments at different operating
conditions while they developed models of the finned-tube CO2 gas cooler. The analysis was conducted
based on the distributed and lumped methods. They concluded that the heat exchanger design can
affect the performance of both the component and the integrated system.

Although the heat transfer and pressure drop characteristics of the supercritical CO2 in tubes have
been investigated extensively using experimental and theoretical methods, research on the air-cooled
finned-tube CO2 gas coolers is still limited.

In this paper, mathematical calculations of the finned-tube CO2 gas cooler are conducted, in
order to establish a reliable design procedure. With focus on the heat transfer characteristics of the
air side, the developed model is validated with an experimental setup using water as working fluid.
Investigations of the effects of fan frequency, water inlet temperature, and water mass flow on the
overall heat transfer coefficient are conducted, while deviations between the model and the test results
are extracted according to the fan frequency. In addition, potential heat transfer correlations for the air-
and refrigerant-side heat transfer coefficients have been studied. Finally, the model was applied to
identify a reliable and efficient finned-tube CO2 gas cooler design, as well as to evaluate its performance
in different off-design conditions under varying ambient temperatures.

2. Materials and Methods

This study is part of a larger project of CO2 air conditioning systems for residential applications
and focuses on the gas cooler. A scheme of the considered CO2 air conditioning system is depicted in
Figure 1. Particularly, an efficient and reliable air finned-tube gas cooler was designed based on the
boundary conditions, which are given in Table 1.

Table 1. On-design specifications of the gas cooler.

Property Value

CO2 inlet pressure (bar) 93
CO2 temperature inlet/outlet (K) 358.22/311.15

CO2 mass flow rate (kg s−1) 0.146
Air temperature inlet/outlet (K) 308.15/315.15

Air mass flow rate (kg s−1) 3.601
Heat duty (kW) 25.4
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Figure 1. Scheme of the considered CO2 air conditioning system.

In order to design the CO2 gas cooler, a script in MATLAB R2019a [24] was developed. The
simulation model calculated the overall heat transfer coefficient U of the gas cooler, based on the
mass flows, inlet and outlet temperatures, and pressures of the medium. Subsequently, the required
exchange area AR was determined. Both parameters were based on the following equations:

U =

⎡⎢⎢⎢⎢⎢⎢⎣ 1
hair

+
Ao × ln do

di

2×π× L× k
+

Ao

Ai
× 1

hre f ri

⎤⎥⎥⎥⎥⎥⎥⎦
−1

(1)

where Ao and Ai represent the outer and inner surface of the tube, respectively.

AR =
Q

U × ΔTLMTD
(2)

The U-value consists of three parts: air convection, refrigerant convection, and the conduction.
Compared to the other two heat transfer contributions, the conduction plays a minor role. The heat
transfer coefficients on the air- and refrigerant-side are crucial for the overall heat transfer coefficient,
and the validation for them are considered necessary. In order to validate the calculations, the overall
heat transfer coefficient of a defined air-cooled heat exchanger was investigated experimentally.

The experimental part was based on a test rig using water and employed a specific design of an
air-cooled heat exchanger (HEX). The HEX type was a finned tube with a fan air cooling system. The
U-value was investigated experimentally for the entire HEX for different conditions. The second part
of the validation consisted of modelling the heat exchanger to simulate the finned tube of the HEX.

2.1. Theoretical Model

For the model calculations, a script was created in MATLAB R2019a [24], modelling the defined
gas cooler. The model overall heat transfer coefficient of the HEX was calculated from Equation (1).

2.1.1. Air-Side Heat Transfer

In-line arrangement and circular finned tubes were assumed, in order to model the HEX. Based
on the assumption of crossflow type, the air- and refrigerant-side heat transfer coefficients can be
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calculated. The proposed correlation from VDI-Heat Atlas [25] was used in order to calculate the
Nusselt number, using the following equation:

Nu = C×Redo
0.6
( Ao

Ato

)−0.15
Pr

1
3 (3)

with C = 0.22 for in-line arrangement. Ao/Ato is the ratio of the finned surface to the surface of the base
tube, and for circular fins was calculated from the following equation:

Ao

Ato
= 1 + 2×

H f ×
(
H f + do + t f

)
s× do

(4)

The Reynolds number was calculated by the equation:

Redo =
ρair ×ws × do

μ
, (5)

where ws is the velocity in the smallest cross-section and was calculated from the following equation:

ws = win f ×
Ain f

As
(6)

The air-side heat transfer coefficient was calculated from its definition, as the following
equation shows.

hair =
Nu× kair

do
(7)

However, the air-side heat transfer coefficient was affected by the fins. The fins should be taken
into consideration, thus the following equation was used [25]:

hair, f = hair ×
[
1−
(
1− η f

)
× A f

Ao

]
(8)

The fin efficiency is defined as the ratio of the heat removed by the fin to the heat removed by the
fin at wall temperature. The efficiency of the fin was calculated from the following equation:

η f in =
tanhX

X
, (9)

with [25]:

X = ϕ× do

2
×
√

2× hair
k× t f

(10)

and

ϕ =

(d f

do
− 1
)[

1 + 0.35 ln
(d f

do

)]
(11)

for circular fins [25]. So, the equation of the overall heat transfer coefficient used the updated air-side
heat transfer coefficient as follows:

U =

⎡⎢⎢⎢⎢⎢⎢⎣ 1
hair, f

+
Ao × ln do

di

2×π× L× k
+

Ao

Ai
× 1

hre f ri

⎤⎥⎥⎥⎥⎥⎥⎦
−1

(12)
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2.1.2. Refrigerant-Side Heat Transfer

On the refrigerant-side, the Gnielinski correlation [26] was used to calculate the Nusselt number:

Nu =

f
8 (Reb − 1000)Pr

12.7
√

f
8

(
Pr

2
3 − 1

)
+ 1.07

(13)

which is valid in the range of 2300 < Reb < 106.
In addition, the friction factor f was calculated by:

f = [0.79 ln(Reb) − 1.64]−2 (14)

Here, the Reynolds number was defined as

Reb =
Gre f ri × di

μ
(15)

and G was defined as the mass velocity, and was calculated from the following equation:

Gre f ri =
mre f ri/Nt

π× di2/4
(16)

Finally, heat transfer coefficient at the refrigerant side was calculated from:

hre f ri =
Nu× kre f ri

do
(17)

Further investigation of potential heat transfer correlations was conducted. More specifically,
comparisons between the correlations of Gnielinski [26] and Dittus–Boelter [27], and the correlations
proposed by VDI-Heat Atlas [25] and by Schmidt [28] were made for the refrigerant- and air-side,
respectively. The equations below illustrate the Dittus–Boelter’s [27] and Schmidt’s [28] correlations,
respectively:

Nu = 0.023×Re4/5Prn (18)

where n = 0.3 for the fluid being cooled.

Nu = C×Re0.625Pr1/3
( Ao

Ato

)−0.375
(19)

where C = 0.3 for in-line arrangement.

2.2. Experimental Set Up

As it is referred, the U-value consists of three parts: the air convection, refrigerant convection, and
the conduction. In the present case, the air-side heat transfer represents the main thermal resistance.
Thus, the experimental set up aimed to identify a suitable heat transfer correlation with focus on the air
side. In order to validate the calculations, especially the air-side heat transfer, a well-known working
medium should be used for the experiments on the refrigerant-side. Here, water with well-known
thermophysical properties and reliable heat transfer correlations at single-phase regime was selected
as a working medium.

The test rig consisted of the heater, the gas cooler, the measurement equipment, and controls. To
enable the information to be read and recorded, the instrumentations were connected to a data logging
system. The test rig is shown in Figure 2 below.
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Figure 2. Schematic of the gas cooler test rig.

The air-cooled HEX used for the experiments was the CU-713CX2 from Panasonic. The heater
was from the Single® company, model STW 150/1-18-45-KS7. The K-type thermocouples and pressure
transducers used were from OMEGA company with uncertainties of ±0.2 ◦C and ±1.5%, respectively,
while the mass flow valve and meter with uncertainties of ±0.5% were manufactured by Bürkert.

The experiments were carried out for different water mass flows, fan frequencies, and inlet water
temperatures, as the following Table 2 shows. Figure 3a,b illustrate the air mass flow rate and fan
power as function of the fan frequency.

Table 2. Range and interval of the experimental variables.

Range—Water Mass
Flow Rate (L/min)

Range—Inlet Water
Temperature (◦C)

Range—Fan Frequency
(Hz)

Range—Air Flow
Velocity (m/s)

5–9 35–75 50–80 2–5

Interval—Water Mass
Flow Rate (L/min)

Interval—Inlet Water
Temperature (◦C)

Interval—Fan
Frequency (Hz)

0.5 5 10

Figure 3. (a) Air mass flow rate depending on fan frequency; (b) fan power as a function of fan frequency.
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Using Equations (20)–(24), the experimental overall heat transfer coefficient was calculated by:

Q = mw × cpw × ΔTw (20)

Tair,o =
Q

mair × cpair

+ Tair,i (21)

ΔTLMTD =
ΔT2 − ΔT1(

ΔT2
ΔT1

) (22)

ΔT2 = Tw,i − Tair,o and ΔT2 = Tw,o − Tair,i (23)

U =
Q

AR × ΔTLMTD
(24)

2.3. Model Application

The validated model was finally applied to define an efficient and reliable gas cooler design, as
well as to evaluate its performance for different off-design conditions. Within scope, the on-design
analysis investigated different designs of heat exchangers, such as the number of rows and length
of the tube. The target of the off-design analysis was to evaluate the operation of the gas cooler in
different ambient temperatures.

2.3.1. On-Design

The developed model was utilized to design an air-finned CO2 gas cooler. Therefore, three and
four numbers of rows and finned tubes with inner diameters of 6.85, 16, and 22.5 mm were considered.
In order to identify an efficient gas cooler design, a compromise between the bundle area and the
refrigerant pressure drop of the gas cooler was aimed for. The model was provided with the inlet,
outlet temperatures and pressures, medium mass flows, and the duty of the heat exchanger as input
variables. In addition, the design properties of the tube were specified, so the total area of the tube
was calculated. The air and refrigerant heat transfer coefficients, which were initially unknown, were
assumed, and then the overall heat transfer coefficient was calculated from Equation (1). The required
exchanged area was calculated from Equation (2), and so the required number of tubes was obtained.
In the iteration process, the air and refrigerant heat transfer coefficients were updated using Equations
(3)–(17). The iteration was continued until the relative tolerance of the overall heat transfer coefficient
for two continuous iterations was equal to 0.001.

The pressure drop was calculated by the following equation:

ΔP = f × Gre f ri
2

2× ρre f ri
× L

di
(25)

f = [1.82 ln(Reb − 1.64)]−2 (26)

which Filonenko [27] applies for 104 ≤ Reb ≤ 5× 106.
In case of Reb ≤ 104, Blasius [27] correlations was applied:

f =
0.316

Reb
1
4

(27)

The thermophysical properties of air and refrigerant like density, viscosity, specific heat capacity,
and thermal conductivity were obtained from REFPROP version 10 database. The model used the
mean temperature and pressure of the mediums in order to calculate the heat transfer coefficients.
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2.3.2. Off-Design

The calculations were used to evaluate the overall performance of the gas cooler in different
conditions. The defined gas cooler was investigated in different ambient temperatures. The boundary
conditions and operational parameters for the off-design analysis were defined according to Table 3.

Table 3. Off-design boundary conditions.

Tamb
(◦C)

Trefri,i
(◦C)

Trefri,o
(◦C)

Prefri
(bar)

.
mrefri
(kg/h)

.
ma

(kg/h)

20 78.3 20.02 93 184 93.15
21 79.3 21.03 93 184 92.79
22 80.3 22.03 93 184 92.29
23 81.2 23.04 93 184 91.80
24 82.2 24.05 93 184 91.30
25 83.2 25.07 93 184 90.60
26 84 26.12 93 208 101.67
27 84.7 27.2 93 233 112.59
28 88.6 28.31 93 257 125.66
29 85.9 29.48 93 282 132.37
30 86 30.71 93 306 141.14
31 86 32.01 93 330 148.68
32 85.8 33.52 93 379 165.14
33 85.5 35.09 93 428 179.17
34 85.3 36.61 93 476 190.51
35 85.1 38 93 525 199.50

Based on the off-design data, the overall heat transfer coefficient was calculated using Equations
(3)–(17). In addition, investigation of different potential heat exchanger designs was conducted by
comparing their overall heat transfer coefficient and the refrigerant pressure drop. The potential heat
exchanger’s designs were based on the on-design analysis, and were chosen in terms of pressure losses
and bundle area. The selected air-cooled HEXs were designed with identical finned-tube properties.

3. Results and Discussion

3.1. Validation of the Model

An experimental campaign was carried out in order to validate the mathematical calculations
for the performance of an air-finned CO2 gas cooler. The U-value from experimental results was
compared with the U-value obtained from the model. The following results were obtained using
the proposed correlation from VDI-Heat Atlas [25] and Gnielinski’s [26] correlation for the air-, and
refrigerant-side, respectively. Figure 4a illustrates that most of the deviations were lower than 10%.
Particularly, the average absolute deviation for 45 ◦C inlet water temperature and 50 Hz was 5%, while
the maximum absolute deviation was 12%. The average absolute deviation for 50 Hz for different inlet
water temperature was 11%. The calculations seem to approach the experimental results from 50 to 80
Hz. Figure 4b depicts that the absolute deviations for 80 Hz were even lower than 10%. Particularly,
the absolute average deviations for 45 ◦C of 80 Hz was 5%, while the maximum absolute deviation was
9%. The absolute average deviation for 80 Hz of fan frequency for different water inlet temperatures
was 6%.
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Figure 4. Deviations between the model and experimental overall heat transfer coefficient for 45 ◦C
water inlet temperature at (a) 50 Hz; and (b) 80 Hz fan frequency.

3.2. Sensitivity Analysis

The most satisfying results were obtained by using the correlations proposed by VDI-Heat
Atlas [25] and by Gnielinski [26] for the air- and the refrigerant-side heat transfer, accordingly.
Fundamental investigations regarding the dependence of the heat transfer characteristics (U-value) on
different operational parameters and applied correlations were conducted. Particularly, the impact of
the fan frequency, the water mass flow, and the water inlet temperature on the performance of the
air-cooled HEX were investigated. The increase of both the water mass flow and the fan frequency
enhanced the overall performance of the heat exchanger, as Figure 5a illustrates. The increase of the
water mass flow rate had a strong impact on the overall heat transfer coefficient by 20% and 30% of 50
and 80 Hz, accordingly. The increase of the fan frequency showed an average increase of the overall
heat transfer coefficient of 8%, 6%, and 6% in the ranges of 50–60, 60–70 and 70–80 Hz, accordingly.
The increase of the water inlet temperature affected in a similar way the overall heat transfer coefficient
of the heat exchanger Figure 5b. An average increase of 35% of the overall heat transfer coefficient
from 35 to 75 ◦C of water inlet temperature for fan frequency of 60 Hz was revealed.

The investigation of different heat transfer correlations is considered necessary to identify the most
suitable air-side heat transfer correlation. The comparison between the refrigerant-side heat transfer
correlations shows that the deviations are approximately 1% for all the different fan frequencies, while
the correlation by Gnielinski [26] calculates the heat transfer as lower than by that of Dittus–Boelter in
Figure 6a. The comparison between the air-side heat transfer correlations shows that the deviations are
highly affected by the fan frequency. Particularly, absolute average deviations for 50 and 80 Hz are 8%
and 4%, accordingly, while the maximum absolute deviations are 10% and 5%. It is revealed that with
the increase of the fan frequency, the deviations between the correlations become lower, as shown in
Figure 6b.
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Figure 5. Overall heat transfer coefficient of (a) varying mass flow rate and fan frequencies; and (b)
varying water inlet temperatures and water mass flow rates.

Figure 6. Comparison for 45 ◦C water inlet temperature for (a) refrigerant-side heat transfer correlations;
and (b) air-side heat transfer correlations.

3.3. Design Procedure

The discussed model was applied. Thus, an on-design analysis was investigated in order to
identify an efficient and reliable gas cooler in terms of pressure losses and required exchange area. The
mathematical calculations were applied to on-design analysis using the correlations by Gnielinski [26]
and those proposed by VDI-Heat Atlas [25] for the refrigerant- and air-side heat transfer characteristics,
accordingly. The investigation of different number of rows (NR) and finned-tubes showed that the
heat exchanger with four rows and the smallest diameter has a smaller bundle area (Figure 7).
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Figure 7. Bundle area vs. tube length for 3 and 4 number of rows (a) outside diameter of 7.35 mm; and
(b) outside diameter of 18.5 mm.

Taking the pressure drop into consideration, the results show that the tube with the outer diameter
of 7.35 mm cannot be used, as the occurring pressure drop causes serious operation problems to the
system, due to pressure drops exceeding 0.3 bar (Figure 8a). Instead, the heat exchanger designed with
the tube with outside diameter of 18.5 mm can be used for lengths to 20 m (see Figure 8b). Figures 9
and 10 show the Reynolds number for air- and refrigerant-side, respectively.

Figure 8. Refrigerant pressure drop vs. length of the tube for 4 rows (a) outside diameter of 7.35 mm;
and (b) outside diameter of 18.5 mm.
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Figure 9. Reynolds number air side (a) outside diameter of 7.35 mm; and (b) outside diameter of
18.5 mm.

Figure 10. Reynolds number refrigerant side (a) outside diameter of 7.35 mm; and (b) outside diameter
of 18.5 mm.

Based on the presented results, the final design of the air-finned CO2 gas cooler is defined for a
finned-tube (type-U), according to the specifications listed in Table 4.

3.4. Evaluation at Off-Design Conditions

The off-design analysis of the defined gas cooler was carried out for different ambient temperatures
from 20 to 35 ◦C, and a comparison between potential gas coolers was made. The potential heat
exchangers were chosen in terms of pressure losses and bundle area, while they had identical finned
tube properties, except for the length of the tube. Particularly, the gas cooler with bundle area of 2.39
m2 was characterized by its high pressure losses of 0.3 bar, while the gas cooler with bundle area of
2.81 m2 showed relatively low pressure losses of 0.06 bar. The gas cooler with bundle area of 2.43 m2
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was chosen, due to its combination of comparatively low pressure losses of 0.14 bar, as well as its low
bundle area.

Table 4. Gas cooler technical specifications.

Gas Cooler Specifications

Total length of the tube (m) 17

Number of passes per tube (-) 14
Number of passes (-) 43

Length of each pass (m) 1.2
Number of rows (-) 4

Number of tubes per row (-) 3
Bundle area (m2) 2.11

Refrigerant pressure drop (bar) 0.23

Air Finned Tube Specifications

Outside diameter (mm) 18.5
Wall thickness (mm) 1.25

Fin height (mm) 10

Figure 11a below shows that the defined gas cooler operates better than the other air-cooled
HEX in different ambient temperatures. The defined gas cooler’s overall heat transfer coefficient was
remarkably higher than the heat exchangers with the bundle area of 2.43 and 2.81 m2. On the other
hand, the U-value of the heat exchanger of 2.39 m2 bundle area is near to the defined heat exchanger,
(Ab = 2.11 m2) but the refrigerant pressure drop is significantly higher (Figure 11b).

Figure 11. Comparison between potential heat exchangers in different ambient temperatures of (a) the
overall heat transfer coefficient; and (b) the refrigerant pressure drop.

4. Conclusions

A design procedure for a CO2 finned-tube gas cooler was developed and validated experimentally.
The experimental focus was laid on the validation of the air-side heat transfer. Absolute deviations
between the model and the experiments were extracted and prove the reliability of the selected heat
transfer correlations. The developed simulation model was used to design an efficient gas cooler and
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evaluate its performance in different ambient temperatures. Based on these results, the following
conclusions are justified:

The deviations between the calculations and the experiments are highly affected by the fan
frequency, the water mass flow, and the water inlet temperature. It was found that the absolute average
deviations for 60–80 Hz are less than 10%. The increase in the fan frequency, the water mass flow,
and the water inlet temperature caused an improvement of the overall heat transfer coefficient of
the heat exchanger. The comparison between potential heat transfer correlations showed that the
combination of the correlations proposed by VDI-Heat Atlas [25] and by Gnielinski [26] for the air-
and refrigerant-side heat transfer coefficient, respectively, approached the experimental results better.

The heat exchanger with four rows has a smaller bundle area than with three rows, while the
investigation of different tubes showed that the heat exchanger designed with the smallest diameter
has the smallest bundle area and the highest refrigerant pressure drop. As a compromise between the
bundle area and the refrigerant pressure drop, a gas cooler of 2.11 m2 and refrigerant pressure drop of
0.23 bar was defined. Comparison between potential gas coolers was made, and the results show that
the defined gas cooler operates more efficiently for different ambient conditions, compared to other
potential heat exchangers.

Due to the pressure limitations of the equipment, the experimental validation of the model was
conducted with water as working fluid. This procedure enables a reliable validation of the applied
heat transfer correlation at the air side. However, the use of CO2 as working fluid in the tubes would
improve validation approach. Therefore, experiments with CO2 are suggested for further work, next to
the off-design analysis for the entire air conditioning system including the developed gas cooler model.
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Nomenclature

A Area m2

cp Mean specific heat capacity J kg−1 K−1

d Diameter m
f Friction factor -
G Mass velocity kg m2 s−1

h Heat transfer coefficient W m−2 K−1

H Height m
k Thermal conductivity W m−1 K−1

L Length m
m Mass flow rate kg s−1

Nt Number of tubes -
Nu Nusselt number -
P Pressure bar
Pr Prandtl number -
Q Heat transfer rate W
Re Reynolds number -
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s Spacing m
t Thickness m
T Temperature K
U Overall heat transfer coefficient W m−2 K−1

w Velocity m s−1

Greek symbols

η Efficiency -
μ Dynamic viscosity kg m−1 s−1

ρ Density kg m−3

Subscripts

air Air
b Bundle
f Fin
i Inner
inf Inflow
o Outer
R Required
refri Refrigerant
s Smallest cross-sectional
to Bare tube without fins
w Water
Abbreviations

CFCs Chlorofluorocarbons
CO2 Carbon dioxide
COP Coefficient of performance
GWP Global warming potential
HCFCs Hydrochlorofluorocarbons
HEX Heat exchanger
HFCs Hydrofluorocarbons

HVAC
Heating, ventilation and air
conditioning

LMTD
Logarithmic mean temperature
difference

NR Number of rows
ODP Ozone depletion potential
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Abstract: Energy poverty can be defined as the inability to pay the bills that are required for
maintaining the comfort conditions (usually in winter) in dwellings. The use of energy efficient
systems is one way forward to mitigate this problem, with one option being the electrically driven
air source heat pump water heater. This paper assesses the performance of a centralised heat
pump (200 kW of heating capacity) to meet the space heating demand of block dwellings in Madrid
(tier four out of five in winter severity in Spain). Two models have been developed to obtain the
following variables: the hourly thermal energy demand and the off-design heat pump performance.
The proposed heat pump is driven by a motor with variable rotational speed to modulate the heating
capacity in an efficient way. A back-up system is also considered to meet the peak demand. A levelised
cost of heating of 92.22 €/MWh is obtained for a middle-level energy efficiency in housing (class E,
close to D). Moreover, the following energy-environmental parameters have been achieved: more than
74% share of renewable energy in primary energy and 131.7 g CO2 avoided per kWh met. A reduction
of 60% in the heating cost per dwelling is obtained if an energy retrofit is carried out, improving the
energy performance class from E to C. These results prove that the proposed technology is among the
most promising measures for addressing energy poverty in vulnerable households.

Keywords: energy poverty; centralised heat pump; hourly heating demand; off-design heat
pump model

1. Introduction

Although there is no agreed definition of energy poverty, there is some consensus in identifying
it as the situation suffered by “individuals or households that are unable to adequately heat, cool or
provide other necessary energy services in their homes at an affordable cost” [1]. Approximately 40
million people in the Union (8% of the total population) suffer from this situation, according to data
from the latest European Living Conditions Survey [2,3]. In Spain, the incidence ranges from 7.2% to
16.9% of the population [4], depending on the indicator used, according to the latest update of the
National Strategy against Energy Poverty.

In this context, there is a wide consensus in recognising that energy poverty is a key social
challenge that must be addressed by Member States through their public policies. The private sector
can also contribute to tackle this issue, by means of social entrepreneurship and the involvement of
large corporations through their Corporate Social Responsibility [5].

Energy poverty, indeed a manifestation of general poverty, is directly linked to low income,
and many low-income households are energy poor. Nevertheless, energy poverty does not fully
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overlap with income poverty. Two energy-related variables, namely housing energy efficiency and
energy prices, are also key features characterising the problem [6].

In terms of consequences, focusing only on health impacts, it is well documented that living
in households with inadequate heating or cooling has detrimental consequences for respiratory,
circulatory and cardiovascular systems, as well as for mental health and well-being [7]. Additionally,
energy poverty impacts on other aspects of people life, namely economic, social, and educational ones,
among others [8]. In the thick of energy needs that remain totally or partially unmet in vulnerable
households, heating needs are particularly noteworthy. A potential improvement in this respect could
be the installation of clean and efficient heating systems, such as the centralised heat pump analysed in
this paper.

The air source heat pumps are a promising alternative to replace the old heating installations of
block dwellings suffering energy poverty. These dwellings usually have oversized radiators, which
enables them to be fed with low temperature water, then having a temperature range that is suitable
for air source heat pumps water heaters (ASHPWH) [9]. European Union considers that the energy
taken from the air in the evaporator can be accounted as renewable energy if the heating seasonal
performance factor exceeds certain values [10]. Due to this fact, the replacement of centralised gas
boilers by heat pumps makes it possible to introduce renewable energies in heating, so achieving
an efficient heating system more de-carbonised than the former boiler. Such replacement should
take the impact of the electricity taken from the grid in terms of CO2 emissions, which depends on
the electricity generation mix of the country, into account. Furthermore, heat pumps must face two
specific environmental issues, namely, the ozone deployment potential (solved some time ago with
the hydrofluorocarbons, HFC) and the global warming potential (GWP). In fact, the GWP of the
HFCs used as refrigerants is usually too high. European Union has regulated the use of fluorinated
greenhouse gases (F-gases) [11], establishing an agenda to move from HFC to natural refrigerants
(propane, butane, ammonia, CO2, etc.), passing through hydrofluoroolefins (HFO) as intermediate
fluids. Spanish regulation [12] recently included heat pumps as a renewable option to supply thermal
services to buildings, especially domestic hot water. Despite this, the use of heat pumps for heating
purposes is far away from common practice in Spain. Conversely, space heating from heat pumps is
usually a by-product of cooling services, using the so-called reversible heat pumps. This situation is
even considered by the European Union [10], which penalises reversible heat pumps when counting
renewable energy due to the fact that they are usually designed to operate in cooling mode.

Curve fitting from actual machines is a common methodology for modeling the behaviour of
heat pumps. Accordingly, Underwood et al. [13] develop a model that is based on refrigerant-side
variables, which makes it suitable for the analysis of the performance of heat pumps in service. So,
this type of model is used when the focus is on the representation of the entire system building-heat
pump. For instance, Lohani et al. [14] integrate correlation curves of coefficient of performance
(COP) for ground and air source heat pumps in a building modelling software that lacks heat pump
models. In some cases [15], the curve fitting is based on the theoretical behaviour of Carnot efficiency,
as compared with actual performance. These models are used to identify key performance parameters
in a site, as carried out by Vieira et al. [16].

Physical models of heat pumps are based on energy and heat transfer equations of the
different components. The key components are the heat exchangers, which are modelled using
the effectiveness-number of transfer units method or the equivalent logarithmic mean temperature
difference method [17]. These types of methods usually consider the single phase and phase change
zones. For example, Fardoun et al. [18] propose a quasi-steady state model that is based on an iterative
procedure for the heat exchangers. In this sense, Patnode [19] develops a model of heat exchangers
that is based on the Dittus–Boelter correlation, which can obtain the overall heat transfer coefficient as
a function of the mass flow rate. This type of models is the base of rules and standards that determine
the COP of ASHPWH as a function of water temperature and air dry and wet temperature [20].
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Other studies use dynamic models, which are usually based on commercial software as TRNSYS.
This type of analyses might pursue the improvement of the control strategies in the operation of heat
pumps [21] or enhance the coupling with the thermal inertia of the building [22]. In short, dynamic
models are useful when the seasonal performance is sought [23].

The thermal load, which is required as an input data to simulate the behavior of the heat pump,
can be calculated using hourly average data or load predictions. Xu et al. [24] carry out a case study
while using data that were recorded along two years of operation of a data center, evaluating the
performance of the combined cooling, heat, and power (CCHP) system, also performing transient
modeling. Gadd et al. performed an analysis of the heat meter readings that were obtained on an
hourly basis along one year [25], aiming to provide heat load patterns, whereas Bacher et al. [26]
attempted to develop a method for predicting the space heating thermal load in a dwelling. The latter
model is based on measured data from actual houses in combination with local climate measurements
and weather forecasts. Noussan et al. [27] propose a thermal demand model built up while using
heat measurements taken every six minutes along several years of operation. Energy Plus software
from the U.S. Department of Energy [28] was used by many researchers to determine the thermal load.
In this sense, Wood et al. [29] and Michopoulos et al. [30] employed this software to analyse the use of
biomass in space heating. Other authors used regressive models to obtain thermal energy demand
prediction methods [31] or autoregression analysis with exogenous time and temperature indexes [32].
In this sense, Powell et al. [33] selected nonlinear autoregressive models with exogenous inputs as the
best methodology based on artificial neural networks.

Several scholars used the degree-day method to obtain the hourly thermal energy demand
profile. For example, Büyükalaca et al. [34] estimate the energy needs in a building in Turkey by
calculating the heating and cooling degree-days using variable-base temperatures. Furthermore,
Martinaitis et al. [35] perform an exergy analysis of buildings based on the degree-days method.
Moreover, Layberry [36] analysed the errors in the degree-day method that may affect the building
energy demand analysis. Carlos et al. [37] combined solar radiation data with the degree-day method
and compared several different simplified methodologies for building energy performance assessment
in winter. In Spain, the winter climatic severity index is defined from the winter degree-days and
solar radiation measurements [38]. This index is used to determine the thermal energy demand and it
makes it possible to characterise the country’s climatic zones in order to assess the energy requirements,
according to the building energy performance regulations [39]. This thermal energy demand modelling
is also suitable for assessing the performance of other thermal devices for the evaluated scenario.

This paper analyses the efficiency of an electrically driven a heat pump as a realistic alternative to
achieve winter thermal comfort in vulnerable households’ dwellings. Thermally driven heat pumps
(driven by absorption or internal combustion engines) also constitute a feasible option; nevertheless,
this research is focused on electrically driven heat pumps, due to its higher commercial deployment in
Spain. In order to do so, the baseline case is defined for a block of dwellings with a middle-level of
energy efficiency and, additionally, retrofitting alternatives are considered for under average situations.
The performance of the heat pump in terms of cost and CO2 emissions is compared with other
alternatives (centralized and decentralized boilers). The cost breakdown of the heat pump is detailed,
allowing for the evaluation of subsidy schemes in order to fund this kind of devices.

The novelty of this paper lies on the assessment of the use of centralised electrically driven heat
pumps to meet the heating demand in Madrid. Such solutions are usually employed in northern
Europe areas, especially with ground source heat pumps. However, the use of air source heat pumps
is not common in Spain, as it can be followed from the support to these devices in the last release
of the Spanish Technical Building Code [12]. In this sense, the developed heat pump model is not
sophisticated, although it is accurate enough, as can be derived from the comparison with a commercial
machine. Regarding the heating demand forecasting model, a simpler version has been proposed
by the authors [40], but, as a novelty, the version that is used in this manuscript is able to retain
information regarding thermal insulation of the building. This information made it possible to assess
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the effect of energy building retrofitting. Therefore, the aim of this paper is to analyse the feasibility
of ASHPWH as active measure to fight energy poverty in dwelling blocks. The environmental and
economic assessment performed in this paper can eventually provide insightful information to policy
makers for implementing clean and efficient measures to tackle energy poverty.

2. Methodology

2.1. Hourly Heating Demand

Building Technical Code (BTC) in Spain establishes a procedure for assessing the energy demand
in both winter and summer as a function of the climate severity index (CSI) [41]. In this work, only
heating demand is assessed, so focusing on winter energy needs, because energy poverty studies have
been mainly focused on this season [42].

The reference specific demand (RD, kWh/m2) in winter is given by Equation (1), where WSI stands
for the winter severity index and Table 1 provides the coefficients α and β. The winter severity index is
defined in Equation (2), where RAD is the average accumulated global radiation over horizontal surface
during January, February, and December (Equation (3)), and DD is the average degree-days (at base
temperature Tb = 20 ◦C) for the same months (Equation (4a)) [43]. Table 2 provides the coefficients
for Equation (2). The calculation of RAD requires the global hourly radiation over horizontal surface
(rk), whereas the calculation of DD requires the hourly temperature difference (ΔTk), as defined by
Equation (4b). Hourly values of Tk are available for each climatic zone in the web site of the BTC [44].

RD = α+ β·WSI (1)

WSI = a·RAD + b·DD + c·RAD·DD + d·RAD2 + e·DD2 + f (2)

RAD =

∑24×90
k=1 rk

3
(3)

DD =

∑24×90
k=1 ΔTk

24× 3
(4a)

ΔTk =

⎧⎪⎪⎨⎪⎪⎩Tb − Tk i f Tb > Tk

0 otherwise
(4b)

Table 1. Coefficients required to obtain the reference specific demand in winter [41].

α β

Single-family house 9.29 54.98
Block dwellings 3.51 39.57

Table 2. Coefficients required to obtain the winter severity index (WSI) [43].

a b c d e f

−8.35 × 10−3 3.72 × 10−3 −8.62 × 10−6 4.88 × 10−5 7.15 × 10−7 −6.81 × 10−2

RD and WSI are overall values, that is, they are calculated for the complete winter season, as it is
observed in Equations (1) and (2). Based on these equations, a Taylor series expansion of first order
around (RAD, DD) has been carried out over WSI. This procedure leads to an hourly expression of
the specific reference demand (Equation (5a)), where: (1) the index “j” is extended from 1 to 4368
(number of hours from January to March and from October to December), (2) Nd is equal to 182 days
(number of days in the same period), (3) Nm is equal to 6 (number of months), and (4) the star denotes
that this specific reference demand needs to be corrected. This correction has to be done to take into
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account two different issues. Firstly, the effect of the radiation and second, the fact that three additional
months have been included with respect to the original correlation.

The correction of the radiation is performed because, sometimes, its value is high enough to result
in a cooling demand (negative heating demand). In this case, the heating demand is set to zero. On the
other hand, to consider the inclusion of additional months in the formulation, a reduction coefficient
(Cr) is defined as the ratio of the actual specific seasonal demand (RDa, given in regulations [45] and
equal to 53 kWh/m2 for Madrid) to the summation of RD∗j over the 4368 h. Accordingly, the corrected

hourly specific reference demand
(
RDj

)
is given in Equation (5d).

RD∗j =
α+ β·(WSI − ρ·RAD− δ·DD)

24·Nd
+

(
β·ρ
Nm

)
·rj +

(
β·δ

24·Nm

)
·ΔTj (5a)

ρ = a + 2·d·RAD + c·DD (5b)

δ = b + c·RAD + 2·e·DD (5c)

RDj = RD∗j·
⎛⎜⎜⎜⎜⎜⎜⎝ RDa∑4368

j=1 RD∗j

⎞⎟⎟⎟⎟⎟⎟⎠︸���������︷︷���������︸
Cr

·
⎧⎪⎪⎨⎪⎪⎩1 i f RD∗j > 0

0 otherwise
(5d)

Once the hourly specific reference demand is obtained, it should be corrected according to
the energy performance index (EPI) and the ratio of the reference demand of the whole stock of
reference buildings to the 10-th percentile of this stock (R) [41]. This correction leads to the calculation
of the hourly absolute demand (Dj, Equation (6)), where the heated area (A) has been included.
In Equation (6), the EPI is obtained from the energy performance certificate of the building and R is
given at Table 3, where the climatic zone ranges from mild winter (A) to severe winter (E). For the
current research, the EPI values have been calculated by cross-correlating the CENSUS 2011 data [46]
and the buildings-energy-certification data [47]. The average EPI values for D zone (Madrid) are found
to be 3.53 for block dwellings built before 1981, 2.18 if they were built between 1981 and 2007 and 0.92
for the ones built after 2008. Vulnerable households typically live in old buildings and use inefficient
heating installations, typically electric radiators, as shown in the literature [48–50]. For this reason, the
first two building age categories are those in which this collective of households is commonly located.
In this study, as explained in Section 3.2, the block dwellings built between 1981 and 2007 are chosen as
the baseline case.

Dj = A·RDj ·
(

1 + (EPI − 0.6)·2·(R− 1)
R

)
(6)

Table 3. Values for R in Equation (6) [41].

Winter Climatic Zone Single-Family House Block Dwellings

A 1.7 1.7
B 1.6 1.7
C 1.5 1.7
D 1.5 1.7
E 1.4 1.7

Figure 1 displays the hourly demand for each ambient wet bulb temperature (Wet bulb temperature
is used as a measurement of the enthalpy of humid air). It shows a cloud of points following a linear
regression curve (enclosed in a red dashed line), along with a set of disperse data with lower heating
demand. The data density increases with the temperature, in agreement with the radiation issue
previously explained.
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Figure 1. Hourly heating demand profile for each ambient wet bulb temperature for a set of block
dwellings in Madrid built between 1981 to 2007 with 6000 m2 of total heated surface.

Finally, the hourly demand is sorted from maximum to minimum, obtaining the annual cumulative
heating demand profile, as shown in Figure 2.
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Figure 2. Annual cumulative heating demand profile for a set of block dwellings in Madrid built
between 1981 to 2007 with 6000 m2 of total heated surface.

2.2. Heat Pump Model

Two models have been developed for obtaining the performance of the heat pump: one for
the best efficiency point (BEP) and another for the off-design operation. The former is used to size
the main components and the latter to obtain the performance map. The heat pump uses the air as
thermal source. Thus, a rotational speed control (inverter) driving the compressor motor is assumed to
avoid the loss of heating capacity when the ambient temperature decreases. The nominal rotational
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speed is taken as 1490 rpm, with a range of variation from 745 to 2235 rpm (±50%). Out of these
limits, a back-up system is necessary, assumed as a condensing boiler with modulation, fuelled by
natural gas. The efficiency of this boiler has been taken as 95% (based on higher heating value, HHV),
assumed constant when considering the usual seasonal performance factor values that were reported
by manufacturers [51]. The rotational speed of the evaporator fan is also controlled to keep constant
the temperature drop in the air to further improve the heat pump efficiency. The heat pump is an
air/water system, so water of the existing radiators heating loop is heated in the condenser. The heat
pump takes advantage of the usual oversizing employed in the radiators heat transfer area to make
them behave as low temperature radiators, thus enabling the use of heat pump as heater. Domestic hot
water demand is covered by solar thermal energy that is supported by natural gas, with this aspect
being out of the scope of this analysis. Cooling demand is not considered, according to the common
trend in energy poverty studies [42].

Figure 3 shows a scheme of the heat pump. An adiabatic reciprocating compressor is chosen,
in accordance with actual commercial trends [52]. The isentropic efficiency (Equation (7)) is used to
model the compressor and the polytropic exponent (n) can be obtained, as shown in Equation (8).
The volumetric efficiency (ηv, Equation (9)) is used to set the refrigerant mass flow rate

( .
m
)
.

In Equations (7)–(9), h stands for enthalpy, s entropy, p pressure, v specific volume, vs. swept
volume, r pressure ratio, and α relative clearance volume.

Figure 3. Layout of the heat pump.

The nominal parameters to solve the best efficiency point are:

• Condenser:

◦ Heating capacity
( .
Qc

)
: 200 kWth

◦ Water conditions: 45 ◦C at condenser inlet (Twi) and 55 ◦C at condenser outlet (Two).
A counterflow heat exchanger is assumed, feeding the water to an existing low temperature
radiator system.
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◦ Outlet refrigerant conditions: saturated liquid and appropriate approach temperature
(ΔTc) to achieve 5 ◦C of pinch point (at saturated vapour state). This approach temperature
is 13 ◦C for R290 (propane), which, as will be explained below, has been chosen as the
refrigerant of the heat pump.

• Evaporator:

◦ Air conditions: 5 ◦C as ambient wet bulb temperature (taken as evaporator inlet, Tai)) and
−5 ◦C as wet bulb temperature at evaporator outlet (Tao). An ambient pressure of 95 kPa is
assumed (Madrid exhibits an elevation over the sea level of 655 m).

◦ Outlet working conditions: superheating (ΔTv) of 5 ◦C
◦ Inlet working conditions: approach temperature (ΔTe) of 10 ◦C

• Compressor:

◦ Speed (N): 1490 rpm
◦ Isentropic efficiency (ηs): 75% (includes motor and inverter efficiencies)
◦ Relative clearance volume (α): 3%.

ηs =
h(s1; p2) − h1

h2 − h1
(7)

r =
(p2

p1

)
=

(v1

v2

)n
(8)

ηv =

.
m(

Vs
v1

)
·
(

N
60

) = 1− α·
(
r1/n − 1

)
(9)

The condenser is a refrigerant/water counter-flow heat exchanger. Equation (10) shows the
energy balance, where

.
mw stands for mass flow rate of water. The approach temperature results

in a relationship between both fluids (Equation (11)), where refrigerant outlet temperature is the
condensation temperature (refrigerant is saturated liquid at state 3), linked to the condensation pressure
(Equation (12)). Enthalpy for water is assessed as enthalpy of saturated liquid at the water temperature.
No pressure drop is considered (Equation (13)).

.
QC =

.
m·(h2 − h3) =

.
mw·(hwo − hwi) (10)

ΔTc = T3 − Twi (11)

T3 = Tsat(p3) (12)

p2 = p3 (13)

The valve is considered to be adiabatic, so, as kinetic and potential energy are neglected, it is
modelled as iso-enthalpic (Equation (14)). Besides, the valve is assumed to be a thermostatic expansion
valve, so it keeps the superheating at the compressor suction (Equation (15)) constant by acting on the
refrigerant mass flow rate.

h3 = h4 (14)

ΔTv = T1 − T4 = constant (15)

The evaporator is an air/refrigerant cross-flow heat exchanger. Equation (16) gives the energy
balance, where

.
ma stands for air mass flow rate and

( .
QE

)
stands for the rate of heat transfer. As in

the condenser, the approach temperature establishes a relationship between the fluids (Equation (17)),
where refrigerant inlet temperature is the evaporation temperature (refrigerant is a liquid-vapor
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mixture at state 4), linked to the evaporation pressure (Equation (18)). No pressure drop is considered
(Equation (19)).

.
QE =

.
m·(h1 − h4) =

.
ma·(hai − hao) (16)

ΔTe = Tao − T4 (17)

T4 = Tsat(p4) (18)

p4 = p1 (19)

The main performance parameters of the heat pump in its nominal point (BEP) are the heating
capacity (useful heat released in the condenser), previously defined, the compressor consumption
(

.
W, Equation (20)), and the COP (Equation (21)). In the design point, all of them are instantaneous

values; later on, in the off-design operation, they will be redefined as seasonal parameters, i.e., both the
power rates (

.
QC and

.
W) and the instantaneous COP will be time-integrated.

.
W =

.
m·(h2 − h1) (20)

COP =

.
QC

.
W

(21)

The refrigerant must comply with regulations about the global warming potential (GWP) and
ozone depletion potential (ODP) [11] of the European Union. Accordingly, R-290 (propane) is chosen as
fluid valid for long term, due to the fact that it is a natural refrigerant with null ODP and a GWP value
of 3. On the other hand, it is included in the A3 class of the flammability safety classification (ASHRAE),
thus considered highly flammable. Figure 4 shows the pressure-enthalpy diagram for R-290, where
the assumptions previously stated for the best efficiency point are represented. This diagram shows
that the compressor discharge temperature is not too high and the de-superheating interval is small
(around 20% of the overall heating capacity). Both of the values are in accordance with the fact that
domestic hot water is heated by using other procedures.
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Figure 4. P-h diagram for the design point.

The main parameters of the heat pump are fixed once the design point has been solved. Table 4
summarises these values. At this point (inlet air temperature of 5 ◦C and outlet water temperature of
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55 ◦C, usually known as A5/W55), the heating capacity is set as 200 kWth, the compressor consumption
is found to be 76.15 kWe, and then the COP results in 2.626.

Table 4. Main parameters of the heat pump calculated in the design point and set as constant in
off-design operation.

Heat Pump Parameter

Swept volume, vs. (cm3/rev) 4558
Polytropic exponent, n (-) 1.075

Condenser approach, ΔTc (◦C) 13
Evaporator approach, ΔTe (◦C) 10

Temperature drop at air, Tai − Tao(◦C) 10
Superheating at compressor suction, ΔTv (◦C) 5

Water inlet temperature, Twi (◦C) 45
Water outlet temperature, Two (◦C) 55

The modelling of the BEP and the off-design operation have been carried out for different purposes.
On one hand, the model of the BEP is developed to define the heat pump parameters that determine its
size (listed in Table 4). On the other hand, the off-design model aims to obtain the performance of the
heat pump as a function of both the ambient temperature and the heating load, in order to work out
the seasonal performance of the device. The input variables are the ambient wet bulb temperature and
the rotational speed of the compressor. Equations (8)–(21) are now solved using the parameters that
are given in Table 4. It should be noted that the isentropic efficiency of the compressor is replaced by
the polytropic relationship (Equation (8)) and the mass flow rates of refrigerant, air, and water are now
unknown. Approach temperatures in the heat exchangers have been fixed, while assuming that the
number of transfer units are high enough to work in the asymptotic range of effectiveness. The main
functions of the off-design model are listed in Equations (22) and (23), which lead to Equation (24).
Another limit should be imposed: the maximum driving power of the motor, being assumed as 1.5
times the power consumed at BEP.

.
QC =

.
QC(Tai, N) (22)

COP = COP(Tai, N) (23)

.
W =

.
QC(Tai, N)

COP(Tai, N)
=

.
W(Tai, N) (24)

2.3. Coupling of the Demand and Heat Pump Models

Once the hourly heating demand (Equation (6)) and the heat pump performance (Equations (22)
and (24)) are determined, the map of the device coupled to the demand can be obtained, producing a
diagram similar to the one that is shown in Figure 5. In this chart, the heating demand only considers
the linear regression curve for the sake of clarity. At the nominal rotational speed, a positive slope line
determines the heating capacity of the heat pump for each temperature. This line cuts to the heating
load line in one point. To modulate the response of the heat pump, the rotational speed is varied,
therefore sweeping the operation zone and cutting to the load curve in a large range. For temperatures
out of that range, the back-up system operates (if the load is higher than the heat pump capacity) or
the machine is operated in on/offmode, in order to adapt the excess of capacity to the low demand.
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Figure 5. Coupling between demand and performance of the heat pump.

Thus, the consumption of the heat pump (
.

W j) and the back-up system (
.
F

bkp
j ) (if any) to meet

the demand are calculated, for each operation hour, while using the functions that are given in
Equation (25a–d). In Equation (25c), bkp stands for the back-up system, assumed as a natural gas
condensing boiler with a constant efficiency (ηbkp) value of 95% on higher heating value basis. In the

same equation,
.
F stands for the natural gas consumption (again based on HHV) of the back-up system.

Equation (25d) determines the power of the back-up boiler (
.

Qbkp). In the on/off operation range, the
demand is covered by the heat pump working at the minimum rotational speed, as it is derived from
the algorithm described in Equation (25). Defrosting cycles are neglected, due to the usually low air
moisture content in Madrid [53].

.
Q

max
C, j = max

{ .
QC

(
Tai, j, Nmax

)
, COP

(
Tai, j, Nmax

)
·1.5· .

W
(
Tdesign

ai, j , Ndesign

)}
(25a)

.
W j =

⎧⎪⎪⎨⎪⎪⎩
.

Qc, j/COP
(
Tai, j, Nj

)
i f Dj ≤

.
Q

max
C, j

.
Q

max
C, j /COP

(
Tai, j, Nj

)
otherwise

(25b)

.
F

bkp
j =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 i f Dj ≤

.
Q

max
C, j(

Dj −
.

Q
max
C, j

)
/ηbkp otherwise

(25c)

.
Qbkp = max

{ .
F

bkp
j

}
(25d)

Some seasonal performance indexes have been defined: heating seasonal performance factor
(HSPF, Equation (26)), CO2 avoided ratio (AVCO2, Equation (27)) and renewable input to heating
demand ratio (R2H, Equation (28)). Numerical coefficients that are employed in Equations (27) and
(28a) make it possible to consider the environmental impact of the electricity coming from the grid
to drive the heat pump. They have been taken from [54], according to the Spanish energy sector.
Equation (28b) comes from the current EU regulation regarding the support to heat pumps [10].

HSPF =

∑4368
j=1

.
W j·COP

(
Tai, j, Nj

)
∑4368

j=1

.
W j

(26)
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AVCO2 =

(∑4368
j=1 Dj

ηbkp

)
·0.252−

[
0.331·∑4368

j=1

.
W j + 0.252·∑4368

j=1

.
F

bkp
j

]
∑4368

j=1 Dj
(27)

R2H =

∑4368
j=1 RESj + 0.414·∑4368

j=1

.
W j∑4368

j=1 Dj
(28a)

RESj =

⎧⎪⎪⎨⎪⎪⎩
.

QC, j·
(
1− 1

HSPF

)
i f HSPF ≥ 2.5275

0 otherwise
(28b)

2.4. Economic Model

The main indicator to assess the economic feasibility of this kind of device is the levelised cost
of heating (LCOH), which integrates both the investment and operating costs [55]. In this research,
two LCOH have been calculated: one referred to the whole heating demand (LCOHDB[/MWh],
(Equation (29a)) and another referred to the whole heated area (LCOHAB

[
/m2

]
(Equation (29b)).

In Equation (29a), INV stands for investment, C for annual cost, superscript M refers to maintenance,
W to power consumption, F to fuel consumption, subscript 0 to costs in year zero, CRF to the
capital recovery factor (Equation (29c)), CELF stands for the constant escalation levelisation factor
(Equation (29d)). In Equation (29c–e), rx represents the nominal escalation rate of the item x, wacc the
weighted average capital cost, and Ny is the life span of the project.

LCOHDB =

(
INVHP + INVbkp

)
·CRF + CW

0 ·CELFW + CF
0 ·CELFF + CM

0 ·CELFM∑4368
j=1 Dj

(29a)

LCOHAB = LCOHDB·
⎡⎢⎢⎢⎢⎢⎢⎣
∑4368

j=1 Dj

A

⎤⎥⎥⎥⎥⎥⎥⎦ (29b)

CRF =
wacc·(1 + wacc)Ny

(1 + wacc)Ny − 1
(29c)

CELFx =

⎡⎢⎢⎢⎢⎢⎢⎣kx·
(
1− kNy

x

)
1− kx

⎤⎥⎥⎥⎥⎥⎥⎦·CRF (29d)

kx =
1 + rx

1 + wacc
(29e)

The investment for the heat pump (inverter model with 200 kWth of heating capacity) has
been taken as 24,753 € [52], and a scale law has been fit for the investment of the back-up boiler
(Equation (30)).

INVbkp[] = 1087.6· .
Q

0.506
bkp [kWth] (30)

For consumptions with installed power higher than 15 kWe, the cost of electricity includes a term
for maximum consumed power in a year and a term for annual consumed energy. Moreover, this
consumption considers hourly discrimination in three periods (P1, P2, and P3), according to Table 5.
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Table 5. Electrical tariff [56].

Period Power Term (€/kW) 1 Energy Term (€/MWh)

P3: 0.00 to 8.00 16.7803 85.3
P2: 8.00 to 18.00 25.1704 114.1
P1: 18.00 to 22.00 41.9507 127.1
P2: 22.00 to 24.00 25.1704 114.1

1 The cost associated to the power term is derived from multiplying the tariff by the maximum power consumed
along the year at each period.

For comparison purposes, two additional scenarios have been considered: a decentralised system
and a centralised one, both using only condensing natural gas boilers with the same efficiency as the
back-up boiler (95% based on HHV). In the de-centralised boiler case, 60 single dwellings of 100 m2 are
considered, each employing a natural gas boiler with an investment of 800 € and maintenance costs of
150 €/year. In the centralised boiler scenario, a larger boiler is used to meet the overall demand, being
given its investment by Equation (30) and a maintenance cost assumed of 2000 €/year.

All of the costs include taxes. Regarding the natural gas costs, two tariffs have been selected,
depending on the annual consumption. Accordingly, for large consumptions (centralised cases in both
heat pump with back-up and boiler alone) the tariff is 971.64 €/year plus 40.66 €/MWh (based on HHV),
whereas for small consumptions (decentralised boilers) the tariff is 115.98 €/year plus 42.4 €/MWh
(again based on HHV) [57].

Maintenance cost has been set to 2000 €/year for the proposed system (heat pump supported by
a boiler).

Table 6 shows the economic parameters used to calculate the levelised costs.

Table 6. Assumed economic parameters.

Parameter Value

Weighted average capital cost, wacc (%) 0
Nominal rate of power, rW (%) 5

Nominal rate of gas, rF (%) 5
Nominal rate of maintenance, rM (%) 2.5

Life span, Ny (years) 15

3. Results

3.1. Heat Pump Model

Once the model is completed, Equations (22)–(24) are solved, obtaining, respectively, Equations (31)
to (33). For a given rotational speed, the relation between heat capacity and air temperature is linear, and
the slope increases with the speed, as it can be seen in Equation (31). Regarding the COP, Equation (32)
is obtained, but it does not depend on rotational speed. This result is foreseeable, because the COP
is the ratio between heat capacity and compressor consumption, both proportional to the mass flow
rate, which is directly dependent on the rotational speed. Combining both Equations (31) and (32),
the expression for the compressor consumption is obtained (Equation (33)).

.
QC = (0.1106·N + 0.0002) + (0.0053·N + 0.0003)·Tai (31)

COP = 2.49499 + 0.02981·Tai (32)

.
W =

(0.1106·N + 0.0002) + (0.0053·N + 0.0003)·Tai

2.49499 + 0.02981·Tai
(33)

Figure 6 shows the iso-lines of heating capacity as a function of the rotational speed and the
ambient wet bulb temperature. The limitation of maximum electrical power (Equation (25a)) has been
taken into account.
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Figure 6. Iso-lines of heating capacity of the ASHPWH.

A comparison with an actual machine has been performed in order to validate the results of the
heat pump model. A literature search has been carried out to find an existing device that fits with the
characteristics of the modelled one. The selected equipment has been HERA 190-2-2 [58], an air to
water heat pump from EUROKLIMAT. A reciprocating compressor using an inverter drives it and it
has a design heating capacity of 190 kWth. The refrigerant is R290 as the one selected in this paper.
The water outlet temperature of the existing heat pump is 55 ◦C, as in the model. Figure 7 plots the
comparison of the COP, showing a good match, especially at low temperatures. This behavior is due to
the fact that the HERA 190-2-2 data are based on dry bulb air temperature, whereas the data from the
model are based on the wet bulb temperature, with both temperatures being very similar at low dry
bulb temperature.
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Figure 7. Comparison between the coefficient of performance (COP) obtained with the model and the
COP of HERA 190-2-2 from EUROKLIMAT.

3.2. Baseline Case

A block dwelling with an overall heated area of 6000 m2 and EPI of 2.18, i.e., built between
1981 and 2007, located in Madrid, has been simulated. It is important to point out that the selected
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baseline-building-age represents a considerable percentage of vulnerable households in Spain and
the 41% of the overall main houses with heating [46]. Figure 2 shows its annual cumulative heating
demand profile. Applying the algorithm given by Equation (25) to each winter hour, the results that
are shown in Table 7 are obtained. From these values, the performance indexes that are given by
Equations (26)–(28) are calculated, and Table 8 summarises the results. Furthermore, Figure 8 shows
the contribution to the heating demand of both the heat pump (96%) and the back-up boiler (4%).

Table 7. Energy results in the baseline case.

Parameter Value

Seasonal heating demand,
∑4368

j=1 Dj (MWh) 600.833

Heating demand met by heat pump,
∑4368

j=1

.
W j·COPj (MWh) 576.675

Seasonal consumption of heat pump,
∑4368

j=1

.
W j (MWh) 223.080

Back-up boiler consumption,
∑4368

j=1

.
F

bkp
j (MWh) 25.430

Size of back-up boiler,
.

Qbkp (kW) 180
Renewable energy taken from the ambient air,

∑4368
j=1 RESj (MWh) 445.949

Table 8. Performance indexes in the baseline case.

Parameter Value

Heating seasonal performance factor, HSPF (-) 2.585
Avoided CO2 emissions, AVCO2 (g CO2/kWht) 131.7
Renewable to heating demand ratio, R2H (%) 74.22
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Figure 8. Contribution of heat pump (ASHPWH) and back-up boiler (BOILER) to meet the annual
cumulative heating demand profile in the baseline case (block dwellings in Madrid built between 1981
to 2007 with 6000 m2 of total heated surface).

At low thermal demands, the heat pump is controlled in on/off mode due to the minimum
rotational speed limit. This type of control causes important energy losses when an inverter is not
available, but this driving control is expected to reduce them. Accordingly, Figure 9 shows the cloud of
points for the thermal demand under the minimum heat capacity line. Once these points are sorted and
moved into the ASHPWH contribution to the annual cumulative heating demand profile, they take up
the end tale of the distribution (Figure 10), accounting for 8% of the overall demand that is met by the
heat pump. Figure 9 also shows that the motor consumption ranges between 31.2 to 49.9 kWe (41 to
65.5% as compared to the consumption at design point). This allows for us to assume that low current
peaks will take place in the startups and, moreover, they also will be smoothed by the use of the speed
modulation. On the other hand, the ratio of the thermal demand to the minimum heating capacity of
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the heat pump at each hour determines the time fraction when the heat pump has been working over
that hour. Figure 11 shows this ratio, after being sorted. It can be observed that in 58% of the time when
the heat pump was working in on/offmode was “on” more than 30 min (hour fraction 0.5), therefore
minimizing the transitory effect on the components of the heat pump. In summary, the availability of
the inverter is expected to significantly contribute to reducing the energy losses of the on/off operation
mode and, consequently, it make sense to neglect it for the scope of the current analysis.

Regarding the costs, Table 9 summarises the results.
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Figure 10. Thermal demand met by the heat pump at inverter control mode and on/off one.
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Table 9. Levelised costs in the baseline case for heat pump, de-centralised, and centralised boilers.

Levelised Costs Heat Pump De-Centralised Boiler Centralised Boiler

Levelised cost of
heating (demand based), LCOHDB (€/MWh) 92.22 108.55 73.54

Levelised cost of
heating (area based), LCOHAB (€/m2) 9.23 10.87 7.36

Figure 12 shows the breakdown of the levelised costs that are given in Table 9. As the demand
and the heated area are established, the percentage breakdown is the same for both levelised costs
(see Equation (29a,b)). Moreover, Figure 12 points out the predominance of operating costs (especially
the energy term, being the maintenance less significant) over investment (heat pump and boiler).

The proposed active measure should be supplemented by the application of a social tariff based
on the cost breakdown. This would make it possible to take advantage of the environmental benefits
of the proposed system at the same levelised cost of the most economical system, i.e., the centralised
boiler. In this case, a discount of 23.75% in the electricity cost (overall cost, including power and
energy terms) would reduce the LCOH to 73.54 €/MWh, matching the cost of the centralised boiler.
This discount is in accordance with the current social electricity tariff in Spain [59], which ranges from
25% for vulnerable consumers, 40% for severely vulnerable consumers, and up to 100% for consumers
at risk of social exclusion. The average discount was 32% when considering the distribution of each
cluster in 2019 (respectively, 648,826 and 630,086 households in the first two categories, and 4545 in the
third one [60]). Therefore, the required discount to spread the proposed system would be even lower
than the one currently applied to vulnerable-households’ electricity bill.
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Figure 12. Percentage breakdown of the levelised costs.

3.3. Influence of Energy Retrofitting

The baseline case has been selected to be representative of the middle-energy efficiency level
pool of dwellings, with an energy performance assessment of E, close to D (EPI = 2.18). However,
in the context of energy poverty, it is usual to find dwellings built before 1980 with worse insulation
condition than this middle energy-efficiency-level. In these cases, an energy retrofitting of the dwelling
is recommended, which makes it possible to reduce the heating cost per dwelling. To assess this fact,
Figure 13 has been obtained, varying EPI and maintaining the levelised cost of heating in demand base
with the same value as the baseline case. This condition requires varying the heated area, obtaining a
potential fitting curve (Equation (34)). In Figure 13 the average EPI obtained for dwelling blocks in
Spain have been represented over such fitting curve, so obtaining their heated area to maintain the
same levelised cost than in the baseline case.

A = 11, 139·EPI−0.789 (34)

4. Discussion

The proposed demand model makes it possible to obtain the hourly demand profile of a building,
which is essential for working out the instantaneous consumptions of the heating system. The shape of
the annual cumulative heating demand curve is consistent with the profiles that were obtained by
other simulation tools [40]. This model only requires the location of the building, its useful area and
the energy performance certification (EPC). A detailed simulation of the building thermal behaviour is
necessary to assess the EPC, which leads to the EPI that is integrated in the proposed model. The fact
that no specific additional information about the building is required by the model makes it very
easy-to-use and helpful for planning purposes. The flexibility of the model has been used in order to
solve a case study representative of vulnerable dwellings.

120



Energies 2020, 13, 2723

Figure 13. Required heated area (A) for each energy performance index (EPI) to maintain the same
LCOHDB than in the baseline case (92.22 €/MWh) and LCOHAB obtained. Energy performance classes
(A to G) limits are indicated in dashed lines.

Regarding the heat pump, R290 (propane) has revealed as a suitable refrigerant for this application,
and it is also supported by many manufacturers. It is a natural fluid, with zero ODP and very low GWP.
The low compressor discharge temperature and the low de-superheating zone in the condenser advise
taking this fluid into consideration for the future. Its high flammability is not relevant in the current
case, since it is a centralised unit, with roof-top allocation and maintenance performed by professional
workers. The speed control in the compressor gives to the heat pump the capability to meet nearly all
of the heating demand (96% in the baseline case) with good efficiency. In the baseline case, the heating
seasonal performance factor achieved is 2.585, exceeding the minimum that is required to consider the
thermal energy taken from the air as renewable energy. Furthermore, the overall renewable energy to
meet the heating demand is obtained, taking both the energy supplied by the air and the renewable
share in the electricity mix into account (applied to the electricity consumption of the heat pump).
Therefore, each kWh-th met with the proposed system avoids the emission of 131.7 g CO2, whereas
265.3 g CO2 are emitted if a boiler is used.

Regarding the cost for the baseline case, the proposed technology (heat pump plus boiler back-up)
reduces the levelised cost of heating by 15% with respect to the de-centralised boiler. However, the
proposed system increases the cost by 25% with respect to the centralised boiler. On the other hand,
with centralised gas neither renewables sources are employed nor carbon dioxide emissions are avoided.
The cost breakdown reveals that the energy cost, which facilitates the integration of subsidy policies to
the operation, is the most important contribution to the overall cost. Therefore, a discount of 23.75% in
electricity bill (comparable with the current social-tariff average-discount) would be enough to equalise
the levelised cost of heating of the proposed system with the centralised boiler (the most economical
scenario). Furthermore, the innovative and social aspect of this system makes it possible to integrate
funding by non-profit organisations, energy companies, Public Administration, or even the actual
consumers (depending on their vulnerability level). These subsidies to the proposed system would be
endorsed due to its excellent environmental performance, balancing this way de-carbonisation with
energy affordability.

Finally, the effect of energy retrofitting has been investigated. The results show that, if the energy
performance assessment is improved from E to C due to a retrofit, the same heat pump would be
able to meet the demand of 160 dwellings of 100 m2 instead of 60 of the baseline case. Regarding the
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heating cost per square meter, the cost drops 4 €/m2 for every EPI unit reduction. Accordingly, in the
same example, the levelised cost of heating decreases 500 € for a dwelling of 100 m2 (with a baseline
cost of 848 €).

5. Conclusions

The feasibility of heating a block dwelling in Madrid by an air-source heat-pump water heater has
been investigated in the framework of energy poverty research. The implementation of the heat pump
is planned as a retrofit of the heating system. Therefore, an existing system that is based on radiators is
assumed, and the operation temperatures of the heat pump are adapted to this configuration. A global
methodology has been used to forecast the hourly heating demand while using an expansion method
that is based on the Spanish regulation. The performance map has been obtained after selecting
an eco-friendly refrigerant (R290), and considering a speed variation control over the compressor.
This control makes it possible to meet nearly the whole demand with a high efficiency. Finally,
the demand has been coupled to the performance of the heat pump.

When considering environmental and efficiency indicators, the obtained results show an excellent
behaviour of the heat-pump as compared with the classical solution of the natural gas centralised
boiler system. However, the levelised cost of heating is 25% higher than the centralised boiler, due to
the low prices of gas for high consumption volumes. In this sense, a discount in electricity bill for
vulnerable households might be taken into account, considering both social and environmental benefits,
to equalise the energy costs of this technology with the one of a centralised gas boiler. The situation
is reversed in the case of comparing the heat pump with the de-centralised boiler solution, with the
heating cost of the heat pump being 15% lower than the boiler one. In all the scenarios, the main
contribution to the overall cost is the operation, especially the energy cost.

Therefore, the heat pump has revealed as an efficient and sustainable system to tackle energy
poverty in a typical case of vulnerable households, such as the building blocks analysed, especially
when compared with a de-centralised boiler heating system. In any case, a new electricity tariff frame
that reduces the operation costs of heat pumps with respect to the centralised boiler solution would be
highly recommended.

In future works, the model will be expanded to summer season (cooling demand), taking
advantage of the reversible ability of heat pumps. In the context of energy poverty, this is a new
trend, especially in countries in Southern Europe. Other technologies, such as thermally driven heat
pumps (both absorption and internal combustion engine), might be also considered to be alternatives.
Moreover, the application to the different climatic zones of Spain will be carried out and policy
implications will be pointed out.
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Abstract: We suggest an alternative to conventional coating methods for accident-tolerant fuel (ATF)
cladding. A Zircaloy-4 tube was inserted into metal tubes of different materials and the inserted tubes
were subjected to physical force at room temperature. The manufactured tube exhibited a pseudo-single
tube (PST) structure and had higher thermal stability than a Zircaloy-4 tube. Optical microscopy
and scanning electron microscopy images showed that the PST had a uniform and well-bonded
interface structure, i.e., no gaps or voids were found at the interface between the inner and outer
tubes. Energy-dispersive X-ray spectroscopy analysis confirmed that the metal components did not
interdiffuse at the interface of the PST, even after being kept at 600 and 900 ◦C for 1 h and rapidly
cooled to room temperature. Unlike pure Zircaloy-4 tubes, Zircaloy-4/stainless use steel (SUS) 316 PST
did not show significant structural collapse, even after being stored at 1200 ◦C for 1 h. Based on
these results, if a PST was fabricated using a Zircaloy-4 tube thinner than the Zircaloy-4 tube used
in this study and an outer tube of micron-scale thickness, swaging may be a feasible alternative to
Zircaloy-4-based ATF cladding.

Keywords: alternative process; non-coating method; room-temperature swaging; pseudo-single tube
(PST); accident-tolerant fuel (ATF) cladding

1. Introduction

Nuclear fuel claddings are crucial core materials in nuclear power plants. They effectively
transfer the heat generated by the fission reaction to the coolant, while preventing the fuel and fission
products from leaking into the coolant. Therefore, selecting cladding materials with high corrosion
resistance, suitable mechanical properties, and the ability to withstand high pressures, temperatures,
and irradiation is vital. Zirconium alloys have shown high potential as cladding materials, owing to
their low neutron absorption rate, high corrosion resistance, and stable mechanical properties under
the operating conditions of the reactor [1–4]. However, zirconium alloys were found to lack sufficient
physical and chemical stability in the Fukushima nuclear power plant accident, highlighting the
necessity for research on the development of accident-tolerant fuel (ATF) claddings with improved
physicochemical stability. Several alternative ATF claddings have been developed in and outside of
Korea, including the M5 physical vapor deposition (PVD)-coated cladding by AREVA [5], the Fe-Cr-Al
alloy by ORNL [6], the SiC/SiCf composite by MIT [7], and the Cr laser coating by KAERI [8,9].
However, the ATF cladding fabrication techniques described above have the following disadvantages:
it is difficult to achieve uniform surface modifications, such as coatings, on long fuel rods, and issues
such as peeling can occur due to thermal shock [10]; FeCrAl alloys experience neutron absorption and
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tritium emission problems [11]; SiC/SiCf composite claddings consist of ceramics and are therefore
exceedingly unstable in terms of fatigue behavior; and, finally, the abovementioned claddings are
difficult to mass-produce, and also incur high production costs [12,13]. To overcome these shortcomings,
we propose swaging as an alternative method for the production of ATF claddings. Swaging is a
simple process and can be carried out at room temperature. In general, the term “swaging” refers
to the process of creating a tube with an outer diameter of a desired size by applying a physical
force toward the center of a tube with a larger outer diameter. In this study, swaging indicates the
process whereby a tube is inserted into another tube that has an inner diameter greater than the outer
diameter of the inserted tube; subsequently, these tubes are joined by applying compressive and tensile
stresses toward the center and along the lengths to form a pseudo-single tube (PST) without gaps. If a
metal or alloy material with physicochemical properties suitable for nuclear power plant operations is
produced in the form of a tube into which Zircaloy-4 can be inserted, there is a possibility that a PST of
a length of several meters (more than 1 m) can be easily manufactured using swaging. This process
requires a 4 t/cm2 load rolling press, and the finished PST has an increased length and a reduced
outer diameter compared with the starting tube. The entire swaging process is performed at room
temperature; hence, there are no heat-induced formations of microstructures or phase deformations
during the process. A heat treatment test confirmed that the interface of the PST remained thermally
stable at high temperatures. Furthermore, with swaging, surface modification is possible without
length constraints and the results of heat treatment suggest that the PST is suitable for use as an ATF
cladding [14–16]. The biggest advantage of swaging compared to the coating method is that uniform
cladding can be manufactured in a short time at low cost. This advantage can be increased as the size
of cladding increases, which leads to the expectation of mass productivity. The coating method may be
more advantageous than swaging to set the optimum point of the cladding thickness but there may be
many shortcomings in terms of practical use [17]. When cladding is formed over the entire area of a
metric cylindrical tube, it is necessary to verify whether the optimal thickness can be formed uniformly.
This is important because it is directly related to the safety of nuclear energy. The produced PSTs can
also be applied in other industries in the form of metal tubes, which can be manufactured with the
desired physical and chemical properties, depending on the choice of materials and the thickness of
the outer and inner tubes.

Although in this study, a sample with an ATF geometry (cladding length and thickness) that
is directly applicable to nuclear operations has not been used, a 90 cm-long PST was constructed of
stainless use steel (SUS) 316 (outside) and Zircaloy-4 (inside) and its high-temperature stability was
confirmed. Based on this, we suggest that swaging can be an alternative process for the fabrication of
ATF claddings. For this purpose, the interface between the two metals of a PST tube was analyzed
before and after high-temperature heat treatment by optical microscopy (OM) and scanning electron
microscopy (SEM). Furthermore, Zircaloy-4 cladding and Zircaloy-4 with SUS 316 on the surface, i.e.,
PST, were exposed to high temperatures for the same durations and their physicochemical stabilities
were compared. The core of this study is to suggest a simple and practical process method that can
compensate for the disadvantages of the existing coating method. The most frequently mentioned
cladding materials are Cr or Cr-based alloys and studies to optimize them are still incomplete. For the
swaging process, a cladding tube manufactured in the form of a pipe is required and the difficulty of its
manufacture serves as a barrier to the progress of this study [18]. In this situation, we have conducted
prior studies on the applicability of the swaging process for ATF cladding by focusing on the process
method using SUS 316, which has excellent oxidation resistance, heat resistance, and workability and
is readily available. Although SUS 316 is not the optimal material for ATF cladding, we think it is
persuasive to use it to confirm the possibility of the swaging process.
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2. Experimental

2.1. Swaging Method

The inner tube comprised Zircaloy-4 (outer diameter: 9.57 mm, inner diameter: 8.30 mm, length:
1 m) and the outer tube comprised SUS 316 (outer diameter: 11.90 mm; inner diameter: 9.82 mm; length:
1 m). The surfaces of Zircaloy-4 and SUS 316 tubes were cleaned by wiping with ethanol. A double tube
was prepared by inserting the Zircaloy-4 tube into the SUS 316 tube. The inner tube was completely
filled with water-soluble KNO3 filler powder, so that the tube would not experience distortion during
compression in the direction perpendicular to the tube surface and also so that the stress could be
uniformly applied in all directions. The PST was synthesized by applying a pressure of 4 t/cm2 in the
direction of the central axis of the double tube. Meanwhile, it was difficult to quantify the magnitude
of the tensile stress in the transverse direction, which arose from the 4 t/cm2 compressive stress applied
in the longitudinal direction. Each time the tube was passed through the shaft jig, the speed of the
tube was manually controlled, so that the outer diameter of the outer tube was reduced by 0.5 mm of
the total. Figure 1 shows a schematic of the swaging method for the double tube and the stress type
applied to the tube during the process. Figure 2 shows that the inner surface of the outer tube and the
outer surface of the inner tube adhere closely to each other. The compressive stress applied during
swaging and the tensile force applied in the longitudinal direction result in a strong adhesive force.
In addition, the thickness, inner and outer diameters, and length of the final tube can be adjusted,
depending on the number of repetitions. The KNO3 left inside the PST was removed by immersing the
PST in water at room temperature.

Figure 1. Schematic view of the swaging method for a double tube and the stress type applied to the
tube during the process.
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Figure 2. Mechanism of swaging.

2.2. Heat Treatment

Cut pieces of Zircaloy-4 cladding tubes and PSTs with a thickness of 2 cm were prepared and
heat-treated in air under the following conditions: starting from room temperature (0~25 ◦C), after they
had reached 600, 900, or 1200 ◦C, at a rate of 100 ◦C/h, each tube was maintained at the specified
temperature for 1 h. The tubes were left to cool to 200 ◦C before being taken out of the furnace.
Figure 3 shows a schematic of the heat treatment and the treatment conditions.

 

Figure 3. Schematic and conditions of heat treatment.
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2.3. Analysis

To compare the degrees of oxidation and the stability of the interfaces after exposure to high
temperatures, 2 cm-long tubes were prepared as follows: each tube was immersed in epoxy and dried
until it solidified. Subsequently, the tubes immersed in the solidified epoxy were cut, their cross-sections
were polished, and the microstructures of the polished surfaces were analyzed by OM. An SEM
analysis was performed to examine the interfacial structure obtained from the OM at high resolution.
EDS was used to analyze the diffusion behavior of the metal components at the PST interface after
high-temperature heat treatment. In addition, because the two tubes were adhered solely by physical
force, the cross-sections were analyzed using transmission electron microscopy (TEM) to confirm the
characteristics of the interface at a higher resolution. The cross-sections of the PSTs were prepared for
the TEM analysis by focused ion beam (FIB) milling.

3. Results and Discussion

Figure 4a shows the fabricated 90 cm-long PST and Figure 4b shows its cross-section before and
after swaging. From Figure 4b it can be seen that some KNO3 filler remained inside the tube with the
smaller internal diameter after swaging, which could be easily removed with water. Figure 5 shows
the OM image of three points on the interface of the PST. This image confirms that there were no
gaps or voids in all three points of the interface between the two tubes, which was brought about by
applying stress radially inward and lengthwise. Furthermore, the bonding interface between the two
tubes was determined to be the same along the entire circumference. The uniformity of the interface
of the PST was further confirmed by SEM images of the metal interface, as shown in Figure 6. It is
imperative to note that gaps in the interface can degrade the mechanical and chemical properties of
the tube. An interface without three-dimensional defects, such as gaps or voids, does not undergo
oxidation reactions; therefore, it does not experience mechanical and chemical decomposition, even in
high temperatures or corrosive environments [19]. As shown in Figure 6, the PST fabricated by swaging
exhibits an exceedingly dense interface without three-dimensional defects.

(a)  
Figure 4. Cont.
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(b) 

Figure 4. (a) Photographs of the final pseudo-single tube (PST), (b) Comparison of size change before
and after swaging.

Figure 5. Optical microscopy image of PST without heat treatment. Schematic of the PST manufacturing
process by swaging.

A peculiarity was that the tube thickness increased by approximately 5% from 3.35 to 3.52 mm
after swaging, which can be explained as follows: during swaging, powder fillers were subjected to
compressive stress in the direction of the center of the tube. Owing to plastic deformation, the inner
diameter of the tube did not return to its original state, even after removal of the compressive
stress [20]. During the initial stages of swaging, the tube length remained unchanged, thus increasing
the tube thickness.
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Figure 6. Secondary electron microscope image of the PST interface without heat treatment.

Once the filling powder entered a high-density state in which it could not be compressed further
during swaging, the metal tube was also no longer compressed under external compressive stress.
After this step, the tube started becoming longer and thinner due to the tensile stress applied to the tube.
When using the swaging process, the magnitudes of the compressive stress acting perpendicular to the
axial longitudinal direction and the tensile stress acting in the longitudinal direction were the most
important variables for determining the length and thickness of the final PST. It is crucial to design a PST
such that the initial sum of the thickness of each tube is as close as possible to the thickness of the single
Zircaloy-4 tube currently in use. In particular, after completion of the process, the outer tube should
ideally be suited to possess a thickness that modifies the chemical properties of the surface with little
effect on the mechanical properties of the Zircaloy-4 and the degree of neutron absorption. Therefore,
it is preferable to start the process with an outer tube as thin as possible. However, as mentioned above,
in this study, the swaging process was carried out using a commercially available thick SUS 316 tube
for the purpose of proving that Zircaloy-4 and dissimilar metals can be produced in the PST form using
the described tube process. We are currently investigating the relationship between compressive stress
and tube length and thickness.

At room temperature, the physical pressure applied toward the center of the tube and in the
longitudinal direction of the two tubes leads to the formation of an interface with a strong bonding
force. This can be explained by the mechanism, as illustrated in Figure 2. During swaging, the tube was
subjected to compressive and tensile stresses in the axial and longitudinal directions. However, the
tensile stress acting in the axial direction of the tube was not generated by the tube being pulled from
the outside in the swaging equipment. This stress is thought to have been generated by the KNO3 filler
pressing toward the center. Tensile stress occurred in the longitudinal direction of the tube, as the inner
diameter of the tube decreased, when a force of 4 t/cm2 was applied to the center of the tube. This can
be understood from the fact that the tube length increased after swaging, even if no tensile stress was
applied. The most frequently mentioned cladding materials are Cr or Cr-based alloys and studies to
optimize them are still incomplete. Because of this, it is not yet possible to measure or calculate the
exact magnitude of the tensile stress generated in the longitudinal direction by the reduction of the
inner diameter of the tube with the equipment used in this study. Clearly, however, the most important
variable in the shaft process is the control of the compressive stress applied in the direction of the
center of the shaft. We are designing and manufacturing new tube equipment that can accurately
measure and control the magnitude of the tensile stresses created in the longitudinal direction induced
by compressive stresses, along with the values of the compressive stresses.
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Differences in physical properties, such as in the moduli of elasticity, shear moduli, and tensile
strengths of the two metals after the tube process, result in different shrinkage behavior after stretching.
Table 1 shows various physical properties of Zircaloy-4 and SUS 316. The total strain generated by
swaging consists of a combination of elastic strain and plastic strain. An elastic deformation results
in a return to the original state when the applied stress is removed; however, some permanent
deformation, that is, plastic deformation, remained as the yield strength was exceeded. Finally,
this plastic deformation resulted in a PST which is longer than the initial tube and has a smaller inner
diameter than the initial tube [21]. As can be inferred from Table 1, Zircaloy-4 and SUS 316 tubes have
different yield strengths, which can result in different final shrinkages. The first tube was 90 cm in
length but post the tube process, the lengths of the Zircaloy-4 and SUS 316 tubes increased to 97.5 and
95.4 cm, respectively. Table 2 shows the sizes of the tubes before and after swaging. It can be seen that
the outer and inner diameters decrease after the shaft.

Table 1. Physical properties of Zircaloy-4 and stainless use steel (SUS) 316.

Physical Properties Zircaloy-4 SUS 316

Elastic modulus 99.3 GPa 193 GPa
Shear modulus 36.2 GPa 74–82 GPa
Tensile strength

Thermal expansion coefficient
514 MPa

6.3 × 10−6/K
580 MPa

18.2 × 10−6/K

Table 2. Outer diameters and inner diameters of the metal tubes before and after swaging.

Diameter Zircaloy-4 SUS 316 PST

Outer diameter (mm) 9.57 11.90 11.60
Inner diameter (mm) 8.30 9.82 8.08

Thus, SUS 316, which experienced a relatively small plastic deformation, shrank more than
Zircaloy-4. It is likely that the residual stress generated at the interface between the metal surface with a
low plastic strain (high shrinkage) and the metal surface with a high plastic strain (low shrinkage) caused
the two metal surfaces to adhere strongly to each other. In other words, SUS 316, which experienced a
high degree of shrinkage, generated compressive stress on the surface of Zircaloy-4, which experienced
only a low degree of shrinkage. Meanwhile, tensile stress was generated on the surface of SUS 316.
The mechanism of the strong physical adhesion of the tubes, owing to the different residual stresses
generated by the shaft tube process, is shown in Figure 7. This mechanism leads to a stable interfacial
structure between the metal surfaces, as shown in the cross-sectional SEM image of the tube after
swaging (Figure 6). Upon close observation of the interface between the two metals in Figure 6, it is
evident that there is a small corrugated interfacial structure. In other words, the compressive stress
generated on the surface of Zircaloy-4 due to the different shrinkage amounts of the two metals
caused the Zircaloy-4 surface to shrink again, thereby forming wrinkles on the surface. This corrugated
structure may have resulted in the grasping of the surface of SUS 316, which in turn led to the bonding
of the two different metals after room temperature condensation. Such strong adhesive interface
behavior was well demonstrated with quenching heat treatment experiments after high-temperature
exposure, as shown below.
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Figure 7. Mechanism for strong physical adhesion of different tubes due to residual stresses generated
by the shaft tube process.

To evaluate the thermal stability of the PST fabricated using the room-temperature condensation
process, an experiment was performed where the PST underwent rapid cooling after exposure to
high temperature under ambient conditions. Figure 8 shows an image of a Zircaloy-4 tube and a PST
quenched to room temperature after being maintained at temperatures of 600, 900, or 1200 ◦C for 1 h.
The color of the bare Zircaloy-4 cladding changed due to oxidation, even at 600 ◦C. Under 1200 ◦C,
the PST disintegrated not only due to severe oxidation phenomenon but also experienced external
surface peeling [22].

(a) 

Figure 8. Cont.
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(b) 

Figure 8. Appearance after maintaining (a) the Zircaloy-4-only tube and (b) the PST at 600, 900,
and 1200 ◦C for 1 h.

Noticeably, the structural breakdown of the Zircaloy-4 tube after being exposed to high
temperatures is exceedingly similar to the high-temperature disintegration of natural limestone [23].
Thermal shock tests of natural limestone concluded that its oxide layer is formed by an oxidation
reaction at high temperatures. As the resulting oxide layer exhibits a large thermal expansion difference
compared with the non-oxidized layer inside (owing to the differences in thermal shock received during
cooling) and an immensely high amount of thermal stress accumulates at the interface between the
oxide layer and the non-oxidized layer, the oxidized surface layer can be peeled off easily. In contrast,
for the PST manufactured by the tube process, no surface peeling or structural failure was observed,
even after heat treatment at 1200 ◦C. This is because the external material, SUS 316, which has a
higher oxidation resistance than Zircaloy-4, inhibited the oxidation of Zircaloy-4 by preventing oxygen
migration to the surface of Zircaloy-4. To observe the interface more clearly, the SEM analysis results
of the PST cross-section before and after the heat treatment are shown in Figure 9. No collapse was
observed at the interface of the quenched sample after exposure at 600 and 900 ◦C. In contrast, at 1200 ◦C,
the interface of the quenched sample showed exfoliation and porosity due to volume expansion. It is
assumed that this is caused by a large amount of oxygen diffusion from the center of Zircaloy-4 to the
interface between the two metals. However, even when the PST was exposed to 1200 ◦C, the oxidation
reaction of the Zircaloy-4 surface was suppressed, along with subsequent structural collapse.

 

 

(a) 600 °C (b) 900 °C 

Figure 9. Cont.
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(c) 1200 °C 

Figure 9. Scanning electron microscopy (SEM) images of cross-sections of the PST maintained at 600,
900, and 1200 ◦C for 1 h.

To confirm the diffusion behavior of the PST, an EDS analysis was conducted, as shown in
Figure 10. After heat treatment at 600 and 900 ◦C, the diffusion of Zr did not occur in the SUS 316
direction and no metallic elements of SUS 316 were seen in the Zircaloy-4 direction. Compositional
analysis by EDS line scanning showed that the interface between Zircaloy-4 and PST did not degrade
even when exposed to high temperatures. However, after heat treatment at 1200 ◦C, a well-known
eutectic reaction caused an interdiffusion reaction, in which an Fe-Zr complex with a melting point
of 928 ◦C was formed [24]. Slight diffusion occurred at 1200 ◦C but it still exhibited high stability at
operating and accident conditions. These results show that a PST consisting of a metal surface and
Zircaloy-4 (e.g., 10Al-90Cr, etc.) [25], and fabricated using the tube process, has the potential to be used
as ATF cladding. The interface of the sample, when exposed to 1200 ◦C, as well 600 ◦C and 900 ◦C,
did not appear to peel off easily. From this, it can be concluded that an ATF cladding comprising the
PST can maintain stability even at 1200 ◦C because the inside of the tube is isolated from external
conditions during actual use. TEM analysis was performed to confirm the interfacial stability of the PST
after exposure to high temperatures. Figure 11 is a cross-sectional TEM image that shows the interfacial
structure of Zircaloy-4/SUS 316 of the PST when quenched to room temperature after being maintained
at 900 ◦C for 1 h. Rapid cooling to room temperature after exposure to high temperatures is generally
well-suited for inducing significant thermal stresses at an interface to observe the physical stability
of the interface. Images were obtained at three different magnifications to observe the interfacial
condition over a wide range of PST cross-sections and nanoscale. The width of the PST interface was
0.03 μm (30 nm) after heat treatment, as elucidated from the highest-magnification images. Moreover,
no new interface was formed between the secondary phase and each tube due to the interdiffusion
of the two tube components. This is in good agreement with the results of EDS, shown in Figure 10.
Therefore, it is evident that the interface between two different tubes can maintain physicochemical
stability, even when the PST formed by swaging is exposed to high temperatures. These results suggest
that the development of several m-grade ATF claddings based on Zircaloy-4 is feasible, if conditions
such as the type of tube used, its physical shape, and the optimum swaging pressure applied to the
tube are established.
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Figure 10. Energy-dispersive X-ray spectra of the PST before and after heat treatments at 600, 900,
and 1200 ◦C for 1 h.

 
Figure 11. Cross-sectional transmission electron microscopy (TEM) image showing the interfacial
structure of the Zircaloy-4/SUS 316 PST quenched to room temperature after being maintained at 900 ◦C
for 1 h.
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The results show that the tube process has a high potential for the development of an ATF
cladding with a length of several meters, based on Zircaloy-4. The results suggest that controlling
the compressive stress applied along the axial direction of the tube and the tensile stress occurring in
the longitudinal direction will enable the facile and rapid development of ATF claddings, with their
geometries calculated according to the design.

4. Conclusions

A Zircaloy-4-based PST, over 90 cm in length, was successfully fabricated using a simple straight
tube process that was carried out at room temperature. Zircaloy-4, a material exhibiting well-known
physicochemical properties for nuclear power operation, was inserted into a SUS 316 tube. It was
possible to fix the SUS 316 tube to the outer surface of Zircaloy-4 by applying compressive stress
toward the center of the tube, such that it exhibited strong adhesion. PST cross-sectional observations
using OM and SEM revealed no three-dimensional defects, such as gaps or voids, at the interfaces of
the two metal tubes. To confirm the high-temperature stability and thermal shock behavior of the PST,
it was quenched to room temperature after being kept for 1 h at 600, 900, and 1200 ◦C. It was inferred
from the OM and SEM analyses that no macroscopic defects were formed at the interface between
SUS 316 and the Zircaloy-4 cladding after heat treatment. Even if the prepared PST was maintained at
900 ◦C, an interdiffusion reaction between the elements constituting Zircaloy-4 and SUS 316 would not
occur. The Zircaloy-4-based PST fabricated using a room-temperature condensation process has been
found to have highly stable physicochemical properties, even on quenching from high temperatures.
Although SUS 316 is not the optimal cladding material, PST using this showed better thermal stability
than bare Zircaloy-4 tube and it was confirmed that the swaging process can be applied to ATF cladding
production. In conclusion, if (1) a thin external dissimilar metal tube and (2) a conduit device capable
of controlling the compressive stress applied during the condensation process and the tensile stress
in the longitudinal direction are used, then ATF claddings, which are widely used in nuclear power
plant operations, can easily be manufactured to a length of up to 4 m. In addition, the swaging
method described herein is likely to find potential use for a variety of applications, especially in fields
where PST structures are crucial, i.e., when specific surface properties and uniform physical properties
throughout the tube are critical.
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Abstract: The study presents the experimental and numeric heat transfer investigations in flow boiling
of water through an asymmetrically heated, rectangular and horizontal minichannel, with transparent
side walls. A dedicated system was designed to record images of two-phase flow structures using a
high-speed video camera with a synchronous movement system. The images were analyzed with
Matlab 2019a scripts for determination of the void fraction for each pattern of two-phase flow structures
observed. The experimental data measured during the experimental runs included inlet and outlet
temperature, temperature at three internal points of the heater body, volume flux of the flowing water,
inlet pressure, pressure drop, current and the voltage drop in the heater power supply. The flows
were investigated at Reynolds number characteristic of laminar flow. The mathematical model
assumed the heat transfer process in the measurement module to be steady-state with temperature
independent thermal properties of solids and flowing fluid. The defined two inverse heat transfer
problems were solved with the Trefftz method with two sets of T- functions. Graphs were used to
represent: the boiling curves, the local void fraction values, the boiling heat transfer coefficients and
the errors of both of them for selected mass fluxes and heat fluxes.

Keywords: minichannel flow boiling; void fraction; inverse heat transfer problem; Trefftz method

1. Introduction

A growing necessity of transferring very high heat fluxes from both miniaturized industrial
equipment and home appliances generates demand for mini- or micro-scale cooling devices.
Some cooling systems require low pumping power and consequently low Reynolds numbers for
the flow [1–3]. In such cases, flow boiling heat transfer, which is characteristic of high heat transfer
coefficients, appears to be the appropriate solution. The determination of the heat transfer coefficient
requires knowledge of the parameters of the boiling fluid flowing in the minichannel. These parameters
are in particular: temperature and pressure at characteristic points of the system, mass flux of the
boiling fluid, heat flux and void fraction. The measurements of the void fraction were combined with
photographic recording of boiling two-phase flow structures, characteristic for horizontal orientation
of the minichannel [4,5].

The obtained experimental data for water flow boiling in a single rectangular minichannel at
a low Reynolds number provided the basis for numeric analysis with the use of Trefftz method [6].
Direct heat conduction problems—DHCPs—Appear in mathematical modeling of steady-state heat
transfer problems when the governing equation, domain, boundary conditions and physical properties
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of the material are known. When any of these elements is unknown, we must deal with an inverse
heat conduction problem—IHCP. High sensitivity to uncertainty of incoming data are a characteristic
feature of many engineering inverse problems. This weakness can get enhanced when two or three
succeeding inverse problems are taken into account. Therefore, solving inverse problems requires
efficient and stable numeric methods. As the Trefftz method with a set of T-functions fulfills this
requirement [7–11], it was used to solve the IHCP problem for flow boiling in the minichannel. Two sets
of T-functions were applied to calculate: (a) two-dimensional temperature distributions of the heating
copper block and the boiling water, (b) heating copper block temperature gradients, and (c) the heat
transfer coefficient at the contact surface copper block–flowing fluid.

2. Experimental Facility

2.1. Design of the Flow Loop, Experimental Equipment and Data Collecting Procedure

The flow loop and its components are presented in Figure 1.

Figure 1. Flow loop. 1—Measurement module with the minichannel (details in Figure 3), 2—Heating
copper block, 3—Temperature and pressure sensors, 4 DC power supply, 5—Cooler with ventilator,
6—Rotameter, 7—Filter, 8—Pump, 9—Pressure control, 10—Compressed air valves, 11—Compressed
air tank, 12—Preheater, 13—Facility control unit, 14—Computer for experiment control + LabView
software, 15—High speed camera, Pca—Compressed air pressure sensor.

The minichannel, the basic element of the experimental stand (Figure 2), was constructed by glue
bonding three transparent glass plates and a cuboid copper block, Figure 3. The cuboid copper block
was a solid base for the minichannel and a mass heater as well. Four flat resistance heaters were placed
on steel substrates and sintered to the external surface of the copper block. A TDK Lambda GEN 50–30
power supply provided direct current to the heaters, which generated heat required to initiate flow
boiling inside the channel (Figures 1 and 2).

Optiwhite glass was selected for the minichannel walls. Optiwhite is colorless, super transparent
float glass containing very limited amount of iron and having the highest light-transmission coefficients.
Three transparent walls of the channel enabled proper lighting and recording the boiling two-phase
structures with a high-speed camera (Phantom 711, Vision Research).

To prevent uncontrolled heating of the flowing fluid by the incandescent light, the LED system of
our own design, based on LED diode Citizen CL-L233-HC13L1-C, was applied. LOCTITE® SI 5145
adhesive was used to glue the minichannel elements. The dimensions of the rectangular minichannel,
length = 180 mm, width = 4 mm and depth = 1.5 mm, provided a 6 mm2 cross-section and a 2.18 mm
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hydraulic diameter. Five thermocouples (Czaki TP-201) were mounted, one at the inlet, one at the
outlet of the minichannel and three inside the body of the cuboid copper block, Figure 3. Two pressure
sensors (Kobold 0–2.5 bar) were placed at the inlet and outlet of the channel. The flow of distilled
water was generated by a precision gear pump (Tuthill Concord D) with a maximum capacity of
1.5 × 10−7 m3/s, featuring very stable laminar flow in the range 43 ≤ Re ≤ 229. Flows at low Reynolds
number are quite frequently used in miniature cooling systems of electronic devices.

Figure 2. General view of the experimental stand; labels as in Figure 1.

Figure 3. Copper block with attached glass minichannel and location scheme of resistance heaters and
thermocouples—Transverse section and axonometric view; dimensions in mm (pictorial view, not to scale).

In the experimental runs, it was necessary to record large numbers of data of various types.
Those included video camera images of two-phase flow structures and numeric data of copper block
and flowing fluid temperature, fluid pressure and volume flux. Data collection was done by the
modular measurement-control system, Figure 4. The core of it was NI cDAQ-9178 chassis (National
Instruments) that holds dependent modules, controlling both the measurements of boiling process
parameters and the component assemblies, such as the pump, camera triggering, etc.

The following modules comprised the system, as shown in Figure 4: NI cDAQ-9178—the main
module, NI 9214—Temperature measurement (CZAKI K-type TP-201 thermocouples), NI 9239—Voltage
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measurement (KOBOLD pressure sensors, 0–2.5 bar, NI 9203—Current measurement (KOBOLD
pressure difference sensors, 0–2.5 bar), NI 9263—Voltage setting for pump control.

Figure 4. Block diagram of the data flow and control system.

In the supplementary measurements of heat loss to the environment, the entire minichannel
module was treated as a cuboid with walls of different temperatures measured with the infrared
camera. The calculations also accounted for thermal losses from the sight glass. The maximum value of
the amount of heat released into the environment in the range of heat fluxes generated in the presented
measurements did not exceed 2.1 W, which in relation to the total delivered thermal power was 0.86%
to 1.9%. Since the heat losses were minor, they were disregarded in further calculations.

2.2. Procedure of Void Fraction Measurement and Computation in Rectangular Minichannel

Photographs of the observed two-phase flow structures were taken with a high-speed video
camera at the recording speed of 7000 fps. The recording speed was selected experimentally to maintain
proper exposure and obtain sharp images of dynamic two-phase flow structures. Proper selection of
the recording speed is essential for capturing geometric features of the vapor bubbles. The equations
approximating spatial geometry of vapor bubbles were applied to convert flat images of bubbles into
three dimensional ones, taking simultaneously into account the dimensions of both the bubbles and the
minichannel. The shapes of sphere and ellipsoidal cylinder ended with one or two half-ellipsoids were
used, depending on inter relations between the dimensions of the bubbles and those of the minichannel.
Three cases I, II and III of the characteristic relation between the bubble and minichannel dimensions
were specified for void fraction determination in the observed minichannel of length L, width a and
depth b, Figures 5–7.

Figure 5. (A) Actual and (B) approximated shapes of vapor bubbles in longitudinal and transverse
sections of the channel with flow direction, case I. Water, Tin = 63.1 ◦C, Tout = 123.8 ◦C, pin = 1.165 bar,
Δp = 0.0024 bar, q = 298.7 kW/m2, G = 7.2 kg/(m2 s), Re = 55.0, Lcam = 20 mm.

Figure 6. (A) Actual and (B) approximated shapes of vapor bubbles in longitudinal and transverse
sections of the channel with flow direction, case II. Water, Tin = 55.2 ◦C, Tout = 125.9 ◦C, pin = 1.0697 bar,
Δp = 0.0016 bar, q = 260.1 kW/m2, G = 8.6 kg/(m2 s), Re = 66.9, Lcam = 20 mm
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Figure 7. (A) Actual and (B) approximated shapes of vapor bubbles in longitudinal and transverse
sections of the channel with flow direction, case III. Water, Tin = 72 ◦C, Tout = 120 ◦C, pin = 1.147 bar, Δp
= 0.0016 bar, q = 270.5 kW/m2, G = 5.9 kg/(m2 s), Re = 43.5, Lcam = 20 mm.

Volume of the observed part of the minichannel was:

V = L·a·b, (1)

1. Small vapor bubbles: Rsb, i ≤ b/2.

The void fraction for small bubbles in the minichannel was calculated from the equation [12]:

ϕsb =
4

3Lab
√
π

∑
i
A

3
2
sb,i, (2)

where Asb,i = πR2
sb,i is the cross sectional area of single spherical bubble.

2. Large, elongated bubbles, fully visible: ellipse semi-axes P1 lb, i= a/2 and P2 lb, i= b/2.

The void fraction for large, elongated and fully visible vapor bubbles was [12]:

ϕlb =
∑

i
ϕlb,i, (3)

where ϕlb,i =
(Llb,i−a) πab

4 + πa2b
6

Lab is the void fraction for a single elongated bubble, Llb, i is the bubble length,
composed of the length of an ellipsoidal cylinder and two half-ellipsoids.

3. Large, elongated bubbles, partially visible: ellipse semi-axes P1 lb, i= a/2 and P2 lb, i= b/2.

The void fraction for large, elongated and partially visible vapor bubbles was [12]:

ϕlb =
∑

i
ϕlb,i, (4)

where ϕlb,i =
(Llb,i− a

2 )
πab

4 + πa2b
12

Lab is the void fraction for a single elongated bubble, Llb, i is the bubble
length, composed of the length of an ellipsoidal cylinder and one half-ellipsoid.

Three scripts were developed to analyze the void fraction for selected cases of two-phase boiling
flow structures found in the recorded videos. MathWorks Matlab and two corresponding toolboxes,
computer system vision and image processing, were used for that purpose. By applying the first plan
method and the Gaussian model, cases I and II were detected and elaborated with the use of the Vision
toolbox). The background subtraction method appeared suitable for case III. Sharpening and pixel
multiplication applied for each video frame improved quality of the recorded images. These operations
were finally followed by equalization of brightness and contrast of the images to obtain a larger number
of details, as shown in Figure 8.

Figure 8. Picture of two-phase flow (A) before and (B) after the operations improving its quality.

Subsequently the perfected and binarized void frames underwent the following operations:
morphologic opening and closing the picture, median filtration from artefacts and morphologic filling
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of empty spaces in the observed objects—That is vapor bubbles. The application of the entire algorithm
converted the image in Figure 8B into the black and white one, Figure 9.

Figure 9. Image of two-phase flow resulting from morphologic operations.

Indexing and measuring procedure was used to get geometric dimensions of each detected bubble.
On the basis of these data and with the use of equations presented in this section, by converting the
flat picture of the bubble into the expected spatial one, the sought void fraction was calculated in the
observed part of the minichannel. The last action of the script was recording the obtained void fraction
value for each video frame into a text file for further use.

The estimated values of the void fraction were compared to seven correlations to calculate the
void fraction against vapor quality. The results were similar [12]. The maximum scatter did not exceed
16%.

3. Mathematical Model and Numeric Solution

The mathematical model is a modification of the models described earlier in [2,13]. Analysis of
the numeric calculation results presented in [13] showed that the change of the temperature along
the width of the copper block body was negligible. In the two-dimensional model presented below,
the copper block temperature depended only on two variables: y (along its height) and x (in relation to
its length). Additionally, this assumption allowed considering heat conduction only in two elements of
the measuring module: the copper block and the minichannel with flowing water.

By analogy to [13], we assumed that the heat transfer process in the experimental module was
steady-state with constant copper and fluid properties. We also assumed that the temperature of the
copper block in domain D1 =

{
(x, y) ∈ R2 : 0 < x < L, 0 < y < H2

}
satisfied the Laplace equation, i.e.,:

∇2TC = 0. (5)

For Equation (5), we assumed that the temperature of the copper block TC was known at three
measuring points (xi, H1), Figure 10.

Figure 10. Scheme of the experimental stand with the adopted boundary conditions; (pictorial view,
not to scale).
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As in [13], in order to stabilize the numeric calculations two temperature values were added to
boundary conditions at both ends of the fluid-copper heater contact surface:

a)TC(0, H2) = 0.5
(
Tin + Tapprox(0)

)
b)TC(L, H2) = 0.5

(
Tout + Tapprox(L)

)
, (6)

where the broken line approximation of three measured temperatures inside the block, Figure 10,
was used to obtain Tapprox. Both vertical walls of the copper block were insulated.

The heat flux q generated by each resistance heater was supplied to the copper block, i.e.,:

λC
∂TC(x, 0)
∂y

= −q(x). (7)

The heat flux q(x) assumed constant values qi, generated by a single heater in the segments,
where four resistance heaters were located, Figure 10. Between these segments the heat flux equaled
zero:

q(x) =
{

qi forx ∈ Di, y = 0
0 forx ∈ [0, L] −D, y = 0

, (8)

where D =
4∪

i=1
Di = [2.5; 41.5] ∪ [47.5; 86.5] ∪ [93.5; 132.5] ∪ [139.5; 178.5].

For fluid we assumed that, as shown in Figure 10:

- The flow in the horizontal minichannel was laminar (Re < 2000) and stationary with a constant
volumetric flow rate,

- Liquid flow in the minichannel was a nonslip flow and the velocity of the fluid had only one
non-zero parabolic component wx(y), parallel to the heating block and satisfying the condition:

1
b

H2+b∫
H2

wx(y)dy = wave, (9)

where the wave was known
- The fluid temperatures at the inlet Tf, in and outlet Tf, out of the minichannel were known,
- The fluid temperature at the contact with the heater block fulfilled the condition:

T f =

{
TC,s, if TC,s < Tsat

Tsat, if TC,s ≥ Tsat
. (10)

In domain D2 =
{
(x, y) ∈ R2 : 0 < x < L, H2 < y < H3

}
, Figure 10, the fluid temperature satisfied the

energy equation:

λ f∇2T f = wx(y)cp ρ f
∂T f

∂x
− μ f Φ −wx(y)

dp
dx

+ Ω(x), (11)

where function Φ =
(

d wx
dy

)2
was the Rayleigh dissipation function, pressure gradient dp

dx ≈ pout−pin
L =

Δp
L

and Ω(x) was negative heat source. The heat flux absorbed by the bubbles, also called a negative
heat source, was calculated from the formula, which used experimentally determined void fraction
φ(x) [14–16]:

Ω(x) =
6αconΔT

2Rb
ϕ(x). (12)

The bubble diameter 2 Rb in subcooled flow boiling was calculated using the correlation proposed
in [17]:

2Rb = min
(
1.4, 0.6 · exp

(
−ΔT

45

))
· 10−3. (13)
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The convective heat transfer coefficientαcon in Equation (12) was given by Labuncov correlation [18]
for laminar flow:

αcon =
λ f

2Rb
0.125Re0.65Pr

1
3 (14)

and Δ T was the difference between the fluid temperature Tf in the thermal sublayer δ T and the
temperature inside the vapor bubble, which assumed to equal Tsat. Consequently, the fluid superheat
Δ T was calculated from the dependence:

ΔT = T f − Tsat =
q · δT

λ f
. (15)

In (15) the thermal and hydraulic layer thicknesses were calculated from formulas [16], respectively:

ΔT = T f − Tsat =
q · δT

λ f
. δT = Pr− 1

3 δh, δh =
2μ

f wb ρ f
, (16)

where wb(y) = wx(y) and the Fanning friction factor was calculated as in [19]:

f Re f = 24

⎛⎜⎜⎜⎜⎝1− 1.3553
b
L
+ 1.9467

(
b
L

)2
− 1.7012

(
b
L

)3
+ 0.9564

(
b
L

)4
− 0.2537

(
b
L

)5⎞⎟⎟⎟⎟⎠. (17)

The known copper block temperature distributions and the temperature gradient were applied to
determine the heat transfer coefficient α(x) at the copper–fluid interface using the Robin boundary
condition:

α(x) =
−λC

∂TC
∂y (x, H2)

TC(x, H2) − T f ,ave(x)
. (18)

The reference temperature Tf, ave was the average fluid temperature along the depth of the fluid
layer equal to the diameter of emerging vapor bubble:

T f ,ave(x) =
1

2Rb

H2+2Rb∫
H2

T f (x, y)dy. (19)

The energy Equations (5) and (11) with a set of the adopted boundary conditions led to the solution
of two succeeding inverse heat conduction problems (IHCPs) in two domains of different shapes and
parameters. The Trefftz method with two sets of adequate T-functions was used to solve the problem.

The boundary conditions Equations (6)–(8) and the harmonic functions (T-functions), defined
in [6], were employed to solve Equation (5). Linear combination of T-functions approximated the copper
block temperature. These coefficients were found by minimization of the mean square error between
the approximated temperature and the boundary conditions. T-functions for homogeneous energy
equation, corresponding to energy Equation (11) were applied to find the flowing fluid temperature [20].

The fluid temperature was approximated by a sum of particular solution of Equation (11)
and the linear combination of the T-functions shown in [9]. Similar to the case of copper block
temperature, the boundary conditions for the fluid were adopted to compute the coefficients of that
linear combination.

4. Results and Discussion

The measurement procedure included recording the following quantities: temperature and
pressure at the channel inlet and outlet, differences in inlet and outlet pressures, volume flux of the
flowing medium, temperature at three selected points inside the copper block and also current and
voltage of the heater power supply. The measurements were taken for the following ranges of the
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experimental parameters: total heat flux generated by four external flat heaters 188 ≤ q ≤ 340 kW/m2,
inlet pressure 1.05 ≤ p ≤ 1.17 bar (practically constant), inlet fluid subcooling 3.6 ≤ Δ T ≤ 70.7 K and
mass flux 2.2 ≤ G ≤ 8.6 kg/(m2 s), 43 ≤ Re ≤ 229.

At the same time, flow boiling in the minichannel was filmed using high-speed video camera and
local void fractions ϕ(x) were measured on the basis of recorded images. The scripts developed in
Section 2.2 allowed the calculation of the void fraction for each pattern of two-phase flow structures
observed in this study. The experimental local values of the void fraction, measured along the
minichannel length, were approximated with broken lines, as shown in Figure 11.

Figure 11. Examples of recorded flow structures presented in (A1): q = 298.8 kW/m2, G = 8.6 kg/(m2 s);
(B1): q = 223.2 kW/m2, G = 2.2 kg/(m2 s). Corresponding void fractions (blue points), approximated
with broken lines (red lines), are shown in (A2) and (B2).

The results of numeric calculations presented in Figure 12 were obtained for experimental
parameters given in Section 4. In the first step, nine T-complete functions were used to calculate the
approximate two-dimensional temperature of the copper block TC for Equation (5). Next, by combining
four T-complete functions for Equation (20) and particular solution of Equation (11), the field of the
fluid temperature Tf was found.

Figure 12. Two-dimensional temperature fields of (a) the copper block and (b) flowing fluid obtained
by the Trefftz method for (A) heat flux q = 223.2 kW/m2 and mass flux G = 5.9 kg/(m2 s) and (B) heat
flux q = 340 kW/m2,mass flux G = 5.9 kg/(m2 s), (pictorial view, not to scale).

Fluid flowing into the minichannel substantially reduces the temperature of the copper block
across the contact area, Figure 12. The fluid motion in the minichannel causes heat transfer in the
direction of its axis. As a result, the temperature in the entire channel increases as does the void
fraction, which impairs heat transfer between the fluid and the heater. For this reason, in the final
section of the module, both the liquid temperature and the heater temperature increase significantly.
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The temperature distribution in both the fluid and the heating block, Figure 12, is as expected,
the isotherms run in a manner likely for the direction and intensity of flow and location of the heaters.
The charts are not fully comparable, because both parameters, G and q, are different for each case,
but the impact of the parameter change on the temperature field is clear.

The results of numeric calculations presented in Figure 12 were obtained for experimental
parameters given in Section 4. In the first step, nine T-complete functions were used to calculate the
approximate two-dimensional temperature of the copper block TC for Equation (5). Next, by combining
four T-complete functions for Equation (20) and particular solution of Equation (11), the field of the
fluid temperature Tf was found.

The boundary conditions adopted for the copper block and liquid temperatures were satisfied
with high accuracy. The maximum differences between the calculated and measured temperatures
of the copper block did not exceed 24 K (5.93%) for the first measuring point (from the inlet to
the minichannel), 19 K (4.45%) for the second and 16 K (3.72%) for the third measurement point.
Throughout the study, the largest errors were always at the first measuring point and the smallest at
the last. When identifying the liquid temperature, the maximum differences between the calculated
and measured temperature did not exceed 13 K (3.71%) at the inlet to the minichannel and 15 K
(4.65%) at the outlet from the minichannel. As in the case of thermocouples placed in the copper
block, the differences between the measured and calculated temperatures for liquids at the inlet to the
minichannel were in most cases higher than the differences at the outlet from the minichannel.

Variation of the heat transfer coefficient for the flowing two-phase mixture is shown in Figure 13
as the function of the distance from the minichannel inlet. It is presented for three selected mass fluxes
and varying heat flux. The heat transfer coefficient decreases as the distance from the inlet grows,
which is related to increasing void fraction. Some variation in this trend can be observed both at the
channel inlet and outlet. The growing heat flux also increases the heat transfer coefficient. Analysis of
graphs in Figure 13 shows a known pattern—an increase in flow intensity causes an increase in heat
transfer coefficient.

Figure 13. Heat transfer coefficient as a function of minichannel length (a) for G = 8.6 kg/(m2s),
(b) G = 5.9 kg/(m2 s) and (c) G = 2.2 kg/(m2s).

In the initial segment of the minichannel, changes in the calculated values of heat transfer
coefficients as a function of distance from the inlet, Figure 13, are non-physical in nature. This is the
result of boundary condition (6) adopted to stabilize the numeric procedure.

The shape of boiling curves presented in Figure 14 for various distances from the minichannel
inlet is similar to the initial section of standard boiling curve. The curves originate with segments
of steep dependence of the heat flux q versus the temperature difference TC, s − Tsat and flatten with
further increase of that difference. This results from the growing vapor phase (void fraction) and
approaching first boiling crisis. In the discussed experiment, the vapor was not superheated to prevent
possible thermal damage of the research facility. Therefore, the boiling curves are limited to their
initial segments.
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Figure 14. Boiling curves for selected points x along the minichannel length for (a) G = 2.2 kg /(m2 s),
(b) G = 5.9 kg /(m2 s) and (c) G = 8.6 kg /(m2 s).

The smaller the distance from the inlet, the greater is the heat flux q for the same temperature
difference between the heating surface and the boiling liquid. This result agrees qualitatively with the
results shown in Figure 13, because the heat transfer coefficient increases with the decreasing distance
to the inlet.

With increasing distance from the channel inlet, the temperature difference TC, s − Tsat must
increase to induce heat transfer of expected value. This is due to the increase in the amount of gaseous
phase in the two-phase mixture and thus in its insulating properties.

The uncertainties of the experimental parameters determined in study [2] were applied to calculate
the mean relative error (MRE) of the heat transfer coefficient α (x). Figure 15 shows the MRE as a
function of both heat flux and mass flux. When the heat flux supplied to the copper block increases,
the MRE decreases from the value of 4.2% for heat flux q = 188 kW/m2 down to 1.0% for q = 340 kW/m2.
For smaller mass fluxes, the MRE values are lower.

Figure 15. Mean relative error vs. (a) heat flux q, and (b) mass flux.

5. Conclusions

The experimental data gained at the Warsaw University of Technology, Plock Campus created a
ground for the completed numeric analysis. The design of the experimental setup allowed setting and
automatically acquiring temperature of the copper block and flowing fluid, fluid pressure, volumetric
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flow rate, heat flux and video recording for various positions of the video camera along the minichannel
length. During the experimental run the research schedule of the setup was under control of the
program created in the LabView environment. Data acquisition was controlled by the same script as
well. The configuration of the setup is flexible enough to provide the potential for further expansion of
the research program for new settings of thermal and flow parameters, channel space orientations and
channel geometry.

The unique feature of the photographic method developed in this research is the video registration
of the observed two-phase flow structure coupled with the measurement of the corresponding local
value of the void fraction. This idea is based on the conversion of the flat image of the vapor bubble into
the expected spatial shape. The obtained values of the void fraction were successfully applied in boiling
two-phase flow modeling and numeric calculations. Disadvantages of the photographic method
include 1) the requirement of quick collection of a large amount of data and 2) laborious conversion
and refinement of the data into the required void fraction values with dedicated Matlab scripts.

The mathematical approach to solving two sequential IHCPs in flow boiling in the asymmetrically
heated rectangular and horizontal minichannel was validated against experimental data. The employed
meshless Trefftz method, making use of two types of T-complete functions, allowed obtaining
approximate solutions of two coupled energy equations with their boundary conditions. The method
provided stable solution of IHCP and consequently granted determination of: 1) the two-dimensional
temperature distributions in two contacting domains, having different shapes and thermal features
(copper block and flowing fluid), 2) the heat flux transferred from the block to the flowing two-phase
mixture, and 3) the heat transfer coefficient on the contact surface between the copper block and flowing
fluid. The Trefftz method is not limited by the number or character of boundary conditions. They can
be established directly from temperatures or temperature gradients and they may have continuous
or discrete form as well. It is worth noting that the approximate solutions satisfy the governing
partial differential equations exactly and numeric calculations are not very much complicated because
T-complete functions are polynomials in the investigated case.

In the near future the research program will be extended to include water, ethanol and FC72 and
various minichannel space orientations [21].
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Nomenclature

Nomenclature

A area, cross-section, m2

a channel width, m
b channel depth, m
cp specific heat, J/(kgK)
D domain, mm
f Fanning friction factor
G mass flux, kg/(m2 s)
H height, m
L length, m
MRE mean relative error
p pressure, Pa
P ellipse semi-axis, m
Pr Prandtl number

154



Energies 2020, 13, 3973

q heat flux, kW/m2

R radius, m
Re Reynolds number
T temperature, K, ◦C
w velocity, m/s
x coordinate in the flow direction, m
y coordinate perpendicular to the flow direction, m
V volume, m3

∇2 = ∂2

∂x2 +
∂2

∂y2 Laplacian in Cartesian coordinates

Greek symbol

α heat transfer coefficient, W/(m2 K)
Δ difference
Φ Rayleigh dissipation function, s-2

φ void fraction
λ thermal conductivity, W/(m K)
μ dynamic viscosity, Pa s
ρ density, kg/m3

Ω negative heat source, W/m3

Subscripts

approx approximation
ave average
b bubble
C copper block
cam observed part of the minichannel
con convection
f fluid
h hydraulic
i i–th bubble,
in inlet
lb large bubble
out outlet
s surface
sat saturation
sb small bubble
T thermal
X in the flow direction
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7. Piasecka, M.; Hożejowska, S.; Poniewski, M.E. Experimental evaluation of flow boiling incipience of
subcooled fluid in a narrow channel. Int. J. Heat Fluid Flow 2004, 25, 159–172. [CrossRef]
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Abstract: Since refrigerants applied to vehicle air conditioning systems exacerbate global warming,
many studies have been conducted to supplement them. However, most studies have attempted to
maximize the efficiency and minimize the environmental impact of the refrigerant, and thus, an air
conditioning system without refrigerant is required. The vortex tube is a temperature separation
system capable of separating air at low and high temperatures using compressed air. When applied
to an air conditioning system, it is possible to construct an eco-friendly system that does not use
a refrigerant. In this paper, various temperature changes and characteristics of a vortex tube
were identified and applied to an air conditioning system simulation device. Additionally, an air
conditioning system simulation device using indirect heat exchange and direct heat exchange methods
was constructed to test the low-temperature air flow rate (yc), according to the temperature and
pressure. As a result of the experiment, the temperature of the indirect heat exchange method was
found to be higher than the direct heat exchange method, but the direct heat exchange method had
low flow resistance. As a result, the direct heat exchange method can easily control the temperature
according to the pressure and the low-temperature air flow rate (yc). Therefore, it was judged that the
direct heat exchange method is more feasible for use in air conditioning systems than the indirect
heat exchange method.

Keywords: vortex generator; vortex tube; temperature separation; the low-temperature air flow ratio
(yc), inlet pressure (Pi)

1. Introduction

With rapid industrialization, the share of fossil fuels has increased significantly from the beginning
of the industrial revolution to the present, and as means of transportation and efficient heating and
cooling systems have been developed, more environmental pollution has been produced. Furthermore,
the excessive use of refrigerant has caused environmental problems such as ozone layer destruction
and global warming, and the ripple effects are accelerating. Accordingly, restrictions on the use of CFC
(Chloro Fluoro Carbon)-based refrigerants have been strengthened, and R134a has been developed
as an alternative. This refrigerant has been applied to facilities such as automobile air conditioning
systems and household refrigerators. However, while R134a has an ozone depletion index of 0,
its global warming index of 1430 is insufficient to compensate for environmental problems [1,2]. As an
alternative to solve the problems associated with freon (CFC) used as a refrigerant in automobiles,
research has been actively conducted, where one possible measure is the vortex tube [3].
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The vortex tube was discovered by Ranque in 1928 and has since become widely promoted to
the academic community by Hilsch [4,5]. Thereafter, modeling studies were conducted by Fulton,
Stephan, Deissler and Permuter, Kassner, Upendra, and Gao et al. for energy separation, and models
proposed by Fulton and Kassner have been widely accepted [6–11]. Hilsch et al. experimented to
find nozzle diameters and low-temperature exit conditions for three cases of tube radii of 4.6 mm,
9.6 mm, and 17.6 mm. Westley et al. conducted a study on vortex tube dimensional conditions to find
the ratio of the tube area of the low-temperature air outlet area to the tube area of the nozzle’s total
area to spray compressed air into the tube [12]. Hartnett and Eckert et al. measured the tube velocity,
pressure, and temperature distribution through experiments and found that the vortex tube had a high
wall temperature and a low central temperature [13]. Takanama et al. designed the shape of a vortex
tube with high energy efficiency by researching the relationship between the temperature and velocity
distribution of air flowing in the vortex internal production chamber and the dimensions of the tube,
nozzle, and low-temperature outlet orifice [14]. Comassar and Stepan et al. presented a single-flow
vortex tube to evaluate the energy separation performance and confirmed that the counter-flow vortex
tube performance was higher than the single-flow vortex tube [15,16]. Frohlingsdorf et al. analyzed
energy separation and flow in a Ranque–Hilsch vortex tube using CFX, shear stress, and axial symmetry
models [17]. Smith Eiamsa-ard et al. performed a thermal separation simulation of a Ranque–Hilsch
vortex tube in a finite volume approach using a standard turbulence model and a logarithmic stress
model (ASM) [18]. Skye et al. compared the performance predicted by the CFD model with commercial
vortex tube experimental data and confirmed the industrial applicability of vortex tubes [19].

Until recently, studies on the industrial use of vortex tubes are ongoing, and experimental
analysis of vortex tube energy separation phenomena and comparative analysis through models are
continuously being studied [20–23]. B.E. Mtopi Fotso et al., and others, showed modeling and thermal
analysis of solar generators equipped with vortex tubes for hybrid vehicles, showing the application of
vortex tubes to vehicles [24]. Additionally, Hitesh R. Thakare et al. performed a technical and economic
evaluation of the vortex tube’s industrial applications to show that the industrial use of vortex tubes is
advantageous for shortening production cycles [25].

In this study, the vortex tube was found to be eco-friendly because it does not require a refrigerant;
and because it is sufficiently applicable to air conditioning systems in the future automobile field,
a study was conducted to integrate a vortex tube into a vehicle air conditioning system. The experiment
was performed by dividing it into two parts: an indirect heat exchange method and a direct heat
exchange method. In particular, among the factors affecting the energy separation of the vortex tube,
the temperature is controlled by controlling the supply pressure (Pi), the nozzle area ratio (Sn), and the
number of nozzle holes (Nh) of the vortex tube generator, and the low-temperature air flow rate
(yc) is controlled using a throttle valve. We obtained the experimental data for the four basic and
influential characteristics in the characteristic experiment, and based on this, analyzed the optimum
temperature characteristics by installing them in heat exchangers of different shapes using the indirect
and direct methods.

2. Experimental Approach

2.1. Principle of Vortex Tube

The vortex tube is an energy separation device that separates compressed air into hot and cold air
samples without chemical reaction or combustion. The vortex tube has a simple structure, but the
cause and phenomenon of energy separation are complicated. In general, Fulton’s theory describing
the domains of free vortex and forced vortex is accepted. According to the theory, compressed fluid
forms a free vortex with high velocity at the tangential nozzle of the tube.

wr2 = const. (1)
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At this time, as the flow proceeds toward the throttle valve, the free vortex is the result of friction
between the fluid layers, and a forced vortex is formed in the center of the tube.

w = const. (2)

Due to this change in flow type, momentum transfer occurs from the center of the tube to the wall,
and the center of the vortex is cooled more than the outside. However, to achieve energy balance, heat is
transferred to the inner layer; however, since the momentum transfer is greater than the transfer of heat,
the outside air temperature rises as does the stagnant temperature, and air is discharged through the
throttle valve as a high-temperature flow. At this time, the fluid inside drops to a lower temperature
by losing momentum greater than the received thermal energy, and becomes a low-temperature flow
with temperature lower than the inlet temperature; this air is discharged to the outside through the
low-temperature outlet orifice. Figures 1 and 2 clearly show the phenomenon of this vortex tube [26].
What is shown in the vertical direction in Figure 1 is a visual representation of the force magnitude in
the vortex tangent direction.

Figure 1. Cross-section of the vortex tube in the “free” and “forced” vortex flow.

Figure 2. Supposed flow pattern and energy flow in the counter flow type.

2.2. Setup of Feasibility Study

In this study, the vortex tube device was applied to a vehicle air conditioning system. Therefore,
through a basic experiment with an actual manufactured vortex tube, it was confirmed whether
energy separation had been properly performed; also, the number of nozzle holes (Nh) of the vortex
generator was changed according to the supply pressure (Pi) to change the temperature according to

159



Energies 2020, 13, 5227

the low-temperature airflow ratio (yc). Schematics of the basic experimental device and the actual
experimental device are shown in Figures 3 and 4.

Compressor  Air Dryer  Pressure regulator  Air filter 

 Air surge  Check valves  Vortex generator  Holder 

 Nozzle  Sleeve  Orifice  Vortex tube 

 Throttle valve  Air flowmeter  Data logger  Lap top 

Figure 3. Schematic diagram of the vortex tube system.

The specifications of the vortex tube produced in the experiment are shown in Table 1. The air
conditioning system to be applied to the experiment was divided into two types: an indirect heat
exchange method and a direct heat exchange method.

Table 1. Dimension of the vortex tube.

Parameter Value Unit

Tube length (L) 128 mm
Inlet diameter of vortex tube (D) 9.8 mm
Inner diameter of nozzles (Dn) 1, 1.2, 1.4, 1.7, 2.1 mm

Diameter of cold end orifice (dc) 6 mm
Number of nozzle holes (Nh) 4, 5, 6, 7, 8 -

Nozzle area ratio (Sn) 0.142 -

Compressed air that has undergone energy separation through the vortex tube first controls
the temperature through a low-temperature and high-temperature valve, and this air is moved into
the chamber through an indirect heater core where heat exchange is performed using a direct air
conditioning filter. The temperature is measured. The heater core of the indirect heat exchanger used
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in the experiment is shown in Figure 5; the air conditioning filter of the direct heat exchanger is shown
in Figure 6.

Figure 4. Photograph of the experimental apparatus for the vortex tube.

Figure 5. Indirect type heater core.
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Figure 6. Direct type air conditioning filter.

2.3. Experimental Apparatus

Figures 7 and 8 show the schematic and actual experimental device for the indirect heat exchanger.
Figures 9 and 10 show a schematic of the direct heat exchange method and an actual experimental
device. Configurations of the experimental device for the vortex tube can be largely divided into three
types: a supply unit that supplies compressed air, a test unit that performs temperature separation
experiments, and a control unit that controls the system. The supply section consists of an air
compressor, air dryer, air surge tank, and pressure regulator, which supplies compressed air. The test
section consists of a vortex tube and a throttle valve, thermocouple, pressure gauge, flow meter, etc.,
that can control the low-temperature air flow rate (yc). The control part is composed of a part that
controls pressure and flow rate and a part that checks data from each temperature sensor. The air
entering the inlets (shown in Figures 7 and 9) is hot and cold air separated through the vortex tube;
this air is supplied to each inlet. Table 2 shows the specifications of the device used in the experiment.

The compressed air produced by the compressor enters the surge tank. After enough air is present
in the surge tank, it passes through the filter and is supplied to the vortex tube inlet. This phenomenon
is a process that is conducted to catch the pulsation of the air generated by the compressor, and the
following method was used to reduce the experimental error. Then, the supplied air passes through
the vortex generator, and the vortex is generated inside the experimental apparatus. The generated
vortex induces an energy separation phenomenon in the tube structure, and air separates into hot air
and cold air and is discharged. Each type of air is then heat exchanged through the heater core. The air
that has undergone heat exchange and the outside air are mixed in the chamber; according to the flow
of the air, the experiment was performed by dividing it into indirect and direct methods. If there was
no difference of 0.1 ◦C for 100 s, the temperature was determined to be in a normal state, and the
corresponding temperature was measured. In addition, the reliability of the experimental results was
secured through repeated experiments.
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 Tc inlet air  Tc to Th Connection  Inlet air 

 Th inlet air  Heater core inlet  Fan 

 Tc 3way valve  Heater core outlet  Outlet air 

 Th 3way valve  Heater core 
 Data logger 

 Lap top 

Figure 7. Schematic diagram of the indirect heater core.

Figure 8. Photograph of an indirect experimental device with a heater core.
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 Tc inlet air  Tc to Th Connection  Fan 

 Th inlet air  Chamber inlet  Outlet air 

 Tc 3way valve  Chamber  Data logger 

 Th 3way valve  Air conditioning filter  Lap top 

Figure 9. Schematic diagram of the direct air conditioning filter.

Figure 10. Photograph of the direct experimental device with air conditioning filter.
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Table 2. Range and uncertainly of the equipment used in the experiment.

Instrument Model Range Uncertainly

Graphtec GL 840 Midi Logger - ±0.5%
Thermo-couple K-type −100 to 650 ◦C ±2.5 ◦C
Pressure sensor Dream31 (A-type) Dream −1 to 6 bar ±1.5%
Gas regulator Renown 0–6 bar ±2.0%

Air compressor Renown 20 HP -
Air surge tank Renown 280 L -

3. Results and Discussion

3.1. Temperature Change According to Pressure and Generator Nozzle

The temperature change according to the pressure in the vortex tube device and the number of
nozzles of the generator was investigated. The nozzle area ratio of Sn = 0.142 was set using a commonly
known standard. The nozzle area ratio is the standard of the vortex tube that is set to best separate
high temperature air. In addition, since the vortex formed in the vortex tube varies depending on the
inlet supply pressure, the experiment was performed between Pi = 0.5 kgf/cm2 and Pi = 5.0 kgf/cm2 at
Pi = 0.5 kgf/cm2 intervals. For each experiment, the high-temperature air temperature difference ΔTh

and the low-temperature air temperature difference ΔTc at low temperature air flow rate (yc) = 0.1~1.0
were measured. Results are shown in Figures 11–20.

Figure 11. Temperature differences ΔTh and ΔTc according to inlet pressure (Pi) 0.5 kgf/cm2.
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Figure 12. Temperature differences ΔTh and ΔTc according to inlet pressure (Pi) 1.0 kgf/cm2.

Figure 13. Temperature differences ΔTh and ΔTc according to inlet pressure (Pi) 1.5 kgf/cm2.
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Figure 14. Temperature differences ΔTh and ΔTc according to inlet pressure (Pi) 2.0 kgf/cm2.

Figure 15. Temperature differences ΔTh and ΔTc according to inlet pressure (Pi) 2.5 kgf/cm2.
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Figure 16. Temperature differences ΔTh and ΔTc according to inlet pressure (Pi) 3.0 kgf/cm2.

Figure 17. Temperature differences ΔTh and ΔTc according to inlet pressure (Pi) 3.5 kgf/cm2.
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Figure 18. Temperature differences ΔTh and ΔTc according to inlet pressure (Pi) 4.0 kgf/cm2.

Figure 19. Temperature differences ΔTh and ΔTc according to inlet pressure (Pi) 4.5 kgf/cm2.
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Figure 20. Temperature differences ΔTh and ΔTc according to inlet pressure (Pi) 5.0 kgf/cm2.

According to the experimental results, it was confirmed that ΔTh showed the highest
high-temperature air from yc = 0.6 to 0.8 at high temperatures, and yc = 0.8 in the case of ΔTh, max as
the pressure increased. In the case of low temperature, ΔTc showed the maximum low-temperature
air from yc = 0.4 to 0.6, and in the case of ΔTc, max in the same case as the high temperature, yc = 0.5.
As a result of these experiments, when the throttle valve on the high-temperature outlet is closed,
yc increases and the flow cross-sectional area of the high-temperature outlet decreases. Therefore,
the air at the high-temperature outlet flows back to the relatively low-temperature outlet, and the
central flow becomes smooth. Additionally, when yc relatively decreases, the flow cross-sectional area
of the high-temperature outlet becomes wider, and ΔTc tends to increase because the stagnation point in
the vortex tube moves more toward the high-temperature outlet than it does when yc increases. It was
judged that ΔTh and ΔTc increased because of active energy separation due to increases in momentum
transfer between the central flow and the flow near the wall due to the change in yc. Through the
experiments, it was found that ΔTh and ΔTc increased in a similar manner as the inlet pressure
(Pi) flowing into the vortex tube increased. As the inlet pressure increased, the flow rate increased,
and so the energy loss of the flow decreased, regardless of the number of nozzles, and the energy
separation phenomenon became relatively large. This experiment trend showed similar tendencies
of low-temperature outlet flow rate and entire pressure section, just as in Stephan [7]. Table 3 shows
the ΔTh, max and ΔTc, max values of yc, and the number of nozzles depending on the pressure; in the
case of Th, it can be seen that the number of nozzles varied from inlet pressure Pi = 0.5 to 2.0 kgf/cm2.
However, after Pi = 2.0 kgf/cm2, it can be seen that the number of nozzles appears constant; in the
case of Tc, the number of nozzles seems to change at Pi = 1.0 kgf/cm2. Overall, in the case of Th,
the temperature was highest at yc = 0.8, and the nozzles were found to be efficient when they had
seven holes. Tc was found to have its lowest temperature at yc = 0.5, and the number of nozzles was
found to be efficient at seven.
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Table 3. Th, max and Tc, max of yc and nozzle holes depending on the pressure.

Pi Th, max yc Nh Tc, max yc Nh

0.5 8.86 ◦C 0.6 5 hole −5.57 ◦C 0.5 7 hole
1.0 15.06 ◦C 0.8 7 hole −14.17 ◦C 0.5 6 hole
1.5 24.51 ◦C 0.8 6 hole −15.90 ◦C 0.5 7 hole
2.0 30.42 ◦C 0.8 4 hole −20.08 ◦C 0.5 7 hole
2.5 37.17 ◦C 0.8 7 hole −24.06 ◦C 0.5 7 hole
3.0 45.55 ◦C 0.8 7 hole −26.90 ◦C 0.5 7 hole
3.5 47.61 ◦C 0.8 7 hole −29.66 ◦C 0.5 7 hole
4.0 53.38 ◦C 0.8 7 hole −32.05 ◦C 0.5 7 hole
4.5 57.70 ◦C 0.8 7 hole −34.46 ◦C 0.5 7 hole
5.0 60.51 ◦C 0.8 7 hole −36.33 ◦C 0.5 7 hole

3.2. Discharge Flow Rate and Temperature Difference between ΔTh, max and ΔTc, max According to Pressure

As an initial experiment, we tried to determine the total flow rate according to the supply pressure.
The table that summarizes the data according to the number of nozzles is shown in Figure 21.

Figure 21. Total discharge flow rate of intake air pressure by the number of nozzles.

The nozzle cross-section (Sn) of the generator was selected as a high-temperature type. As a result
of experiments on low-temperature and high-temperature type nozzles, the temperature difference
was found not to be large in the low-temperature region, but showed a difference of about 8 ◦C in the
high-temperature region. This phenomenon is considered to be due to an increase in flow resistance
because the cross-sectional area of the high-temperature nozzle has a smaller area ratio than that of the
low-temperature nozzle. This can be seen in the nozzle cross-section experiment [27]. The purpose of
this experiment was to determine the conditions for effective temperature separation characteristics
with minimal flow. Like in the basic experiment, the supply pressure between Pi = 0.5 kgf/cm2

and Pi = 5.0 kgf/cm2 to the vortex generator was set at the interval of Pi = 0.5 kgf/cm2. In the
experiment, it can be seen that the discharge flow rate increased proportionally as the inlet supply
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pressure increased, regardless of the number of generator nozzles. Under the same pressure condition,
the number of nozzles tends to slightly increase as the size of the nozzle decreases, which means
that when the generator’s nozzle cross-section (Sn) is the same, as the number of generator nozzles
decreases, the nozzle inner diameter (Dn) of the nozzle cross-section (Sn) increases. Therefore, it is
considered that the total discharge flow rate increases because the flow resistance of compressed
air, through which the supply pressure flows through the generator nozzle, decreases. From the
experimental results, according to the number of nozzles and the supply pressure of the vortex
generator, the maximum high-temperature air temperature difference (ΔTh, max) and the maximum
low-temperature air temperature difference (ΔTc, max) under each condition are determined and shown
in Figure 22.

Figure 22. Temperature difference ΔTh, max and ΔTc, max according to the number of nozzle holes.

As a result of the experiment, most high-temperature and low-temperature air temperature
separation characteristics showed good efficiency under certain conditions in the case of the seven
nozzles, but there was not a large difference in temperature. Furthermore, it can be seen that
for the temperature separation characteristic, the maximum high-temperature air temperature
difference (ΔTh, max) and the maximum low-temperature air temperature difference (ΔTc, max) changed
significantly as the supply pressure increased. The high-temperature air of the seven nozzles with
high efficiency changed from 7.99 ◦C when the maximum hot air temperature difference (ΔTh, max)
Pi = 0.5 kgf/cm2 to 60.51 ◦C when Pi = 5.0 kgf/cm2, and showed a temperature difference of 52.52 ◦C.
The low temperature air varied from −5.57 ◦C when the maximum low temperature air temperature
difference (ΔTc,max) Pi = 0.5 kgf/cm2 to −36.33 ◦C when Pi = 5.0 kgf/cm2, and showed a temperature
difference of 30.76 ◦C. The result of this experiment provides information for the application of a vehicle
air conditioning system. Current air conditioning systems for vehicles have values of Pi = 2.5 kgf/cm2

to Pi = 5.0 kgf/cm2, where the temperature change is constant in a vehicle with an air conditioning
system using a refrigerant. Based on the experimental results, it is considered that controlling the flow
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rate and temperature values required for heating and cooling by checking the discharge flow rate and
the temperature difference between the hot and cold parts is a key point.

3.3. Temperature Control of Indirect Heat Exchange Method According to Pressure

To measure the temperature of the indirect heat exchanger, between Pi = 0.5 kgf/cm2 and
Pi = 5.0 kgf/cm2 and Pi = kgf/cm2 were set based on the number of nozzles of the vortex generator,
which was the most efficient in the basic experiment. In the high-temperature type device,
the experiment was conducted at a section yc = 0.6 to 0.8 at a point where the efficiency of the
low-temperature air flow rate (yc) was good; the experiment was conducted at yc = 0.4 to 0.6 for a
section of low-temperature type. Figure 23 shows these results graphically. As in the basic experiment,
it can be seen that the vortex tube increases in efficiency with increasing pressure. In the experiment,
the value of Taoc (◦C) is the point at which the temperature of both the vortex tube cold and hot outlets
passes through the heater core. Additionally, the value of ΔTac (◦C) was expressed by measuring the
temperature of the flow flowing into the front and rear ends of the chamber surrounding the heater
core. In the case of Taoc (◦C), the temperature was measured by comparing the low-temperature air
flow rate (yc) of the flow. In the low-temperature region, the temperature difference of Taoc (◦C) was not
large, but it was 21.84 ◦C when Pi = 0.5 kgf/cm2 at yc = 0.6, where the efficiency was best in proportion
to the discharge flow rate, and when Pi = 5.0 kgf/cm2. The temperature difference changed to 9.87 ◦C
and showed a maximum temperature difference of 11.97 ◦C. The value of ΔTac (◦C) was also measured
using the low-temperature airflow ratio (yc), and the temperature difference was similar to Taoc (◦C).
The value of ΔTac (◦C) showed values of −0.03 ◦C when Pi = 0.5 kgf/cm2 at yc = 0.6, and −11.92 ◦C
when Pi = 5.0 kgf/cm2, resulting in a maximum temperature difference of 11.95 ◦C. Through this,
the low-temperature measurement of the indirect heat exchange method according to the pressure,
yc = 0.5 was excellent in the basic experiment, but when heat exchange was performed, the resulting
value of yc = 0.6, which indicates a relatively large discharge flow rate due to flow rate resistance,
was the best.

Figure 23. Indirect heat exchange method of ΔTaoc and ΔTac according to pressure.
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As can be seen in Figure 24, the temperature difference was higher in the high-temperature
region than in the low-temperature region. At yc = 0.8, the highest temperature of Taoc (◦C),
when Pi = 0.5 kgf/cm2, was 23.00 ◦C; when Pi = 5.0 kgf/cm2, this value changed to 38.79 ◦C, showing a
maximum temperature difference of 15.79 ◦C. The value of ΔTac (◦C) was measured through the
low-temperature airflow ratio (yc), and the temperature difference had a result somewhat similar to
that for Taoc (◦C). At yc = 0.8, Pi = 0.5 kgf/cm2 showed a difference of 0.02 ◦C, and Pi = 5.0 kgf/cm2

showed a difference of 15.95 ◦C; the pressure difference resulted in a maximum temperature difference
of 15.93 ◦C. However, in the high-temperature region of the indirect heat exchange method, it was
confirmed that, unlike in the case at low temperature, the influence of pressure was large. In the case of
yc = 0.8, it can be seen that the discharge flow rate is low and the temperature change is small until the
pressure becomes Pi = 3.0 kgf/cm2; the pressure changes significantly after Pi = 3.0 kgf/cm2. Through
these experiments, it is thought that the reaction rate of the heat exchanger will be higher than between
yc = 0.7 and 0.8 in the indirect heat exchange method when yc = 0.6, which has a constant temperature
change and a large discharge flow rate. Therefore, as a result of confirming the temperature difference
according to the low-temperature air flow rate (yc) through an indirect heat exchange method that
changes according to the pressure, it was determined that a value of yc = 0.6 is suitable for regions of
both low temperature and high temperature.

Figure 24. Indirect heat exchange method of ΔTh according to pressure.

3.4. Temperature Control of Direct Heat Exchange Method According to Pressure

To evaluate the temperature difference with the indirect heat exchange method using the vortex
tube, the supply pressure between Pi = 0.5 kgf/cm2 and Pi = 5.0 kgf/cm2 was the same as that in the
basic experiment using seven nozzles for the vortex generator under the same test conditions. The inlet
pressure was set at Pi = 0.5 kgf/cm2 intervals. Furthermore, as the direct heat exchange method has a
larger discharge flow rate than that of the indirect heat exchange method, experiments were conducted
at yc = 0.3 to 0.8 for both the low-temperature type and the high-temperature type by increasing
the section of the low-temperature air flow rate (yc). To make a difference from the indirect heat
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exchange method, a heater core that does heat exchange was not used. Figures 25 and 26 are the
results of experiments conducted in a direct manner in which compressed air, which has undergone
temperature separation, enters the chamber directly and is discharged through an air conditioning
filter. Through the experiments, the value yc = 0.6, which indicates the best efficiency at the exit of
the low-temperature region, led to a value of Tco (◦C) = 21.76 ◦C when Pi = 0.5 kgf/cm2; this changed
to 9.87 ◦C when Pi = 5.0 kgf/cm2, resulting in a maximum of 11.89 ◦C ΔTah (◦C). Through this direct
heat exchange method, the low-temperature airflow ratio (yc) did not change between the indirect and
direct heat exchange methods. As a result of an experiment that involved adding yc = 0.3, 0.7, and 0.8
of Tco (◦C) in the direct heat exchange method, it was confirmed that the efficiency decreased as the
pressure increased because the flow rate was insufficient in the low-temperature region, similar to the
cases of yc = 0.6, 0.7. It was confirmed that Tho (◦C) produces a high-temperature region and has a
resulting value similar to that of the indirect heat exchange method and similar to the value of the
low-temperature region. The efficiency at Tho (◦C) was the best at yc = 0.6; when Pi = 0.5 kgf/cm2,
it was 22.97 ◦C. Additionally, when Pi = 5.0 kgf/cm2, it changed to 34.66 ◦C and showed a maximum
temperature difference of 11.63 ◦C. Comparing the two areas, when the ratio of the discharge flow rate
became high (yc = 0.3 to 0.4), it showed a trend similar to that in the basic experiment. This is because
the supply pressure increases as the discharge flow rate increases in the high-temperature region,
thereby increasing the flow rate discharged to the high-temperature outlet stage. Therefore, heat loss
in the high-temperature chamber decreased, and the amount of temperature change decreased.

Figure 25. Direct heat exchange method of ΔTco according to pressure.
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Figure 26. Direct heat exchange method of ΔTho according to pressure.

4. Conclusions

Using a vortex tube, a basic experiment was conducted to investigate the temperature separation
phenomenon according to the number of nozzles of the generator according to the supply pressure (Pi)
and the low-temperature air flow rate (yc). In basic temperature difference experiments, the following
conclusions were obtained using indirect and direct methods with a heater core that can be applied to
a vehicle air conditioning system.

1. When the supply pressure between Pi = 0.5 kgf/cm2 and Pi = 5.0 kgf/cm2, the maximum
high-temperature air temperature difference (ΔTh, max) appeared at yc = 0.8, and the maximum
low-temperature air temperature difference (ΔTc, max) appeared at yc = 0.5.

2. Using 4, 5, 6, 7, and 8 nozzles in the vortex tube generator, the maximum high-temperature
air temperature difference (ΔTh, max) and the maximum low-temperature air temperature difference
(ΔTc, max) appeared for the maximum number of seven nozzles of the vortex tube generator.

3. The total discharge flow rate was tested by setting the supply pressure between Pi = 0.5 kgf/cm2

and Pi = 5.0 kgf/cm2 at intervals of Pi = kgf/cm2 at the nozzle area ratio Sn = 0.142 (high temperature
type). The discharge flow rate tended to increase in proportion to the pressure increase; and, as the
number of nozzles of the generator decreased, the nozzle inner diameter (Dn) increased, resulting in
four nozzles having the highest discharge flow rate.

4. In the indirect heat exchange method, efficiency was best at yc = 0.8 in the high-temperature
region, and at yc = 0.5 in the low-temperature region.

5. According to the results of temperature measurement in the indirect heat exchange method,
Taoc (◦C) changed from 21.84 ◦C to 9.87 ◦C when the pressure was between Pi = 0.5 kgf/cm2 and
Pi = 5.0 kgf/cm2 in the low-temperature region at yc = 0.6 and in the high-temperature region at yc = 0.8.
Taoh (◦C) showed a maximum change of 15.79 ◦C, from 23.00 ◦C to 38.79 ◦C.

6. In the direct heat exchange method, the flow rate was slower than in the indirect heat exchange
method, so the discharge flow rate was large; the area of the low-temperature air flow rate (yc) was
measured at yc = 0.3~0.8. Excellent results were obtained in the two regions at yc = 0.6. Unlike in the
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indirect method, yc = 0.6 was excellent at high temperature, and seems to have been affected by the
discharge flow rate.

7. According to the temperature measurement results using the direct heat exchange method,
when yc = 0.6 and between Pi = 0.5 kgf/cm2 and Pi = 5.0 kgf/cm2, Tco (◦C) changed from 21.76 ◦C to
9.87 ◦C and its maximum difference was 11.89 ◦C. Additionally, Tho (◦C) showed a maximum change
of 11.63 ◦C from 22.97 ◦C to 34.66 ◦C.

To conclude this study, the temperature difference between the indirect heat exchange method and
the direct heat exchange method showed a maximum value of about 4 ◦C in the high-temperature region;
the temperature difference in the low-temperature region was insignificant. Although the indirect
heat exchange method looks slightly better when comparing the time to reach normal temperature,
the indirect heat exchange method takes about four times longer than the direct heat exchange method,
and the direct heat exchange method seems to have an excellent reaction speed. This is because the use
of an indirect heat exchange type heater core induces flow velocity resistance, and the heat exchange
of the heater core is performed only with air. However, when applied to an air conditioning system,
the indirect heat exchange method, using external air or internal air, can implement a filter to reduce
foreign substances; however, in the direct method, compressed air can be filtered only through the
air conditioning filter. It is thought that it may be necessary to solve this problem. Therefore, for a
vehicle air conditioning system, a direct heat exchange method with low reaction speed and low
flow resistance can be used and, in the case of low-temperature airflow ratio (yc), a value of yc = 0.6,
with high efficiency in both the low temperature and high-temperature regions, will subsequently be
used in the air conditioning system of an eco-friendly vehicle. It is judged that this system can be
applied and used effectively.
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Nomenclature

A The rate of vortex flow coming inside [L/min]
c Constant
D The inner diameter of the vortex tube [mm]
dc The diameter of cold end orifice [mm]
Dn The inner diameter of nozzles [mm]
L Tube length [mm]
Pi The pressure of inlet air [kgf/cm2]
Q Mean air flow rate [L/min]
Sn Nozzle area ratio(nozzle sectional area/vortex tube sectional area [-]
T Static temperature [K]

ΔTac
The temperature difference between inlet air and cold outlets air for chamber [◦C]
(ΔTac = Taoc − Tai)

ΔTah
The temperature difference between inlet air and hot outlets air for chamber [◦C]
(ΔTah = Taoh – Tai)

Taoc The temperature of outlets cold air for chamber [◦C]
Taoh The temperature of outlets hot air for chamber [◦C]
Tc The temperature of cold air [◦C]

ΔTc
The temperature difference between inlet air and cold air [◦C]
(ΔTc = Tc – To)
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ΔTc, max The maximum temperature difference between inlet air and cold air [◦C]
Tco The temperature of cold outlet air for after passing the fan [◦C]
Th The temperature of hot air [◦C]

ΔTh
The temperature difference between inlet air and hot air [◦C]
(ΔTh = Th – To)

ΔTh, max The maximum temperature difference between inlet air and hot air [◦C]
Tho The temperature of hot outlet air for after passing the fan [◦C]
Tai The temperature of inlet air for chamber [◦C]
ΔTw, max The maximum temperature difference between inlet air and hot wall [◦C]
yc Cold air mass flow ratio (cold air mass flow/inlet air mass flow)
w Angular velocity [L/s]
r Diameter radial direction

Subscript

c Cold air
h Hot air
I Inlet air
max Maximum
N Nozzle and number
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