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Preface to “Harmonic Oscillators and Two-by-two 
Matrices in Symmetry Problems in Physics” 

This book consists of articles published in the two Special Issues entitled "Physics Based on Two-
By-Two Matrices" and "Harmonic Oscillators in Modern Physics", in addition to the articles published 
by the issue editor that are not in those Special Issues. 

With a degree of exaggeration, modern physics is the physics of harmonic oscillators and two-
by-two matrices. Indeed, they constitute the basic language for the symmetry problems in physics, and 
thus the main theme of this journal. There is nothing special about the articles published in these 
Special Issues. In one way or another, most of the articles published in this Symmetry journal are based 
on these two mathematical instruments. 

What is special is that the authors of these two Special Issues were able to recognize this aspect of 
the symmetry problems in physics. They are not the first to do this. In 1963, Eugene Wigner was 
awarded the Nobel prize for introducing group theoretical methods to physical problems. Wigner's 
basic scientific language consisted of two-by-two matrices. 

Paul A. M. Dirac's four-by-four matrices are two-by-two matrices of two-by-two matrices. In 
addition, Dirac had another scientific language. He was quite fond of harmonic oscillators. He used the 
oscillator formalism for the Fock space which is essential to second quantification and quantum field 
theory. The role of Gaussian functions in coherent and squeezed states in quantum optics is well 
known. In addition, the oscillator wave functions are used as approximations for many complicated 
wave functions in physics. 

Needless to say, spacial relativity and quantum mechanics are two of the greatest achievements 
in physics of the past century. Dirac devoted lifelong efforts to making quantum mechanics compatible 
with Einstein's spacial relativity. He was interested in oscillator wave functions that can be Lorentz-
boosted. 

This journal will be publishing many interesting papers based on two-by-two matrices and 
harmonic oscillators. The authors will be very happy to acknowledge that they are following the 
examples of Dirac and Wigner. We all respect them. 

Young Suh Kim 
Special Issue Editor 
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Abstract: We consider a (2 + 1)-dimensional massless Dirac equation in the presence of complex
vector potentials. It is shown that such vector potentials (leading to complex magnetic fields) can
produce bound states, and the Dirac Hamiltonians are η-pseudo Hermitian. Some examples have
been explicitly worked out.

Keywords: pseudo Herimitian Hamiltonians; two-dimensional Dirac Equation; complex magnetic fields

1. Introduction

In recent years, the massless Dirac equation in (2 + 1) dimensions has drawn a lot of attention,
primarily because of its similarity to the equation governing the motion of charge carriers in graphene
[1,2]. In view of the fact that electrostatic fields alone cannot provide confinement of the electrons,
there have been quite a number of works on exact solutions of the relevant Dirac equation with
different magnetic field configurations, for example, square well magnetic barriers [3–5], non-zero
magnetic fields in dots [6], decaying magnetic fields [7], solvable magnetic field configurations [8],
etc. On the other hand, at the same time, there have been some investigations into the possible role of
non-Hermiticity and PT symmetry [9] in graphene [10–12], optical analogues of relativistic quantum
mechanics [13] and relativistic non-Hermitian quantum mechanics [14], photonic honeycomb lattice
[15], etc. Furthermore, the (2 + 1)-dimensional Dirac equation with non-Hermitian Rashba and scalar
interaction was studied [16]. Here, our objective is to widen the scope of incorporating non-Hermitian
interactions in the (2 + 1)-dimensional Dirac equation. We shall introduce η pseudo Hermitian
interactions by using imaginary vector potentials. It may be noted that imaginary vector potentials
have been studied previously in connection with the localization/delocalization problem [17,18],
as well as PT phase transition in higher dimensions [19]. Furthermore, in the case of the Dirac
equation, there are the possibilities of transforming real electric fields to complex magnetic fields and
vice versa by the application of a complex Lorentz boost [20]. To be more specific, we shall consider
η-pseudo Hermitian interactions [21] within the framework of the (2 + 1)-dimensional massless Dirac
equation. In particular, we shall examine the exact bound state solutions in the presence of imaginary
magnetic fields arising out of imaginary vector potentials. We shall also obtain the η operator, and it
will be shown that the Dirac Hamiltonians are η-pseudo Hermitian.

2. The Model

The (2 + 1)-dimensional massless Dirac equation is given by:

Hψ = Eψ, H = cσ · P = c

(
0 P−

P+ 0

)
, ψ =

(
ψ1

ψ2

)
(1)

Symmetry 2014, 6, 103–110 3 www.mdpi.com/journal/symmetry
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where c is the velocity of light and:

P± = (Px ± iPy) = (px + Ax)± i(py + Ay) (2)

In order to solve Equation (1), it is necessary to decouple the spinor components. Applying the
operator, H, from the left in Equation (1), we find:

c2

(
P−P+ 0

0 P+P−

)
ψ = E2ψ (3)

Let us now consider the vector potential to be:

Ax = 0, Ay = f (x) (4)

so that the magnetic field is given by:
Bz(x) = f ′(x) (5)

For the above choice of vector potentials, the component wave functions can be taken of the form:

ψ1,2(x, y) = eikyyφ1,2(x) (6)

Then, from (3), the equations for the components are found to be (in units of h̄ = 1):

[
− d2

dx2 + W2(x) + W ′(x)
]

φ1(x) = ε2φ1(x)

[
− d2

dx2 + W2(x)− W ′(x)
]

φ2(x) = ε2φ2(x)
(7)

where ε = (E/c), and the function, W(x), is given by:

W(x) = ky + f (x) (8)

2.1. Complex Decaying Magnetic Field

It is now necessary to choose the function, f (x). Our first choice for this function is:

f (x) = −(A + iB) e−x, − ∞ < x < ∞ (9)

where A > 0 and B are constants. This leads to a complex exponentially decaying magnetic field:

Bz(x) = (A + iB)e−x (10)

For B = 0 or a purely imaginary number (such that (A+ iB) > 0), the magnetic field is an exponentially
decreasing one, and we recover the case considered in [7,8].

Now, from the second of Equation (7), we obtain:

[
− d2

dx2 + V2(x)
]

φ2 =
(

ε2 − k2
y

)
φ2 (11)

where:
V2(x) = k2

y + (A + iB)2 e−2x − (2ky + 1)(A + iB) e−x (12)

4
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It is not difficult to recognize V2(x) in Equation (12) as the complex analogue of the Morse potential
whose solutions are well known [22,23]. Using these results, we find:

E2,n = ±c
√

k2
y − (ky − n)2

φ2,n = tky−ne−t/2L
(2ky−2n)
n (t), n = 0, 1, 2, .... < [ky]

(13)

where t = 2(A + iB)e−x and L(a)
n (t) denote generalized Laguerre polynomials. The first point to

note here is that for the energy levels to be real, it follows from Equation (13) that the corresponding
eigenfunctions are normalizable when the condition ky ≥ 0 holds. For ky < 0, the wave functions are
not normalizable, i.e., no bound states are possible.

Let us now examine the upper component, φ1. Since φ2 is known, one can always use the
intertwining relation:

cP−ψ2 = Eψ1 (14)

to obtain φ1. Nevertheless, for the sake of completeness, we present the explicit results for φ1. In this
case, the potential analogous to Equation (12) reads:

V1(x) = k2
y + (A + iB)2 e−2x − (2ky − 1)(A + iB) e−x (15)

Clearly, V1(x) can be obtained from V2(x) by the replacement ky → ky − 1, and so, the solutions can be
obtained from Equation (13) as:

E1,n = ±c
√

k2
y − (ky − n − 1)2

φ1,n = tky−n−1e−t/2L
(2ky−2n−2)
n (t), n = 1, 2, .... < [ky − 1]

(16)

Note that the n = 0 state is missing from the spectrum Equation (16), so that it is a singlet state.
Furthermore, E2,n+1 = E1,n, so that the ground state is a singlet, while the excited ones are doubly
degenerate. Similarly, the negative energy states are also paired. In this connection, we would like to
note that {H, σ3} = 0, and consequently, except for the ground state, there is particle hole symmetry.
The wave functions for the holes are given by σ3ψ. The precise structure of the wave functions of the
original Dirac equation are as follows (we present only the positive energy solutions):

E0 = 0, ψ0 =

(
0

φ2,0

)

En+1 = c
√

k2
y − (ky − n − 1)2, ψn+1 =

(
φ1,n

φ2,n+1

)
, n = 0, 1, 2, · · ·

(17)

It is interesting to note that the spectrum does not depend on the magnetic field. Furthermore, the
dispersion relation is no longer linear, as it should be in the presence of interactions. It is also easily
checked that when the magnetic field is reversed, i.e., A → −A and B → −B with the simultaneous
change of ky → −ky, the two potentials V1,2(x) = W(x)±W ′(x) go one into each other, V1(x) ↔ V2(x).
Therefore, the solutions are correspondingly interchanged, φ1,n ↔ φ2,n and E1,n ↔ E2,n, but retain the
same functional form as in Equations (13) and (16).

Therefore, we find that it is indeed possible to create bound states with an imaginary vector
potential. We shall now demonstrate the above results for a second example.

5
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2.2. Complex Hyperbolic Magnetic Field

Here, we choose f (x), which leads to an effective potential of the complex hyperbolic
Rosen–Morse type:

f (x) = A tanh(x − iα), − ∞ < x < ∞, A and α are real constants (18)

In this case, the complex magnetic field is given by:

Bz(x) = A sech2(x − iα) (19)

Note that for α = 0, we get back the results of [8,24]. Using Equation (18) in the second half of
Equation (7), we find: [

− d2

dx2 + U2(x)
]

φ2 = (ε2 − k2
y − A2)φ2 (20)

where

U2(x) = k2
y − A(A + 1) sech2(x − iα) + 2Aky tanh(x − iα) (21)

This is the Hyperbolic Rosen–Morse potential with known energy values and eigenfunctions. In the
present case, the eigenvalues and the corresponding eigenfunctions are given by [23,25]:

E2,n = ±c
√

A2 + k2
y − (A − n)2 − A2k2

y
(A−n)2 , n = 0, 1, 2, .... < [A −√

Aky]

φ2,n = (1 − t)s1/2(1 + t)s2/2P(s1,s2)
n (t)

(22)

where P(a,b)
n (z) denotes Jacobi polynomials and:

t = tanh x, s1,2 = A − n ± Aky

A − n
(23)

The energy values corresponding to the upper component of the spinor can be found out by replacing
A by (A − 1), and φ1 can be found out using relation Equation (14).

3. η-Pseudo Hermiticity

Let us recall that a Hamiltonian is η-pseudo Hermitian if [21]:

ηHη−1 = H† (24)

where η is a Hermitian operator. It is known that eigenvalues of a η-pseudo Hermitian Hamiltonian
are either all real or are complex conjugate pairs [21]. In view of the fact that in the present examples,
the eigenvalues are all real, one is tempted to conclude that the interactions are η pseudo Hermitian.
To this end, we first consider case 1, and following [26], let us consider the Hermitian operator:

η = e−θpx , θ = arctan
B
A

(25)

Then, it follows that:

ηcη−1 = c, ηpxη−1 = px, ηV(x)η−1 = V(x + iθ) (26)

6
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We recall that in both the cases considered here, the Hamiltonian is of the form:

H = cσ · P = c

(
0 P−

P+ 0

)
(27)

where, for the first example:
P± = px ± ipy ± i(A + iB)e−x (28)

Then:

H† = c

(
0 P†

+

P†
− 0

)
(29)

Now, from Equation (28), it follows that:

P†
+ = px − ipy − i(A − iB)e−x, P†

− = px + ipy + i(A − iB)e−x (30)

and using Equation (26), it can be shown that:

ηP+η−1 = px + ipy + i(A − iB)e−x = P†
−, ηP−η−1 = px − ipy − i(A − iB)e−x = P†

+ (31)

Next, to demonstrate the pseudo Hermiticity of the Dirac Hamiltonian Equation (27), let us consider
the operator η′ = η · I2, where I2 is the (2 × 2) unit matrix. Then, it can be shown that:

η′Hη′−1
= H† (32)

Thus, the Dirac Hamiltonian with a complex decaying magnetic field Equation (10) is η-pseudo
Hermitian.

For the magnetic field given by Equation (19), the operator, η, can be found by using relations
Equation (26). After a straightforward calculation, it can be shown that the η operator is given by:

η = e−2αpx (33)

so that, in this second example, also, the Dirac Hamiltonian is η-pseudo Hermitian.

4. Conclusions

Here, we have studied the (2 + 1)-dimensional massless Dirac equation (we note that if a massive
particle of mass m is considered, the energy spectrum in the first example would become En =

c
√

k2
y + m2c2 − (ky − n)2. Similar changes will occur in the second example, too). in the presence of

complex magnetic fields, and it has been shown that such magnetic fields can create bound states.
It has also been shown that Dirac Hamiltonians in the presence of such magnetic fields are η-pseudo
Hermitian. We feel it would be of interest to study the generation of bound states using other types of
magnetic fields, e.g., periodic magnetic fields.
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Abstract: I present an approach to gravity in which the spacetime metric is constructed from a
non-Abelian gauge potential with values in the Lie algebra of the group U(2) (or the Lie algebra of
quaternions). If the curvature of this potential vanishes, the metric reduces to a canonical curved
background form reminiscent of the Friedmann S3 cosmological metric.
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1. Introduction

The observational evidence in favor of Einstein’s general theory of relativity has clarified that
the spacetime manifold is not flat, and hence that it can be approximated by the flat Minkowski
spacetime only over limited regions. Quantum Field Theory, and in particular the perturbative approach
through the Feynman’s integral, has shown the importance of expanding near a “classical" background
configuration. Although we do not have at our disposal a quantum theory of gravity, it would be natural
to take a background configuration which approximates as much as possible the homogeneous curved
background that is expected to take place over cosmological scales accordingly to the cosmological
principle. Therefore, it is somewhat surprising that most classical approaches to quantum gravity start
from a perturbation of Minkowski’s metric in the form gμν = ημν + hμν. This approach is ill defined
in general unless the manifold is asymptotically flat. Indeed, the expansion depends on the chosen
coordinate system, a fact which is at odds with the principle of general covariance.

Expanding over the flat metric is like Taylor expanding a function by taking the first linear
approximation near a point. It is clear that the approximation cannot be good far from the point
and that no firm global conclusion can be drawn from similar approaches. A good global expansion
should be performed in a different way, taking into account the domain of definition of the function.
So, a function defined over an interval would be better approximated with a Fourier series than with
a Taylor expansion. Despite of these simple analogies, much research has been devoted to quantum
gravity by means of expansions of the form g = η + h, possibly because of the lack of alternatives.

Actually, some years ago [1] I proposed a gauge approach to gravity that solves this problem in a
quite simple way and which, I believe, deserves to be better known.

To start with let us observe that general relativity seems to privilege in its very formalism the flat
background. Indeed, the Riemann curvature R measures the extent by which the spacetime is far from
flat, namely far from the background

R = 0 ⇔ (M, g) is flat.

If the true background is not the flat Minkowski space then as a first step one would have to construct
a different curvature F with the property that

F = 0 ⇔ (M, g) takes the canonical background shape.

It is indeed possible to accomplish this result. Let us first introduce some notations.
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2. Some Notations from Gauge Theory

Gauge theories were axiomatized in the fifties by Ehresmann [2] as connections over principal
bundles. Since I need to fix the notation, here I shortly review that setting. A principal bundle is given
by a differentiable manifold (the bundle) P, a differentiable manifold (the base) M, a projection

π : P → M (1)

a Lie group G, and a right action of G on P

p → pg p ∈ P, g ∈ G (2)

such that M = P/G, i.e., M is the orbit space. Moreover, the fiber bundle P is locally the product
P = M × G. To be more precise, given a point m ∈ M there is an open set U of m, such that π−1(U) is
diffeomorphic to U × G and the diffeomorphism preserves the right action. If this property holds also
globally the principal bundle is called trivial. The set π−1(m) is the fiber of m and it is diffeomorphic
to G. Let G be the Lie algebra of G, and let τa be a base of generators

[τa, τb] = f c
abτc (3)

Let p ∈ P be a point of the principal bundle; it can be considered as an application p : G → P which
acts as g → pg. The fundamental fields (We follow mostly the conventions of Kobayashi-Nomizu.
The upper star ∗ indicates the pull-back when applied to a function, the fundamental field when
applied to a generator, and the horizontal lift when applied to a curve or a tangent vector on the base.)
τ∗

a over P are defined in p as the push-forward of the group generators: τ∗
a = p∗τa. They are vertical

fields in the sense that they are in the ker of π: π∗(τ∗
a ) = 0. They form a base of the vertical tangent

space at p.
A connection over P is a 1-form ω : P → G with the following properties

(a) ω(X∗) = X X ∈ G
(b) R∗

gω = g−1ωg

The tangent space at p is split into the sum of two subspaces: the vertical space, that is the ker of π,
and the horizontal space, that is the ker of ω

TpP = Hp ⊕ Vp (4)

Let U be an open set of M. A section σ is a function σ : U → π−1(U) such that π ◦ σ = IU . The gauge
potential depends on the section and is defined by

A = τa Aa
μdxμ = σ∗ω (5)

where {xμ} are coordinates on the base. A change of section is sometimes called gauge transformation.
The curvature is defined by (The exterior product is defined through α ∧ β = α ⊗ β − β ⊗ α where α

and β are 1-forms. As a consequence ω ∧ ω = [ω, ω])

Ω = dωh = dω + ω ∧ ω (6)

where h projects the vector arguments to the horizontal space [2]. The field strength is defined by
F = τaFa

μνdxμdxν = σ∗Ω. In other words

Fa
μν = ∂μ Aa

ν − ∂ν Aa
μ + f a

bc Ab
μ Ac

ν (7)
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Given a section one can construct a system of coordinates over P in a canonical way. Simply let (x, g)
be the coordinates of the point p = σ(x)g. In this coordinates the connection can be rewritten

ω = g−1dg + g−1 Ag (8)

and the curvature can be rewritten
Ω = g−1Fg (9)

indeed the form of the connection given here satisfies both the requirements above and A = σ∗ω.
From these last equations one easily recovers the gauge transformation rules after a change of section
σ′ = σu(x) (g′ = u−1(x)g), that is

A′
μ = u−1 Aμu + u−1∂μu (10)

F′
μν = u−1Fμνu (11)

3. The Background Metric

We are used to define a manifold through charts φ : U → R
4, U ⊂ M, taking values on R

4.
Let us instead take them with value in a four-dimensional canonical manifold with enough structure
to admit some natural metric. We shall use a matrix Lie group G, but we do not really want to give
any special role to the identity of G. We shall see later how to solve this problem. The metric g has
to be constructed as a small departure from that naturally present in G and which plays the role of
background metric.

We take as background metric the expression

gB = Ig(θ, θ) (12)

where θ is the Maurer-Cartan form of the group [2], that is θ = g−1dg, and Ig is an adjoint invariant
quadratic form on the Lie algebra G, which might depend on g ∈ G. The Maurer-Cartan form has the
effect of mapping an element v ∈ TgG to the Lie algebra element whose fundamental vector field at g
is v.

Of course, we demand that gB be a Lorentzian metric in a four-dimensional Lie group,
and furthermore we want it to represent an isotropic cosmological background, thus G has to contain
the SO(3) subgroup. We are lead to the Abelian group of translations T4 or to the group U(2)
(or equivalently the group of quaternions since it shares with U(2) the Lie algebra). In what follows
we shall only consider the latter group, the case of the Abelian translation group being simpler.

Thus let us consider the group U(2). Every matrix of this group reads u = eiλr with 0 ≤ λ ≤ π

where r ∈ SU(2) (while a quaternion reads eλr, λ ∈ R)

r =

(
r0 + ir3 r2 + ir1

−r2 + ir1 r0 − ir3

)
,

3

∑
μ=0

r2
μ = 1 (13)

The Lie algebra of U(2) is that of anti-hermitian matrices A which read

A = i

(
a0 + a3 a1 − ia2

a1 + ia2 a0 − a3

)
(14)

By adjoint invariance of Ig we mean Iu′gu′†(uAu†, uAu†) = Ig(A, A), for any u, u′ ∈ U(2).
Clearly, the adjoint invariance for the Abelian subgroup U(1) is guaranteed because for u ∈ U(1),
uAu† = A, u′gu′† = g. The expressions that satisfy this invariance property are

Ig(A, A) =
α(λ)

2
(tr A)2 − β(λ)

2
tr(A2) (15)
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Ig(A, A) = −2α(λ)(a0)2 + β(λ)[(a0)2 + (a1)2 + (a2)2 + (a3)2] (16)

where α and β are functions of the phase of g = eiλr, r ∈ SU(2) (which is left invariant under adjoint
transformations). We get a Lorentzian metric for 2α > β and β > 0. With the simple choice α = β = 1
we get

Ig(A, A) = detA = −(a0)2 + (a1)2 + (a2)2 + (a3)2 (17)

Notice that tr(r†dr) = 0 and

tr(r†dr r†dr) = −tr(dr†dr) = −2 det(r†dr) = −2
3

∑
μ=0

dr2
μ (18)

Let us recall that θ = φ†dφ where the group element φ reads φ = reiλ. Thus using tr(r†dr) = 0 we
find for the background metric

gB = Ig(θ, θ) = I
(

r†dr + idλ, r†dr + idλ
)
=

= −I (dλ, dλ) + I(r†dr, r†dr) = −(2α − β)dλ2 − β

2
tr(r†dr r†dr) =

= −(2α − β)dλ2 + β(dr2
0 + dr2

1 + dr2
2 + dr2

3)

Recalling the constraint ∑3
μ=0 r2

μ = 1 we find a background metric which coincides with Friedmann’s
with a S3 section.

More specifically, let σ0 = I, and let σi, i = 1, 2, 3, be the Pauli matrices. Let τμ = iσμ be a base for
the Lie algebra of U(2). Let us parametrize φ ∈ U(2) through

φ = eiλσ0 r = eiλσ0eiχ(τ1 sin θ cos ϕ+τ2 sin θ sin ϕ+τ3 cos θ) (19)

then the background metric reads

gB = −dt2 + a2(t)
(

dχ2 + sin2 χ(dθ2 + sin2 θ dϕ2)
)

(20)

where

t =
∫ λ

0
dλ′

√
2α(λ′)− β(λ′) (21)

and
a2(t) = β (λ(t)) (22)

These calculations, first presented in [1], show that the Friedmann metric appears rather naturally
from the study of the U(2) group. Of course, since this argument depends only on the Lie algebra
rather that the group structure, it can be repeated for the group of quaternions [3].

4. Perturbing the Background

In this section we shall suppose that Ig does not depend on g, namely that α and β are constants,
this means that we ignore the time dependence of the cosmological background.

We mentioned that we wish to use charts φ : U → G, U ⊂ M, with value in a group G but that
we do not want to assign to the identity of G any special role. To that end, let us assume for simplicity
that M is simply connected, and let us introduce a trivial bundle P endowed with a flat connection ω̃.
The connection being flat is integrable, thus given an horizontal section σ̃ : M → P, and parametrizing
every point of P through p(x, g) = σ̃(x)g, we obtain a splitting P ∼ M × G. In this way the identity
of G does not play any special role since it refers to different points of P depending on the choice of
section σ̃.

12
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A second section σ : M → P is now related to the former by σ(x)φ−1(x) = σ̃(x), where φ : M → G
is the chart we were looking for. In order to be interpreted as a chart, φ has to be injective. The idea is
to define the metric

g = I(Ã − A, Ã − A)

where Ã = σ∗ω̃ is the potential of the flat connection and A = σ∗ω is the potential of a possibly
non-trivial connection. From the transformation rule for the potential (10) we obtain

Ã = φ−1(x)dφ(x)

Let us show that the metric so defined satisfies the property F = 0 ⇒ background metric. Suppose that
F = 0 then σ can be chosen in such a way that A = 0, thus the metric becomes

F = 0 ⇒ g = I(φ−1(x)dφ(x), φ−1(x)dφ(x)) = I(φ∗θ, φ∗θ) = φ∗gB (23)

that is, up to a coordinate change the metric coincides with the background metric.
We observe that A = τa Aa

μdxμ has 16 components, namely the same number of components as
the metric. However, we have an additional degree of freedom given by φ(x). This function can be
completely removed using the invertibility of this map, namely using the coordinates φμ on the Lie
group to parametrize M. In this way the metric reads

g = I(φ−1dφ − τa Aa
μ(φ)dφμ, φ−1dφ − τa Aa

μ(φ)dφμ)

these coordinates are referred as internal coordinates. In internal coordinates any gauge transformation
induces a coordinate transformation. For instance, the gauge potential transforms as

τa A′a
c = {u−1τa Aa

bu + u−1∂bu} ∂φb

∂φ′c (24)

and the transformation law for the curvature becomes

F′
ab = u−1Fcd u

∂φc

∂φ′a
∂φd

∂φ′b (25)

where σ′ = σu and the matrix u(φ) is related to the transformation φ′a(φb) by the product φ′ = φ u(φ).
In the same way it can be shown, for example, that the spacetime metric transforms as a tensor
under (24).

One can further ask whether the Einstein equations can be rephrased as dynamical equations
for the potential A. The answer is affirmative and passes through the vierbein reformulation of the
Einstein-Hilbert Lagrangian.

We recall that a tetrad field (vierbein) ea = eμ
a ∂μ, is a set of four vector fields ea such that

gμν = ηabea
μeb

ν. The inverse ea
μ is defined through eμ

a ea
ν = δ

μ
ν . The Einstein Lagrangian can be rewritten

−
√−g
16π

R =
1

8π
vν

, ν +

√−g
16π

{
1
4

CabcCabc − Ca
acCb c

b +
1
2

CabcCbac

}
(26)

where the first term on the right-hand side is a total divergence and

Cc
ab = ec

α(∂aeα
b − ∂beα

a ) = eμ
a eν

b(∂νec
μ − ∂μec

ν) (27)

In order to obtain a dynamics for A we select a base τa for the Lie algebra such that

I(τa, τb) = ηab

13
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where ηab is the Minkowski metric. Then we make a gauge transformation so as to send the flat
potential Ã to zero. This gauge is called the OT gauge. Since g = I(τa Aa

μdxμ, τa Aa
μdxμ), the vierbein

becomes coincident with the potential
ea

μ = Aa
μ

so the field equations can be ultimately expressed in terms of Aa
μ. We have observed above that with

F = 0 the metric becomes that of the Einstein static Universe which is not a solution of the dynamical
equations (without cosmological constant). One could wish to obtain a realistic cosmological solution
for F = 0. At the moment I do not known how to modify the theory so as to accomplish this
result (but observe that we never changed the dynamics which is always that given by the Einstein’s
equations). However, our framework might not need any modification. It can be shown [1] that the
scale factor a in front of the Einstein static Universe metric is actually the coupling constant for this
theory so the expansion of the Universe could be an effect related to the renormalization of the theory.

In the Abelian case T4 (not in the U(2) case) the Lagrangian can also be expressed in terms of the
curvature (7). Indeed, since f c

ab = 0 the curvature becomes coincident with the tensors Ca
bc entering the

above expression of the Lagrangian (however, observe that the potential still enters the metric and the
vierbeins which are used to raise the indices of the curvature). The final expression is quadratic in the
curvature F and is related to the teleparallel approach to general relativity [4–7]. Issues related to the
renormalizability of the dynamics determined by (26) have yet to be fully studied.

The OT gauge approach has been used to infer the dynamics and is complementary to the
internal coordinates approach mentioned above. Indeed, while the latter allows us to interpret the map
φ : U → G, U ⊂ M, as a chart with values in G, the OT frame approach sends φ to the identity, so in
the new gauge the non-injective map φ cannot be interpreted as a chart. Thus, after having developed
the dynamics in the OT gauge we would have to make a last gauge transformation to reformulate it in
internal coordinates.
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Abstract: We summarize recent progress on the symmetric subtraction of the Non-Linear Sigma
Model in D dimensions, based on the validity of a certain Local Functional Equation (LFE) encoding
the invariance of the SU(2) Haar measure under local left transformations. The deformation of
the classical non-linearly realized symmetry at the quantum level is analyzed by cohomological
tools. It is shown that all the divergences of the one-particle irreducible (1-PI) amplitudes
(both on-shell and off-shell) can be classified according to the solutions of the LFE. Applications to
the non-linearly realized Yang-Mills theory and to the electroweak theory, which is directly relevant
to the model-independent analysis of LHC data, are briefly addressed.
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1. Introduction

The purpose of this paper is to provide an introduction to the recent advances in the study of
the renormalization properties of the SU(2) Non-Linear Sigma Model (NLSM) and of the quantum
deformation of the underlying non-linearly realized classical SU(2) local symmetry. The results
reviewed here are based mainly on References [1–19].

The linear sigma model was originally proposed a long time ago in [20] in the context of
elementary particle physics. In this model the pseudoscalar pion fields �φ form a chiral multiplet
together with a scalar field σ, with (σ, �φ) transforming linearly as a vector under O(4) ∼ SU(2)×
SU(2)/Z2. If one considers instead the model on the manifold defined by

σ2 + �φ2 = f 2
π , σ > 0 (1)

one obtains a theory where the chiral group SO(4) ∼ SU(2) × SU(2) (with SO(4) selected by
the positivity condition on σ) is spontaneously broken down to the isotopic spin group SU(2).
The composite field σ has a non-vanishing expectation value fπ (to be identified with the pion
decay constant), while the pions are massless. Despite the fact that this is only an approximate
description (since in reality the pions are massive and chiral SU(2)× SU(2) is not exact, even before
being spontaneously broken), the approach turned out to be phenomenologically quite successful and
paved the way to the systematic use of effective field theories as a low energy expansion.

The first step in this direction was to obtain a phenomenological lagrangian directly, by making
use of a pion field with non-linear transformation properties dictated by chiral symmetry from the
beginning. After the seminal work of Reference [21] for the chiral SU(2)× SU(2) group, non-linearly
realized symmetries were soon generalized to arbitrary groups in [22,23] and have since then become
a very popular tool [24].

Symmetry 2014, 6, 234–255 15 www.mdpi.com/journal/symmetry
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Modern applications involve, e.g., Chiral Perturbation Theory [25–28], low energy electroweak
theories [29] as well as gravity [30].

Effective field theories usually exhibit an infinite number of interaction terms, that can
be organized according to the increasing number of derivatives. By dimensional arguments,
the interaction terms must then be suppressed by some large mass scale M (so that one expects
that the theory is reliable at energies well below M) (For a modern introduction to the problem,
see e.g., [31]). In the spirit of the phenomenological lagrangians, the tree-level effective action is
used to compute physical quantities up to a given order in the momentum expansion. Only a finite
number of derivative interaction vertices contribute to that order, thus allowing to express the physical
observables one is interested in through a finite number of parameters (to be eventually fixed by
comparison with experimental data). Then the theory can be used to make predictions at the given
order of accuracy in the low-energy expansion.

The problem of the mathematically consistent evaluation of quantum corrections in this class
of models has a very long history. On general grounds, the derivative couplings tend to worsen
the ultraviolet (UV) behavior of the theory, since UV divergent contributions arise in the Feynman
amplitudes that cannot be compensated by a multiplicative renormalization of the fields and a
redefinition of the mass parameters and the coupling constants in the classical action (truncated at
some given order in the momentum expansion). Under these circumstances, one says that the theory is
non-renormalizable (A compact introduction to renormalization theory is given in [32]).

It should be stressed that the key point here is the instability of the classical action: no matter how
many terms are kept in the derivative expansion of the tree-level action, there exists a sufficiently high
loop order where UV divergences appear that cannot be reabsorbed into the classical action. On the
other hand, if in a non-anomalous and non-renormalizable gauge theory one allows for infinitely
many terms in the classical action (all those compatible with the symmetries of the theory), then UV
divergences can indeed be reabsorbed by preserving the Batalin-Vilkovisky master equation [33] and
the model is said to be renormalizable in the modern sense [34].

Sometimes symmetries are so powerful in constraining the UV divergences that the non-linear
theory proves to be indeed renormalizable (although not by power-counting), like for instance the
NLSM in two dimensions [35,36] (For a more recent introduction to the subject, see e.g., [37]).

In four dimensions the situation is much less favorable. It has been found many years ago
that already at one loop level in the four-dimensional NLSM there exists an infinite number of
one-particle irreducible (1-PI) divergent pion amplitudes. Many attempts were then made in the
literature in order to classify such divergent terms. Global SU(2) chiral symmetry is not preserved
already at one loop level [38–40]. Moreover it turns out that some of the non-symmetric terms can be
reabsorbed by a redefinition of the fields [40–43], however in the off-shell four-point φa amplitudes
some divergent parts arise that cannot be reabsorbed by field redefinitions unless derivatives are
allowed [40]. These technical difficulties prevented such attempts to evolve into a mathematically
consistent subtraction procedure.

More recently it has been pointed out [1] that one can get the full control on the ultraviolet
divergences of the φ’s-amplitudes by exploiting the constraints stemming from the presence of a
certain local symmetry, associated with the introduction of a SU(2) background field connection into
the theory. This symmetry in encoded in functional form in the so-called Local Functional Equation
(LFE) [1]. It turns out that the fundamental divergent amplitudes are not those associated with the
quantum fields of the theory, namely the pions, but those corresponding to the background connection
and to the composite operator implementing the non-linear constraint [1,2]. These amplitudes are
named ancestor amplitudes.

At every order in the loop expansion there is only a finite number of divergent ancestor amplitudes.
They uniquely fix the divergent amplitudes involving the pions. Moreover, non-renormalizability
of this theory in four dimensions can be traced back to the instability of the classical non-linear
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local symmetry, that gets deformed by quantum corrections. These results hold for the full off-shell
amplitudes [3].

A comment is in order here. In Reference [4] it has been argued that Minimal Subtraction is a
symmetric scheme, fulfilling all the symmetries of the NLSM in the LFE approach. This in particular
entails that all finite parts of the needed higher order counterterms are consistently set to zero. It should
be stressed that this is not the most general solution compatible with the symmetries and the WPC, that is
commonly used in the spirit of the most popular effective field theory point of view. Indeed, these finite
parts are constrained neither by the LFE nor by the WPC and thus, mathematically, they can be freely
chosen, as far as they are introduced at the order prescribed by the WPC and without violating the LFE.

The four dimensional SU(2) NLSM provides a relatively simple playground where to test the
approach based on the LFE, that can be further generalized to the SU(N) case (and possibly even to a
more general Lie group).

Moreover, when the background vector field becomes dynamical, the SU(2) NLSM action allows
one to generate a mass term for the gauge field à la Stückelberg [44,45]. The resulting non-linear
implementation of the spontaneous symmetry breaking mechanism (as opposed to the linear Higgs
mechanism) is widely used in the context of electroweak low energy effective field theories, that are a
very important tool in the model-independent analysis of LHC data [46–49].

2. The Classical Non-Linear Sigma Model

The classical SU(2) NLSM in D dimensions is defined by the action

S0 =
∫

dDx
m2

D
4

Tr
(

∂μΩ†∂μΩ
)

(2)

where the matrix Ω is a SU(2) group element given by

Ω =
1

mD
(φ0 + iφaτa) , Ω†Ω = 1 , det Ω = 1 , φ2

0 + φ2
a = m2

D (3)

In the above equation τa, a = 1, 2, 3 are the Pauli matrices and mD = mD/2−1 is the mass scale of the
theory. m has mass dimension 1. φa are the three independent fields parameterizing the matrix Ω,
while we choose the positive solution of the non-linear constraint, yielding

φ0 =
√

m2
D − φ2

a (4)

In components one finds

S0 =
∫

dDx
(1

2
∂μφa∂μφa +

1
2

φa∂μφaφb∂μφb

φ2
0

)
(5)

The model therefore contains non-polynomial, derivative interactions for the massless scalars φa.
Equation (2) is invariant under a global SU(2)L × SU(2)R chiral transformation

Ω′ = UΩV† , U ∈ SU(2)L , V ∈ SU(2)R (6)

We notice that such a global transformation is non-linearly realized, as can be easily seen by
looking at its infinitesimal version. E.g., for the left transformation one finds:

δφa =
1
2

αφ0(x) +
1
2

εabcφb(x)αc , δφ0(x) = −1
2

αφa(x) (7)

Since φ0 is given by Equation (4), the first term in the r.h.s. of δφa is non-linear (and even
non-polynomial) in the quantum fields.
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Perturbative quantization of the NLSM requires to carry out the path-integral

Z[J] =
∫

Dφa exp
(

iS0[φa] + i
∫

dDx Jaφa

)
(8)

by expanding around the free theory and by treating the second term in the r.h.s. of Equation (5) as
an interaction. Notice that in Equation (8) the sources Ja are coupled to the fields φa over which the
path-integral is performed. In momentum space the propagator for the φa fields is

Δφaφb = i
δab
p2 (9)

The mass dimension of the φa is therefore D/2 − 1, in agreement with Equation (3).
The presence of two derivatives in the interaction term is the cause (in dimensions greater than 2)

of severe UV divergences, leading to the non-renormalizability of the theory.

3. The Approach based on the Local Functional Equation

Some years ago it was recognized that the most effective classification of the UV divergences
(both for on-shell and off-shell amplitudes) of the NLSM cannot be achieved in terms of the
quantized fields φa, as it usually happens in power-counting renormalizable theories, but rather
through the so-called ancestor amplitudes, i.e., the Green’s functions of certain composite operators,
whose knowledge completely determines the amplitudes involving at least one φa-leg. This property
follows as a consequence of the existence of an additional local functional identity, the so-called Local
Functional Equation (LFE) [1].

The LFE stems from the local SU(2)L-symmetry that can be established from the gauge
transformation of the flat connection Fμ associated with the matrix Ω:

Fμ = iΩ∂μΩ† =
1
2

Faμτa (10)

i.e., the local SUL(2)-transformation of Ω

Ω′ = UΩ (11)

induces a gauge transformation of the flat connection, namely

F′
μ = UFμU† + iU∂μU† (12)

S0 in Equation (2) is not invariant under local SU(2)L transformations; however it is easy to made it
invariant, once one realizes that it can be written as

S0 =
∫

dDx
m2

D
4

Tr(F2
μ) (13)

Since Fμ transforms as a gauge connection, one can introduce an additional external classical vector
source J̃μ = 1

2 J̃aμτa and replace S0 with

S =
∫

dDx
m2

D
4

Tr(Fμ − J̃μ)
2 (14)
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If one requires that J̃aμ transforms as a gauge connection under the local SU(2)L group, S in
Equation (14) is invariant under a local SU(2)L symmetry given by

δφa =
1
2

αaφ0 +
1
2

εabcφbαc , δφ0 = −1
2

αaφa

δ J̃aμ = ∂μαa + εabc J̃bμαc (15)

Notice that in the above equation αa is a local parameter.
In order to implement the classical local SU(2)L invariance at the quantum level, one needs to

define the composite operator φ0 in Equation (4) by coupling it in the classical action to an external
source K0 through the term

Sext =
∫

dDx K0φ0 (16)

K0 is invariant under δ.
The important observation now is that the variation of full one-particle irreducible (1-PI) vertex

functional Γ(0) = S + Sext is linear in the quantized fields φa, i.e.,

δΓ(0) = −1
2

∫
dDx αa(x)K0(x)φa(x) (17)

By taking a derivative of both sides of the above equation w.r.t. αa(x) one obtains the LFE for the
tree-level vertex functional Γ(0):

Wa(Γ(0)) = −∂μ
δΓ(0)

δ J̃aμ
+ εacb J̃cμ

δΓ(0)

δ J̃bμ

+
1
2

δΓ(0)

δK0(x)
δΓ(0)

δφa(x)
+

1
2

εabcφc(x)
δΓ(0)

δφb(x)
= −1

2
K0(x)φa(x) (18)

Notice that the φ0-term, entering in the variation of the φa field, is generated by δΓ(0)

δK0(x) . The advantage
of this formulation resides in the fact that it is suitable to be promoted at the quantum level. Indeed by
defining the composite operator φ0 by taking functional derivatives w.r.t. its source K0, one is able to
control its renormalization, once radiative corrections are included [50].

In the following Section we are going to give a compact and self-contained presentation of the
algebraic techniques used to deal with bilinear functional equations like the LFE in Equation (18).

4. Ancestor Amplitudes and the Weak Power-Counting

We are going to discuss in this Section the consequences of the LFE for the full vertex functional.
The imposition of a quantum symmetry in a non-power-counting renormalizable theory is a subtle
problem, since in general there is no control on the dimensions of the possible breaking terms as strong
as the one guaranteed by the Quantum Action Principle (QAP) in the renormalizable case. Let us
discuss the latter case first.

4.1. Renormalizable Theories and the Quantum Action Principle

If the tree-level functional Γ(0) is power-counting renormalizable, the renormalization
procedure [51] provides a way to compute all higher-order terms in the loop expansion of the full
vertex functional Γ[Φ, χ] = ∑∞

n=0 h̄nΓ(n)[Φ, χ], depending on the set of quantized fields Φ and external
sources collectively denoted by χ, by fixing order by order only a finite set of action-like normalization
conditions. One says that the classical action is therefore stable under radiative corrections, namely the
number of free parameters does not increase with the loop order.

This procedure is a recursive one, since it allows to construct Γ(n) once Γ(j), j < n are known.
From a combinatorial point of view, it turns out that Γ is the generating functional of the 1-PI
renormalized Feynman amplitudes.
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A desirable feature of power-counting renormalizable theories is that the dependence of 1-PI
Green’s functions under an infinitesimal variations of the quantized fields and of the parameters
of the model is controlled by the so-called Quantum Action Principle (QAP) [52–55] and can be
expressed as the insertion of certain local operators with UV dimensions determined by their tree-level
approximation (i.e., a polynomial in the fields, the external sources and derivatives thereof).

Let us now consider a certain symmetry δ of the tree-level Γ(0) classical action. Under the condition
that the symmetry δ is non-anomalous [56], it can be extended to the full vertex functional Γ. In many
cases of physical interest the proof that the symmetry is non-anomalous can be performed by making
use of cohomological tools. Namely one writes the functional equation associated with the δ-invariance
of the tree-level vertex functional as follows:

S(Γ(0)) ≡
∫

dDx ∑
Φ

δΓ(0)

δΦ(x)
δΓ(0)

δΦ∗(x)
= 0 (19)

where Φ∗ is an external source coupled in the tree-level vertex functional to the δ-transformation of Φ
and the sum is over the quantized fields. Φ∗ are known as antifields [33]. If δ is nilpotent (as it happens,
e.g., for the Becchi–Rouet–Stora–Tyutin (BRST) operator [57–59] in gauge theories), the recursive proof
of the absence of obstructions to the fulfillment of Equation (19) works as follows. Suppose that
Equation (19) is satisfied up to order n − 1 in the loop expansion. Then by the QAP the n-th order
breaking

Δ(n) ≡
∫

dDx ∑
Φ

( δΓ(0)

δΦ(x)
δΓ(n)

δΦ∗(x)
+

δΓ(n)

δΦ(x)
δΓ(0)

δΦ∗(x)
+

n−1

∑
j=1

δΓ(j)

δΦ(x)
δΓ(n−j)

δΦ∗(x)

)
(20)

is a polynomial in the fields, the external sources and their derivatives. The term involving Γ(n) in
Equation (20) allows to define the linearized operator S0 according to

S0(Γ(n)) ≡
∫

dDx ∑
Φ

( δΓ(0)

δΦ(x)
δΓ(n)

δΦ∗(x)
+

δΓ(n)

δΦ(x)
δΓ(0)

δΦ∗(x)

)
(21)

S0 is also nilpotent, as a consequence of the nilpotency of δ and of the tree-level invariance in
Equation (19). By exploiting this fact and by applying S0 on both sides of Equation (20) one finds

S0(Δ(n)) = 0 (22)

provided that the Wess-Zumino consistency condition [60]

S0

( n−1

∑
j=1

δΓ(j)

δΦ(x)
δΓ(n−j)

δΦ∗(x)

)
= 0 (23)

holds. This is the case, e.g., for the BRST symmetry and the associated master Equation (19),
since Equation (23) turns out to be a consequence of a generalized Jacobi identity for the
Batalin-Vilkovisky bracket for the conjugated variables (Φ, Φ∗) [33].

The problem of establishing whether the functional identity

S(Γ) = 0 (24)

holds at order n then boils down to prove that the most general solution to Equation (22) is of the form

Δ(n) = −S0(Ξ(n)) (25)
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since then Γ
′(n) ≡ Γ(n) + Ξ(n) will fulfill Equation (24) at order n in the loop expansion.

I.e., the problem reduces to the computation of the cohomology H(S0) of the operator S0 in the space of
integrated local polynomials in the fields, the external sources and their derivatives. Two S0-invariant
integrated local polynomials J1 and J2 belong to the same cohomology class in H(S0) if and only if

J1 = J2 + S0(K) (26)

for some integrated local polynomial K. In particular, H(S0) is empty if the only cohomology class is
the one of the zero element, so that the condition that J1 is S0-invariant implies that

J1 = S0(K) (27)

for some K. Hence if one can prove that the cohomology of the operator S0 is empty in the space of
breaking terms, then Equation (25) must be fulfilled by some choice of the functional Ξ(n). Moreover it
must be checked that the UV dimensions of the possible counterterms Ξ(n) are compatible with the
action-like condition, so that renormalizability of the theory is not violated. An extensive review of
BRST cohomologies for gauge theories is given in [61].

4.2. Non-Renormalizable Theories

The QAP does not in general hold for non-renormalizable theories. This does not come as a
surprise, since the appearance of UV divergences with higher and higher degree, as one goes up with
the loop order, prevents to characterize the induced breaking of a functional identity in terms of a
polynomial of a given finite degree (independent of the loop order).

Moreover for the NLSM another important difference must be stressed: the basic Green’s functions
of the theory are not those of the quantized fields φa, but those of the flat connection coupled to the
external vector source J̃aμ and of the non-linear constraint φ0 (coupled to K0). This result follows from
the invertibility of

δΓ
δK0

= φ0 + O(h̄)

as a formal power series in h̄ (since φ0|φa=0 = mD). Then the LFE for the vertex functional Γ

Wa(Γ) = −1
2

K0(x)φa(x) (28)

can be seen as a first-order functional differential equation controlling the dependence of Γ on the
fields φa. Provided that a solution exists (as will be proven in Section 5), Equation (28) determines all
the amplitudes involving at least one external φa-leg in terms of the boundary condition provided by
the functional Γ[ J̃, K0] = Γ[φ, J̃, K0]

∣∣
φa=0.

Γ[ J̃, K0] is the generating functional of the so called ancestor amplitudes, i.e., the 1-PI amplitudes
involving only external J̃ and K0 legs.

It is therefore reasonable to assume the LFE in Equation (28) as the starting point for the
quantization of the theory.

From a path-integral point of view, Equation (28) implies that one is performing an integration
over the SU(2)-invariant Haar measure of the group, namely one is computing

Z[J, J̃μ, K0] =
∫

DΩ(φ) exp
(

iΓ(0)[φ, J̃μ, K0] + i
∫

dDx Jaφa

)
(29)

where we denote by DΩ(φ) the SU(2) Haar measure (in the coordinate representation spanned by the
fields φa). This clarifies the geometrical meaning of the LFE.
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4.3. Weak Power-Counting

As we have already noticed, in four dimensions the NLSM is non power-counting renormalizable,
since already at one loop level an infinite number of divergent φ-amplitudes exists. One may wonder
whether the UV behavior of the ancestor amplitudes (the boundary conditions to the LFE) is better.
It turns out that this is indeed the case and one finds that in D dimensions a n-th loop Feynman
amplitude G with NK0 external K0-legs and NJ̃ external J̃-legs has superficial degree of divergence
given by [2]

d(G) ≤ (D − 2)n + 2 − NJ̃ − 2NK0 (30)

The proof is straightforward although somehow lengthy and will not be reported here. It can be found
in [2]. Equation (30) establishes the Weak Power-Counting (WPC) condition: at every loop order only
a finite number of superficially divergent ancestor amplitudes exist.

For instance, in D = 4 and at one loop order, Equation (30) reduces to

d(G) ≤ 4 − NJ̃ − 2NK0 (31)

i.e., UV divergent amplitudes involve only up to four external J̃μ legs or two K0-legs.
By taking into account Lorentz-invariance and global SU(2)R symmetry, the list of UV divergent

amplitudes reduces to
∫

d4x ∂μ J̃aν∂μ J̃ν
a ,

∫
d4x (∂ J̃a)

2 ,
∫

d4x εabc∂μ J̃aν J̃μ
b J̃ν

c ,
∫

d4x ( J̃a)
2( J̃b)

2

∫
d4x J̃aμ J̃μ

b J̃aν J̃ν
b ,

∫
d4x J̃2

aμ ,
∫

d4x K2
0 ,

∫
d4x K0 J̃2

a (32)

Notice that the counterterms are local.
It should be emphasized that the model is not power-counting renormalizable, even when ancestor

amplitudes are considered, since according to Equation (30) the number of UV divergent amplitudes
increases as the loop order n grows.

A special case is the 2-dimensional NLSM. For D = 2 Equation (30) yields

d(G) ≤ 2 − NJ̃ − 2NK0 (33)

i.e., at every loop order there can be only two UV divergent ancestor amplitudes, namely
∫

d2x J̃2 and
∫

d2x K0

These are precisely of the same functional form as the ancestor amplitudes entering in the tree-level
vertex functional and, in this sense, the model shares the stability property of the classical action typical
of power-counting renormalizable models. Renormalizability of the 2-dimensional NLSM can also be
established by relying on the Ward identity of global SU(2) symmetry (see e.g., [37]).

A comment is in order here. In References [24,25] the external fields are the sources of connected
Green’s functions of certain quark-antiquark currents. The ancestor amplitudes in the NLSM, in the
approach based on the LFE, do not have a direct physical interpretation of this type, however they have
a very clear geometrical meaning. First of all, J̃μ is the source coupled to the flat connection naturally
associated with the group element Ω. On the other hand, K0 is the unique scalar source required, in the
special case of the SU(2) group, in order to control the renormalization of the non-linear classical SU(2)
transformation of the φa’s and thus plays the role of the so-called antifields [33,50]. The extension to a
general Lie group G is addressed at the end of Section 5.
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5. Cohomological Analysis of the LFE

In order to study the properties of the LFE, it is very convenient to introduce a fictious BRST
operator s by promoting the gauge parameters αa(x) to classical anticommuting ghosts ωa(x).
I.e., one sets

s J̃aμ = ∂μωa + εabc J̃bμωc , sφa =
1
2

ωaφ0 +
1
2

εabcφbωc , sφ0 = −1
2

ωaφa

sK0 =
1
2

ωa
δΓ(0)

δφa(x)
, sωa = −1

2
εabcωbωc (34)

Some comments are in order here. First of all the BRST operator s acts also on the external source K0.
Moreover, the BRST transformation of ωa is fixed by nilpotency, namely s2 = 0.

The introduction of the ghosts allows to define a grading w.r.t. the conserved ghost number. ω has
ghost number +1, while all the other fields and sources have ghost number zero. (The ghost number
was called the Faddeev-Popov (ΦΠ) charge in [2].)

In terms of the operator s we can write the n-th order projection (n ≥ 1) of the LFE in Equation (28)
as follows:

[ ∫
dDx ωaWa(Γ)

](n)
= sΓ(n) +

n−1

∑
j=1

∫
dDx

1
2

ωa
δΓ(j)

δK0

δΓ(n−j)

δφa
= 0 (35)

Notice that the bilinear term in the LFE manifests itself into the presence of the mixed δΓ(j)

δK0
δΓ(n−j)

δφa
contribution. Moreover in the r.h.s. there is no contribution from the breaking term linear in φa in
Equation (18) since the latter remains classical.

Suppose now that all divergences have been recursively subtracted up to order n − 1. At the n-th
order the UV divergent part can only come from the term involving Γ(n) in Equation (35) and therefore,
if the LFE holds, one gets a condition on the UV divergent part Γ(n)

pol of Γ(n):

sΓ(n)
pol = 0 (36)

To be specific, one can use Dimensional Regularization and subtract only the pole part of the ancestor
amplitudes (after the proper normalization of the ancestor background connection amplitudes

m
mD

δ(n)Γ
δ J̃μ1

a1 . . . δ J̃μn
an

The LFE then fixes the correct factor for the normalization of amplitudes involving K0). This subtraction
procedure has been shown to be symmetric [2,4], i.e., to preserve the LFE. The pole parts before
subtraction obey the condition in Equation (36).

By the nilpotency of s, solving Equation (36) is equivalent to computing the cohomology of the
BRST operator s in the space of local functionals in J̃, φ, K0 and their derivatives with ghost number
zero. This can be achieved by using the techniques developed in [62].

One first builds invariant combinations in one-to-one correspondence with the ancestor variables
J̃aμ and K0. For that purpose it is more convenient to switch back to matrix notation. The difference
Iμ ≡ Fμ − J̃μ transforms in the adjoint representation of SU(2), being the difference of two gauge
connections. Thus the conjugate of such a difference w.r.t. Ω

jμ = jaμ
τa

2
= Ω† IμΩ (37)
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is invariant under s. By direct computation one finds

m2
D jaμ = m2

D Iaμ − 2φ2
b Iaμ + 2φb Ibμφa + 2φ0εabcφb Icμ

≡ m2
DRba Ibμ (38)

The matrix Rba is an element of the adjoint representation of SU(2) and therefore the mapping J̃aμ → jaμ

is invertible.
One can also prove that the following combination

K0 ≡ m2
DK0

φ0
− φa

δS
δφa

(39)

is invariant [2]. At φa = 0 one gets

K0
∣∣
φa=0 = mDK0 (40)

and therefore the transformation K0 → K0 is also invertible.
In terms of the new variables K0 and jμ and by differentiating Equation (36) w.r.t. ωa one gets

Θab
δΓ(n)

pol [j, K, φ]

δφb
= 0 (41)

where sφb = ωaΘab, i.e.,

Θab =
1
2

φ0δab +
1
2

εabcφc (42)

Θab is invertible and thus Equation (41) yields

δΓ(n)
pol [j, K0, φ]

δφb
= 0 (43)

This equation is a very powerful one. It states that the n-th order divergences (after the theory has
been made finite up to order n − 1) of the φ-fields can only appear through the invariant combinations
K0 and jaμ. These invariant variables have been called bleached variables and they are in one-to-one
correspondence with the ancestor variables K0 and J̃aμ.

The subtraction strategy is thus the following. One computes the divergent part of the properly
normalized ancestor amplitudes that are superficially divergent at a given loop order according to the
WPC formula in Equation (30). Then the replacement J̃aμ → jaμ and K0 → K0 is carried out. This gives
the full set of counterterms required to make the theory finite at order n in the loop expansion.

As an example, we give here the explicit form of the one-loop divergent counterterms for the
NLSM in D = 4 [2] (notice that we have set g = 1 according to our conventions in this paper):

Γ̂(1) =
1

D − 4

[
− 1

12
1

(4π)2
m2

D
m2

(
I1 − I2 − I3

)
+

1
(4π)2

1
48

m2
D

m2

(
I6 + 2I7

)

+
1

(4π)2
3
2

1
m2m2

D
I4 +

1
(4π)2

1
2

1
m2 I5

]
(44)

By projecting the above equation on the relevant monomial in the φa fields one can get the divergences
of the descendant amplitudes. As an example, for the four point φa function one gets by explicit
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computation that the contribution from the combination I1 − I2 − I3 is zero, while the remaining
invariants give

Γ̂(1)[φφφφ] = − 1
D − 4

1
m2

Dm2(4π)2∫
dDx

(
− 1

3
∂μφa∂μφa∂νφb∂νφb −

2
3

∂μφa∂νφa∂μφb∂νφb

− 3
2

φa�φaφb�φb − 2φa�φa∂μφb∂μφb

)
(45)

The invariants in the combination I6 + 2I7 generate the counterterms in the first line between
square brackets; these counterterms are globally SU(2) invariant. The other terms are generated
by invariants involving the source K0. In [39,40] they were constructed by means of a (non-locally
invertible) field redefinition of φa. The full set of mixed four point amplitudes involving at least one φa

legs and the external sources J̃μ and K0 can be found in [2].
The correspondence with the linear sigma model in the large coupling limit has been studied

in [5].
The massive NLSM in the LFE formulation has been studied in [15], while the symmetric

subtraction procedure for the LFE associated with polar coordinates in the simplest case of the free
complex scalar field has been given in [16].

In the SU(2) NLSM just one scalar source K0 is sufficient in order to formulate the LFE. For an
arbitrary Lie group G the LFE can always be written if one introduces a full set of antifields φ∗

I ,
as follows. Let us denote by Ω(φI) the group element belonging to G, parameterized by local
coordinates φI . Then under an infinitesimal left G-transformation of parameters αJ

δΩ = iαJ TJΩ (46)

where TJ are the generators of the group G, one has

δφI = SI J(φ)αJ (47)

It is convenient to promote the local left invariance to a BRST symmetry by upgrading the parameters
αJ to local classical anticommuting ghosts CJ . Then one can introduce in the usual way the couplings
with the antifields φ∗

I through

Sext =
∫

dDx φ∗
I SI J(φ)CJ (48)

and then write the corresponding BV master equation [33]. This is the generalization of the LFE valid
for the group G. The cohomology of the linearized BV operator (which is the main tool for identifying
the bleached variables, as shown above) has been studied for any Lie group G in [62].

6. Higher Loops

At orders n > 1 the LFE for Γ(n) is an inhomogeneous equation

sΓ(n) = Δ(n) ≡ −1
2

∫
dDx ωa

n−1

∑
j=1

δΓ(j)

δK0

δΓ(n−j)

δφa
(49)

The above equation can be explicitly integrated by using the techniques of the Slavnov-Taylor
(ST) parameterization of the effective action [63–65] (originally developed in order to provide a
strategy for the restoration of the ST identity of non-anomalous gauge theories in the absence of a
symmetric regularization).
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For that purpose it is convenient to redefine the ghost according to

ωa = Θabωb (50)

where Θab is given in Equation (42). The action of s then reduces to

sK0 = sjaμ = 0 , sφa = ωa , sωa = 0 (51)

This means that the variables K0 and jaμ are invariant, while the pair (φa, ωa) is a BRST doublet
(i.e., a pair of variables u, v such that s u = v, s v = 0) [33,66].

By the nilpotency of s the following consistency condition must hold for Δ(n):

sΔ(n) = 0 (52)

The fulfillment of the above equation as a consequence of the validity of the LFE up to order n − 1 is
proven in [63]. In terms of the new variables Equation (49) reads

∫
dDx ωa

δΓ(n)

δφa
= Δ(n)[ωa, φa, K0, jaμ] (53)

By noticing that Δ(n) is linear in ωa and by differentiating Equation (53) w.r.t. ωa we arrive at

δΓ(n)

δφa(x)
=

δΔ(n)

δωa(x)
(54)

The above equation controls the explicit dependence of the n-th order vertex functional on φa (there is
in addition an implicit dependence on φa through the variables jaμ and K0).

The explicit dependence on φa only appears through lower order terms. Hence it does not
influence the n-th order ancestor amplitudes.

The solution of Equation (49) can be written in compact form by using a homotopy operator.
Indeed Γ(n) will be the sum of a n-th order contribution A(n), depending only on jaμ and K0, plus a
lower order term:

Γ(n)[φa, K0, J̃aμ] = A(n)[K0, jaμ]

+
∫

dDx
∫ 1

0
dt φa(x)λt

δΔ(n)

δωa(x)
(55)

The operator λt acts as follows on a generic functional X[φa, ωa, K0, jaμ]:

λtX[φa, ωa, K0, jaμ] = X[tφa, tωa, K0, jaμ] (56)

The homotopy operator κ for the BRST differential s in the second line of Equation (55) is therefore
given by

κ =
∫

dDx
∫ 1

0
dt φa(x)λt

δ

δωa(x)
(57)

and satisfies the condition

{s, κ} = 1 (58)

where 1 denotes the identity on the space of functionals spanned by ωa, φa.
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An important remark is in order here. The theory remains finite and respects the LFE if one adds
to Γ(n) some integrated local monomials in jaμ and K0 and ordinary derivatives thereof (with finite
coefficients), compatible with Lorentz symmetry and global SU(2) invariance, while respecting the
WPC condition in Equation (30):

Γ(n)
f inite = ∑

j

∫
dDx Mj(jaμ, K0) (59)

This is a consequence of the non power-counting renormalizability of the theory: one can introduce
order by order in the loop expansion an increasing number of finite parameters that do not appear
in the classical action. Notice that they cannot be inserted back at tree-level: if one performs such an
operation, the WPC condition is lost.

This observation suggests that these finite parameters cannot be easily understood as physical
free parameters of the theory, since they cannot appear in the tree-level action. It was then proposed
to define the model by choosing the symmetric subtraction scheme discussed in Section 5 and by
considering as physical parameters only those present in the classical action plus the scale of the
radiative corrections Λ [4]. While acceptable on physical grounds, from the mathematical point of view
one may wonder whether there is some deeper reason justifying such a strategy. We will comment
briefly on this point in the Conclusions.

7. Applications to Yang-Mills and the Electroweak Theory

When the vector source J̃aμ becomes a dynamical gauge field, the NLSM action gives rise to the
Stückelberg mass term [67].

The subtraction procedure based on the LFE has been used to implement a mathematically
consistent formulation of non-linearly realized massive Yang-Mills theory. SU(2) Yang-Mills in the LFE
formalism has been formulated in [6]. The pseudo-Goldstone fields take over the role of the φa fields
of the NLSM. Their Green’s functions are fixed by the LFE. The WPC proves to be very restrictive,
since by imposing the WPC condition it turns out that the only allowed classical solution is the usual
Yang-Mills theory plus the Stückelberg mass term.

This is a very powerful (and somehow surprising) result. Indeed all possible monomials
constructed out of jaμ and ordinary derivatives thereof are gauge-invariant and therefore they could
be used as interaction vertices in the classical action.

Otherwise said, the peculiar structure of the Yang-Mills action

SYM = −
∫

d4x
1
4

GaμνGμν
a (60)

where Gaμν denotes the field strength of the gauge field Aaμ

Gaμν = ∂μ Aaν − ∂ν Aaμ + fabc Abμ Acν

is not automatically enforced by the requirement of gauge invariance if the gauge group is non-linearly
realized. However if the WPC condition is satisfied, the only admissible solution becomes Yang-Mills
theory plus the Stückelberg mass term:

SnlYM = SYM +
∫

d4x
M2

2
(Aaμ − Faμ)

2 (61)

Massive Yang-Mills theory in the presence of a non-linearly realized gauge group is physically
unitary [67] (despite the fact that it violates the Froissart bound [68–74] at tree-level). The counterterms
in the Landau gauge have been computed at one loop level in [7]. The formulation of the theory in a
general ’t Hooft gauge has been given in [8].
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The approach based on the LFE can also be used for non-perturbative studies of Yang-Mills theory
on the lattice. The phase diagram of SU(2) Yang-Mills has been considered in [17]. Emerging evidence
is being accumulated about the formation of isospin scalar bound states [18] in the supposedly confined
phase of the theory [19].

An analytic approach based on the massless bound-state formalism for the implementation of the
Schwinger mechanism in non-Abelian gauge theories has been presented in [75–77].

A very important physical application of non-linearly realized gauge theories is the formulation
of a non-linearly realized electroweak theory, based on the group SU(2)× U(1). The set of gauge fields
comprises the SU(2) fields Aaμ and the hypercharge U(1) gauge connection Bμ. By using the technique
of bleached variables one can first construct SU(2) invariant variables in one-to-one correspondence
with Aμ = Aaμ

τa
2 [8]:

wμ = Ω†gAμΩ − g′
τ3

2
Bμ + iΩ†∂μΩ ≡ waμ

τa

2
(62)

In the above equation we have reinserted back for later convenience the SU(2) and U(1) coupling
constants g and g′. Since wμ is SU(2) invariant, the hypercharge generator coincides with the electric
charge generator. w3μ is then the bleached counterpart of the Zμ field, since

Zμ =
1√

g2 + g′2
w3μ

∣∣∣∣∣∣
φa=0

= cW A3μ − sW Bμ (63)

where sW and cW are the sine and cosine of the Weinberg angle

sW =
g′√

g2 + g′2
, cW =

g√
g2 + g′2

(64)

The photon Aμ is described by the combination orthogonal to Zμ, namely

Aμ = sW A3μ + cW Bμ (65)

One can built out of A1μ and A2μ the charged W± field

W±
μ =

1√
2
(A1μ ∓ iA2μ) (66)

whose bleached counterpart is simply

w±
μ =

1√
2
(w1μ ∓ iw2μ) (67)

The WPC allows for the same symmetric couplings of the Standard Model and for two independent
mass invariants [9–11]

M2
Ww+w− +

M2
Z

2
w2

3μ (68)

where the mass of the Z and W bosons are not related by the Weinberg relation

MZ =
MW
cW
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This is a peculiar signature of the mass generation mechanism à la Stückelberg, that is not present
in the linearly realized theory à la Brout-Englert-Higgs [78–80] (even if one discards the condition of
power-counting renormalizability in favour of the WPC) [12].

The inclusion of physical scalar resonances in the non-linearly realized electroweak model,
while respecting the WPC, yields some definite prediction for the Beyond the Standard Model (BSM)
sector. Indeed it turns out that it is impossible to add a scalar singlet without breaking the WPC
condition. The minimal solution requires a SU(2) doublet of scalars, leading to a CP-even physical field
(to be identified with the recently discovered scalar resonance at 125.6 GeV) and to three additional
heavier physical states, one CP-odd and neutral and two charged ones [13]. The proof of the WPC in
this model and the BRST identification of physical states has been given in [14].

The WPC and the symmetries of the theory select uniquely the tree-level action of the non-linearly
realized electroweak model. As in the NLSM case, mathematically additional finite counterterms are
allowed at higher orders in the loop expansion. In [4] it has been argued that they cannot be interpreted
as additional physical parameters (unlike in the effective field theory approach), on the basis of the
observation that they are forbidden at tree-level by the WPC, and this strategy has been consistently
applied in [7,11].

The question remains open of whether a Renormalization Group equation exists, involving a
finite change in the higher order subtractions, in such a way to compensate the change in the sliding
scale Λ of the radiative corrections. We notice that in this case the finite higher order counterterms
would be a function of the tree-level parameters only (unlike in the conventional effective field theory
approach, where they are treated as independent extra free parameters). This issue deserves further
investigation, since obviously the possibility of running the scale Λ in a mathematically consistent
way would allow to obtain physical predictions of the same observables applicable in different energy
regimes.

8. Conclusions

The LFE makes it apparent that the independent amplitudes of the NLSM are not those of
the quantum fields, over which the path-integral is carried out, but rather those of the background
connection J̃μ and of the source K0, coupled to the solution of the non-linear constraint φ0. The WPC
can be formulated only for these ancestor amplitudes; the LFE in turn fixes the descendant amplitudes,
involving at least one pion external leg. Within this formulation, the minimal symmetric subtraction
discussed in Section 5 is natural, since it provides a way to implement the idea that the number of
ancestor interaction vertices, appearing in the classical action and compatible with the WPC, must be
finite.

However, it should be stressed that the most general solution to the LFE, compatible with the
WPC, does not forbid to choose different finite parts of the higher order symmetric counterterms (as in
the most standard view of effective field theories, where such arbitrariness is associated with extra free
parameters of the non-renormalizable theory), as far as they are introduced at the order prescribed by
the WPC condition and without violating the LFE.

In this connection it should be noticed that the addition of the symmetric finite renormalizations
in Equation (59), that are allowed by the symmetries of the theory, is equivalent to a change in the Hopf
algebra [81,82] of the model. This is because the finite counterterms in Equation (59) modify the set of
1-PI Feynman diagrams on which the Hopf algebra is constructed, as a dual of the enveloping algebra
of the Lie algebra of Feynman graphs. The approach to renormalization based on Hopf algebras is
known to be equivalent [83] to the traditional approach based on the Bogoliubov recursive formula and
its explicit solution through the Zimmermann’s forest formula [84]. For models endowed with a WPC
it might provide new insights into the structure of the UV divergences of the theory. This connection
seems to deserve further investigations.
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Appendix

One-Loop Invariants

We report here the invariants controlling the one-loop divergences of the NLSM in D = 4 [2].

I1 =
∫

dDx
[

Dμ(F − J̃)ν

]
a

[
Dμ(F − J̃)ν

]
a

,

I2 =
∫

dDx
[

Dμ(F − J̃)μ
]

a

[
Dν(F − J̃)ν

]
a

,

I3 =
∫

dDx εabc

[
Dμ(F − J̃)ν

]
a

(
Fμ

b − J̃μ
b

)(
Fν

c − J̃ν
c

)
,

I4 =
∫

dDx
(m2

DK0

φ0
− φa

δS
δφa

)2
,

I5 =
∫

dDx
(m2

DK0

φ0
− φa

δS
δφa

)(
Fμ

b − J̃μ
b

)2
,

I6 =
∫

dDx
(

Fμ
a − J̃μ

a

)2(
Fν

b − J̃ν
b

)2
,

I7 =
∫

dDx
(

Fμ
a − J̃μ

a

)(
Fν

a − J̃ν
a

)(
Fbμ − J̃bμ

)(
Fbν − J̃bν

)
(A1)

In the above equation Dμ[F] stands for the covariant derivative w.r.t. Faμ

Dμ[F]ab = δab∂μ + εacbFcμ (A2)
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Abstract: In this paper, we investigate into the numerical and analytical relationship between the
dynamically generated quadrature squeezing and entanglement within a coupled harmonic oscillator
system. The dynamical relation between these two quantum features is observed to vary monotically,
such that an enhancement in entanglement is attained at a fixed squeezing for a larger coupling
constant. Surprisingly, the maximum attainable values of these two quantum entities are found
to consistently equal to the squeezing and entanglement of the system ground state. In addition,
we demonstrate that the inclusion of a small anharmonic perturbation has the effect of modifying
the squeezing versus entanglement relation into a nonunique form and also extending the maximum
squeezing to a value beyond the system ground state.

Keywords: quantum entanglement; squeezed state; coupled harmonic oscillators

PACS: 03.65.Ge, 31.15.MD

1. Introduction

Entanglement is a fundamental resource for non-classical tasks in the field of quantum
information [1]. It has been shown to improve communication and computation capabilities via
the notion of quantum dense coding [2], quantum teleportation [3], unconditionally secured quantum
cryptographic protocols [4,5], and quantum algorithms for integer factorization [6]. For any quantum
algorithm operating on pure states, it has been proven that the presence of multi-partite entanglement
is necessary if the quantum algorithm is to offer an exponential speed-up over classical computation
[7]. Note, however, that a non-zero value of entanglement might not be the necessary condition for
quantum computational speed up of algorithm operating on mixed states [8]. In addition, in order to
achieve these goals practically, it is necessary to maintain the entanglement within the quantum states
which are fragile against the decohering environment. An approach would be to employ an entangled
state with as large an entanglement as possible, and the idea is that the production of such entangled
state could be tuned through the operation of quantum squeezing.

Indeed, the relation between quantum squeezing and quantum entanglement has been actively
pursued in recent years [9–18]. Notably, the creation of entanglement is shown experimentally to be
able to induce spin squeezing [9,10]. Such entanglement-induced squeezing has the important outcome
of producing measuring instruments that go beyond the precision of current models. In addition,
quantum squeezing is found to be able to induce, enhance and even preserve entanglement in
decohering environments [11–13]. Previously, we have investigated the relation between the squeezing
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and entanglement of the ground state of the coupled harmonic oscillator system [16,17]. The ground
state entanglement entropy was found to increase monotonically with an increase in quadrature
squeezing within this system. When a small anharmonic perturbing potential is added to the system,
a further enhancement in quadrature squeezing is observed. While the entropy-squeezing curve shifts
to the right in this case, we realized that the entanglement entropy is still a monotonically increasing
function in terms of quadrature squeezing.

In this paper, we have extended our earlier work discussed above by investigating into the dynamical
relation between quadrature squeezing and entanglement entropy of the coupled harmonic oscillator
system. Coupled harmonic oscillator system has served as useful paradigm for many physical systems,
such as the field modes of electromagnetic radiation [19–21], the vibrations in molecular systems [22],
and the formulation of the Lee model in quantum field theory [23]. It was shown that the coupled
harmonic oscillator system possesses the symmetry of the Lorentz group O(3, 3) or SL(4, r) classically,
and that of the symmetry O(3, 2) or Sp(4) quantum mechanically [24]. In addition, the physics of coupled
harmonic oscillator system can be conveniently represented by the mathematics of two-by-two matrices,
which have played a role in clarifying the physical basis of entanglement [25]. In Section 2 of this paper,
we first described the coupled harmonic oscillator model. It is then followed by a discussion on the
relation between the dynamically generated squeezing and entanglement of the coupled oscillator systems,
which we have determined quantitatively via numerical computation. In Section 3 of the paper, we present
analytical results in support of the numerical results obtained in Section 2. Here, we illustrate how the
problem can be solved in terms of two-by-two matrices. Then, in Section 4 of the paper, we study how the
inclusion of anharmonicity can influence the relation between the dynamically generated squeezing and
entanglement. Finally, we give our conclusion in Section 5 of the paper.

2. Dynamical Relation of Quantum Squeezing and Entanglement in Coupled Harmonic
Oscillator System

The Hamiltonian of the coupled harmonic oscillator system is described as follow:

H =
p2

1
2m1

+
1
2

m1ω2
1x2

1 +
p2

2
2m2

+
1
2

m2ω2
2x2

2 + λ(x2 − x1)
2 (1)

where x1 and x2 are the position co-ordinates, while p1 and p2 are the momenta of the oscillators.
The interaction potential between the two oscillators is assumed to depend quadratically on the
distance between the oscillators, and is proportional to the coupling constant λ. For simplicity, we have
set m1 = m2 = m and ω1 = ω2 = ω. This Hamiltonian is commonly used to model physical systems
such as the vibrating molecules or the squeezed modes of electromagnetic field. In fact, the model
has been widely explored [26–28] and is commonly used to elucidate the properties of quantum
entanglement in continuous variable systems [29–35].

Next, let us discuss on the relation between the squeezing and entanglement of the lowest energy
eigenstate of this coupled harmonic oscillator system. Note that

H |g〉 = E0 |g〉 (2)

with |g〉 being the ground state and E0 being the lowest eigen-energy of the coupled oscillator system
with Hamiltonian given by Equation (1). Entanglement between the two oscillators can be quantified
by the von Neumann entropy:

SvN = −Tr [ρl ln ρl ] (3)

where ρl is the reduced density matrix. For squeezing parameter, we shall adopt the dimensionless definition:

Sx = − ln
σx1

σ
(0)
x1

(4)
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with σx1 =
√
〈x2

1〉 − 〈x1〉2 being the uncertainty associated with the first oscillator’s position and

the normalization constant σ
(0)
x1 =

√
h̄/2mω being the uncertainty associated with the harmonic

oscillator’s position. For simplicity, we shall evaluate only the position squeezing in the first oscillator.
Indeed, the position uncertainty squeezing and the entanglement entropy of the ground state of

this oscillator have been solved analytically by previous studies [36,37] as follows:

Sx = − ln

√
h̄

2mω
1+γ

2√
h̄

2mω

= − ln

√
1 + γ

2
(5)

where γ = 1/
√

1 + 4λ/mω2; and

SvN = cosh2
(

ln γ

4

)
ln

[
cosh2

(
ln γ

4

)]
− sinh2

(
ln γ

4

)
ln

[
sinh2

(
ln γ

4

)]
(6)

As shown in Reference [17], by eliminating γ between Equations (5) and (6), the relation between the
squeezing parameter and the von Neumann entropy of the ground state of the coupled harmonic
oscillators is obtained as follow:

SvN =
(ξ + 1)2

4ξ
ln

(
(ξ + 1)2

4ξ

)
− (ξ − 1)2

4ξ
ln

(
(ξ − 1)2

4ξ

)
(7)

with
ξ =

√
2e−2Sx − 1 (8)

This relation is shown as a solid line in Figure 1.
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Figure 1. A plot on the dynamical relation between entanglement and squeezing obtained numerically
for coupled harmonic oscillator system with the coupling constant λ = 0.75 (squares), 2 (triangles),
3.75 (circles) and 6 (crosses). Note that the ground state entanglement-squeezing curve given by
Equation (7) is plotted as a solid curve for comparison. In addition, the values of the maximum
attainable squeezing and entanglement for various λ have been plotted as stars.

In this paper, we have gone beyond the static relation between squeezing and entanglement
based on the stationary ground state. In particular, we have explored numerically into the dynamical
generation of squeezing and entanglement via the quantum time evolution, with the initial state
being the tensor product of the vacuum states (|0, 0〉) of the oscillators. Note that the obtained results
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hold true for any initial coherent states (|α1, α2〉) since the entanglement dynamics of the coupled
harmonic oscillator system is independent of initial states [38]. In general, the system dynamics is
either two-frequency periodic or quasi-periodic depending on whether the ratio of the two frequencies,
f1 = 1 and f2 =

√
1 + 4λ, are rational or irrational. By yielding the values of the squeezing parameter

and the entanglement entropy at the same time point within their respective dynamical evolution,
we obtained the dynamical relations between the squeezing and entanglement for different coupling
constants λ = 0.75, 2, 3.75 and 6, as shown in Figure 1. Interestingly, the results show a smooth
monotonic increase of the dynamically generated entanglement entropy as the quadrature squeezing
increases for each λ. In addition, the dynamically generated entanglement entropy is observed to
be larger for a fixed squeezing as λ increases. It is surprising that the maximum attainable values
of these two quantum entities determined dynamically are found to fall consistently on the system
ground states’ squeezing and entanglement relation as given by Equations (7) and (8) for all values of
λ. More importantly, this relation also serve as a bound to the entanglement entropy and squeezing
that are generated dynamically.

3. Analytical Derivation on the Dynamical Relation between Quantum Squeezing
and Entanglement

In this section, we shall perform an analytical study on the dynamical relationship between
quantum squeezing and the associated entanglement production. We first yield the second quantized
form of the Hamiltonian of the coupled harmonic oscillator system as follow:

H = a†
1a1 + a†

2a2 + 1 +
λ

2
{(a†

1 + a1)− (a†
2 + a2)}2 (9)

Then, the time evolution of the annihilation operator aj (as well as the creation operator a†
j ) can be

determined according to the following Heisenberg equation of motion:

d
dt

aj =
1
i
[aj, H] (10)

From this, we obtain:
d
dt

ã = Aã (11)

with ã = (a1 a†
1 a2 a†

2)
T and

A =

(
B C
C B

)
(12)

Note that

B = i

(
−(1 + λ) −λ

λ 1 + λ

)
(13)

and

C = i

(
λ λ

−λ −λ

)
(14)

Due to the symmetry in the coupled oscillator system, the matrix A is symmetric in the form of a
two-by-two matrix although it is not symmetric in its full four-by-four matrix form. This symmetric
property enables a simple evaluation of the time dependent annihilation and creation operators of
the oscillators:

ã(t) = Fã(0) (15)

where

F =
1
2

(
JeD1t J − KeD2tK−1 JeD1t J + KeD2tK−1

JeD1t J + KeD2tK−1 JeD1t J − KeD2tK−1

)
(16)
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J =

(
0 1
1 0

)
(17)

D1 =

(
i 0
0 −i

)
(18)

D2 =

(
iΩ 0
0 −iΩ

)
(19)

and

K =

(
1 β

β 1

)
(20)

with Ω = f2 =
√

1 + 4λ and β = (1 + Ω)/(1 − Ω). We then have:

a1(t) =

(
1
2

e−it − η1 + η2

)
a1(0) + η3 a†

1(0) +
(

1
2

e−it + η1 − η2

)
a2(0)− η3 a†

2(0)

(21)

a†
1(t) = −η3 a1(0) +

(
1
2

eit − η∗
1 + η∗

2

)
a†

1(0) + η3 a2(0) +

(
1
2

eit + η∗
1 − η∗

2

)
a†

2(0)

(22)

a2(t) =

(
1
2

e−it + η1 − η2

)
a1(0)− η3 a†

1(0) +
(

1
2

e−it − η1 + η2

)
a2(0) + η3 a†

2(0)

(23)

a†
2(t) = η3 a1(0) +

(
1
2

eit + η∗
1 − η∗

2

)
a†

1(0)− η3 a2(0) +

(
1
2

eit − η∗
1 + η∗

2

)
a†

2(0)

(24)

where

η1 =
(1 − Ω)2

8Ω
eiΩt

η2 =
(1 + Ω)2

8Ω
e−iΩt

η3 =
i(1 − Ω)(1 + Ω)

4Ω
sin(Ωt)

With these results, we are now ready to determine the analytical expressions of both the quantum
entanglement and squeezing against time. For entanglement, we shall employ the criterion developed
by Duan et al. [39] for quantification since it leads to simplification of the analytical expression while
remaining valid as a measure of entanglement in coupled harmonic oscillator systems. According to
this criterion, as long as

SD = 2 − (Δu)2 − (Δv)2 > 0 (25)

the state of the quantum system is entangled. Note that u = x1 + x2 and v = p1 − p2 are two EPR-type
operators, whereas Δu and Δv are the corresponding quantum fluctuation. This allows us to express
the entanglement measure SD as follow:

SD(t) = 2(〈a†
1a1〉 − 〈a†

1〉〈a1〉+ 〈a†
2a2〉 − 〈a†

2〉〈a2〉+
〈a†

1a†
2〉 − 〈a†

1〉〈a†
2〉+ 〈a1a2〉 − 〈a1〉〈a2〉) (26)

Note that the short form 〈O〉 used in Equation (26) implies 〈α1, α2|O(t)|α1, α2〉, where |α1, α2〉 represents
a tensor product of arbitrary initial coherent states. Recall that the subsequent results are indepedent of
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the initial states as mentioned in the last section. After substituting Equations (21)–(24) into Equation
(26), we obtain the analytical expression of entanglement against time:

SD(t) = (Ω2 − 1) sin2 Ωt (27)

In coupled harmonic oscillator systems, SD has a unique monotonic relation with SvN (see Figure 2).
For squeezing, we have

Sx(t) = − ln

√
〈x2

1〉 − 〈x1〉2

0.5

= − ln
√
〈a†2

1 〉 − 〈a†
1〉2 + 〈a2

1〉 − 〈a1〉2 + 〈a†
1a1〉 − 〈a†

1〉〈a1〉+ 〈a1a†
1〉 − 〈a1〉〈a†

1〉
(28)

Then, by substituting Equations (21)–(24) into Equation (28) as before, we obtain the analytical
expression of squeezing against time:

Sx(t) = − ln

√
1 − Ω2 − 1

2Ω2 sin2 Ωt (29)

We can also obtain an analytical expression between SD and Sx by substituting Equation (27) into
Equation (29) with some rearrangement:

SD = 2Ω2 (1 − e−2Sx ) (30)

It is important to note that Sx can only span a range of values 0 ≤ Sx ≤ S(m)
x , where S(m)

x =

− ln
√
(Ω2 + 1)/2Ω2. Furthermore, for a coupled harmonic oscillator system with a fixed value of

λ, the dynamically generated squeezing can be higher than the squeezing in the system’s ground state.
The analytical result given by Equation (30) is plotted in Figure 3 for λ = 0.75, 2, 3.75, 6 and 10, with each
curve begins at Sx = 0, SD = 0 and ends at Sx = S(m)

x , SD = S(m)
D = Ω2 − 1. In fact, the set of end

points given by Sx = S(m)
x , SD = S(m)

D gives rise to the solid curve in Figure 3. Specifically, the maximum
entanglement and the maximum squeezing parameter relates as follow:

S(m)
D =

1 − ξ2

ξ2 (31)

with

ξ =

√
2e−2S(m)

x − 1 (32)

Note that Equation (32) is the same as Equation (8), and Equation (31) corresponds to the ground
state solid curve of Figure 1. This allows us to deduce the monotonic relation between SD and SvN,

which is performed by evaluating the relation between SD of the maximum entangled state and
SvN of the ground state at equal amount of squeezing. Indeed, the resulting derived relationship
shown as solid line in Figure 2 is valid due to the fact that the link between SD(t) and SvN(t) is found
to be expressible by precisely the same curve. Thus, we have concretely affirmed the one to one
correspondence between SD and SvN through this relationship. More importantly, we have clearly
demonstrated that the maximum entanglement attained dynamically is the same as the degree of
entanglement of a ground state with the same squeezing.
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Figure 2. This plot shows the monotonic relation between SD and SvN in coupled harmonic oscillator
systems. SD(t) and SvN(t) are plotted as squares (λ = 0.75), triangles (λ = 2), circles (λ = 3.75)
and crosses (λ = 6). The relation between the ground state von Neuman entropy given by SvN =
(ξ+1)2

4ξ ln
(
(ξ+1)2

4ξ

)
− (ξ−1)2

4ξ ln
(
(ξ−1)2

4ξ

)
and the maximum dynamically generated entanglement given

by S(m)
D = 1−ξ2

ξ2 is plotted as solid curve. Note that both SvN and S(m)
D are functions of the squeezing

parameter Sx and ξ =
√

2e−2Sx − 1.
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Figure 3. A plot on the dynamical relation between entanglement and squeezing given by Equation
(30) for coupled harmonic oscillator system. The relation is dependent on λ and the curves from top
to bottom are with respect to λ = 10, 6, 3.75, 2, and 0.75 respectively. Note that the thick solid curve
represents the values of the maximum attainable squeezing and entanglement for the range 0 < λ < 10.

When projected into the x1 − p2 or x2 − p1 plane, the initial coherent state can be represented by
a circular distribution with equal uncertainty in both x and p direction. During the time evolution,
the circular distribution is being rotated and squeezed. As a result, squeezing and entanglement are
generated such that the distribution becomes elliptical in the x1 − p2 or x2 − p1 plane with rotation
of the ellipse’s major axis away from the x- or p-axis which creates entanglement. The generation of
squeezing and entanglement reaches their maximum values at the same time when the major axis of
the elliptical distribution has rotated 45◦ away from the x- or p-axis. Note that at this point, squeezing
is merely in the collective modes. On the other hand, as discussed in Reference [37], the ground state
wave function of the coupled harmonic oscillator system is separable in their collective modes. In both
cases, entanglement and squeezing relates uniquely as given by Equation (7) and (31).
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4. Quantum Squeezing and Entanglement in Coupled Anharmonic Oscillator Systems

Next, let us investigate the effect of including an anharmonic potential on the dynamical relation
between squeezing and entanglement through the following Hamiltonian systems:

H =
p2

1
2m1

+
1
2

m1ω2
1x2

1 +
p2

2
2m2

+
1
2

m2ω2
2x2

2 + λ(x2 − x1)
2 + ε(x4

1 + x4
2) (33)

For simplicity, we consider only the quartic perturbation potential. For previous studies of
entanglement in coupled harmonic oscillators with quartic perturbation, see Reference [40] and
the references therein. Again, we choose the initial state to be the tensor product of the vacuum
states. We then evolve the state numerically through the Hamiltonian given by Equation (33). For the
numerical simulation, we consider only a small anharmonic perturbation, i.e., ε = 0.1 and 0.2. Note that
we have truncated the basis size at M = 85 at which the results are found to converge.

With a small anharmonic perturbation, the dynamically generated entanglement entropy is no
longer a smooth monotonically increasing function of the quadrature squeezing as before (see Figure 4).
This implies that for coupled anharmonic oscillator systems, the dynamically generated degree of
entanglement cannot be characterized through a measurement of the squeezing parameter. In addition,
when the anharmonic potential is included, the maximum attainable squeezing is much enhanced.
This effect is clearly shown in Figure 4, where we observe that the maximum dynamical squeezing
extends far beyond the largest squeezing given by the coupled anharmonic oscillator system’s ground
state at different λ. In addition, as we increase the anharmonic perturbation from 0.1 to 0.2, we found
that the maximum attainable squeezing continues to grow with extension going further beyond the
largest squeezing given by the ground state of the coupled anharmonic oscillator system.
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Figure 4. The effect of anharmonicity (ε = 0.1) on the dynamical relation between quadrature squeezing
and entanglement. Note that we have employed the following parameter: (a) λ = 0.75; (b) λ = 2;
(c) λ = 3.75; and (d) λ = 6. We have plotted the ground state entanglement-squeezing curve of the
coupled anharmonic oscillator system with ε = 0.1 as solid curve for comparison.
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Figure 5. The effect of anharmonicity (ε = 0.2) on the dynamical relation between quadrature squeezing
and entanglement. Note that we have employed the following parameter: (a) λ = 0.75, (b) λ = 2,
(c) λ = 3.75, and (d) λ = 6. We have plotted the ground state entanglement-squeezing curve of the
coupled anharmonic oscillator system with ε = 0.2 as solid curve for comparison.

5. Conclusions

We have studied into the dynamical generation of quadrature squeezing and entanglement for
both coupled harmonic and anharmonic oscillator systems. Our numerical and analytical results show
that the quantitative relation that defines the dynamically generated squeezing and entanglement in
coupled harmonic oscillator system is a monotonically increasing function. Such a monotonic relation
vanishes, however, when a small anharmonic potential is added to the system. This result implies the
possibility of characterizing the dynamically generated entanglement by means of squeezing in the
case of coupled harmonic oscillator system. In addition, we have uncovered the unexpected result
that the maximum attainable entanglement and squeezing obtained dynamically matches exactly the
entanglement-squeezing relation of the system’s ground state of the coupled harmonic oscillators.
When an anharmonic potential is included, we found that the dynamically generated squeezing can be
further enhanced. We percieve that this result may provide important insights to the construction of
precision instruments that attempt to beat the quantum noise limit.
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Abstract: We discuss a method to obtain closed-form expressions of f (A), where f is an analytic
function and A a square, diagonalizable matrix. The method exploits the Cayley–Hamilton theorem
and has been previously reported using tools that are perhaps not sufficiently appealing to physicists.
Here, we derive the results on which the method is based by using tools most commonly employed
by physicists. We show the advantages of the method in comparison with standard approaches,
especially when dealing with the exponential of low-dimensional matrices. In contrast to other
approaches that require, e.g., solving differential equations, the present method only requires the
construction of the inverse of the Vandermonde matrix. We show the advantages of the method by
applying it to different cases, mostly restricting the calculational effort to the handling of two-by-two
matrices.

Keywords: matrix exponential; Cayley–Hamilton theorem; two-by-two representations;
Vandermonde matrices
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1. Introduction

Physicists are quite often faced with the task of calculating f (A), where A is an n × n matrix and
f an analytic function whose series expansion generally contains infinitely many terms. The most
prominent example corresponds to exp A. Usual approaches to calculate f (A) consist in either
truncating its series expansion, or else finding a way to “re-summate” terms so as to get a closed-form
expression. There is yet another option that can be advantageously applied when dealing with an
n × n matrix, and which derives from the Cayley–Hamilton theorem [1]. This theorem states that
every square matrix satisfies its characteristic equation. As a consequence of this property, any series
expansion can be written in terms of the first n powers of A. While this result is surely very well
known among mathematicians, it appears to be not so widespread within the physicists’ community
[2]. Indeed, most textbooks on quantum mechanics still resort to the Baker–Hausdorff lemma or
to special properties of the involved matrices, in order to obtain closed-form expressions of series
expansions [3–5]. This happens even when dealing with low-dimensional matrices, i.e., in cases in
which exploiting the Cayley–Hamilton theorem would straightforwardly lead to the desired result.
Such a state of affairs probably reflects a lack of literature on the subject that is more palatable to
physicists than to mathematicians. The present paper aims at dealing with the subject matter by using
language and tools that are most familiar to physicists. No claim of priority is made; our purpose is
to show how well the derived results fit into the repertoire of tools that physicists routinely employ.
To this end, we start addressing the simple, yet rich enough case of 2 × 2 matrices.

An archetypical example is the Hamiltonian H = kσ · B that rules the dynamics of a spin-1/2
particle subjected to a magnetic field B. Here, σ = (σx, σy, σz) denotes the Pauli spin operator and k is
a parameter that provides the above expression with appropriate units. The upsurge of research in
several areas of physics—most notably in quantum optics—involving two-level systems, has made a
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Hamiltonian of the above type quite ubiquitous. Indeed, the dynamics of any two-level system is ruled
by a Hamiltonian that can be written in such a form. Hence, one often requires an explicit, closed-form
expression for quantities such as exp(iαn · σ), where n is a unit vector. This closed-form expression
can be obtained as a generalization of Euler’s formula exp iα = cos α + i sin α. It reads

exp(iαn · σ) = cos αI + i sin αn · σ (1)

with I denoting the identity operator.
Let us recall how most textbooks of quantum mechanics proceed to demonstrate Equation (1)

(see, e.g., [3–5]). The demonstration starts by writing the series expansion exp A = ∑k Ak/k! for the
case A = iαn · σ. Next, one invokes the following relationship:

(a · σ) (b · σ) = (a · b)I + i (a × b) · σ (2)

whose proof rests on σiσj = δij I + iεijkσk (summation over repeated indices being understood).
Equation (2) implies that (n · σ)2n = I, and hence (n · σ)2n+1 = n · σ. This allows one to split
the power series of exp(iαn · σ) in two parts, one constituted by even and the other by odd powers of
iαn · σ:

exp(iαn · σ) =
∞

∑
n=0

(iα)2n

2n!
I +

∞

∑
n=0

(iα)2n+1

(2n + 1)!
n · σ (3)

By similarly splitting Euler’s exponential, i.e.,

exp iα = cos α + i sin α =
∞

∑
n=0

(iα)2n

2n!
+

∞

∑
n=0

(iα)2n+1

(2n + 1)!
(4)

one sees that Equation (3) is the same as Equation (1).
Although this standard demonstration is a relatively simple one, it seems to be tightly related

to the particular properties of the operator n · σ, as well as to our ability to “re-summate” the series
expansion so as to obtain a closed-form expression. There are several other cases [6] in which a relation
similar to Equation (1) follows as a consequence of generalizing some properties of the group SU(2)
and its algebra to the case SU(N), with N > 2. Central to these generalizations and to their associated
techniques are both the Cayley–Hamilton theorem and the closure of the Lie algebra su(N) under
commutation and anti-commutation of its elements [6]. As already recalled, the Cayley–Hamilton
theorem states that any n × n matrix A satisfies its own characteristic equation p(A) = 0, where

p(λ) = Det(λI − A) = λn + cn−1λn−1 + . . . + c1λ + c0 (5)

is A’s characteristic polynomial. From p(A) = 0 it follows that any power Ak, with k ≥ n, can be
written in terms of the matrices I = A0, A, . . . , An−1. Thus, any infinite series, such as the one
corresponding to exp A, may be rewritten in terms of the n powers A0, A, . . . , An−1. By exploiting this
fact one can recover Equation (1). Reciprocally, given A, one can construct a matrix B that satisfies
exp B = A, as shown by Dattoli, Mari and Torre [2]. These authors used essentially the same tools as
we do here and presented some of the results that we will show below, but leaving them in an implicit
form. The aforementioned authors belong to a group that has extensively dealt with our subject
matter and beyond it [7], applying the present techniques to cases of current interest [8]. A somewhat
different approach was followed by Leonard [9], who related the Cayley–Hamilton theorem to the
solution of ordinary differential equations, in order to get closed expressions for the matrix exponential.
This technique can be applied to all n × n matrices, including those that are not diagonalizable.
Untidt and Nielsen [10] used this technique when addressing the groups SU(2), SU(3) and SU(4).
Now, especially when addressing SU(2), Leonard’s approach seems to be unnecessarily involved.
This is because there is a trade-off between the wide applicability of the method and its tailoring to a
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special case. When dealing with diagonalizable matrices, the present approach may prove more useful.
Thus, one exploits not only the Cayley–Hamilton theorem, but the diagonalizability of the involved
matrices as well. As a result, we are provided with a straightforward way to obtain closed-form
expressions for the matrix exponential. There are certainly many other ways that are either more
general [9,11] or else better suited to specific cases [12–16], but the present method is especially useful
for physical applications.

The rest of the paper is organized as follows. First, we present Leonard’s technique in a way that
somewhat differs from the approach used in [9]. Thereafter, we show how to obtain Equation (1) by
using a technique that can be generalized to diagonalizable n × n matrices, thereby introducing
the method that is the main subject of the present work. As an illustration of this technique,
we address some representative cases that were taken from the repertoire of classical mechanics,
quantum electrodynamics, quantum optics and from the realm of Lorentz transformations. While the
results obtained are known, their derivations should serve to demonstrate the versatility of the method.
Let us stress once again that our aim has been to present this method by following an approach that
could be appealing to most physicists, rather than to mathematically oriented readers.

2. Closed Form of the Matrix Exponential via the Solution of Differential Equations

Consider the coupled system of differential equations, given by

Dx ≡ dx
dt

= Ax (6)

with x = (x1, . . . , xn)T and A a constant, n × n matrix. The matrix exponential appears in the solution
of Equation (6), when we write it as x(t) = eAtx(0). By successive derivation of this exponential
we obtain DkeAt = AkeAt. Hence, p(D)eAt ≡ (Dn + cn−1Dn−1 + . . . + c1D + c0)eAt = p(A)eAt = 0,
on account of p(A) = 0, i.e., the Cayley–Hamilton theorem. Now, as already noted, this implies that eAt

can be expressed in terms of A0, A, . . . , An−1. Let us consider the matrix M(t) := ∑n−1
k=0 yk(t)Ak, with

the yk(t) being n independent solutions of the differential equation p(D)y(t) = 0. That is, the yk(t)
solve this equation for n different initial conditions that will be conveniently chosen. We have thus that
p(D)M(t) = ∑n−1

k=0 p(D)yk(t)Ak = 0. Our goal is to choose the yk(t) so that eAt = M(t). To this end,
we note that DkeAt |t=0= AkeAt |t=0= Ak. That is, eAt solves p(D)Φ(t) = 0 with the initial conditions
Φ(0) = A0, . . . , Dn−1Φ(0) = An−1. It is then clear that we must take the following initial conditions:
Djyk(0) = δ

j
k, with j, k ∈ {0, . . . , n − 1}. In such a case, eAt and M(t) satisfy both the same differential

equation and the same initial conditions. Hence, eAt = M(t).
Summarizing, the method consists in solving the n-th order differential equation p(D)y(t) = 0

for n different initial conditions. These conditions read Djyk(0) = δ
j
k, with j, k ∈ {0, . . . , n − 1}.

The matrix exponential is then given by eAt = ∑n−1
k=0 yk(t)Ak. The standard procedure for solving

p(D)y(t) = 0 requires finding the roots of the characteristic equation p(λ) = 0. Each root λ with
multiplicity m contributes to the general solution with a term (a0 + a1t + . . . + am−1tm−1)eλt, the ak
being fixed by the initial conditions. As already said, this method applies even when the matrix A is
not diagonalizable. However, when the eigenvalue problem for A is a solvable one, another approach
can be more convenient. We present such an approach in what follows.

3. Closed Form of the Matrix Exponential via the Solution of Algebraic Equations

Let us return to Equation (1). We will derive it anew, this time using standard tools of quantum
mechanics. Consider a Hermitian operator A, whose eigenvectors satisfy A |ak〉 = ak |ak〉 and span the
Hilbert space on which A acts. Thus, the identity operator can be written as I = ∑k |ak〉 〈ak|. One can
also write A = A · I = ∑k ak |ak〉 〈ak|. Moreover, Am = ∑k am

k |ak〉 〈ak|, from which it follows that

F(A) = ∑
k

F(ak) |ak〉 〈ak| (7)
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for any function F(A) that can be expanded in powers of A.
Let us consider the 2 × 2 case A = n · σ, with n a unit vector. This matrix has the eigenvalues

±1 and the corresponding eigenvectors |n±〉. That is, n · σ |n±〉 = ± |n±〉. We need no more than
this to get Equation (1). Indeed, from n · σ = |n+〉 〈n+| − |n−〉 〈n−| and I = |n+〉 〈n+|+ |n−〉 〈n−|,
it follows that |n±〉 〈n±| = (I ± n · σ) /2. Next, we consider F(A) = exp A = ∑k exp ak |ak〉 〈ak|,
with A = iαn · σ. The operator iαn · σ has eigenvectors |n±〉 and eigenvalues ±iα. Thus,

exp(iαn · σ) = eiα |n+〉 〈n+|+ e−iα |n−〉 〈n−| (8)

=
1
2

eiα (I + n · σ) +
1
2

e−iα (I − n · σ) (9)

=

(
eiα + e−iα

2

)
I +

(
eiα − e−iα

2

)
n · σ (10)

which is Equation (1). Note that it has not been necessary to know the eigenvectors of A = iαn · σ.
It is a matter of convenience whether one chooses to express exp (iαn · σ) in terms of the projectors
|n±〉 〈n±|, or in terms of I and n · σ.

Let us now see how the above method generalizes when dealing with higher-dimensional spaces.
To this end, we keep dealing with rotations. The operator exp (iαn · σ) is a rotation operator acting on
spinor space. It is also an element of the group SU(2), whose generators can be taken as Xi = iσi/2,
i = 1, 2, 3. They satisfy the commutation relations

[
Xi, Xj

]
= εijkXk that characterize the rotation

algebra. The rotation operator can also act on three-dimensional vectors r. In this case, one often uses
the following formula, which gives the rotated vector r′ in terms of the rotation angle θ and the unit
vector n that defines the rotation axis:

r′ = r cos θ + n (n · r) [1 − cos θ] + (n × r) sin θ (11)

Equation (11) is usually derived from vector algebra plus some geometrical considerations [17].
We can derive it, alternatively, by the method used above. To this end, we consider the rotation
generators Xi for three-dimensional space, which can be read off from the next formula, Equation (12).
The rotation matrix is then obtained as exp (θn · X), with

n · X =

⎛
⎜⎝ 0 −n3 n2

n3 0 −n1

−n2 n1 0

⎞
⎟⎠ ≡ M (12)

It is straightforward to find the eigenvalues of the non-Hermitian, antisymmetric matrix M. They are 0
and ±i. Let us denote the corresponding eigenvectors as |n0〉 and |n±〉, respectively. Similarly to the
spin case, we have now

I = |n+〉 〈n+|+ |n−〉 〈n−|+ |n0〉 〈n0| (13)

M = i |n+〉 〈n+| − i |n−〉 〈n−| (14)

We need a third equation, if we want to express the three projectors |nk〉 〈nk|, k = ±, 0, in terms of I
and M. This equation is obtained by squaring M:

M2 = − |n+〉 〈n+| − |n−〉 〈n−| (15)

From Equations (13)–(15) we immediately obtain |n±〉 〈n±| =
(
∓iM − M2) /2, and |n0〉 〈n0| = I + M2.

Thus, we have

exp(θM) = eiθ |n+〉 〈n+|+ e−iθ |n−〉 〈n−|+ e0 |n0〉 〈n0| (16)

= I + M sin θ + M2 [1 − cos θ] (17)
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By letting M, as given in Equation (12), act on r = (x, y, z)T , we easily see that Mr = n × r and
M2r = n × (n × r) = n (n · r)− r. Thus, on account of Equation (17), r′ = exp(θM)r reads the same
as Equation (11).

The general case is now clear. Consider an operator A whose matrix representation is an
N × N matrix. Once the eigenvalues ak of A (which we assume nondegenerate) have been
determined, we can write the N equations: A0 = I = ∑k |ak〉 〈ak|, A = ∑k ak |ak〉 〈ak|, A2 =

∑N
k=1 a2

k |ak〉 〈ak| , . . . , AN−1 = ∑N
k=1 aN−1

k |ak〉 〈ak|, from which it is possible to obtain the N projectors
|ak〉 〈ak| in terms of I, A, A2, . . . , AN−1. To this end, we must solve the system

⎛
⎜⎜⎜⎜⎜⎜⎝

1 1 . . . 1
a1 a2 . . . aN
a2

1 a2
2 a2

N
...

...
...

aN−1
1 aN−1

2 aN−1
N

⎞
⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎝

|a1〉 〈a1|
|a2〉 〈a2|
|a3〉 〈a3|

...
|aN〉 〈aN |

⎞
⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎝

I
A
A2

...
AN−1

⎞
⎟⎟⎟⎟⎟⎟⎠

(18)

The matrix in Equation (18), with components Vk,i = ak−1
i (k, i ∈ {1, . . . , N}), is a Vandermonde

matrix, whose inverse can be explicitly given [18]. Once we have written the |ak〉 〈ak| in terms of
I, A, . . . AN−1, we can express any analytic function of A in terms of these N powers of A, in particular
exp A = ∑N

k=1 exp(ak) |ak〉 〈ak|. For the case N = 4, for instance, we have the following result:

|a1〉 〈a1| =
A3 − A2(a2 + a3 + a4) + A(a2a3 + a2a4 + a3a4)− a2a3a4

(a1 − a2)(a1 − a3)(a1 − a4)
(19)

|a2〉 〈a2| =
A3 − A2(a1 + a3 + a4) + A(a1a3 + a1a4 + a3a4)− a1a3a4

(a2 − a1)(a2 − a3)(a2 − a4)
(20)

|a3〉 〈a3| =
A3 − A2(a1 + a2 + a4) + A(a1a2 + a1a4 + a2a4)− a1a2a4

(a3 − a1)(a3 − a2)(a3 − a4)
(21)

|a4〉 〈a4| =
A3 − A2(a1 + a2 + a3) + A(a1a2 + a1a3 + a2a3)− a1a3a4

(a4 − a1)(a4 − a2)(a4 − a3)
(22)

The general solution can be written in terms of the inverse of the Vandermonde matrix V. To this end,
consider a system of equations that reads like (18), but with the operators entering the column vectors
being replaced by numbers, i.e.,

∣∣aj
〉 〈

aj
∣∣ → wj, with j = 1, . . . , N, and Ak → qk+1, with k = 0, . . . , N − 1.

The solution of this system is given by wj = ∑N−1
k=0 Uj,kqk, with U = V−1, the inverse of the Vandermonde

matrix. This matrix inverse can be calculated as follows [18]. Let us define a polynomial Pj(x) of degree
N − 1 as

Pj(x) =
N

∏
n=1
n 
=j

x − an

aj − an
=

N

∑
k=1

Uj,kxk−1 (23)

The coefficients Uj,k of the last equality follow from expanding the preceding expression and collecting
equal powers of x. These Uj,k are the components of V−1. Indeed, setting x = ai and observing
that Pj(ai) = δji = ∑N

k=1 Uj,kak−1
i = (UV)j,i, we see that U is the inverse of the Vandermonde

matrix. The projectors
∣∣aj

〉 〈
aj
∣∣ in Equation (18) can thus be obtained by replacing x → A in

Equation (23).We get in this way the explicit solution

∣∣aj
〉 〈

aj
∣∣ = N

∑
k=1

Uj,k Ak−1 =
N

∏
n=1
n 
=j

A − an

aj − an
(24)

The above expression can be inserted into Equation (7), if one wants to write F(A) in terms of the first
N powers of A.
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So far, we have assumed that the eigenvalues of A are all nondegenerate. Let us now consider
a matrix M with degenerate eigenvalues. As before, we deal with a special case, from which the
general formalism can be easily inferred. Let M be of dimension four and with eigenvalues λ1 and λ2,
which are two-fold degenerate. We can group the projectors as follows:

I = (|e1〉 〈e1|+ |e2〉 〈e2|) + (|e3〉 〈a3|+ |e4〉 〈e4|) (25)

M = λ1 (|e1〉 〈e1|+ |e2〉 〈e2|) + λ2 (|e3〉 〈a3|+ |e4〉 〈e4|) (26)

It is then easy to solve the above equations for the two projectors associated with the two eigenvalues.
We obtain

|e1〉 〈e1|+ |e2〉 〈e2| =
λ2 I − M
λ2 − λ1

(27)

|e3〉 〈a3|+ |e4〉 〈e4| =
λ1 I − M
λ1 − λ2

(28)

We can then write
eM =

1
λ1 − λ2

[(
λ1eλ2 − λ2eλ1

)
I +

(
eλ1 − eλ2

)
M

]
(29)

We will need this result for the calculation of the unitary operator that defines the Foldy–Wouthuysen
transformation, our next example. It is now clear that in the general case of degenerate eigenvalues,
we can proceed similarly to the nondegenerate case, but solving n < N equations.

4. Examples

Let us now see how the method works when applied to some well-known cases. Henceforth, we
refer to the method as the Cayley–Hamilton (CH)-method, for short. Our aim is to show the simplicity
of the required calculations, as compared with standard techniques.

4.1. The Foldy–Wouthuysen Transformation

The Foldy–Wouthuysen transformation is introduced [19] with the aim of decoupling the upper
(ϕ) and lower (χ) components of a bispinor ψ = (ϕ, χ)T that solves the Dirac equation ih̄∂ψ/∂t = Hψ,
where H = −ih̄cα ·∇+ βmc2. Here, β and α = (αx, αy, αz) are the 4 × 4 Dirac matrices:

β =

(
1 0

0 −1

)
, α =

(
0 σ

σ 0

)
(30)

The Foldy–Wouthuysen transformation is given by ψ′ = Uψ, with [19]

U = exp
(

θ

2
βα · p

)
(31)

We can calculate U by applying Equation (29) for M = θβα · p/2 = (θ |p|/2)βα ·n, where n = p/ |p|.
The eigenvalues of the 4 × 4 matrix βα · n are ±i, each being two-fold degenerate. This follows from
noting that the matrices

βα · n =

(
0 σ · n

−σ · n 0

)
and

(
0 1
−1 0

)
(32)
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have the same eigenvalues. Indeed, because (σ · n)2 = 1, the above matrices share the characteristic
equation λ2 + 1 = 0. Their eigenvalues are thus ±i. The eigenvalues of M = θβα · p/2 are then
λ1,2 = ±iθ |p| /2. Replacing these values in Equation (29) we obtain

exp
(

θ

2
βα · p

)
=

1
iθ |p|

[
iθ |p|

2

(
e−iθ|p|/2 + eiθ|p|/2

)
I +

(
eiθ|p|/2 − e−iθ|p|/2

) θ |p|
2

βα · n
]

(33)

= cos (|p| θ/2) + sin (|p| θ/2) βα · p
|p| (34)

The standard way to get this result requires developing the exponential in a power series.
Thereafter, one must exploit the commutation properties of α and β in order to group together odd
and even powers of θ. This finally leads to the same closed-form expression that we have arrived at
after some few steps.

4.2. Lorentz-Type Equations of Motion

The dynamics of several classical and quantum systems is ruled by equations that can be cast
as differential equations for a three-vector S. These equations often contain terms of the form Ω×.
An example of this is the ubiquitous equation

dS
dt

= Ω × S (35)

Equation (35) and its variants have been recently addressed by Babusci, Dattoli and Sabia [20],
who applied operational methods to deal with them. Instead of writing Equation (35) in matrix
form, these authors chose to exploit the properties of the vector product by defining the operator
Ω̂ := Ω×. The solution for the case ∂Ω/∂t = 0, for instance, was obtained by expanding exp(tΩ̂) as
an infinite series and using the cyclical properties of the vector product in order to get S(t) in closed
form. This form is nothing but Equation (11) with the replacements r′ → S(t), r → S(0) and θ → Ωt,
where Ω := |Ω|. We obtained Equation (11) without expanding the exponential and without using
any cyclic properties. Our solution follows from writing Equation (35) in matrix form, i.e.,

dS
dt

= ΩMS (36)

where M is given by Equation (12) with n = Ω/Ω. The solution S(t) = exp(MΩt)S(0) is then
easily written in closed form by applying the CH-method, as in Equation (11). The advantages
of this method show up even more sharply when dealing with some extensions of Equation (36).
Consider, e.g., the non-homogeneous version of Equation (35):

dS
dt

= Ω × S + N = ΩMS + N (37)

This is the form taken by the Lorentz equation of motion when the electromagnetic field is given by
scalar and vector potentials reading Φ = −E · r and A = B × r/2, respectively [20]. The solution of
Equation (37) is easily obtained by acting on both sides with the “integrating (operator-valued) factor”
exp(−ΩMt). One then readily obtains, for the initial condition S(0) = S0,

S(t) = eΩMtS0 +

ˆ t

0
eΩM(t−s)Nds (38)

The matrix exponentials in Equation (38) can be expressed in their eigenbasis, as in Equation (16).
For a time-independent N, the integral in Equation (38) is then trivial. An equivalent solution is
given in [20], but written in terms of the evolution operator Û(t) = exp(tΩ̂) and its inverse. Inverse
operators repeatedly appear within such a framework [20] and are often calculated with the help of
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the Laplace transform identity: Â−1 =
´ ∞

0 exp(−sÂ)ds. Depending on Â, this could be not such a
straightforward task as it might appear at first sight. Now, while vector notation gives us additional
physical insight, vector calculus can rapidly turn into a messy business. Our strategy is therefore to
avoid vector calculus and instead rely on the CH-method as much as possible. Only at the end we write
down our results, if we wish, in terms of vector products and the like. That is, we use Equations (13)–(17)
systematically, in particular Equation (16) when we need to handle exp(θM), e.g., within integrals.
The simplification comes about from our working with the eigenbasis of exp(θM), i.e., with the eigenbasis
of M. Writing down the final results in three-vector notation amounts to expressing these results in the
basis in which M was originally defined, cf. Equation (12). Let us denote this basis by {|x〉, |y〉, |z〉}.
The eigenvectors |n±〉 and |n0〉 of M are easily obtained from those of X3, cf. Equation (12). The
eigenvectors of X3 are, in turn, analogous to those of Pauli’s σy, namely |±〉 = (|x〉 ∓ i|y〉)/

√
2, plus

a third eigenvector that is orthogonal to the former ones, that is, |0〉 = |z〉. In order to obtain the
eigenvectors of n · X, with n = (sin θ cos φ, sin θ sin φ, cos θ), we apply the rotation exp(φX3) exp(θX2)

to the eigenvectors |±〉 and |0〉, thereby getting |n±〉 and |n0〉, respectively. All these calculations are
easily performed using the CH-method.

Once we have |n±〉 and |n0〉, we also have the transformation matrix T that brings M into diagonal
form: T−1MT = MD = diag(−i, 0, i). Indeed, T’s columns are just |n−〉, |n0〉 and |n+〉. After we have
carried out all calculations in the eigenbasis of M, by applying T we can express the final result in the
basis {|x〉, |y〉, |z〉}, thereby obtaining the desired expressions in three-vector notation. Let us illustrate
this procedure by addressing the evolution equation

dS
dt

= Ω × S + λΩ × (Ω × S) (39)

In matrix form, such an equation reads

dS
dt

= ΩMS + λ(ΩM)2S = [ΩM + λ(ΩM)2]S ≡ AS (40)

The solution is given by S(t) = exp(At)S0. The eigenbasis of A is the same as that of M. We have thus

exp(At) = e(iΩ−λΩ2)t|n+〉〈n+|+ e(−iΩ−λΩ2)t|n−〉〈n−|+ |n0〉〈n0| (41)

The projectors |nk〉〈nk| can be written in terms of the powers of A by solving the system

I = |n+〉 〈n+|+ |n−〉 〈n−|+ |n0〉 〈n0| (42)

A = (iΩ − λΩ2) |n+〉 〈n+| − (iΩ + λΩ2) |n−〉 〈n−| (43)

A2 = (iΩ − λΩ2)2 |n+〉 〈n+|+ (iΩ + λΩ2)2 |n−〉 〈n−| (44)

Using A = ΩM + λ(ΩM)2 and A2 = −2λΩ3M + (1 − λ2Ω2)(ΩM)2, and replacing the solution of
the system (42)–(44) in Equation (41) we get

exp(At) = I + e−λΩ2t sin(Ωt)M + [1 − e−λΩ2t cos(Ωt)]M2 (45)

Finally, we can write the solution S(t) = exp(At)S0 in the original basis {|x〉, |y〉, |z〉}, something that
in this case amounts to writing MS0 = n × S0 and M2S0 = n (n · S0)− S0. Equation (39) was also
addressed in [20], but making use of the operator method. The solution was given in terms of a series
expansion for the evolution operator. In order to write this solution in closed form, it is necessary
to introduce sin- and cos-like functions [20]. These functions are defined as infinite series involving
two-variable Hermite polynomials. The final expression reads like Equation (11), but with sin and cos
replaced by the aforementioned functions containing two-variable Hermite polynomials. Now, one can
hardly unravel from such an expression the physical features that characterize the system’s dynamics.
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On the other hand, a solution given as in Equation (45) clearly shows such dynamics, in particular
the damping effect stemming from the λ-term in Equation (39), for λ > 0. Indeed, Equation (45)
clearly shows that the state vector S(t) = exp(At)S0 asymptotically aligns with Ω while performing a
damped Larmor precession about the latter.

The case ∂Ω/∂t 
= 0 is more involved and generally requires resorting to Dyson-like series
expansions, e.g., time-ordered exponential integrations. While this subject lies beyond the scope of the
present work, it should be mentioned that the CH-method can be advantageously applied also in this
context. For instance, time-ordered exponential integrations involving operators of the form A + B(t)
do require the evaluation of exp A. Likewise, disentangling techniques make repeated use of matrix
exponentials of single operators [21]. In all these cases, the CH-method offers a possible shortcut.

4.3. The Jaynes–Cummings Hamiltonian

We address now a system composed by a two-level atom and a quantized (monochromatic)
electromagnetic field. Under the dipole and the rotating-wave approximations, the Hamiltonian of
this system reads (in standard notation)

H =
h̄
2

ω0σz + h̄ωa†a + h̄g
(

a†σ− + aσ+
)

(46)

Let us denote the upper and lower states of the two-level atom by |a〉 and |b〉, respectively, and the
Fock states of the photon-field by |n〉. The Hilbert space of the atom-field system is spanned by the
basis B = {|a, n〉 , |b, n〉 , n = 0, 1, . . .}. The states |a, n〉 and |b, n〉 are eigenstates of the unperturbed
Hamiltonian H0 = h̄ω0σz/2 + h̄ωa†a. The interaction Hamiltonian V = h̄g

(
a†σ− + aσ+

)
couples the

states |a, n〉 and |b, n + 1〉 alone. Hence, H can be split into a sum: H = ∑n Hn, with each Hn acting on
the subspace Span{|a, n〉 , |b, n + 1〉}. Within such a subspace, Hn is represented by the 2 × 2 matrix

Hn = h̄ω

(
n +

1
2

)
I + h̄

(
δ/2 g

√
n + 1

g
√

n + 1 −δ/2

)
(47)

where δ = ω0 − ω.
A standard way [22] to calculate the evolution operator U = exp(−iHt/h̄) goes as follows.

One first writes the Hamiltonian in the form H = H1 + H2, with H1 = h̄ω
(
a†a + σz/2

)
and

H2 = h̄δσz/2 + h̄g
(
a†σ− + aσ+

)
. Because [H1, H2] = 0, the evolution operator can be factored as

U = U1U2 = exp(−iH1t/h̄) exp(−iH2t/h̄). The first factor is diagonal in SpanB. The second factor can
be expanded in a Taylor series. As it turns out, one can obtain closed-form expressions for the even and
the odd powers of the expansion. Thus, a closed-form for U2 can be obtained as well. As can be seen,
this method depends on the realization that Equation (46) can be written in a special form, which renders
it possible to factorize U.

Let us now calculate U by the CH-method. We can exploit the fact that H splits as H = ∑n Hn,
with [Hn, Hm] = 0, and write U = ∏n Un = ∏n exp(−iHnt/h̄). Generally, a 2 × 2 Hamiltonian H has
eigenvalues of the form E± = h̄(λ0 ± λ). We have thus

I = |+〉 〈+|+ |−〉 〈−| (48)

H/h̄ = (λ0 + λ) |+〉 〈+|+ (λ0 − λ) |−〉 〈−| (49)

so that

exp(−iHt/h̄) = exp(−iλ+t) |+〉 〈+|+ exp(−iλ−t) |−〉 〈−| (50)

=
e−iλ0t

λ

[
(iλ0 sin λt + λ cos λt) I − i(sin λt)

H
h̄

]
(51)
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In our case, Hn has eigenvalues E±
n = h̄ω(n + 1/2)± h̄

√
δ2/4 + g2(n + 1) ≡ h̄ω(n + 1/2)± h̄Rn.

Whence,

exp(−iHnt/h̄) =
e−iω(n+1/2)t

Rn

[(
iω(n +

1
2
) sin (Rnt) + Rn cos (Rnt)

)
I − i sin(Rnt)

Hn

h̄

]
(52)

Replacing Hn from Equation (47) in the above expression we get

exp(−iHnt/h̄) = e−iω(n+1/2)t

[
cos (Rnt) I − i sin (Rnt)

2Rn

(
δ 2g

√
n + 1

2g
√

n + 1 −δ

)]
(53)

This result enables a straightforward calculation of the evolved state |ψ(t)〉 out of a general initial state

|ψ(0)〉 = ∑
n

Ca,n |a, n〉+ Cb,n+1 |b, n + 1〉 (54)

Equation (53) refers to a matrix representation in the two-dimensional subspace
Span{|a, n〉 , |b, n + 1〉}. Let us focus on

cos (Rnt) I =

(
cos (Rnt) 0

0 cos (Rnt)

)
(55)

This matrix is a representation in subspace Span{|a, n〉 , |b, n + 1〉} of the operator

cos
(

t
√

ϕ̂ + g2
)
|a〉〈a|+ cos

(
t
√

ϕ̂

)
|b〉〈b| (56)

where ϕ̂ := g2a†a + δ2/4. Proceeding similarly with the other operators that enter Equation (53)
and observing that sin (Rnt) R−1

n
√

n + 1 = 〈n| i sin(t
√

ϕ̂ + g2)(
√

ϕ̂ + g2)−1a |n + 1〉, etc., we readily
obtain

exp(−iHt/h̄) = e−iω(a†a+ 1
2 )t

⎛
⎜⎜⎝

cos
(

t
√

ϕ̂ + g2
)
−

iδ sin
(

t
√

ϕ̂+g2
)

2
√

ϕ̂+g2
− ig sin(t

√
ϕ̂+g2)√

ϕ̂+g2
a

−
ig sin

(
t
√

ϕ̂
)

√
ϕ̂

a† cos
(
t
√

ϕ̂
)
+

iδ sin
(

t
√

ϕ̂
)

2
√

ϕ̂

⎞
⎟⎟⎠ (57)

where the 2 × 2 matrix refers now to the atomic subspace Span{|a〉, |b〉}. One can see that the
CH-method reduces the amount of calculational effort invested to get Equation (53), as compared with
other approaches [22].

4.4. Bispinors and Lorentz Transformations

As a further application, let us consider the representation of Lorentz transformations in the space
of bispinors. In coordinate space, Lorentz transformations are given by x̃μ = Λμ

ν xν (Greek indices
run from 0 to 3), with the Λμ

ν satisfying Λμ
ν Λτ

σηνσ = ημτ . Here, ημν represents the metric tensor of
Minkowsky space (η00 = −η11 = −η22 = η33 = 1, ημν = 0 for μ 
= ν). A bispinor ψ(x) transforms
according to [19]

ψ̃(x̃) = ψ̃(Λx) = S(Λ)ψ(x) (58)

with

S(Λ) = exp B (59)

B = −1
4

Vμνγμγν (60)
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The Vμν = −Vνμ are the components of an antisymmetric tensor, which has thus six independent
components, corresponding to the six parameters defining a Lorentz transformation. The quantities
γμ = ημνγν satisfy γμγν + γμγν = 2ημν. The quantities γμγν are the generators of the Lorentz group.
S(Λ) is not a unitary transformation, but satisfies

S−1 = γ0S†γ0 (61)

For the following, it will be advantageous to define

pi = γ0γi, i = 1, 2, 3 (62)

q1 = γ2γ3, q2 = γ3γ1, q3 = γ1γ2 (63)

We call the pi Pauli generators and the qi quaternion generators. The pseudoscalar γ5 := γ0γ1γ2γ3

satisfies γ2
5 = −1, γ5γμ = − γμγ5, so that it commutes with each generator of the Lorentz group:

γ5 (γμγν) = (γμγν) γ5 (64)

This means that quantities of the form α + βγ5 (α, β ∈ R) behave like complex numbers upon
multiplication with pi and qi . We denote the subspace spanned by such quantities as the complex-like
subspace Ci and set i ≡ γ5. Noting that i pi = qi and i qi = −pi, the following multiplication rules are
easily derived:

qiqj = εijkqk − δij (65)

pi pj = −εijkqk + δij = −qiqj = −iεijk pk + δij (66)

piqj = εijk pk + iδij = i(−εijkqk + δij) (67)

The following commutators can then be straightforwardly obtained:

[
qi, qj

]
= 2εijkqk (68)[

pi, pj
]

= −2εijkqk = −2iεijk pk (69)[
pi, qj

]
= 2εijk pk (70)

They make clear why we dubbed the pi as Pauli generators. Noting that they furthermore satisfy

pi pj + pj pi = 2δij (71)

we see the correspondence i → i, pk → −σk, with i being the imaginary unit and σk the Pauli
matrices. These matrices, as is well-known, satisfy

[
σi, σj

]
= 2iεijkσk and the anticommutation relations

σiσj + σjσi = 2δij, which follow from σiσj = iεijkσk + δij.
We can write now S(Λ) = exp(− 1

4 Vμνγμγν) in terms of pi and qi:

B =
3

∑
i=1

(αi pi + βiqi) (72)

Here, we have set αi = −V0i/4 and βkεijk = −Vij/4. We can write B in terms of the Pauli-generators
alone:

B =
3

∑
i=1

(αi + iβi )pi ≡
3

∑
i=1

zi pi (73)
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Considering the isomorphism pk ↔ −σk, we could derive the expression for S(Λ) = exp B by
splitting the series expansion into even and odd powers of B, and noting that

B2 = (α2 − β2) + (2α · β) i ≡ z2 ∈ Ci (74)

where α2 ≡ α · α, β2 ≡ β · β, and α · β ≡ ∑3
i=1 αiβi. We have then that B3 = z2B, B4 = z4, B5 = z4B, . . .

This allows us to write

exp(B) = 1 + B +
z2

2!
+

z2

3!
B +

z4

4!
+

z4

5!
B + ... =(

1 +
∞

∑
n=1

z2n

(2n)!

)
+ B

(
1 +

z2

3!
+

z4

5!
+ ...

)
= cosh z +

sinh z
z

B (75)

As in the previous examples, also in this case the above result can be obtained more directly by
noting that B = ∑3

i=1(α
i + iβi )pi ↔ −∑3

i=1(α
i + iβi )σi. This suggests that we consider exp(− f · σ),

with f = α + iβ ∈ C. The matrix f · σ has the (complex) eigenvalues

λ± = ±
√

α2 − β2 + 2iα · β ≡ ±z (76)

Writing | f±〉 for the corresponding eigenvectors, i.e., f · σ | f±〉 = λ± | f±〉, we have that

I = | f+〉 〈 f+|+ | f−〉 〈 f−| (77)

f · σ = λ+ | f+〉 〈 f+|+ λ− | f−〉 〈 f−| (78)

Solving for | f±〉 〈 f±|, we get

| f±〉 〈 f±| =
zI ± f · σ

2z
(79)

We apply now the general decomposition exp A = ∑n exp an |an〉 〈an| to the case A = − f · σ.
The operator exp (− f · σ) has eigenvectors | f±〉 and eigenvalues exp (∓z). Thus,

exp(− f · σ) = e−z | f+〉 〈 f+|+ ez | f−〉 〈 f−| (80)

=
e−z

2z
(zI + f · σ) +

ez

2z
(zI − f · σ) (81)

=

(
ez + e−z

2

)
I −

(
ez − e−z

2z

)
f · σ (82)

= cosh z − sinh z
z

f · σ (83)

which is equivalent to Equation (75) via the correspondence cosh(z) + sinh(z)B/z ↔ cosh(z) −
sinh(z) f · σ/z. We have thus obtained closed-form expressions for exp(− f · σ), with f = α + iβ ∈ C

3,
i.e., for the elements of SL(2,C), the universal covering group of the Lorentz group. It is interesting
to note that the elements of SL(2,C) are related to those of SU(2) by extending the parameters α

entering exp(iα · n) ∈ SU(2) from the real to the complex domain: iα → α + iβ. Standard calculations
that are carried out with SU(2) elements can be carried out similarly with SL(2,C) elements [15].
A possible realization of SU(2) transformations occurs in optics, by acting on the polarization of light
with the help of birefringent elements (waveplates). If we also employ dichroic elements like polarizers,
which absorb part of the light, then it is possible to implement SL(2,C) transformations as well. In this
way, one can simulate Lorentz transformations in the optical laboratory [23]. The above formalism is
of great help for designing the corresponding experimental setup.
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5. Conclusions

The method presented in this paper—referred to as the Cayley–Hamilton method—proves
advantageous for calculating closed-form expressions of analytic functions f (A) of an n × n matrix A,
in particular matrix exponentials. The matrix A is assumed to be a diagonalizable one, even though only
its eigenvalues are needed, not its eigenvectors. We have recovered some known results from classical
and quantum mechanics, including Lorentz transformations, by performing the straightforward
calculations that the method prescribes. In most cases, the problem at hand was reshaped so as to
solve it by dealing with two-by-two matrices only.
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Abstract: We give a simplified account of the properties of the transfer matrix for a complex
one-dimensional potential, paying special attention to the particular instance of unidirectional
invisibility. In appropriate variables, invisible potentials appear as performing null rotations,
which lead to the helicity-gauge symmetry of massless particles. In hyperbolic geometry, this can be
interpreted, via Möbius transformations, as parallel displacements, a geometric action that has no
Euclidean analogy.
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1. Introduction

The work of Bender and coworkers [1–6] has triggered considerable efforts to understand complex
potentials that have neither parity (P) nor time-reversal symmetry (T ), yet they retain combined
PT invariance. These systems can exhibit real energy eigenvalues, thus suggesting a plausible
generalization of quantum mechanics. This speculative concept has motivated an ongoing debate in
several forefronts [7,8].

Quite recently, the prospect of realizing PT -symmetric potentials within the framework of optics
has been put forward [9,10] and experimentally tested [11]. The complex refractive index takes on here
the role of the potential, so they can be realized through a judicious inclusion of index guiding and
gain/loss regions. These PT -synthetic materials can exhibit several intriguing features [12–14], one of
which will be the main interest of this paper, namely, unidirectional invisibility [15–17].

In all these matters, the time-honored transfer-matrix method is particularly germane [18].
However, a quick look at the literature immediately reveals the different backgrounds and habits in
which the transfer matrix is used and the very little cross talk between them.

To remedy this flaw, we have been capitalizing on a number of geometrical concepts to gain further
insights into the behavior of one-dimensional scattering [19–26]. Indeed, when one think in a unifying
mathematical scenario, geometry immediately comes to mind. Here, we keep going this program and
examine the action of the transfer matrices associated to invisible scatterers. Interestingly enough,
when viewed in SO(1, 3), they turn to be nothing but parabolic Lorentz transformations, also called
null rotations, which play a crucial role in the determination of the little group of massless particles.
Furthermore, borrowing elementary techniques of hyperbolic geometry, we reinterpret these matrices
as parallel displacements, which are motions without Euclidean counterpart.

We stress that our formulation does not offer any inherent advantage in terms of efficiency in
solving practical problems; rather, it furnishes a general and unifying setting to analyze the transfer
matrix for complex potentials, which, in our opinion, is more than a curiosity.

Symmetry 2014, 6, 396–408 59 www.mdpi.com/journal/symmetry
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2. Basic Concepts on Transfer Matrix

To be as self-contained as possible, we first briefly review some basic facts on the quantum
scattering of a particle of mass m by a local complex potential V(x) defined on the real line R [27–34].
Although much of the renewed interest in this topic has been fuelled by the remarkable case of PT
symmetry, we do not use this extra assumption in this Section.

The problem at hand is governed by the time-independent Schrödinger equation

HΨ(x) =
[
− d2

dx2 + U(x)
]

Ψ(x) = ε Ψ(x) (1)

where ε = 2mE/h̄2 and U(x) = 2mV(x)/h̄2, E being the energy of the particle. We assume that
U(x) → 0 fast enough as x → ±∞, although the treatment can be adapted, with minor modifications,
to cope with potentials for which the limits U± = limx→±∞ U(x) are different.

Since U(x) decays rapidly as |x| → ∞, solutions of (1) have the asymptotic behavior

Ψ(x) =

{
A+e+ikx + A−e−ikx x → −∞
B+e+ikx + B−e−ikx x → ∞

(2)

Here, k2 = ε, A± and B± are k-dependent complex coefficients (unspecified, at this stage), and the
subscripts + and − distinguish right-moving modes exp(+ikx) from left-moving modes exp(−ikx),
respectively.

The problem requires to work out the exact solution of (1) and invoke the appropriate boundary
conditions, involving not only the continuity of Ψ(x) itself, but also of its derivative. In this way,
one has two linear relations among the coefficients A± and B±, which can be solved for any amplitude
pair in terms of the other two; the result can be expressed as a matrix equation that translates the
linearity of the problem. Frequently, it is more advantageous to specify a linear relation between the
wave amplitudes on both sides of the scatterer, namely,(

B+

B−

)
= M

(
A+

A−

)
(3)

M is the transfer matrix, which depends in a complicated way on the potential U(x). Yet one can
extract a good deal of information without explicitly calculating it: let us apply (3) successively to
a right-moving [(A+ = 1, B− = 0)] and to a left-moving wave [(A+ = 0, B− = 1)], both of unit
amplitude. The result can be displayed as(

T�

0

)
= M

(
1

R�

)
,

(
Rr

1

)
= M

(
0
Tr

)
(4)

where T�,r and R�,r are the transmission and reflection coefficients for a wave incoming at the potential
from the left and from the right, respectively, defined in the standard way as the quotients of the
pertinent fluxes [35].

With this in mind, Equation (4) can be thought of as a linear superposition of the two independent
solutions

Ψ�
k(x) =

{
e+ikx + R�(k) e−ikx x → −∞ ,

T�(k) e+ikx x → ∞ ,
Ψr

k(x) =

{
Tr(k) e−ikx x → −∞

e−ikx + Rr(k) e+ikx x → ∞
(5)

which is consistent with the fact that, since ε > 0, the spectrum of the Hamiltonian (1) is continuous
and there are two linearly independent solutions for a given value of ε. The wave function Ψ�

k(x)
represents a wave incident from −∞ [exp(+ikx)] and the interaction with the potential produces a
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reflected wave [R�(k) exp(−ikx)] that escapes to −∞ and a transmitted wave [T�(k) exp(+ikx)] that
moves off to +∞. The solution Ψr

k(x) can be interpreted in a similar fashion.
Because of the Wronskian of the solutions (5) is independent of x, we can compute W(Ψ�

k, Ψr
k) =

Ψ�
kΨr ′

k − Ψ� ′
k Ψr

k first for x → −∞ and then for x → ∞; this gives

i
2k

W(Ψ�
k, Ψr

k) = Tr(k) = T�(k) ≡ T(k) (6)

We thus arrive at the important conclusion that, irrespective of the potential, the transmission coefficient
is always independent of the input direction.

Taking this constraint into account, we go back to the system (4) and write the solution for M as

M11(k) = T(k)− R�(k)Rr(k)
T(k)

, M12(k) =
Rr(k)
T(k)

, M21(k) = −R�(k)
T(k)

, M22(k) =
1

T(k)
(7)

A straightforward check shows that det M = +1, so M ∈ SL(2, C); a result that can be drawn from a
number of alternative and more elaborate arguments [36].

One could also relate outgoing amplitudes to the incoming ones (as they are often the magnitudes
one can externally control): this is precisely the scattering matrix, which can be concisely formulated as(

B+

A−

)
= S

(
A+

B−

)
(8)

with matrix elements

S11(k) = T(k) , S12(k) = Rr(k) , S21(k) = R�(k) , S22(k) = T(k) (9)

Finally, we stress that transfer matrices are very convenient mathematical objects. Suppose that V1

and V2 are potentials with finite support, vanishing outside a pair of adjacent intervals I1 and I2. If M1

and M2 are the corresponding transfer matrices, the total system (with support I1 ∪ I2) is described by

M = M1 M2 (10)

This property is rather helpful: we can connect simple scatterers to create an intricate potential
landscape and determine its transfer matrix by simple multiplication. This is a common instance in
optics, where one routinely has to treat multilayer stacks. However, this important property does
not seem to carry over into the scattering matrix in any simple way [37,38], because the incoming
amplitudes for the overall system cannot be obtained in terms of the incoming amplitudes for every
subsystem.

3. Spectral Singularities

The scattering solutions (5) constitute quite an intuitive way to attack the problem and they are
widely employed in physical applications. Nevertheless, it is sometimes advantageous to look at the
fundamental solutions of (1) in terms of left- and right-moving modes, as we have already used in (2).

Indeed, the two independent solutions of (1) can be formally written down as [39]

Ψ(+)
k (x) = e+ikx +

∫ ∞

x
K+(x, x′)e+ikx′dx′

(11)

Ψ(−)
k (x) = e−ikx +

∫ x

−∞
K−(x, x′)e−ikx′dx′
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The kernels K±(x, x′) enjoy a number of interesting properties. What matters for our purposes is that
the resulting Ψ(±)

k (x) are analytic with respect to k in C+ = {z ∈ C| Im z > 0} and continuous on the
real axis. In addition, it is clear that

Ψ(+)
k (x) = e+ikx x → ∞ , Ψ(−)

k (x) = e−ikx x → −∞ (12)

that is, they are the Jost functions for this problem [31].
Let us look at the Wronskian of the Jost functions W(Ψ(−)

k , Ψ(+)
k ), which, as a function of k,

is analytical in C+. A spectral singularity is a point k∗ ∈ R+ of the continuous spectrum of the
Hamiltonian (1) such that

W(Ψ(−)
k∗

, Ψ(+)
k∗

) = 0 (13)

so Ψ(±)
k (x) become linearly dependent at k∗ and the Hamiltonian is not diagonalizable. In fact, the set of

zeros of the Wronskian is bounded, has at most a countable number of elements and its limit points can
lie in a bounded subinterval of the real axis [40]. There is an extensive theory of spectral singularities
for (1) that was started by Naimark [41]; the interested reader is referred to, e.g., Refs. [42–46] for
further details.

The asymptotic behavior of Ψ±
k (x) at the opposite extremes of R with respect to those in (12) can

be easily worked out by a simple application of the transfer matrix (and its inverse); viz,

Ψ(−)
k (x) = M12e+ikx + M22e−ikx x → ∞

(14)

Ψ(+)
k (x) = M22e+ikx − M21e−ikx x → −∞

Using Ψ±
k (x) in (12) and (14), we can calculate

i
2k

W(Ψ(−)
k , Ψ(+)

k ) = M22(k) (15)

Upon comparing with the definition (13), we can reinterpret the spectral singularities as the real zeros
of M22(k) and, as a result, the reflection and transmission coefficients diverge therein. The converse
holds because M12(k) and M21(k) are entire functions, lacking singularities. This means that, in an
optical scenario, spectral singularities correspond to lasing thresholds [47–49].

One could also consider the more general case that the Hamiltonian (1) has, in addition to a
continuous spectrum corresponding to k ∈ R+, a possibly complex discrete spectrum. The latter
corresponds to the square-integrable solutions of that represent bound states. They are also zeros
of M22(k), but unlike the zeros associated with the spectral singularities these must have a positive
imaginary part [36].

The eigenvalues of S are

s± =
1

M22(k)

[
1 ±

√
1 − M11(k)M22(k)

]
(16)

At a spectral singularity, s+ diverges, while s− → M11(k)/2, which suggests identifying spectral
singularities with resonances with a vanishing width.

4. Invisibility and PT Symmetry

As heralded in the Introduction, unidirectional invisibility has been lately predicted in PT
materials. We shall elaborate on the ideas developed by Mostafazadeh [50] in order to shed light into
this intriguing question.

The potential U(x) is called reflectionless from the left (right), if R�(k) = 0 and Rr(k) �= 0
[Rr(k) = 0 and R�(k) �= 0]. From the explicit matrix elements in (7) and (9), we see that unidirectional
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reflectionlessness implies the non-diagonalizability of both M and S. Therefore, the parameters of the
potential for which it becomes reflectionless correspond to exceptional points of M and S [51,52].

The potential is called invisible from the left (right), if it is reflectionless from left (right) and in
addition T(k) = 1. We can easily express the conditions for the unidirectional invisibility as

M12(k) �= 0 , M11(k) = M22(k) = 1 (left invisible)

(17)

M21(k) �= 0 , M11(k) = M22(k) = 1 (right invisible)

Next, we scrutinize the role of PT -symmetry in the invisibility. For that purpose, we first briefly
recall that the parity transformation “reflects” the system with respect to the coordinate origin, so that
x 	→ −x and the momentum p 	→ −p. The action on the wave function is

Ψ(x) 	→ (PΨ)(x) = Ψ(−x) (18)

On the other hand, the time reversal inverts the sense of time evolution, so that x 	→ x, p 	→ −p and
i 	→ −i. This means that the operator T implementing such a transformation is antiunitary and its
action reads

Ψ(x) 	→ (T Ψ)(x) = Ψ∗(x) (19)

Consequently, under a combined PT transformation, we have

Ψ(x) 	→ (PT Ψ)(x) = Ψ∗(−x) (20)

Let us apply this to a general complex scattering potential. The transfer matrix of the
PT -transformed system, we denote by M(PT ), fulfils(

A∗
+

A∗
−

)
= M(PT )

(
B∗
+

B∗
−

)
(21)

Comparing with (3), we come to the result

M(PT ) = (M−1)∗ (22)

and, because det M = 1, this means

M11
PT	−→ M∗

22 , M12
PT	−→ −M∗

12 , M21
PT	−→ −M∗

21 , M22
PT	−→ M∗

11 (23)

When the system is invariant under this transformation [M(PT ) = M], it must hold

M−1 = M∗ (24)

a fact already noticed by Longhi [48] and that can be also recast as [53]

Re

(
R�

T

)
= Re

(
Rr

T

)
= 0 (25)

This can be equivalently restated in the form

ρ� − τ = ±π/2 , ρr − τ = ±π/2 (26)

with τ = arg(T) and ρ�,r = arg(R�,r). Hence, if we look at the complex numbers R�, Rr, and T
as phasors, Equation (26) tell us that R� and Rr are always collinear, while T is simultaneously
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perpendicular to them. We draw the attention to the fact that the same expressions have been derived
for lossless symmetric beam splitters [54]: we have shown that they hold true for any PT -symmetric
structure.

A direct consequence of (23) is that there are particular instances of PT -invariant systems that are
invisible, although not every invisible potential is PT invariant. In this respect, it is worth stressing,
that even (P-symmetric) potentials do not support unidirectional invisibility and the same holds for
real (T -symmetric) potentials.

In optics, beam propagation is governed by the paraxial wave equation, which is equivalent
to a Schrödinger-like equation, with the role of the potential played here by the refractive index.
Therefore, a necessary condition for a complex refractive index to be PT invariant is that its real part
is an even function of x, while the imaginary component (loss and gain profile) is odd.

5. Relativistic Variables

To move ahead, let us construct the Hermitian matrices

X =

(
X+

X−

)
⊗
(

X∗
+ X∗

−
)
=

(
|X+|2 X+X∗

−
X∗
+X− |X−|2

)
(27)

where X± refers to either A± or B±; i.e., the amplitudes that determine the behavior at each side of the
potential. The matrices X are quite reminiscent of the coherence matrix in optics or the density matrix
in quantum mechanics.

One can verify that M acts on X by conjugation

X′ = M X M† (28)

The matrix X′ is associated with the amplitudes B± and X with A±.
Let us consider the set σμ = (11, σ), with Greek indices running from 0 to 3. The σμ are the identity

and the standard Pauli matrices, which constitute a basis of the linear space of 2 × 2 complex matrices.
For the sake of covariance, it is convenient to define σ̃μ ≡ σμ = (11,−σ), so that [55]

Tr(σ̃μσν) = 2δ
μ
ν (29)

and δ
μ
ν is the Kronecker delta. To any Hermitian matrix X we can associate the coordinates

xμ = 1
2 Tr(Xσ̃μ) (30)

The congruence (28) induces in this way a transformation

x′ μ = Λμ
ν(M) xν (31)

where Λμ
ν(M) can be found to be

Λμ
ν(M) = 1

2 Tr
(
σ̃μMσνM†) (32)

This equation can be solved to obtain M from Λ. The matrices M and −M generate the same Λ, so this
homomorphism is two-to-one. The variables xμ are coordinates in a Minkovskian (1+3)-dimensional
space and the action of the system can be seen as a Lorentz transformation in SO(1, 3).

Having set the general scenario, let us have a closer look at the transfer matrix corresponding to
right invisibility (the left invisibility can be dealt with in an analogous way); namely,

M =

(
1 R
0 1

)
(33)
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where, for simplicity, we have dropped the superscript from Rr, as there is no risk of confusion.
Under the homomorphism (32) this matrix generates the Lorentz transformation

Λ(M) =

⎛
⎜⎜⎜⎝

1 + |R|2/2 Re R − Im R −|R|2/2
Re R 1 0 −Re R

− Im R 0 1 Im R
|R|2/2 Re R − Im R 1 − |R|2/2

⎞
⎟⎟⎟⎠ (34)

According to Wigner [56], the little group is a subgroup of the Lorentz transformations under which
a standard vector sμ remains invariant. When sμ is timelike, the little group is the rotation group
SO(3). If sμ is spacelike, the little group are the boosts SO(1, 2). In this context, the matrix (34) is an
instance of a null rotation; the little group when sμ is a lightlike or null vector, which is related to E(2),
the symmetry group of the two-dimensional Euclidean space [57].

If we write (34) in the form Λ(M) = exp(iN), we can easily work out that

N =

⎛
⎜⎜⎜⎝

0 Re R − Im R 0
Re R 0 0 −Re R

− Im R 0 0 Im R
0 Re R − Im R 0

⎞
⎟⎟⎟⎠ (35)

This is a nilpotent matrix and the vectors annihilated by N are invariant by Λ(M). In terms of the Lie
algebra so(1, 3), N can be expressed as

N = Re R (K1 + J2)− Im R (K2 + J1) (36)

where Ki generate boosts and Ji rotations (i = 1, 2, 3) [58]. Observe that the rapidity of the boost and
the angle of the rotation have the same norm. The matrix N define a two-parameter Abelian subgroup.

Let us take, for the time being, Re R = 0, as it happens for PT -invariant invisibility. We can
express K2 + J1 as the differential operator

K2 + J1 	→ (x2∂0 + x0∂2) + (x2∂3 − x3∂2) = x2(∂0 + ∂3) + (x0 − x3)∂2 (37)

As we can appreciate, the combinations

x2 , x0 − x3 , (x0)2 − (x1)2 − (x3)2 (38)

remain invariant. Suppressing the inessential coordinate x2, the flow lines of the Killing vector (37) is
the intersection of a null plane, x0 − x3 = c2 with a hyperboloid (x0)2 − (x1)2 − (x3)2 = c3. The case
c3 = 0 has the hyperboloid degenerate to a light cone with the orbits becoming parabolas lying in
corresponding null planes.

6. Hyperbolic Geometry and Invisibility

Although the relativistic hyperboloid in Minkowski space constitute by itself a model of hyperbolic
geometry (understood in a broad sense, as the study of spaces with constant negative curvature), it is
not the best suited to display some features.

Let us consider the customary tridimensional hyperbolic space H
3, defined in terms of the upper

half-space {(x, y, z) ∈ R
3|z > 0}, equipped with the metric [59]

ds2 =

√
dx2 + dy2 + dz2

z
(39)

The geodesics are the semicircles in H
3 orthogonal to the plane z = 0.

65



Symmetry 2014, 6, 396–408

We can think of the plane z = 0 in R
3 as the complex plane C with the natural identification

(x, y, z) 	→ w = x + iy. We need to add the point at infinity, so that Ĉ = C ∪ ∞, which is usually
referred to as the Riemann sphere and identify Ĉ as the boundary of H3.

Every matrix M in SL(2, C) induces a natural mapping in C via Möbius (or bilinear)
transformations [60]

w′ =
M11w + M12

M21w + M22
(40)

Note that any matrix obtained by multiplying M by a complex scalar λ gives the same transformation,
so a Möbius transformation determines its matrix only up to scalar multiples. In other words, we need
to quotient out SL(2, C) by its center {11,−11}: the resulting quotient group is known as the projective
linear group and is usually denoted PSL(2, C).

Observe that we can break down the action (40) into a composition of maps of the form

w 	→ w + λ , w 	→ λw , w 	→ −1/w (41)

with λ ∈ C. Then we can extend the Möbius transformations to all H3 as follows:

(w, z) 	→ (w + λ, z) , (w, z) 	→ (λw, |λ|z) , (w, z) 	→
(
− w∗

|w2|+ z2 ,
z

|w2|+ z2

)
(42)

The expressions above come from decomposing the action on Ĉ of each of the elements of PSL(2, C) in
question into two inversions (reflections) in circles in Ĉ. Each such inversion has a unique extension
to H3 as an inversion in the hemisphere spanned by the circle and composing appropriate pairs of
inversions gives us these formulas.

In fact, one can show that PSL(2, C) preserves the metric on H3. Moreover every isometry of H3 can
be seen to be the extension of a conformal map of Ĉ to itself, since it must send hemispheres orthogonal
to Ĉ to hemispheres orthogonal to Ĉ, hence circles in Ĉ to circles in Ĉ. Thus all orientation-preserving
isometries of H3 are given by elements of PSL(2, C) acting as above.

In the classification of these isometries the notion of fixed points is of utmost importance.
These points are defined by the condition w′ = w in (40), whose solutions are

w f =
(M11 − M22)±

√
[Tr(M)]2 − 4

2M21
(43)

So, they are determined by the trace of M. When the trace is a real number, the induced Möbius
transformations are called elliptic, hyperbolic, or parabolic, according [Tr(M)]2 is lesser than, greater than,
or equal to 4, respectively. The canonical representatives of those matrices are [61](

eiθ/2 0
0 e−iθ/2

)
︸ ︷︷ ︸

elliptic

,

(
eξ/2 0

0 e−ξ/2

)
︸ ︷︷ ︸

hyperbolic

,

(
1 λ

0 1

)
︸ ︷︷ ︸

parabolic

(44)

while the induced geometrical actions are

w′ = weiθ , w′ = weξ , w′ = w + λ (45)

that is, a rotation of angle θ (so fixes the axis z), a squeezing of parameter ξ (it has two fixed points in
Ĉ, no fixed points in H3, and every hyperplane in H3 that contains the geodesic joining the two fixed
points in Ĉ is invariant); and a parallel displacement of magnitude λ, respectively. We emphasize that
this later action is the only one without Euclidean analogy. Indeed, in view of (33), this is precisely
the action associated to an invisible scatterer. The far-reaching consequences of this geometrical
interpretation will be developed elsewhere.
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7. Concluding Remarks

We have studied unidirectional invisibility by a complex scattering potential, which is characterized
by a set of PT invariant equations. Consequently, the PT -symmetric invisible configurations are quite
special, for they possess the same symmetry as the equations.

We have shown how to cast this phenomenon in term of space-time variables, having in this way
a relativistic presentation of invisibility as the set of null rotations. By resorting to elementary notions
of hyperbolic geometry, we have interpreted in a natural way the action of the transfer matrix in this
case as a parallel displacement.

We think that our results are yet another example of the advantages of these geometrical methods:
we have devised a geometrical tool to analyze invisibility in quite a concise way that, in addition,
can be closely related to other fields of physics.
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Abstract: The second-order differential equation for a damped harmonic oscillator can be converted
to two coupled first-order equations, with two two-by-two matrices leading to the group Sp(2). It is
shown that this oscillator system contains the essential features of Wigner’s little groups dictating
the internal space-time symmetries of particles in the Lorentz-covariant world. The little groups are
the subgroups of the Lorentz group whose transformations leave the four-momentum of a given
particle invariant. It is shown that the damping modes of the oscillator correspond to the little
groups for massive and imaginary-mass particles respectively. When the system makes the transition
from the oscillation to damping mode, it corresponds to the little group for massless particles.
Rotations around the momentum leave the four-momentum invariant. This degree of freedom
extends the Sp(2) symmetry to that of SL(2, c) corresponding to the Lorentz group applicable to the
four-dimensional Minkowski space. The Poincaré sphere contains the SL(2, c) symmetry. In addition,
it has a non-Lorentzian parameter allowing us to reduce the mass continuously to zero. It is thus
possible to construct the little group for massless particles from that of the massive particle by
reducing its mass to zero. Spin-1/2 particles and spin-1 particles are discussed in detail.

Keywords: damped harmonic oscillators; coupled first-order equations; unimodular matrices; Wigner’s
little groups; Poincaré sphere; Sp(2) group; SL(2, c) group; gauge invariance; neutrinos; photons

PACS: 03.65.Fd, 03.67.-a, 05.30.-d

1. Introduction

We are quite familiar with the second-order differential equation

m
d2y
dt2 + b

dy
dt

+ Ky = 0 (1)

for a damped harmonic oscillator. This equation has the same mathematical form as

L
d2Q
dt2 + R

dQ
dt

+
1
C

Q = 0 (2)

for electrical circuits, where L, R, and C are the inductance, resistance, and capacitance respectively.
These two equations play fundamental roles in physical and engineering sciences. Since they start
from the same set of mathematical equations, one set of problems can be studied in terms of the other.
For instance, many mechanical phenomena can be studied in terms of electrical circuits.

Symmetry 2014, 6, 473–515 70 www.mdpi.com/journal/symmetry



Symmetry 2014, 6, 473–515

In Equation (1), when b = 0, the equation is that of a simple harmonic oscillator with the
frequency ω =

√
K/m. As b increases, the oscillation becomes damped. When b is larger than 2

√
Km,

the oscillation disappears, as the solution is a damping mode.
Consider that increasing b continuously, while difficult mechanically, can be done electrically

using Equation (2) by adjusting the resistance R. The transition from the oscillation mode to the
damping mode is a continuous physical process.

This b term leads to energy dissipation, but is not regarded as a fundamental force. It is
inconvenient in the Hamiltonian formulation of mechanics and troublesome in transition to quantum
mechanics, yet, plays an important role in classical mechanics. In this paper this term will help us
understand the fundamental space-time symmetries of elementary particles.

We are interested in constructing the fundamental symmetry group for particles in the
Lorentz-covariant world. For this purpose, we transform the second-order differential equation of
Equation (1) to two coupled first-order equations using two-by-two matrices. Only two linearly
independent matrices are needed. They are the anti-symmetric and symmetric matrices

A =

(
0 −i
i 0

)
, and S =

(
0 i
i 0

)
(3)

respectively. The anti-symmetric matrix A is Hermitian and corresponds to the oscillation part,
while the symmetric S matrix corresponds to the damping.

These two matrices lead to the Sp(2) group consisting of two-by-two unimodular matrices with
real elements. This group is isomorphic to the three-dimensional Lorentz group applicable to two
space-like and one time-like coordinates. This group is commonly called the O(2, 1) group.

This O(2, 1) group can explain all the essential features of Wigner’s little groups dictating internal
space-time symmetries of particles [1]. Wigner defined his little groups as the subgroups of the Lorentz
group whose transformations leave the four-momentum of a given particle invariant. He observed
that the little groups are different for massive, massless, and imaginary-mass particles. It has been a
challenge to design a mathematical model which will combine those three into one formalism, but we
show that the damped harmonic oscillator provides the desired mathematical framework.

For the two space-like coordinates, we can assign one of them to the direction of the momentum,
and the other to the direction perpendicular to the momentum. Let the direction of the momentum
be along the z axis, and let the perpendicular direction be along the x axis. We therefore study the
kinematics of the group within the zx plane, then see what happens when we rotate the system around
the z axis without changing the momentum [2].

The Poincaré sphere for polarization optics contains the SL(2, c) symmetry isomorphic to the
four-dimensional Lorentz group applicable to the Minkowski space [3–7]. Thus, the Poincaré sphere
extends Wigner’s picture into the three space-like and one time-like coordinates. Specifically, this
extension adds rotations around the given momentum which leaves the four-momentum invariant [2].

While the particle mass is a Lorentz-invariant variable, the Poincaré sphere contains an extra
variable which allows the mass to change. This variable allows us to take the mass-limit of the
symmetry operations. The transverse rotational degrees of freedom collapse into one gauge degree of
freedom and polarization of neutrinos is a consequence of the requirement of gauge invariance [8,9].

The SL(2, c) group contains symmetries not seen in the three-dimensional rotation group.
While we are familiar with two spinors for a spin-1/2 particle in nonrelativistic quantum mechanics,
there are two additional spinors due to the reflection properties of the Lorentz group. There are thus
16 bilinear combinations of those four spinors. This leads to two scalars, two four-vectors, and one
antisymmetric four-by-four tensor. The Maxwell-type electromagnetic field tensor can be obtained as
a massless limit of this tensor [10].

In Section 2, we review the damped harmonic oscillator in classical mechanics, and note that
the solution can be either in the oscillation mode or damping mode depending on the magnitude of
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the damping parameter. The translation of the second order equation into a first order differential
equation with two-by-two matrices is possible. This first-order equation is similar to the Schrödinger
equation for a spin-1/2 particle in a magnetic field.

Section 3 shows that the two-by-two matrices of Section 2 can be formulated in terms of the
Sp(2) group. These matrices can be decomposed into the Bargmann and Wigner decompositions.
Furthermore, this group is isomorphic to the three-dimensional Lorentz group with two space and one
time-like coordinates.

In Section 4, it is noted that this three-dimensional Lorentz group has all the essential features
of Wigner’s little groups which dictate the internal space-time symmetries of the particles in the
Lorentz-covariant world. Wigner’s little groups are the subgroups of the Lorentz group whose
transformations leave the four-momentum of a given particle invariant. The Bargmann Wigner
decompositions are shown to be useful tools for studying the little groups.

In Section 5, we note that the given momentum is invariant under rotations around it. The addition
of this rotational degree of freedom extends the Sp(2) symmetry to the six-parameter SL(2, c) symmetry.
In the space-time language, this extends the three dimensional group to the Lorentz group applicable
to three space and one time dimensions.

Section 6 shows that the Poincaré sphere contains the symmetries of SL(2, c) group. In addition,
it contains an extra variable which allows us to change the mass of the particle, which is not allowed
in the Lorentz group.

In Section 7, the symmetries of massless particles are studied in detail. In addition to rotation
around the momentum, Wigner’s little group generates gauge transformations. While gauge
transformations on spin-1 photons are well known, the gauge invariance leads to the polarization of
massless spin-1/2 particles, as observed in neutrino polarizations.

In Section 8, it is noted that there are four spinors for spin-1/2 particles in the Lorentz-covariant
world. It is thus possible to construct 16 bilinear forms, applicable to two scalars, and two vectors,
and one antisymmetric second-rank tensor. The electromagnetic field tensor is derived as the massless
limit. This tensor is shown to be gauge-invariant.

2. Classical Damped Oscillators

For convenience, we write Equation (1) as

d2y
dt2 + 2μ

dy
dt

+ ω2y = 0 (4)

with

ω =

√
K
m

, and μ =
b

2m
(5)

The damping parameter μ is positive when there are no external forces. When ω is greater than μ,
the solution takes the form

y = e−μt [C1 cos(ω′t) + C2 sin(ω′t)
]

(6)

where
ω′ =

√
ω2 − μ2 (7)

and C1 and C2 are the constants to be determined by the initial conditions. This expression is for a
damped harmonic oscillator. Conversely, when μ is greater than ω, the quantity inside the square-root
sign is negative, then the solution becomes

y = e−μt [C3 cosh(μ′t) + C4 sinh(μ′t)
]

(8)

with
μ′ =

√
μ2 − ω2 (9)
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If ω = μ, both Equations (6) and (8) collapse into one solution

y(t) = e−μt [C5 + C6 t] (10)

These three different cases are treated separately in textbooks. Here we are interested in the
transition from Equation (6) to Equation (8), via Equation (10). For convenience, we start from μ greater
than ω with μ′ given by Equation (9).

For a given value of μ, the square root becomes zero when ω equals μ. If ω becomes larger,
the square root becomes imaginary and divides into two branches.

± i
√

ω2 − μ2 (11)

This is a continuous transition, but not an analytic continuation. To study this in detail, we translate
the second order differential equation of Equation (4) into the first-order equation with two-by-two
matrices.

Given the solutions of Equations (6) and (10), it is convenient to use ψ(t) defined as

ψ(t) = eμty(t), and y = e−μtψ(t) (12)

Then ψ(t) satisfies the differential equation

d2ψ(t)
dt2 + (ω2 − μ2)ψ(t) = 0 (13)

2.1. Two-by-Two Matrix Formulation

In order to convert this second-order equation to a first-order system, we introduce ψ1(t) and
ψ2(t) satisfying two coupled differential equations

dψ1(t)
dt

= (μ − ω)ψ2(t) (14)

dψ2(t)
dt

= (μ + ω)ψ1(t) (15)

which can be written in matrix form as

d
dt

(
ψ1

ψ2

)
=

(
0 μ − ω

μ + ω 0

)(
ψ1

ψ2

)
(16)

Using the Hermitian and anti-Hermitian matrices of Equation (3) in Section 1, we construct the
linear combination

H = ω

(
0 −i
i 0

)
+ μ

(
0 i
i 0

)
(17)

We can then consider the first-order differential equation

i
∂

∂t
ψ(t) = Hψ(t) (18)

While this equation is like the Schrödinger equation for an electron in a magnetic field, the two-by-two
matrix is not Hermitian. Its first matrix is Hermitian, but the second matrix is anti-Hermitian.
It is of course an interesting problem to give a physical interpretation to this non-Hermitian matrix
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in connection with quantum dissipation [11], but this is beyond the scope of the present paper.
The solution of Equation (18) is

ψ(t) = exp

{(
0 −ω + μ

ω + μ 0

)
t

}(
C7

C8

)
(19)

where C7 = ψ1(0) and C8 = ψ2(0) respectively.

2.2. Transition from the Oscillation Mode to Damping Mode

It appears straight-forward to compute this expression by a Taylor expansion, but it is not.
This issue was extensively discussed in the earlier papers by two of us [12,13]. The key idea is to write
the matrix (

0 −ω + μ

ω + μ 0

)
(20)

as a similarity transformation of

ω′
(

0 −1
1 0

)
(ω > μ) (21)

and as that of

μ′
(

0 1
1 0

)
(μ > ω) (22)

with ω′ and μ′ defined in Equations (7) and (9), respectively.
Then the Taylor expansion leads to(

cos(ω′t) −
√
(ω − μ)/(ω + μ) sin(ω′t)√

(ω + μ)/(ω − μ) sin(ω′t) cos(ω′t)

)
(23)

when ω is greater than μ. The solution ψ(t) takes the form(
C7 cos(ω′t)− C8

√
(ω − μ)/(ω + μ) sin(ω′t)

C7
√
(ω + μ)/(ω − μ) sin(ω′t) + C8 cos(ω′t)

)
(24)

If μ is greater than ω, the Taylor expansion becomes(
cosh(μ′t)

√
(μ − ω)/(μ + ω) sinh(μ′t)√

(μ + ω)/(μ − ω) sinh(μ′t) cosh(μ′t)

)
(25)

When ω is equal to μ, both Equations (23) and (25) become(
1 0

2ωt 1

)
(26)

If ω is sufficiently close to but smaller than μ, the matrix of Equation (25) becomes(
1 + (ε/2)(2ωt)2 +ε(2ωt)

(2ωt) 1 + (ε/2)(2ωt)2

)
(27)

with
ε =

μ − ω

μ + ω
(28)
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If ω is sufficiently close to μ, we can let

μ + ω = 2ω, and μ − ω = 2με (29)

If ω is greater than μ, ε defined in Equation (28) becomes negative, the matrix of Equation (23) becomes(
1 − (−ε/2)(2ωt)2 −(−ε)(2ωt)

2ωt 1 − (−ε/2)(2ωt)2

)
(30)

We can rewrite this matrix as(
1 − (1/2)

[(
2ω

√−ε
)

t
]2 −√−ε

[(
2ω

√−ε
)

t
]

2ωt 1 − (1/2)
[(

2ω
√−ε

)
t
]2
)

(31)

If ε becomes positive, Equation (27) can be written as(
1 + (1/2)

[(
2ω

√
ε
)

t
]2 √

ε
[(

2ω
√

ε
)

t
]

2ωt 1 + (1/2)
[(

2ω
√

ε
)

t
]2
)

(32)

The transition from Equation (31) to Equation (32) is continuous as they become identical when
ε = 0. As ε changes its sign, the diagonal elements of above matrices tell us how cos(ω′t) becomes
cosh(μ′t). As for the upper-right element element, − sin(ω′t) becomes sinh(μ′t). This non-analytic
continuity is discussed in detail in one of the earlier papers by two of us on lens optics [13]. This type
of continuity was called there “tangential continuity.” There, the function and its first derivative are
continuous while the second derivative is not.

2.3. Mathematical Forms of the Solutions

In this section, we use the Heisenberg approach to the problem, and obtain the solutions in the
form of two-by-two matrices. We note that

1. For the oscillation mode, the trace of the matrix is smaller than 2. The solution takes the form of(
cos(x) −e−η sin(x)

eη sin(x) cos(x)

)
(33)

with trace 2 cos(x). The trace is independent of η.
2. For the damping mode, the trace of the matrix is greater than 2.(

cosh(x) e−η sinh(x)
eη sinh(x) cosh(x)

)
(34)

with trace 2 cosh(x). Again, the trace is independent of η.
3. For the transition mode, the trace is equal to 2, and the matrix is triangular and takes the form of(

1 0
γ 1

)
(35)

When x approaches zero, the Equations (33) and (34) take the form(
1 − x2/2 −xe−η

xeη 1 − x2/2

)
, and

(
1 + x2/2 xe−η

xeη 1 + x2/2

)
(36)
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respectively. These two matrices have the same lower-left element. Let us fix this element to be a
positive number γ. Then

x = γe−η (37)

Then the matrices of Equation (36) become(
1 − γ2e−2η/2 −γe−2η

γ 1 − γ2e−2η/2

)
, and

(
1 + γ2e−2η/2 γe−2η

γ 1 + γ2e−2η/2

)
(38)

If we introduce a small number ε defined as

ε =
√

γe−η (39)

the matrices of Equation (38) become(
e−η/2 0

0 eη/2

)(
1 − γε2/2

√
γε√

γε 1 − γε2/2

)(
eη/2 0

0 e−η/2

)

(
e−η/2 0

0 eη/2

)(
1 + γε2/2

√
γε√

γε 1 + γε2/2

)(
eη/2 0

0 e−η/2

) (40)

respectively, with e−η = ε/
√

γ.

3. Groups of Two-by-Two Matrices

If a two-by-two matrix has four complex elements, it has eight independent parameters. If the
determinant of this matrix is one, it is known as an unimodular matrix and the number of independent
parameters is reduced to six. The group of two-by-two unimodular matrices is called SL(2, c).
This six-parameter group is isomorphic to the Lorentz group applicable to the Minkowski space
of three space-like and one time-like dimensions [14].

We can start with two subgroups of SL(2, c).

1. While the matrices of SL(2, c) are not unitary, we can consider the subset consisting of unitary
matrices. This subgroup is called SU(2), and is isomorphic to the three-dimensional rotation
group. This three-parameter group is the basic scientific language for spin-1/2 particles.

2. We can also consider the subset of matrices with real elements. This three-parameter group
is called Sp(2) and is isomorphic to the three-dimensional Lorentz group applicable to two
space-like and one time-like coordinates.

In the Lorentz group, there are three space-like dimensions with x, y, and z coordinates.
However, for many physical problems, it is more convenient to study the problem in the
two-dimensional (x, z) plane first and generalize it to three-dimensional space by rotating the system
around the z axis. This process can be called Euler decomposition and Euler generalization [2].

First, we study Sp(2) symmetry in detail, and achieve the generalization by augmenting the
two-by-two matrix corresponding to the rotation around the z axis. In this section, we study in detail
properties of Sp(2) matrices, then generalize them to SL(2, c) in Section 5.

There are three classes of Sp(2) matrices. Their traces can be smaller or greater than two, or equal
to two. While these subjects are already discussed in the literature [15–17] our main interest is
what happens as the trace goes from less than two to greater than two. Here we are guided by the
model we have discussed in Section 2, which accounts for the transition from the oscillation mode to
the damping mode.
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3.1. Lie Algebra of Sp(2)

The two linearly independent matrices of Equation (3) can be written as

K1 =
1
2

(
0 i
i 0

)
, and J2 =

1
2

(
0 −i
i 0

)
(41)

However, the Taylor series expansion of the exponential form of Equation (23) or Equation (25) requires
an additional matrix

K3 =
1
2

(
i 0
0 −i

)
(42)

These matrices satisfy the following closed set of commutation relations.

[K1, J2] = iK3, [J2, K3] = iK1, [K3, K1] = −i J2 (43)

These commutation relations remain invariant under Hermitian conjugation, even though K1 and K3

are anti-Hermitian. The algebra generated by these three matrices is known in the literature as the
group Sp(2) [17]. Furthermore, the closed set of commutation relations is commonly called the Lie
algebra. Indeed, Equation (43) is the Lie algebra of the Sp(2) group.

The Hermitian matrix J2 generates the rotation matrix

R(θ) = exp (−iθ J2) =

(
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)
(44)

and the anti-Hermitian matrices K1 and K2, generate the following squeeze matrices.

S(λ) = exp (−iλK1) =

(
cosh(λ/2) sinh(λ/2)
sinh(λ/2) cosh(λ/2)

)
(45)

and

B(η) = exp (−iηK3) =

(
exp (η/2) 0

0 exp (−η/2)

)
(46)

respectively.
Returning to the Lie algebra of Equation (43), since K1 and K3 are anti-Hermitian, and J2 is

Hermitian, the set of commutation relation is invariant under the Hermitian conjugation. In other
words, the commutation relations remain invariant, even if we change the sign of K1 and K3,
while keeping that of J2 invariant. Next, let us take the complex conjugate of the entire system.
Then both the J and K matrices change their signs.

3.2. Bargmann and Wigner Decompositions

Since the Sp(2) matrix has three independent parameters, it can be written as [15](
cos (α1/2) − sin (α1/2)
sin (α1/2) cos (α1/2)

)(
cosh χ sinh χ

sinh χ cosh χ

)(
cos (α2/2) − sin (α2/2)
sin (α2/2) cos (α2/2)

)
(47)

This matrix can be written as(
cos(δ/2) − sin(δ/2)
sin(δ/2) cos(δ/2)

)(
a b
c d

)(
cos(δ/2) sin(δ/2)
− sin(δ/2) cos(δ/2)

)
(48)
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where (
a b
c d

)
=

(
cos(α/2) − sin(α/2)
sin(α/2) cos(α/2)

)(
cosh χ sinh χ

sinh χ cosh χ

)(
cos(α/2) − sin(α/2)
sin(α/2) cos(α/2)

)
(49)

with
δ =

1
2
(α1 − α2) , and α =

1
2
(α1 + α2) (50)

If we complete the matrix multiplication of Equation (49), the result is(
(cosh χ) cos α sinh χ − (cosh χ) sin α

sinh χ + (cosh χ) sin α (cosh χ) cos α

)
(51)

We shall call hereafter the decomposition of Equation (49) the Bargmann decomposition. This means
that every matrix in the Sp(2) group can be brought to the Bargmann decomposition by a similarity
transformation of rotation, as given in Equation (48). This decomposition leads to an equidiagonal
matrix with two independent parameters.

For the matrix of Equation (49), we can now consider the following three cases. Let us assume
that χ is positive, and the angle θ is less than 90◦. Let us look at the upper-right element.

1. If it is negative with [sinh χ < (cosh χ) sin α], then the trace of the matrix is smaller than 2,
and the matrix can be written as(

cos(θ/2) −e−η sin(θ/2)
eη sin(θ/2) cos(θ/2)

)
(52)

with

cos(θ/2) = (cosh χ) cos α, and e−2η =
(cosh χ) sin α − sinh χ

(cosh χ) sin α + sinh χ
(53)

2. If it is positive with [sinh χ > (cosh χ) sin α)], then the trace is greater than 2, and the matrix
can be written as (

cosh(λ/2) e−η sinh(λ/2)
eη sinh(λ/2) cosh(λ/2)

)
(54)

with

cosh(λ/2) = (cosh χ) cos α, and e−2η =
sinh χ − (cosh χ) sin α

(cosh χ) sin α + sinh χ
(55)

3. If it is zero with [(sinh χ = (cosh χ) sin α)], then the trace is equal to 2, and the matrix takes the form(
1 0

2 sinh χ 1

)
(56)

The above repeats the mathematics given in Section 2.3.
Returning to Equations (52) and (53), they can be decomposed into

M(θ, η) =

(
eη/2 0

0 e−η/2

)(
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)(
e−η/2 0

0 eη/2

)
(57)

and

M(λ, η) =

(
eη/2 0

0 e−η/2

)(
cosh(λ/2) sinh(λ/2)
sinh(λ/2) cos(λ/2)

)(
e−η/2 0

0 eη/2

)
(58)

respectively. In view of the physical examples given in Section 6, we shall call this the “Wigner
decomposition.” Unlike the Bargmann decomposition, the Wigner decomposition is in the form of a
similarity transformation.

78



Symmetry 2014, 6, 473–515

We note that both Equations (57) and (58) are written as similarity transformations. Thus

[M(θ, η)]n =

(
cos(nθ/2) −e−η sin(nθ/2)

eη sin(nθ/2) cos(nθ/2)

)
(59)

[M(λ, η)]n =

(
cosh(nλ/2) eη sinh(nλ/2)

e−η sinh(nλ/2) cosh(nλ/2)

)
(60)

[M(γ)]n =

(
1 0

nγ 1

)
(61)

These expressions are useful for studying periodic systems [18].
The question is what physics these decompositions describe in the real world. To address this,

we study what the Lorentz group does in the real world, and study isomorphism between the Sp(2)
group and the Lorentz group applicable to the three-dimensional space consisting of one time and
two space coordinates.

3.3. Isomorphism with the Lorentz Group

The purpose of this section is to give physical interpretations of the mathematical formulas given in
Section 3.2. We will interpret these formulae in terms of the Lorentz transformations which are normally
described by four-by-four matrices. For this purpose, it is necessary to establish a correspondence
between the two-by-two representation of Section 3.2 and the four-by-four representations of the
Lorentz group.

Let us consider the Minkowskian space-time four-vector

(t, z, x, y) (62)

where
(
t2 − z2 − x2 − y2) remains invariant under Lorentz transformations. The Lorentz group

consists of four-by-four matrices performing Lorentz transformations in the Minkowski space.
In order to give physical interpretations to the three two-by-two matrices given in

Equations (44)–(46), we consider rotations around the y axis, boosts along the x axis, and boosts
along the z axis. The transformation is restricted in the three-dimensional subspace of (t, z, x). It is
then straight-forward to construct those four-by-four transformation matrices where the y coordinate
remains invariant. They are given in Table 1. Their generators also given. Those four-by-four generators
satisfy the Lie algebra given in Equation (43).

Table 1. Matrices in the two-by-two representation, and their corresponding four-by-four generators
and transformation matrices.

Matrices Generators Four-by-Four Transform matrices

R(θ) J2 = 1
2

(
0 −i
i 0

) ⎛
⎜⎜⎝

0 0 0 0
0 0 −i 0
0 i 0 0
0 0 0 0

⎞
⎟⎟⎠

⎛
⎜⎜⎝

1 0 0 0
0 cos θ − sin θ 0
0 sin θ cos θ 0
0 0 0 1

⎞
⎟⎟⎠

B(η) K3 = 1
2

(
i 0
0 −i

) ⎛
⎜⎜⎝

0 i 0 0
i 0 0 0
0 0 0 0
0 0 0 0

⎞
⎟⎟⎠

⎛
⎜⎜⎝

cosh η sinh η 0 0
sinh η cosh η 0 0

0 0 1 0
0 0 0 1

⎞
⎟⎟⎠

S(λ) K1 = 1
2

(
0 i
i 0

) ⎛
⎜⎜⎝

0 0 i 0
0 0 0 0
i 0 0 0
0 0 0 0

⎞
⎟⎟⎠

⎛
⎜⎜⎝

cosh λ 0 sinh λ 0
0 1 0 0

sinh λ 0 cosh λ 0
0 0 0 1

⎞
⎟⎟⎠

79



Symmetry 2014, 6, 473–515

4. Internal Space-Time Symmetries

We have seen that there corresponds a two-by-two matrix for each four-by-four Lorentz
transformation matrix. It is possible to give physical interpretations to those four-by-four matrices.
It must thus be possible to attach a physical interpretation to each two-by-two matrix.

Since 1939 [1] when Wigner introduced the concept of the little groups many papers have been
published on this subject, but most of them were based on the four-by-four representation. In this
section, we shall give the formalism of little groups in the language of two-by-two matrices. In so
doing, we provide physical interpretations to the Bargmann and Wigner decompositions introduced
in Section 3.2.

4.1. Wigner’s Little Groups

In [1], Wigner started with a free relativistic particle with momentum, then constructed subgroups
of the Lorentz group whose transformations leave the four-momentum invariant. These subgroups thus
define the internal space-time symmetry of the given particle. Without loss of generality, we assume
that the particle momentum is along the z direction. Thus rotations around the momentum leave
the momentum invariant, and this degree of freedom defines the helicity, or the spin parallel to
the momentum.

We shall use the word “Wigner transformation” for the transformation which leaves the
four-momentum invariant:

1. For a massive particle, it is possible to find a Lorentz frame where it is at rest with
zero momentum. The four-momentum can be written as m(1, 0, 0, 0), where m is the mass.
This four-momentum is invariant under rotations in the three-dimensional (z, x, y) space.

2. For an imaginary-mass particle, there is the Lorentz frame where the energy component
vanishes. The momentum four-vector can be written as p(0, 1, 0, 0), where p is the magnitude of
the momentum.

3. If the particle is massless, its four-momentum becomes p(1, 1, 0, 0). Here the first and second
components are equal in magnitude.

The constant factors in these four-momenta do not play any significant roles. Thus we write
them as (1, 0, 0, 0), (0, 1, 0, 0), and (1, 1, 0, 0) respectively. Since Wigner worked with these three specific
four-momenta [1], we call them Wigner four-vectors.

All of these four-vectors are invariant under rotations around the z axis. The rotation matrix is

Z(φ) =

⎛
⎜⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 cos φ − sin φ

0 0 sin φ cos φ

⎞
⎟⎟⎟⎠ (63)

In addition, the four-momentum of a massive particle is invariant under the rotation around the y
axis, whose four-by-four matrix was given in Table 1. The four-momentum of an imaginary particle is
invariant under the boost matrix S(λ) given in Table 1. The problem for the massless particle is more
complicated, but will be discussed in detail in Section 7. See Table 2.
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Table 2. Wigner four-vectors and Wigner transformation matrices applicable to two space-like and
one time-like dimensions. Each Wigner four-vector remains invariant under the application of its
Wigner matrix.

Mass Wigner Four-Vector Wigner Transformation

Massive (1, 0, 0, 0)

⎛
⎜⎜⎝

1 0 0 0
0 cos θ − sin θ 0
0 sin θ cos θ 0
0 0 0 1

⎞
⎟⎟⎠

Massless (1, 1, 0, 0)

⎛
⎜⎜⎝

1 + γ2/2 −γ2/2 γ 0
γ2/2 1 − γ2/2 γ 0
−γ γ 1 0
0 0 0 1

⎞
⎟⎟⎠

Imaginary mass (0, 1, 0, 0)

⎛
⎜⎜⎝

cosh λ 0 sinh λ 0
0 1 0 0

sinh λ 0 cosh λ 0
0 0 0 1

⎞
⎟⎟⎠

4.2. Two-by-Two Formulation of Lorentz Transformations

The Lorentz group is a group of four-by-four matrices performing Lorentz transformations on the
Minkowskian vector space of (t, z, x, y), leaving the quantity

t2 − z2 − x2 − y2 (64)

invariant. It is possible to perform the same transformation using two-by-two matrices [7,14,19].
In this two-by-two representation, the four-vector is written as

X =

(
t + z x − iy

x + iy t − z

)
(65)

where its determinant is precisely the quantity given in Equation (64) and the Lorentz transformation
on this matrix is a determinant-preserving, or unimodular transformation. Let us consider the
transformation matrix as [7,19]

G =

(
α β

γ δ

)
, and G† =

(
α∗ γ∗

β∗ δ∗

)
(66)

with
det (G) = 1 (67)

and the transformation
X′ = GXG† (68)

Since G is not a unitary matrix, Equation (68) not a unitary transformation, but rather we call this
the “Hermitian transformation”. Equation (68) can be written as(

t′ + z′ x′ − iy′

x + iy t′ − z′

)
=

(
α β

γ δ

)(
t + z x − iy

x + iy t − z

)(
α∗ γ∗

β∗ δ∗

)
(69)

It is still a determinant-preserving unimodular transformation, thus it is possible to write this as a
four-by-four transformation matrix applicable to the four-vector (t, z, x, y) [7,14].

Since the G matrix starts with four complex numbers and its determinant is one by Equation (67),
it has six independent parameters. The group of these G matrices is known to be locally isomorphic
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to the group of four-by-four matrices performing Lorentz transformations on the four-vector (t, z, x, y).
In other words, for each G matrix there is a corresponding four-by-four Lorentz-transform matrix [7].

The matrix G is not a unitary matrix, because its Hermitian conjugate is not always its inverse.
This group has a unitary subgroup called SU(2) and another consisting only of real matrices called
Sp(2). For this later subgroup, it is sufficient to work with the three matrices R(θ), S(λ), and B(η)
given in Equations (44)–(46) respectively. Each of these matrices has its corresponding four-by-four
matrix applicable to the (t, z, x, y). These matrices with their four-by-four counterparts are tabulated in
Table 1.

The energy-momentum four vector can also be written as a two-by-two matrix. It can be written
as

P =

(
p0 + pz px − ipy

px + ipy p0 − pz

)
(70)

with
det (P) = p2

0 − p2
x − p2

y − p2
z (71)

which means
det (P) = m2 (72)

where m is the particle mass.
The Lorentz transformation can be written explicitly as

P′ = GPG† (73)

or (
p′0 + p′z p′x − ip′y
p′x + ip′y E′ − p′z

)
=

(
α β

γ δ

)(
p0 + pz px − ipy

px + ipy p0 − pz

)(
α∗ γ∗

β∗ δ∗

)
(74)

This is an unimodular transformation, and the mass is a Lorentz-invariant variable. Furthermore, it was
shown in [7] that Wigner’s little groups for massive, massless, and imaginary-mass particles can be
explicitly defined in terms of two-by-two matrices.

Wigner’s little group consists of two-by-two matrices satisfying

P = WPW† (75)

The two-by-two W matrix is not an identity matrix, but tells about the internal space-time symmetry
of a particle with a given energy-momentum four-vector. This aspect was not known when Einstein
formulated his special relativity in 1905, hence the internal space-time symmetry was not an issue at
that time. We call the two-by-two matrix W the Wigner matrix, and call the condition of Equation (75)
the Wigner condition.

If determinant of W is a positive number, then P is proportional to

P =

(
1 0
0 1

)
(76)

corresponding to a massive particle at rest, while if the determinant is negative, it is proportional to

P =

(
1 0
0 −1

)
(77)
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corresponding to an imaginary-mass particle moving faster than light along the z direction,
with a vanishing energy component. If the determinant is zero, P is

P =

(
1 0
0 0

)
(78)

which is proportional to the four-momentum matrix for a massless particle moving along the z direction.
For all three cases, the matrix of the form

Z(φ) =

(
e−iφ/2 0

0 eiφ/2

)
(79)

will satisfy the Wigner condition of Equation (75). This matrix corresponds to rotations around
the z axis.

For the massive particle with the four-momentum of Equation (76), the transformations with the
rotation matrix of Equation (44) leave the P matrix of Equation (76) invariant. Together with the Z(φ)
matrix, this rotation matrix leads to the subgroup consisting of the unitary subset of the G matrices.
The unitary subset of G is SU(2) corresponding to the three-dimensional rotation group dictating the
spin of the particle [14].

For the massless case, the transformations with the triangular matrix of the form(
1 γ

0 1

)
(80)

leave the momentum matrix of Equation (78) invariant. The physics of this matrix has a stormy history,
and the variable γ leads to a gauge transformation applicable to massless particles [8,9,20,21].

For a particle with an imaginary mass, a W matrix of the form of Equation (45) leaves the
four-momentum of Equation (77) invariant.

Table 3 summarizes the transformation matrices for Wigner’s little groups for massive, massless,
and imaginary-mass particles. Furthermore, in terms of their traces, the matrices given in this
subsection can be compared with those given in Section 2.3 for the damped oscillator. The comparisons
are given in Table 4.

Of course, it is a challenging problem to have one expression for all three classes. This problem
has been discussed in the literature [12], and the damped oscillator case of Section 2 addresses the
continuity problem.

Table 3. Wigner vectors and Wigner matrices in the two-by-two representation. The trace of the matrix
tells whether the particle m2 is positive, zero, or negative.

Particle Mass Four-Momentum Transform Matrix Trace

Massive
(

1 0
0 1

) (
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)
less than 2

Massless
(

1 0
0 0

) (
1 γ
0 1

)
equal to 2

Imaginary mass
(

1 0
0 −1

) (
cosh(λ/2) sinh(λ/2)
sinh(λ/2) cosh(λ/2)

)
greater than 2
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Table 4. Damped Oscillators and Space-time Symmetries. Both share Sp(2) as their symmetry group.

Trace Damped Oscillator Particle Symmetry

Smaller than 2 Oscillation Mode Massive Particles
Equal to 2 Transition Mode Massless Particles

Larger than 2 Damping Mode Imaginary-mass Particles

5. Lorentz Completion of Wigner’s Little Groups

So far we have considered transformations applicable only to (t, z, x) space. In order to study the
full symmetry, we have to consider rotations around the z axis. As previously stated, when a particle
moves along this axis, this rotation defines the helicity of the particle.

In [1], Wigner worked out the little group of a massive particle at rest. When the particle gains
a momentum along the z direction, the single particle can reverse the direction of momentum, the spin,
or both. What happens to the internal space-time symmetries is discussed in this section.

5.1. Rotation around the z Axis

In Section 3, our kinematics was restricted to the two-dimensional space of z and x, and thus
includes rotations around the y axis. We now introduce the four-by-four matrix of Equation (63)
performing rotations around the z axis. Its corresponding two-by-two matrix was given in
Equation (79). Its generator is

J3 =
1
2

(
1 0
0 −1

)
(81)

If we introduce this additional matrix for the three generators we used in Sections 3 and 3.2, we end
up the closed set of commutation relations

[Ji, Jj] = iεijk Jk, [Ji, Kj] = iεijkKk, [Ki, Kj] = −iεijk Jk (82)

with
Ji =

1
2

σi, and Ki =
i
2

σi (83)

where σi are the two-by-two Pauli spin matrices.
For each of these two-by-two matrices there is a corresponding four-by-four matrix generating

Lorentz transformations on the four-dimensional Lorentz group. When these two-by-two matrices
are imaginary, the corresponding four-by-four matrices were given in Table 1. If they are real,
the corresponding four-by-four matrices were given in Table 5.
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Table 5. Two-by-two and four-by-four generators not included in Table 1. The generators given
there and given here constitute the set of six generators for SL(2, c) or of the Lorentz group given in
Equation (82).

Generator Two-by-Two Four-by-Four

J3
1
2

(
1 0
0 −1

) ⎛
⎜⎜⎝

0 0 0 0
0 0 0 0
0 0 0 −i
0 0 i 0

⎞
⎟⎟⎠

J1
1
2

(
0 1
1 0

) ⎛
⎜⎜⎝

0 0 0 0
0 0 0 i
0 0 0 0
0 −i 0 0

⎞
⎟⎟⎠

K2
1
2

(
0 1
−1 0

) ⎛
⎜⎜⎝

0 0 0 i
0 0 0 0
0 0 0 0
i 0 0 0

⎞
⎟⎟⎠

This set of commutation relations is known as the Lie algebra for the SL(2, c), namely the group of
two-by-two elements with unit determinants. Their elements are complex. This set is also the Lorentz
group performing Lorentz transformations on the four-dimensional Minkowski space.

This set has many useful subgroups. For the group SL(2, c), there is a subgroup consisting only of
real matrices, generated by the two-by-two matrices given in Table 1. This three-parameter subgroup
is precisely the Sp(2) group we used in Sections 3 and 3.2. Their generators satisfy the Lie algebra
given in Equation (43).

In addition, this group has the following Wigner subgroups governing the internal space-time
symmetries of particles in the Lorentz-covariant world [1]:

1. The Ji matrices form a closed set of commutation relations. The subgroup generated by these
Hermitian matrices is SU(2) for electron spins. The corresponding rotation group does not change
the four-momentum of the particle at rest. This is Wigner’s little group for massive particles.
If the particle is at rest, the two-by-two form of the four-vector is given by Equation (76).
The Lorentz transformation generated by J3 takes the form(

eiφ/2 0
0 e−iφ/2

)(
1 0
0 1

)(
e−iφ/2 0

0 eiφ/2

)
=

(
1 0
0 1

)
(84)

Similar computations can be carried out for J1 and J2.
2. There is another Sp(2) subgroup, generated by K1, K2, and J3. They satisfy the commutation

relations
[K1, K2] = −i J3, [J3, K1] = iK2, [K2, J3] = iK1. (85)

The Wigner transformation generated by these two-by-two matrices leave the momentum
four-vector of Equation (77) invariant. For instance, the transformation matrix generated by K2

takes the form

exp (−iξK2) =

(
cosh(ξ/2) i sinh(ξ/2)
i sinh(ξ/2) cosh(ξ/2)

)
(86)

and the Wigner transformation takes the form(
cosh(ξ/2) i sinh(ξ/2)

−i sinh(ξ/2) cosh(ξ/2)

)(
1 0
0 −1

)(
cosh(ξ/2) i sinh(ξ/2)

−i sinh(ξ/2) cosh(ξ/2)

)
=

(
1 0
0 −1

)
(87)

Computations with K2 and J3 lead to the same result.
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Since the determinant of the four-momentum matrix is negative, the particle has an imaginary
mass. In the language of the four-by-four matrix, the transformation matrices leave the
four-momentum of the form (0, 1, 0, 0) invariant.

3. Furthermore, we can consider the following combinations of the generators:

N1 = K1 − J2 =

(
0 i
0 0

)
, and N2 = K2 + J1 =

(
0 1
0 0

)
(88)

Together with J3, they satisfy the the following commutation relations.

[N1, N2] = 0, [N1, J3] = −iN2, [N2, J3] = iN1 (89)

In order to understand this set of commutation relations, we can consider an x y coordinate
system in a two-dimensional space. Then rotation around the origin is generated by

J3 = −i
(

x
∂

∂y
− y

∂

∂x

)
(90)

and the two translations are generated by

N1 = −i
∂

∂x
, and N2 = −i

∂

∂y
(91)

for the x and y directions respectively. These operators satisfy the commutations relations given
in Equation (89).

The two-by-two matrices of Equation (88) generate the following transformation matrix.

G(γ, φ) = exp [−iγ (N1 cos φ + N2 sin φ)] =

(
1 γe−iφ

0 1

)
(92)

The two-by-two form for the four-momentum for the massless particle is given by Equation (78).
The computation of the Hermitian transformation using this matrix is(

1 γe−iφ

0 1

)(
1 0
0 0

)(
1 0

γeiφ 1

)
=

(
1 0
0 0

)
(93)

confirming that N1 and N2, together with J3, are the generators of the E(2)-like little group for massless
particles in the two-by-two representation. The transformation that does this in the physical world is
described in the following section.

5.2. E(2)-Like Symmetry of Massless Particles

From the four-by-four generators of K1,2 and J1,2, we can write

N1 =

⎛
⎜⎜⎜⎝

0 0 i 0
0 0 i 0
i −i 0 0
0 0 0 0

⎞
⎟⎟⎟⎠ , and N2 =

⎛
⎜⎜⎜⎝

0 0 0 i
0 0 0 i
0 0 0 0
i −i 0 0

⎞
⎟⎟⎟⎠ (94)
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These matrices lead to the transformation matrix of the form

G(γ, φ) =

⎛
⎜⎜⎜⎝

1 + γ2/2 −γ2/2 γ cos φ γ sin φ

γ2/2 1 − γ2/2 γ cos φ γ sin φ

−γ cos φ γ cos φ 1 0
−γ sin φ γ sin φ 0 1

⎞
⎟⎟⎟⎠ (95)

This matrix leaves the four-momentum invariant, as we can see from

G(γ, φ)

⎛
⎜⎜⎜⎝

1
1
0
0

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

1
1
0
0

⎞
⎟⎟⎟⎠ (96)

When it is applied to the photon four-potential

G(γ, φ)

⎛
⎜⎜⎜⎝

A0

A3

A1

A2

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

A0

A3

A1

A2

⎞
⎟⎟⎟⎠+ γ (A1 cos φ + A2 sin φ)

⎛
⎜⎜⎜⎝

1
1
0
0

⎞
⎟⎟⎟⎠ (97)

with the Lorentz condition which leads to A3 = A0 in the zero mass case. Gauge transformations
are well known for electromagnetic fields and photons. Thus Wigner’s little group leads to gauge
transformations.

In the two-by-two representation, the electromagnetic four-potential takes the form(
2A0 A1 − iA2

A1 + iA2 0

)
(98)

with the Lorentz condition A3 = A0. Then the two-by-two form of Equation (97) is(
1 γe−iφ

0 1

)(
2A0 A1 − iA2

A1 + iA2 0

)(
1 0

γeiφ 1

)
(99)

which becomes (
A0 A1 − iA2

A1 + iA2 0

)
+

(
2γ (A1 cos φ − A2 sin φ) 0

0 0

)
(100)

This is the two-by-two equivalent of the gauge transformation given in Equation (97).
For massless spin-1/2 particles starting with the two-by-two expression of G(γ, φ) given in

Equation (92), and considering the spinors

u =

(
1
0

)
, and v =

(
0
1

)
(101)

for spin-up and spin-down states respectively,

Gu = u, and Gv = v + γe−iφu (102)

This means that the spinor u for spin up is invariant under the gauge transformation while v is not.
Thus, the polarization of massless spin-1/2 particle, such as neutrinos, is a consequence of the gauge
invariance. We shall continue this discussion in Section 7.
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5.3. Boosts along the z Axis

In Sections 4.1 and 5.1, we studied Wigner transformations for fixed values of the four-momenta.
The next question is what happens when the system is boosted along the z direction, with the
transformation (

t′

z′

)
=

(
cosh η sinh η

sinh η cosh η

)(
t
z

)
(103)

Then the four-momenta become

(cosh η, sinh η, 0, 0), (sinh η, cosh η, 0, 0), eη(1, 1, 0, 0) (104)

respectively for massive, imaginary, and massless particles cases. In the two-by-two representation,
the boost matrix is (

eη/2 0
0 e−η/2

)
(105)

and the four-momenta of Equation (104) become(
eη 0
0 e−η

)
,

(
eη 0
0 −e−η

)
,

(
eη 0
0 0

)
(106)

respectively. These matrices become Equations (76)–(78) respectively when η = 0.
We are interested in Lorentz transformations which leave a given non-zero momentum invariant.

We can consider a Lorentz boost along the direction preceded and followed by identical rotation
matrices, as described in Figure 1 and the transformation matrix as(

cos(α/2) − sin(α/2)
sin(α/2) cos(α/2)

)(
cosh χ − sinh χ

− sinh χ cosh χ

)(
cos(α/2) − sin(α/2)
sin(α/2) cos(α/2)

)
(107)

which becomes (
(cos α) cosh χ − sinh χ − (sin α) cosh χ

− sinh χ + (sin α) cosh χ (cos α) cosh χ

)
(108)

   (a)    (b)

Figure 1. Bargmann and Wigner decompositions. (a) Bargmann decomposition; (b) Wigner
decomposition. In the Bargmann decomposition, we start from a momentum along the z direction. We
can rotate, boost, and rotate to bring the momentum to the original position. The resulting matrix is the
product of one boost and two rotation matrices. In the Wigner decomposition, the particle is boosted
back to the frame where the Wigner transformation can be applied. Make a Wigner transformation
there and come back to the original state of the momentum. This process also can also be written as the
product of three simple matrices.
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Except the sign of χ, the two-by-two matrices of Equations (107) and (108) are identical with those
given in Section 3.2. The only difference is the sign of the parameter χ. We are thus ready to interpret
this expression in terms of physics.

1. If the particle is massive, the off-diagonal elements of Equation (108) have opposite signs,
and this matrix can be decomposed into(

eη/2 0
0 e−η/2

)(
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)(
eη/2 0

0 e−η/2

)
(109)

with

cos(θ/2) = (cosh χ) cos α, and e2η =
cosh(χ) sin α + sinh χ

cosh(χ) sin α − sinh χ
(110)

and
e2η =

p0 + pz

p0 − pz
(111)

According to Equation (109) the first matrix (far right) reduces the particle momentum to zero.
The second matrix rotates the particle without changing the momentum. The third matrix boosts
the particle to restore its original momentum. This is the extension of Wigner’s original idea to
moving particles.

2. If the particle has an imaginary mass, the off-diagonal elements of Equation (108) have the
same sign, (

eη/2 0
0 e−η/2

)(
cosh(λ/2) − sinh(λ/2)
sinh(λ/2) cosh(λ/2)

)(
eη/2 0

0 e−η/2

)
(112)

with

cosh(λ/2) = (cosh χ) cos α, and e2η =
sinh χ + cosh(χ) sin α

cosh(χ) sin α − sinh χ
(113)

and
e2η =

p0 + pz

pz − p0
(114)

This is also a three-step operation. The first matrix brings the particle momentum to the
zero-energy state with p0 = 0. Boosts along the x or y direction do not change the
four-momentum. We can then boost the particle back to restore its momentum. This operation
is also an extension of the Wigner’s original little group. Thus, it is quite appropriate to call the
formulas of Equations (109) and (112) Wigner decompositions.

3. If the particle mass is zero with

sinh χ = (cosh χ) sin α (115)

the η parameter becomes infinite, and the Wigner decomposition does not appear to be useful.
We can then go back to the Bargmann decomposition of Equation (107). With the condition of
Equations (115) and (108) becomes (

1 −γ

0 1

)
(116)

with
γ = 2 sinh χ (117)

The decomposition ending with a triangular matrix is called the Iwasawa decomposition [16,22]
and its physical interpretation was given in Section 5.2. The γ parameter does not depend on η.
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Thus, we have given physical interpretations to the Bargmann and Wigner decompositions given
in Section (3.2). Consider what happens when the momentum becomes large. Then η becomes large
for nonzero mass cases. All three four-momenta in Equation (106) become

eη

(
1 0
0 0

)
(118)

As for the Bargmann-Wigner matrices, they become the triangular matrix of Equation (116), with γ =

sin(θ/2)eη and γ = sinh(λ/2)eη , respectively for the massive and imaginary-mass cases.
In Section 5.2, we concluded that the triangular matrix corresponds to gauge transformations.

However, particles with imaginary mass are not observed. For massive particles, we can start with
the three-dimensional rotation group. The rotation around the z axis is called helicity, and remains
invariant under the boost along the z direction. As for the transverse rotations, they become gauge
transformation as illustrated in Table 6.

Table 6. Covariance of the energy-momentum relation, and covariance of the internal space-time
symmetry. Under the Lorentz boost along the z direction, J3 remains invariant, and this invariant
component of the angular momentum is called the helicity. The transverse component J1 and J2 collapse
into a gauge transformation. The γ parameter for the massless case has been studied in earlier papers
in the four-by-four matrix formulation of Wigner’s little groups [8,21].

Massive, Slow Covariance Massless, Fast

E = p2/2m Einstein’s E = mc2 E = cp
J3 Helicity

Wigner’s Little Group
J1, J2 Gauge Transformation

5.4. Conjugate Transformations

The most general form of the SL(2, c) matrix is given in Equation (66). Transformation operators
for the Lorentz group are given in exponential form as:

D = exp

{
−i

3

∑
i=1

(θi Ji + ηiKi)

}
(119)

where the Ji are the generators of rotations and the Ki are the generators of proper Lorentz boosts.
They satisfy the Lie algebra given in Equation (43). This set of commutation relations is invariant
under the sign change of the boost generators Ki. Thus, we can consider “dot conjugation” defined as

Ḋ = exp

{
−i

3

∑
i=1

(θi Ji − ηiKi)

}
(120)

Since Ki are anti-Hermitian while Ji are Hermitian, the Hermitian conjugate of the above expression is

D† = exp

{
−i

3

∑
i=1

(−θi Ji + ηiKi)

}
(121)

while the Hermitian conjugate of G is

Ḋ† = exp

{
−i

3

∑
i=1

(−θi Ji − ηiKi)

}
(122)
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Since we understand the rotation around the z axis, we can now restrict the kinematics to the
zt plane, and work with the Sp(2) symmetry. Then the D matrices can be considered as Bargmann
decompositions. First, D and Ḋ, and their Hermitian conjugates are

D(α, χ) =

(
(cos α) cosh χ sinh χ − (sin α) cosh χ

sinh χ + (sin α) cosh χ (cos α) cosh χ

)
(123)

Ḋ(α, χ) =

(
(cos α) cosh χ − sinh χ − (sin α) cosh χ

− sinh χ + (sin α) cosh χ (cos α) cosh χ

)
(124)

These matrices correspond to the “D loops” given in Figure 2a,b respectively. The “dot” conjugation
changes the direction of boosts. The dot conjugation leads to the inversion of the space which is called
the parity operation.

We can also consider changing the direction of rotations. Then they result in the Hermitian
conjugates. We can write their matrices as

D†(α, χ) =

(
(cos α) cosh χ sinh χ + (sin α) cosh χ

sinh χ − (sin α) cosh χ (cos α) cosh χ

)
(125)

Ḋ†(α, χ) =

(
(cos α) cosh χ − sinh χ + (sin α) cosh χ

− sinh χ − (sin α) cosh χ (cos α) cosh χ

)
(126)

From the exponential expressions from Equation (119) to Equation (122), it is clear that

D† = Ḋ−1, and Ḋ† = D−1 (127)

The D loop given in Figure 1 corresponds to Ḋ. We shall return to these loops in Section 7.

(b)      (a)

(d)     (c)

Figure 2. Four D-loops resulting from the Bargmann decomposition. (a) Bargmann decomposition from
Figure 1; (b) Direction of the Lorentz boost is reversed; (c) Direction of rotation is reversed; (d) Both
directions are reversed. These operations correspond to the space-inversion, charge conjugation, and
the time reversal respectively.
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6. Symmetries Derivable from the Poincaré Sphere

The Poincaré sphere serves as the basic language for polarization physics. Its underlying
language is the two-by-two coherency matrix. This coherency matrix contains the symmetry of SL(2, c)
isomorphic to the the Lorentz group applicable to three space-like and one time-like dimensions [4,6,7].

For polarized light propagating along the z direction, the amplitude ratio and phase difference of
electric field x and y components traditionally determine the state of polarization. Hence, the polarization
can be changed by adjusting the amplitude ratio or the phase difference or both. Usually, the optical
device which changes amplitude is called an “attenuator” (or “amplifier”) and the device which changes
the relative phase a “phase shifter”.

Let us start with the Jones vector:(
ψ1(z, t)
ψ2(z, t)

)
=

(
a exp [i(kz − ωt)]
a exp [i(kz − ωt)]

)
(128)

To this matrix, we can apply the phase shift matrix of Equation (79) which brings the Jones vector to(
ψ1(z, t)
ψ2(z, t)

)
=

(
a exp [i(kz − ωt − iφ/2)]
a exp [i(kz − ωt + iφ/2)]

)
(129)

The generator of this phase-shifter is J3 given Table 5.
The optical beam can be attenuated differently in the two directions. The resulting matrix is

e−μ

(
eη/2 0

0 e−η/2

)
(130)

with the attenuation factor of exp (−μ0 + η/2) and exp (−μ − η/2) for the x and y directions
respectively. We are interested only the relative attenuation given in Equation (46) which leads
to different amplitudes for the x and y component, and the Jones vector becomes(

ψ1(z, t)
ψ2(z, t)

)
=

(
aeμ/2 exp [i(kz − ωt − iφ/2)]

ae−μ/2 exp [i(kz − ωt + iφ/2)]

)
(131)

The squeeze matrix of Equation (46) is generated by K3 given in Table 1.
The polarization is not always along the x and y axes, but can be rotated around the z axis using

Equation (79) generated by J2 given in Table 1.
Among the rotation angles, the angle of 45◦ plays an important role in polarization optics. Indeed,

if we rotate the squeeze matrix of Equation (46) by 45◦, we end up with the squeeze matrix of
Equation (45) generated by K1 given also in Table 1.

Each of these four matrices plays an important role in special relativity, as we discussed in
Sections 3.2 and 6. Their respective roles in optics and particle physics are given in Table 7.
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Table 7. Polarization optics and special relativity share the same mathematics. Each matrix has its clear
role in both optics and relativity. The determinant of the Stokes or the four-momentum matrix remains
invariant under Lorentz transformations. It is interesting to note that the decoherence parameter
(least fundamental) in optics corresponds to the (mass)2 (most fundamental) in particle physics.

Polarization Optics Transformation Matrix Particle Symmetry

Phase shift by φ

(
e−iφ/2 0

0 eiφ/2

)
Rotation around z.

Rotation around z
(

cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)
Rotation around y.

Squeeze along x and y
(

eη/2 0
0 e−η/2

)
Boost along z.

Squeeze along 45◦
(

cosh(λ/2) sinh(λ/2)
sinh(λ/2) cosh(λ/2)

)
Boost along x.

a4 (sin ξ)2 Determinant (mass)2

The most general form for the two-by-two matrix applicable to the Jones vector is the G matrix of
Equation (66). This matrix is of course a representation of the SL(2, c) group. It brings the simplest
Jones vector of Equation (128) to its most general form.

6.1. Coherency Matrix

However, the Jones vector alone cannot tell us whether the two components are coherent with
each other. In order to address this important degree of freedom, we use the coherency matrix defined
as [3,23]

C =

(
S11 S12

S21 S22

)
(132)

where

< ψ∗
i ψj >=

1
T

∫ T

0
ψ∗

i (t + τ)ψj(t)dt (133)

where T is a sufficiently long time interval. Then, those four elements become [4]

S11 =< ψ∗
1 ψ1 >= a2, S12 =< ψ∗

1 ψ2 >= a2(cos ξ)e−iφ (134)

S21 =< ψ∗
2 ψ1 >= a2(cos ξ)e+iφ, S22 =< ψ∗

2 ψ2 >= a2 (135)

The diagonal elements are the absolute values of ψ1 and ψ2 respectively. The angle φ could be different
from the value of the phase-shift angle given in Equation (79), but this difference does not play any
role in the reasoning. The off-diagonal elements could be smaller than the product of ψ1 and ψ2, if the
two polarizations are not completely coherent.

The angle ξ specifies the degree of coherency. If it is zero, the system is fully coherent, while the
system is totally incoherent if ξ is 90◦. This can therefore be called the “decoherence angle.”

While the most general form of the transformation applicable to the Jones vector is G of
Equation (66), the transformation applicable to the coherency matrix is

C′ = G C G† (136)

The determinant of the coherency matrix is invariant under this transformation, and it is

det(C) = a4(sin ξ)2 (137)

Thus, angle ξ remains invariant. In the language of the Lorentz transformation applicable to the
four-vector, the determinant is equivalent to the (mass)2 and is therefore a Lorentz-invariant quantity.
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6.2. Two Radii of the Poincaré Sphere

Let us write explicitly the transformation of Equation (136) as(
S′

11 S′
12

S′
21 S′

22

)
=

(
α β

γ δ

)(
S11 S12

S21 S22

)(
α∗ γ∗

β∗ δ∗

)
(138)

It is then possible to construct the following quantities,

S0 =
S11 + S22

2
, S3 =

S11 − S22

2
(139)

S1 =
S12 + S21

2
, S2 =

S12 − S21

2i
(140)

These are known as the Stokes parameters, and constitute a four-vector (S0, S3, S1, S2) under the
Lorentz transformation.

In the Jones vector of Equation (128), the amplitudes of the two orthogonal components are equal.
Thus, the two diagonal elements of the coherency matrix are equal. This leads to S3 = 0, and the
problem is reduced from the sphere to a circle. In the resulting two-dimensional subspace, we can
introduce the polar coordinate system with

R =
√

S2
1 + S2

2 (141)

S1 = R cos φ (142)

S2 = R sin φ (143)

The radius R is the radius of this circle, and is

R = a2 cos ξ (144)

The radius R takes its maximum value S0 when ξ = 0◦. It decreases as ξ increases and vanishes
when ξ = 90◦. This aspect of the radius R is illustrated in Figure 3.

R

0S

Figure 3. Radius of the Poincaré sphere. The radius R takes its maximum value S0 when the
decoherence angle ξ is zero. It becomes smaller as ξ increases. It becomes zero when the angle
reaches 90◦.
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In order to see its implications in special relativity, let us go back to the four-momentum matrix of
m(1, 0, 0, 0). Its determinant is m2 and remains invariant. Likewise, the determinant of the coherency
matrix of Equation (132) should also remain invariant. The determinant in this case is

S2
0 − R2 = a4 sin2 ξ (145)

This quantity remains invariant under the Hermitian transformation of Equation (138), which is a
Lorentz transformation as discussed in Sections 3.2 and 6. This aspect is shown on the last row of
Table 7.

The coherency matrix then becomes

C = a2

(
1 (cos ξ)e−iφ

(cos ξ)eiφ 1

)
(146)

Since the angle φ does not play any essential role, we can let φ = 0, and write the coherency matrix as

C = a2

(
1 cos ξ

cos ξ 1

)
(147)

The determinant of the above two-by-two matrix is

a4
(

1 − cos2 ξ
)
= a4 sin2 ξ (148)

Since the Lorentz transformation leaves the determinant invariant, the change in this ξ variable is
not a Lorentz transformation. It is of course possible to construct a larger group in which this variable
plays a role in a group transformation [6], but here we are more interested in its role in a particle
gaining a mass from zero or the mass becoming zero.

6.3. Extra-Lorentzian Symmetry

The coherency matrix of Equation (146) can be diagonalized to

a2

(
1 + cos ξ 0

0 1 − cos ξ

)
(149)

by a rotation. Let us then go back to the four-momentum matrix of Equation (70). If px = py = 0,
and pz = p0 cos ξ , we can write this matrix as

p0

(
1 + cos ξ 0

0 1 − cos ξ

)
(150)

Thus, with this extra variable, it is possible to study the little groups for variable masses, including the
small-mass limit and the zero-mass case.

For a fixed value of p0, the (mass)2 becomes

(mass)2 = (p0 sin ξ)2 , and (momentum)2 = (p0 cos ξ)2 (151)

resulting in
(energy)2 = (mass)2 + (momentum)2 (152)

This transition is illustrated in Figure 4. We are interested in reaching a point on the light cone
from mass hyperbola while keeping the energy fixed. According to this figure, we do not have to make
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an excursion to infinite-momentum limit. If the energy is fixed during this process, Equation (152) tells
the mass and momentum relation, and Figure 5 illustrates this relation.

         (a)        (b)

Figure 4. Transition from the massive to massless case. (a) Transition within the framework of the
Lorentz group; (b) Trasnsition allowed in the symmetry of the Poincaré sphere. Within the framework
of the Lorentz group, it is not possible to go from the massive to massless case directly, because it
requires the change in the mass which is a Lorentz-invariant quantity. The only way is to move to
infinite momentum and jump from the hyperbola to the light cone, and come back. The extra symmetry
of the Poincaré sphere allows a direct transition

Momentum

M
a

s
s

Energ
y

ξangle

Figure 5. Energy-momentum-mass relation. This circle illustrates the case where the energy is fixed,
while the mass and momentum are related according to the triangular rule. The value of the angle ξ

changes from zero to 180◦. The particle mass is negative for negative values of this angle. However, in
the Lorentz group, only (mass)2 is a relevant variable, and negative masses might play a role for
theoretical purposes.

96



Symmetry 2014, 6, 473–515

Within the framework of the Lorentz group, it is possible, by making an excursion to infinite
momentum where the mass hyperbola coincides with the light cone, to then come back to the
desired point. On the other hand, the mass formula of Equation (151) allows us to go there directly.
The decoherence mechanism of the coherency matrix makes this possible.

7. Small-Mass and Massless Particles

We now have a mathematical tool to reduce the mass of a massive particle from its positive value
to zero. During this process, the Lorentz-boosted rotation matrix becomes a gauge transformation for
the spin-1 particle, as discussed Section 5.2. For spin-1/2 particles, there are two issues.

1. It was seen in Section 5.2 that the requirement of gauge invariance lead to a polarization of
massless spin-1/2 particle, such as neutrinos. What happens to anti-neutrinos?

2. There are strong experimental indications that neutrinos have a small mass. What happens to
the E(2) symmetry?

7.1. Spin-1/2 Particles

Let us go back to the two-by-two matrices of Section 5.4, and the two-by-two D matrix. For a
massive particle, its Wigner decomposition leads to

D =

(
cos(θ/2) −e−η sin(θ/2)

eη sin(θ/2) cos(θ/2)

)
(153)

This matrix is applicable to the spinors u and v defined in Equation (101) respectively for the spin-up
and spin-down states along the z direction.

Since the Lie algebra of SL(2, c) is invariant under the sign change of the Ki matrices, we can
consider the “dotted” representation, where the system is boosted in the opposite direction, while the
direction of rotations remain the same. Thus, the Wigner decomposition leads to

Ḋ =

(
cos(θ/2) −eη sin(θ/2)

e−η sin(θ/2) cos(θ/2)

)
(154)

with its spinors

u̇ =

(
1
0

)
, and v̇ =

(
0
1

)
(155)

For anti-neutrinos, the helicity is reversed but the momentum is unchanged. Thus, D† is the
appropriate matrix. However, D† = Ḋ−1 as was noted in Section 5.4. Thus, we shall use Ḋ for
anti-neutrinos.

When the particle mass becomes very small,

e−η =
m
2p

(156)

becomes small. Thus, if we let

eη sin(θ/2) = γ, and e−η sin(θ/2) = ε2 (157)

then the D matrix of Equation (153) and the Ḋ of Equation (154) become(
1 − γε2/2 −ε2

γ 1 − γε2

)
, and

(
1 − γε2/2 −γ

ε2 1 − γε2

)
(158)
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respectively where γ is an independent parameter and

ε2 = γ

(
m
2p

)2
(159)

When the particle mass becomes zero, they become(
1 0
γ 1

)
, and

(
1 −γ

0 1

)
(160)

respectively, applicable to the spinors (u, v) and (u̇, v̇) respectively.
For neutrinos, (

1 0
γ 1

)(
1
0

)
=

(
1
γ

)
, and

(
1 0
γ 1

)(
0
1

)
=

(
0
1

)
(161)

For anti-neutrinos, (
1 −γ

0 1

)(
1
0

)
=

(
1
0

)
, and

(
1 −γ

0 1

)(
0
1

)
=

(
−γ

1

)
(162)

It was noted in Section 5.2 that the triangular matrices of Equation (160) perform gauge
transformations. Thus, for Equations (161) and (162) the requirement of gauge invariance leads to
the polarization of neutrinos. The neutrinos are left-handed while the anti-neutrinos are right-handed.
Since, however, nature cannot tell the difference between the dotted and undotted representations,
the Lorentz group cannot tell which neutrino is right handed. It can say only that the neutrinos and
anti-neutrinos are oppositely polarized.

If the neutrino has a small mass, the gauge invariance is modified to(
1 − γε2/2 −ε2

γ 1 − γε2/2

)(
0
1

)
=

(
0
1

)
− ε2

(
1

γ/2

)
(163)

and (
1 − γε2/2 −γ

ε2 1 − γε2

)(
1
0

)
=

(
1
0

)
+ ε2

(
−γ/2

1

)
(164)

respectively for neutrinos and anti-neutrinos. Thus the violation of the gauge invariance in both cases
is proportional to ε2 which is m2/4p2.

7.2. Small-Mass Neutrinos in the Real World

Whether neutrinos have mass or not and the consequences of this relative to the Standard Model
and lepton number is the subject of much theoretical speculation [24,25], and of cosmology [26],
nuclear reactors [27], and high energy experimentations [28,29]. Neutrinos are fast becoming an
important component of the search for dark matter and dark radiation [30]. Their importance within
the Standard Model is reflected by the fact that they are the only particles which seem to exist with
only one direction of chirality, i.e., only left-handed neutrinos have been confirmed to exist so far.

It was speculated some time ago that neutrinos in constant electric and magnetic fields would
acquire a small mass, and that right-handed neutrinos would be trapped within the interaction field [31].
Solving generalized electroweak models using left- and right-handed neutrinos has been discussed
recently [32]. Today these right-handed neutrinos which do not participate in weak interactions are
called “sterile” neutrinos [33]. A comprehensive discussion of the place of neutrinos in the scheme
of physics has been given by Drewes [30]. We should note also that the three different neutrinos,
namely νe, νμ, and ντ , may have different masses [34].
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8. Scalars, Four-Vectors, and Four-Tensors

In Sections 5 and 7, our primary interest has been the two-by-two matrices applicable to spinors for
spin-1/2 particles. Since we also used four-by-four matrices, we indirectly studied the four-component
particle consisting of spin-1 and spin-zero components.

If there are two spin 1/2 states, we are accustomed to construct one spin-zero state, and one
spin-one state with three degeneracies.

In this paper, we are confronted with two spinors, but each spinor can also be dotted. For this
reason, there are 16 orthogonal states consisting of spin-one and spin-zero states. How many spin-zero
states? How many spin-one states?

For particles at rest, it is known that the addition of two one-half spins result in spin-zero and
spin-one states. In this paper, we have two different spinors behaving differently under the Lorentz
boost. Around the z direction, both spinors are transformed by

Z(φ) = exp (−iφJ3) =

(
e−iφ/2 0

0 eiφ/2

)
(165)

However, they are boosted by

B(η) = exp (−iηK3) =

(
eη/2 0

0 e−η/2

)
(166)

Ḃ(η) = exp (iηK3) =

(
e−η/2 0

0 eη/2

)
(167)

applicable to the undotted and dotted spinors respectively. These two matrices commute with each
other, and also with the rotation matrix Z(φ) of Equation (165). Since K3 and J3 commute with each
other, we can work with the matrix Q(η, φ) defined as

Q(η, φ) = B(η)Z(φ) =

(
e(η−iφ)/2 0

0 e−(η−iφ)/2

)
(168)

Q̇(η, φ) = Ḃ(η)Ż(φ) =

(
e−(η+iφ)/2 0

0 e(η+iφ)/2

)
(169)

When this combined matrix is applied to the spinors,

Q(η, φ)u = e(η−iφ)/2u, Q(η, φ)v = e−(η−iφ)/2v (170)

Q̇(η, φ)u̇ = e−(η+iφ)/2u̇, Q̇(η, φ)v̇ = e(η+iφ)/2v̇ (171)

If the particle is at rest, we can construct the combinations

uu,
1√
2
(uv + vu), vv (172)

to construct the spin-1 state, and
1√
2
(uv − vu) (173)

for the spin-zero state. There are four bilinear states. In the SL(2, c) regime, there are two dotted spinors.
If we include both dotted and undotted spinors, there are 16 independent bilinear combinations.
They are given in Table 8. This table also gives the effect of the operation of Q(η, φ).
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Table 8. Sixteen combinations of the SL(2, c) spinors. In the SU(2) regime, there are two spinors
leading to four bilinear forms. In the SL(2, c) world, there are two undotted and two dotted spinors.
These four spinors lead to 16 independent bilinear combinations.

Spin 1 Spin 0

uu, 1√
2
(uv + vu), vv, 1√

2
(uv − vu)

u̇u̇, 1√
2
(u̇v̇ + v̇u̇), v̇v̇, 1√

2
(u̇v̇ − v̇u̇)

uu̇, 1√
2
(uv̇ + vu̇), vv̇, 1√

2
(uv̇ − vu̇)

u̇u, 1√
2
(u̇v + v̇u), v̇v, 1√

2
(u̇v − v̇u)

After the Operation of Q(η, φ) and Q̇(η, φ)

e−iφeηuu, 1√
2
(uv + vu), eiφe−ηvv, 1√

2
(uv − vu)

e−iφe−η u̇u̇, 1√
2
(u̇v̇ + v̇u̇), eiφeη v̇v̇, 1√

2
(u̇v̇ − v̇u̇)

e−iφuu̇, 1√
2
(eηuv̇ + e−ηvu̇), eiφvv̇, 1√

2
(eηuv̇ − e−ηvu̇)

e−iφu̇u, 1√
2
(u̇v + v̇u), eiφ v̇v, 1√

2
(e−η u̇v − eη v̇u)

Among the bilinear combinations given in Table 8, the following two are invariant under rotations
and also under boosts.

S =
1√
2
(uv − vu), and Ṡ = − 1√

2
(u̇v̇ − v̇u̇) (174)

They are thus scalars in the Lorentz-covariant world. Are they the same or different? Let us consider
the following combinations

S+ =
1√
2

(
S + Ṡ

)
, and S− =

1√
2

(
S − Ṡ

)
(175)

Under the dot conjugation, S+ remains invariant, but S− changes its sign.
Under the dot conjugation, the boost is performed in the opposite direction. Therefore it is the

operation of space inversion, and S+ is a scalar while S− is called the pseudo-scalar.

8.1. Four-Vectors

Let us consider the bilinear products of one dotted and one undotted spinor as uu̇, uv̇, u̇v, vv̇,
and construct the matrix

U =

(
uv̇ vv̇
uu̇ vu̇

)
(176)

Under the rotation Z(φ) and the boost B(η) they become(
eηuv̇ e−iφvv̇
eiφuu̇ e−ηvu̇

)
(177)

Indeed, this matrix is consistent with the transformation properties given in Table 8, and transforms
like the four-vector (

t + z x − iy
x + iy t − z

)
(178)

This form was given in Equation (65), and played the central role throughout this paper. Under the
space inversion, this matrix becomes (

t − z −(x − iy)
−(x + iy) t + z

)
(179)
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This space inversion is known as the parity operation.
The form of Equation (176) for a particle or field with four-components, is given by (V0, Vz, Vx, Vy).

The two-by-two form of this four-vector is

U =

(
V0 + Vz Vx − iVy

Vx + iVy V0 − Vz

)
(180)

If boosted along the z direction, this matrix becomes(
eη (V0 + Vz) Vx − iVy

Vx + iVy e−η (V0 − Vz)

)
(181)

In the mass-zero limit, the four-vector matrix of Equation (181) becomes(
2A0 Ax − iAy

Ax + iAy 0

)
(182)

with the Lorentz condition A0 = Az. The gauge transformation applicable to the photon four-vector
was discussed in detail in Section 5.2.

Let us go back to the matrix of Equation (180), we can construct another matrix U̇. Since the dot
conjugation leads to the space inversion,

U̇ =

(
u̇v v̇v
u̇u v̇u

)
(183)

Then

u̇v � (t − z), v̇u � (t + z) (184)

v̇v � −(x − iy), u̇u � −(x + iy) (185)

where the symbol � means “transforms like”.
Thus, U of Equation (176) and U̇ of Equation (183) used up 8 of the 16 bilinear forms. Since there

are two bilinear forms in the scalar and pseudo-scalar as given in Equation (175), we have to give
interpretations to the six remaining bilinear forms.

8.2. Second-Rank Tensor

In this subsection, we are studying bilinear forms with both spinors dotted and undotted.
In Section 8.1, each bilinear spinor consisted of one dotted and one undotted spinor. There are
also bilinear spinors which are both dotted or both undotted. We are interested in two sets of three
quantities satisfying the O(3) symmetry. They should therefore transform like

(x + iy)/
√

2, (x − iy)/
√

2, z (186)

which are like
uu, vv, (uv + vu)/

√
2 (187)

respectively in the O(3) regime. Since the dot conjugation is the parity operation, they are like

− u̇u̇, −v̇v̇, −(u̇v̇ + v̇u̇)/
√

2 (188)

In other words,
(uu)̇ = −u̇u̇, and (vv)̇ = −v̇v̇ (189)
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We noticed a similar sign change in Equation (184).
In order to construct the z component in this O(3) space, let us first consider

fz =
1
2
[(uv + vu)− (u̇v̇ + v̇u̇)] , gz =

1
2i

[(uv + vu) + (u̇v̇ + v̇u̇)] (190)

where fz and gz are respectively symmetric and anti-symmetric under the dot conjugation or the parity
operation. These quantities are invariant under the boost along the z direction. They are also invariant
under rotations around this axis, but they are not invariant under boost along or rotations around the
x or y axis. They are different from the scalars given in Equation (174).

Next, in order to construct the x and y components, we start with g± as

f+ =
1√
2
(uu − u̇u̇) g+ =

1√
2i

(uu + u̇u̇) (191)

f− =
1√
2
(vv − v̇v̇) g− =

1√
2i

(vv + v̇v̇) (192)

Then

fx =
1√
2
( f+ + f−) =

1
2
[(uu − u̇u̇) + (vv − v̇v̇)] (193)

fy =
1√
2i

( f+ − f−) =
1
2i

[(uu − u̇u̇)− (vv − v̇v̇)] (194)

and

gx =
1√
2
(g+ + g−) =

1
2i

[(uu + u̇u̇) + (vv + v̇v̇)] (195)

gy =
1√
2i

(g+ − g−) = −1
2
[(uu + u̇u̇)− (vv + v̇v̇)] (196)

Here fx and fy are symmetric under dot conjugation, while gx and gy are anti-symmetric.
Furthermore, fz, fx, and fy of Equations (190) and (193) transform like a three-dimensional

vector. The same can be said for gi of Equations (190) and (195). Thus, they can grouped into the
second-rank tensor

T =

⎛
⎜⎜⎜⎝

0 −gz −gx −gy

gz 0 − fy fx

gx fy 0 − fz

gy − fx fz 0

⎞
⎟⎟⎟⎠ (197)

whose Lorentz-transformation properties are well known. The gi components change their signs under
space inversion, while the fi components remain invariant. They are like the electric and magnetic
fields respectively.

If the system is Lorentz-booted, fi and gi can be computed from Table 8. We are now interested
in the symmetry of photons by taking the massless limit. According to the procedure developed in
Section 6, we can keep only the terms which become larger for larger values of η. Thus,

fx → 1
2
(uu − v̇v̇) , fy → 1

2i
(uu + v̇v̇) (198)

gx → 1
2i

(uu + v̇v̇) , gy → −1
2
(uu − v̇v̇) (199)

in the massless limit.
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Then the tensor of Equation (197) becomes

F =

⎛
⎜⎜⎜⎝

0 0 −Ex −Ey

0 0 −By Bx

Ex By 0 0
Ey −Bx 0 0

⎞
⎟⎟⎟⎠ (200)

with

Bx � 1
2
(uu − v̇v̇) , By � 1

2i
(uu + v̇v̇) (201)

Ex =
1
2i

(uu + v̇v̇) , Ey = −1
2
(uu − v̇v̇) (202)

The electric and magnetic field components are perpendicular to each other. Furthermore,

Ex = By, Ey = −Bx (203)

In order to address this question, let us go back to Equation (191). In the massless limit,

B+ � E+ � uu, B− � E− � v̇v̇ (204)

The gauge transformation applicable to u and v̇ are the two-by-two matrices(
1 −γ

0 1

)
, and

(
1 0
−γ 1

)
(205)

respectively as noted in Sections 5.2 and 7.1. Both u and v̇ are invariant under gauge transformations,
while u̇ and v do not.

The B+ and E+ are for the photon spin along the z direction, while B− and E− are for the opposite
direction. In 1964 [35], Weinberg constructed gauge-invariant state vectors for massless particles
starting from Wigner’s 1939 paper [1]. The bilinear spinors uu and and v̇v̇ correspond to Weinberg’s
state vectors.

8.3. Possible Symmetry of the Higgs Mechanism

In this section, we discussed how the two-by-two formalism of the group SL(2, c) leads the
scalar, four-vector, and tensor representations of the Lorentz group. We discussed in detail how the
four-vector for a massive particle can be decomposed into the symmetry of a two-component massless
particle and one gauge degree of freedom. This aspect was studied in detail by Kim and Wigner [20,21],
and their results are illustrated in Figure 6. This decomposition is known in the literature as the group
contraction.

The four-dimensional Lorentz group can be contracted to the Euclidean and cylindrical groups.
These contraction processes could transform a four-component massive vector meson into a massless
spin-one particle with two spin components, and one gauge degree of freedom.

Since this contraction procedure is spelled out detail in [21], as well as in the present paper,
its reverse process is also well understood. We start with one two-component massless particle with
one gauge degree of freedom, and end up with a massive vector meson with its four components.

The mathematics of this process is not unlike the Higgs mechanism [36,37], where one massless
field with two degrees of freedom absorbs one gauge degree freedom to become a quartet of bosons,
namely that of W, Z± plus the Higgs boson. As is well known, this mechanism is the basis for the
theory of electro-weak interaction formulated by Weinberg and Salam [38,39].
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Figure 6. Contractions of the three-dimensional rotation group. (a) Contraction in terms of the
tangential plane and the tangential cylinder [20]; (b) Contraction in terms of the expansion and
contraction of the longitudinal axis [21]. In both cases, the symmetry ends up with one rotation around
the longitudinal direction and one translational degree along the longitudinal axis. The rotation and
translation corresponds to the helicity and gauge degrees of freedom.

The word “spontaneous symmetry breaking” is used for the Higgs mechanism. It could be
an interesting problem to see that this symmetry breaking for the two Higgs doublet model can be
formulated in terms of the Lorentz group and its contractions. In this connection, we note an interesting
recent paper by Dée and Ivanov [40].

9. Conclusions

The damped harmonic oscillator, Wigner’e little groups, and the Poincaré sphere belong to the
three different branches of physics. In this paper, it was noted that they are based on the same
mathematical framework, namely the algebra of two-by-two matrices.

The second-order differential equation for damped harmonic oscillators can be formulated in
terms of two-by-two matrices. These matrices produce the algebra of the group Sp(2). While there
are three trace classes of the two-by-two matrices of this group, the damped oscillator tells us how to
make transitions from one class to another.

It is shown that Wigner’s three little groups can be defined in terms of the trace classes of the
Sp(2) group. If the trace is smaller than two, the little group is for massive particles. If greater than
two, the little group is for imaginary-mass particles. If the trace is equal to two, the little group is for
massless particles. Thus, the damped harmonic oscillator provides a procedure for transition from one
little group to another.

The Poincaré sphere contains the symmetry of the six-parameter SL(2, c) group. Thus, the sphere
provides the procedure for extending the symmetry of the little group defined within the Lorentz group
of three-dimensional Minkowski space to its full Lorentz group in the four-dimensional space-time. In
addition, the Poincaré sphere offers the variable which allows us to change the symmetry of a massive
particle to that of a massless particle by continuously decreasing the mass.

In this paper, we extracted the mathematical properties of Wigner’s little groups from the damped
harmonic oscillator and the Poincaré sphere. In so doing, we have shown that the transition from one
little group to another is tangentially continuous.

This subject was initiated by Inönü and Wigner in 1953 as the group contraction [41]. In their
paper, they discussed the contraction of the three-dimensional rotation group becoming contracted to
the two-dimensional Euclidean group with one rotational and two translational degrees of freedom.
While the O(3) rotation group can be illustrated by a three-dimensional sphere, the plane tangential at
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the north pole is for the E(2) Euclidean group. However, we can also consider a cylinder tangential at
the equatorial belt. The resulting cylindrical group is isomorphic to the Euclidean group [20]. While
the rotational degree of freedom of this cylinder is for the photon spin, the up and down translations
on the surface of the cylinder correspond to the gauge degree of freedom of the photon, as illustrated
in Figure 6.

It was noted also that the Bargmann decomposition of two-by-two matrices, as illustrated in
Figure 1 and Figure 2, allows us to study more detailed properties of the little groups, including space
and time reflection reflection properties. Also in this paper, we have discussed how the scalars,
four-vectors, and four-tensors can be constructed from the two-by-two representation in the
Lorentz-covariant world.

In addition, it should be noted that the symmetry of the Lorentz group is also contained in the
squeezed state of light [14] and the ABCD matrix for optical beam transfers [18]. We also mentioned
the possibility of understanding the mathematics of the Higgs mechanism in terms of the Lorentz
group and its contractions.
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Abstract: We present an analytical calculation of temporal evolution of populations for optically
pumped atoms under the influence of weak, circularly polarized light. The differential equations for
the populations of magnetic sublevels in the excited state, derived from rate equations, are expressed
in the form of inhomogeneous second-order differential equations with constant coefficients.
We present a general method of analytically solving these differential equations, and obtain explicit
analytical forms of the populations of the ground state at the lowest order in the saturation parameter.
The obtained populations can be used to calculate lineshapes in various laser spectroscopies,
considering transit time relaxation.

Keywords: second-order differential equations; optical pumping; analytical solutions

PACS: 02.30.Hq; 32.80.Xx; 32.30.-r

1. Introduction

When an atom is illuminated by single-mode laser light, the populations of the magnetic sublevels
and coherences between them exhibit complicated temporal variations. This phenomenon is called
optical pumping, which is widely used in the preparation of internal atomic states of interest [1,2].
It has recently been observed that optical pumping affects the lineshapes in saturated absorption
spectroscopy (SAS) [3], electromagnetically induced transparency (EIT) [4], and absorption of cold
atoms with a Λ-type three-level scheme [5]. Nonlinear effects in optical pumping have also been
investigated [6,7].

The temporal dynamics of the internal states of an atom are accurately described by density
matrix equations [8,9]. In some special cases, however, a simpler method can be employed to solve for
the dynamics of the internal states of the atom, using rate equations [10,11]. Furthermore, when the
intensity of light is weak, the rate equations can be solved analytically [12–15]. These analytical
solutions are practically very useful; once they are obtained, it is readily possible to obtain analytically
computed quantities such as the absorption coefficient of a probe beam and lineshape functions in
nonlinear laser spectroscopy. We have previously reported analytical solutions for SAS [16,17] and
polarization spectroscopy (PS) [18].

Interestingly, the equations governing the temporal dynamics of populations at the weak
intensity limit are homogeneous or inhomogeneous second-order linear differential equations (DEs)
with constant coefficients [12–15]. Unlike the harmonic oscillator in mechanics, where under- or
over-damped motions are observed [19], the equations for optical pumping show only over-damped
behaviors. However, this system exhibits a variety of inhomogeneous DEs. In a recent publication,
we reported the method of solving these equations analytically, in the context of a pedagogical
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description of the method of solving inhomogeneous DEs [15]. Although the method is straightforward
in principle, it is not easy to obtain analytical solutions for complicated atomic structures, such as Cs.
Extending the previous study [15], in this paper, we present a general method of analytically solving
the DEs for such a complicated atom.

2. Theory

The energy level diagram under consideration is shown in Figure 1. Since alkali-metal atoms
are considered, there are two ground states with Fg = I + 1/2 and Fg = I − 1/2 (I: nuclear spin
angular momentum quantum number). We consider a σ+ polarized weak laser beam, whose Rabi
frequency is Ω and optical frequency is ω = ω0 + δ (ω0 is the resonance frequency and δ is the laser
frequency detuning). We assume that the laser frequency is tuned to the transition from one of the two
ground states (in Figure 1, the state Fg = I + 1/2). Then, the other ground state (in Figure 1, the state
Fg = I − 1/2) is not excited by laser light, and can be populated by spontaneous emission from the
excited state when the optical transition is not cycling. The populations (and the states themselves) of
the magnetic sublevels in the excited, upper ground, and lower ground states are labeled, respectively,
as gi, fi, and hi with i = 1, 2, · · · .

g1 g3

f1
f2 f3 fi-2

g2

�

gi-2 gi

fi-1 fi

gi-1

h1
h2 h3 hi-2

hi-1 hi

�0

Ground
states

Excited
states

�g

Figure 1. An energy level diagram for an optically pumped atom under the influence of circularly
polarized light.

The internal dynamics of the atom can be described by the density matrix equation in the frame
rotating with frequency ω:

ρ̇ = − (i/h̄) [H, ρ] + ρ̇sp, (1)

where ρ is the density operator. In Equation (1), the Hamiltonian, H, is given by

H = −∑
j

h̄δ
∣∣gj

〉 〈
gj
∣∣− ∑

j
h̄Δg

∣∣hj
〉 〈

hj
∣∣− h̄Ω

2 ∑
j

Cj
j

∣∣gj
〉 〈

f j
∣∣+ h.c., (2)

where Δg is the hyperfine splitting between the two ground states and h.c. denotes the harmonic
conjugate. In Equation (2), the first two terms in the right-hand side represent the bare atomic
Hamiltonian and the rest terms denote the atom-photon interaction Hamiltonian [20]. Cj

i is

the normalized transition strength between the states fi and gj, and Rj
i ≡

(
Cj

i

)2
is given

below (Equation (13)). In Equation (1), ρ̇sp represents spontaneous emission term, whose matrix
representations are given by:

〈gi| ρ̇sp
∣∣gj

〉
= −Γ 〈gi| ρ

∣∣gj
〉

,
〈gi| ρ̇sp

∣∣ f j
〉
= − Γ

2 〈gi| ρ
∣∣ f j

〉
, 〈gi| ρ̇sp

∣∣hj
〉
= − Γ

2 〈gi| ρ
∣∣hj

〉
,

〈 fi| ρ̇sp
∣∣ f j

〉
= Γ ∑0

ε=−2 Ci+ε
i Cj+ε

j 〈gi+ε| ρ
∣∣gj+ε

〉
,

〈hi| ρ̇sp
∣∣hj

〉
= Γ ∑0

ε=−2 Di+ε
i Dj+ε

j 〈gi+ε| ρ
∣∣gj+ε

〉
,

(3)
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and 〈μ| ρ̇sp |ν〉 = 〈ν| ρ̇sp |μ〉∗ when μ �= ν, where Γ is the decay rate of the excited state. Dj
i is the

normalized transition strength between the states hi and gj, and Tj
i ≡

(
Dj

i

)2
is also given below

(Equation (13)). Inserting Equations (2) and (3) into Equation (1), we can obtain the following
differential equations for the optical coherences and populations:

〈gi| ρ̇ | fi〉 =

(
iδ − Γ

2

)
〈gi| ρ | fi〉+

i
2

Ci
i Ω (gi − fi) , (4)

ġi = −Γgi +
i
2

Ci
i Ω (〈gi| ρ | fi〉 − 〈 fi| ρ |gi〉) , (5)

ḟi = Γ
i

∑
j=i−2

(
Cj

i

)2
gj −

i
2

Ci
i Ω (〈gi| ρ | fi〉 − 〈 fi| ρ |gi〉) , (6)

ḣi = Γ
i

∑
j=i−2

(
Dj

i

)2
gj, (7)

where we use simplified expressions for the populations: 〈gi| ρ |gi〉 = gi, 〈 fi| ρ | fi〉 = fi, and
〈hi| ρ |hi〉 = hi. In Equations (4)–(7), we assume that 〈gi| ρ |hi〉 = 0 because Δg is much larger than
|δ| and Γ. We note that, because the polarization of light is σ+, and therefore the Zeeman coherences
between the magnetic sublevels in the excited and ground states disappear.

In Equation (4), the characteristic decay rate of the optical coherence is Γ/2, which is much larger
than the characteristic decay rate of the populations (∼ sΓ; see Equation (12) below for definition of s).
Thus, the optical coherences evolve much faster than the populations, which is called the rate equation
approximation [21]. Owing to this rate equation approximation, 〈gi| ρ | fi〉 can be expressed in terms of
the populations as follows by letting 〈gi| ρ̇ | fi〉 = 0:

〈gi| ρ | fi〉 =
Ci

i Ω
iΓ + 2δ

( fi − gi) . (8)

Then, inserting Equation (8) and its complex conjugate into Equations (5)–(7), we can obtain the
following rate equations for the populations:

ḟi = −Γ
2

sRi
i ( fi − gi) +

i

∑
j=i−2

ΓRj
i gj, (9)

ġi =
Γ
2

sRi
i ( fi − gi)− Γgi, (10)

ḣi =
i

∑
j=i−2

ΓTj
i gj, (11)

for i = 1, 2, · · · . In Equations (9)–(11), s is the saturation parameter, which is given by

s =
Ω2/2

δ2 + Γ2/4
, (12)

and Rj
i =

(
Cj

i

)2
and Tj

i =
(

Dj
i

)2
. We note that s is a function of both the δ and Rabi frequency. Notably,

the reference of the frequency detuning differs, depending on the transition line considered. When i
and j refer to the states

∣∣Fg, mg
〉

and |Fe, me〉, respectively, the transition strength (Rj
i) is given by

RFe ,me
Fg ,mg

= (2Le + 1)(2Je + 1)(2Jg + 1)(2Fe + 1)(2Fg + 1)

×
[{

Le Je S
Jg Lg 1

}{
Je Fe I
Fg Jg 1

}(
Fg 1 Fe

mg me − mg −me

)]2

,
(13)
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where L and S denote the orbital and electron spin angular momenta, respectively, and the curly
(round) brackets represent the 6J (3J) symbol. Tj

i are similarly obtained by using different Fg values in
Equation (13).

The explicit form of Equation (9) is given by

ḟi =
Γ
2

sRi
i (gi − fi) + Γ

(
Ri−2

i gi−2 + Ri−1
i gi−1 + Ri

igi

)
, (14)

and fi can be expressed in terms of ġi and gi from Equation (10) at the lowest order in s as follows:

fi =
2

ΓsRi
i
(ġi + Γgi) . (15)

Insertion of Equations (10) and (15) into Equation (14) yields the following DE for gi:

g̈i + Γ
(

1 +
s
2

Ri
i

)
ġi +

s
2

Γ2Ri
i

(
1 − Ri

i

)
gi

=
s
2

Γ2Ri−2
i Ri

igi−2 +
s
2

Γ2Ri−1
i Ri

igi−1. (16)

when i = 1, the right-hand side of Equation (16) vanishes. Therefore, Equation (16) becomes a
homogeneous DE. In contrast, when i �= 1, Equation (16) becomes an inhomogeneous DE because the
right-hand side terms are functions of gi.

We solve Equation (16) from i = 1 consecutively. As is well-known, the solution of Equation (16)
consists of two parts: a homogeneous solution and a particular solution. We first find the solutions of
the homogeneous equation by inserting the equation gi ∼ eλΓt into Equation (16). Then, we have two
values (λ2i−1, λ2i) for λ as follows:

λ2i−1(2i) =
1
4

(
−2 − sRi

i − (+)

√
4 − 4sRi

i + s(8 + s)
(

Ri
i
)2
)

,

which can be approximated as follows in the weak intensity limit:

λ2i−1 � −1 − s
2

(
Ri

i

)2
, λ2i � − s

2
Ri

i

(
1 − Ri

i

)
.

We consider the case of i = 1 in Equation (16). Then, the solution is given by

g1 = C1,1eλ1Γt + C1,2eλ2Γt,

where the coefficients C1,1 and C1,2 should be determined using the initial conditions. In the case of
i = 2, the right-hand side in Equation (16) contains the terms of eλ1Γt and eλ2Γt. Therefore, g2 has four
exponential terms:

g2 = C2,1eλ1Γt + C2,2eλ2Γt + C2,3eλ3Γt + C2,4eλ4Γt,

where the coefficients should also be determined. Therefore, we can express gj generally as follows:

gj =
2j

∑
k=1

Cj,keλkΓt. (17)
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We find Cj,k with k = 1, 2, · · · , 2j by means of recursion relations; i.e., Cj,k are expressed in terms
of Ci,l with i < j and l = 1, 2, · · · , 2i. Inserting Equation (17) into Equation (16), we obtain

gi = Ci,2i−1eλ2i−1Γt + Ci,2ieλ2iΓt

+ ∑
2(i−1)
k=1

(s/2)Ri−1
i Ri

iCi−1,k

λ2
k+λk+

s
2 Ri

i(1+λk−Ri
i)

eλkΓt

+ ∑
2(i−2)
k=1

(s/2)Ri−2
i Ri

iCi−2,k

λ2
k+λk+

s
2 Ri

i(1+λk−Ri
i)

eλkΓt.

(18)

Comparing Equations (17) and (18) gives

Ci,k =
(s/2)Ri

i

(
Ri−1

i Ci−1,k + Ri−2
i Ci−2,k

)
λ2

k + λk +
s
2 Ri

i
(
1 + λk − Ri

i
) , (19)

for k = 1, 2, · · · , 2(i − 2),

Ci,k =
(s/2)Ri−1

i Ri
iCi−1,k

λ2
k + λk +

s
2 Ri

i
(
1 + λk − Ri

i
) , (20)

for k = 2i − 3 and 2(i − 1).

The remaining two coefficients, Ci,2i−1 and Ci,2i, can be derived from Equation (18) using two
initial conditions for gi(0) and ġi(0):

gi(0) = 0, ġi(0) =
s
2

p0Ri
i,

where p0 is the population of each sublevel in the ground state at equilibrium, which is equal to
1/[2(2I + 1)]. Then, the results are given by

Ci,2i−1 = 1
2Qi

[
2
(

Ai + 2A′
i + Bi + 2B′

i
)

+ (Ai + Bi − 2p0) sRi
i
]
− Ai+Bi

2 ,
(21)

Ci,2i = − 1
2Qi

[
2
(

Ai + 2A′
i + Bi + 2B′

i
)

+ (Ai + Bi − 2p0) sRi
i
]
− Ai+Bi

2 ,
(22)

where

Qi =
√

4 + sRi
i
(
−4 + (8 + s) Ri

i
)
,

Ai =
2(i−1)

∑
k=1

(s/2)Ri−1
i Ri

iCi−1,k

λ2
k + λk +

s
2 Ri

i
(
1 + λk − Ri

i
) , for i ≥ 2

Bi =
2(i−2)

∑
k=1

(s/2)Ri−2
i Ri

iCi−2,k

λ2
k + λk +

s
2 Ri

i
(
1 + λk − Ri

i
) , for i ≥ 3,

A′
i =

2(i−1)

∑
k=1

(s/2)Ri−1
i Ri

iλkCi−1,k

λ2
k + λk +

s
2 Ri

i
(
1 + λk − Ri

i
) , for i ≥ 2

B′
i =

2(i−2)

∑
k=1

(s/2)Ri−2
i Ri

iλkCi−2,k

λ2
k + λk +

s
2 Ri

i
(
1 + λk − Ri

i
) , for i ≥ 3,

and
A1 = 0, A′

1 = 0, B1 = B2 = 0, and B′
1 = B′

2 = 0.
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The coefficients in gi from g1 can be obtained by successively using the recursion relations in
Equations (19)–(22). Once gi are obtained, fi can be obtained using Equation (15). Up to the lowest
order in s, the result is given by

fi =
i

∑
k=1

2Ci,2k

sRi
i

eλ2kΓt. (23)

Since λk ∼ −1 for odd k, gi can be expressed as follows:

gi =
i

∑
k=1

(
Ci,2k−1e−Γt + Ci,2keλ2kΓt

)
. (24)

Taking the derivative of Equation (24) with respect to time and letting t = 0, we have

ġi(0) = −
i

∑
k=1

Ci,2k−1,

up to the first order in s, since λ2k (k = 1, 2, · · · , i) are already in the first order in s. Because one of
the initial conditions is ġi(0) = sp0Ri

i/2, and gi(0) = ∑i
k=1 (Ci,2k−1 + Ci,2k) = 0 from the other initial

condition, we obtain the following equations:

i

∑
k=1

Ci,2k−1 = −
i

∑
k=1

Ci,2k = − s
2

p0Ri
i. (25)

Using the relations in Equations (23) and (25), we find the simplified form of gi as follows:

gi =
Ri

is
2

(
fi − p0e−Γt

)
. (26)

We obtain the populations of the sublevels in the ground state, which are not excited by laser light.
The one or two magnetic sublevels with higher magnetic quantum numbers correspond to this case.
We can easily obtain analytical populations by integrating the populations spontaneously transferred
from the excited state, and the result is given by

fi = p0 +
i−2

∑
k=1

Ri−2
i Ci−2,2k

eλ2kΓt − 1
λ2k

+
i−1

∑
k=1

Ri−1
i Ci−1,2k

eλ2kΓt − 1
λ2k

. (27)

In several cases of atomic transition systems, λk can duplicate, and the method of solving particular
solutions given in Equation (18) no longer holds. We may solve for the particular solutions using the
method presented in our previous paper [15]. However, it is also possible to solve by intentionally
modifying λk to satisfy the conditions that all λk are unique. One possible method is setting Rj

i →
Rj

i + δi,j jε, where ε is a constant that is taken as zero at the final stage of the calculation. Although this
method is not novel, it is very efficient.

The populations (hi) of the sublevels in the ground state, which are not excited by laser light,
can be easily obtained analytically by integrating the populations spontaneously transferred from the
excited state (Equation (11)), and the result is given by

hi = p0 +
0

∑
l=−2

i+l

∑
k=1

Ti+l
i Ci+l,2k

eλ2kΓt − 1
λ2k

. (28)
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3. Calculated Results

Based on the method developed in Section 2, here we present the calculated results of the
populations for the two transition schemes: (i) Fg = 4 → Fe = 5 and (ii) Fg = 3 → Fe = 3 for the D2
line of Cs. The energy level diagram for the Cs-D2 line is shown in Figure 2a, and the energy level
diagrams for these two transitions are shown in Figure 2b,c. Owing to the large hyperfine splitting in
the excited states, it is justifiable to neglect the off-resonant transitions; i.e., the Fg = 4 → Fe = 4 and
Fg = 4 → Fe = 3 transitions can be neglected when the laser light is tuned to the Fg = 4 → Fe = 5
transition line. Although it is in principle possible to include the off-resonant transitions in the
analytical calculation of the populations [13], the complicated analytical solutions may not be practically
useful.

F =4g

9192 MHz

F =5e

6S1/2

6P3/2

f1 f2 f3
f4 f5

f6 f7 f8
f9

g1 g2
g3 g4 g5

g6 g7 g8
g9

m =-5 -4 -3 -2 -1 0 1 2 3 4 5e

F =4e

F =3e

F =2e

f1 f2 f3
f4 f5

f6 f7

h1 h2
h3

h4 h5
h6 h7 h8

g1 g2
g3 g4 g5

g6

m = -3 -2 -1 0 1 2 3e

F =4g

F =5e

F =3g F =3g

F =4g

F =3e

F =3g

(a) (b) (c)

251 MHz

201 MHz

151 MHz

Figure 2. (a) Energy level diagram of the Cs-D2 line. (b) Energy level diagrams for the
Fg = 4 → Fe = 5 cycling transition line and (c) for the Fg = 3 → Fe = 3 transition line
illuminated by σ+ polarized laser light.

3.1. Results for the Fg = 4 → Fe = 5 Transition

The Fg = 4 → Fe = 5 transition shown in Figure 2b is cycling, and is used in many experiments,
such as laser cooling and trapping [22]. Because σ+ polarized laser light is illuminated, the sublevels
with me = −5 and −4 are not optically excited. The normalized transition strengths, for the transitions
presented in Figure 2b, are given by

(
R1

1, R2
2, R3

3, R4
4, R5

5, R6
6, R7

7, R8
8, R9

9

)
=

(
1
45

,
1

15
,

2
15

,
2
9

,
1
3

,
7

15
,

28
45

,
4
5

, 1
)

.

For the transition for i = 1, we obtain λ1 � −1 and λ2 � − 22
2025 s, and

C1,1 = − s
1440

, C1,2 =
s

1440
.

Thus, using Equation (23), we obtain

f1 =
1
16

e−22sΓt/2025.
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The λ4 for the transition for i = 2 is approximately given by − 7
225 s, and the coefficients are

given by

C2,1 =
s

240
, C2,2 =

s
2460

,

C2,3 = − s
160

, C2,4 =
11

6560
s.

Therefore, we have

f2 =
1
82

e−22sΓt/2025 +
33

656
e−7sΓt/225.

The remaining λ2k (k = 2, · · · , 9) values are given by

(λ6, λ8, λ10, λ12, λ14, λ16, λ18)

=

(
− 13

225
s, − 7

81
s, − s

9
, − 28

225
s, − 238

2025
s, − 2

25
s, 0

)
,

and the remaining populations are explicitly given by

f3 =
413

31 160
e−22τ/2025 +

77
2624

e−7τ/225 +
121

6080
e−13τ/225,

f4 =
2317

264 860
e−22τ/2025 +

693
20 992

e−7τ/225 +
1089

44 080
e−13τ/225 − 1001

252416
e−7τ/81,

f5 =
25 577

3 072 376
e−22τ/2025 +

4235
125 952

e−7τ/225 +
5203

141 056
e−13τ/225

− 5005
504 832

e−7τ/81 − 143
22 272

e−τ/9,

f6 =
148 693

17 666 162
e−22τ/2025 +

1925
47 232

e−7τ/225 +
2057

35 264
e−13τ/225

− 1625
63 104

e−7τ/81 − 715
16 704

e−τ/9 +
13
552

e−28τ/225,

f7 =
921 751

89 260 608
e−22τ/2025 +

2519
41 984

e−7τ/225 +
891
7424

e−13τ/225

− 49 075
504 832

e−7τ/81 − 5555
7424

e−τ/9 − 273
736

e−28τ/225 +
209
192

e−238τ/2025,

f8 =
39 041 249

2 119 939 440
e−22τ/2025 +

1561
10 496

e−7τ/225 +
225 071
352 640

e−13τ/225 +
219 275
126 208

e−7τ/81

+
9955
3712

e−τ/9 +
3367
3680

e−28τ/225 − 77
24

e−238τ/2025 − 459
160

e−2τ/25,

f9 =
9
16

− 1 205 666 281
8 479 757 760

e−22τ/2025 − 74 771
188 928

e−7τ/225 − 316 701
352 640

e−13τ/225

−404 009
252 416

e−7τ/81 − 62 953
33 408

e−τ/9 − 3133
5520

e−28τ/225 +
407
192

e−238τ/2025 +
459
160

e−2τ/25,

where we use a simplified notation: τ ≡ sΓt. Since the Fg = 4 → Fe = 5 transition is cycling,
the populations in the magnetic sublevels in the Fg = 3 ground state remain at their equilibrium value,
1/16. It should be also noted that the sum of the ground state populations is conserved, i.e.,

9

∑
i=1

fi =
9
16

.
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From Equation (26), the populations of the sublevels in the excited state can be expressed in terms
of the populations in the ground state as follows:

gi =
Ri

is
2

(
fi −

1
16

e−Γt
)

.

The constants in f9 and g9 can be accurately calculated using Equation (10). In the steady-state
regime, all the populations except f9 and g9 vanish, and these satisfy the following equations:

Γ
2

s [ f9(∞)− g9(∞)]− Γg9(∞) = 0, f9(∞) + g9(∞) =
9
16

,

with R9
9 = 1. Then, we have

f9(∞) =
9(2 + s)
32(1 + s)

, g9(∞) =
9s

32(1 + s)
,

which can be used in a more accurate calculation of the SAS spectrum.

3.2. Results for the Fg = 3 → Fe = 3 Transition

Now we present the calculated results of the populations for the Fg = 3 → Fe = 3 transition of
the D2 line of Cs. The energy level diagram for the transition is shown in Figure 2c. The sublevel of
the excited state with me = −3 is not optically excited, and thus the sublevel of the upper-ground state
with mg = −4 is not filled by spontaneous emission. We also obtain the solutions for the populations in
the other ground state (Fg = 4). To prevent the duplication of the transition strengths in this transition,
we introduce ε so that the transition strengths are given explicitly by

(
R1

1, R2
2, R3

3, R4
4, R5

5, R6
6

)
=

(
3
16

+ ε,
5
16

+ 2ε,
3
8
+ 3ε,

3
8
+ 4ε,

5
16

+ 5ε,
3
16

+ 6ε

)
.

We take ε → 0 at the final stage of the calculation. The λ2k (k = 1, · · · , 6) values at ε → 0 are
given by

(λ2, λ4, λ6, λ8, λ10, λ12)

=

(
− 39

512
s, − 55

512
s, − 15

128
s, − 15

128
s, − 55

512
s, − 39

512
s
)

.

We first find various Cik values using the recursion relations in Equations (19)–(22). For the
transition for i = 1, we obtain

C1,1 = − 3
512

s, C1,2 =
3

512
s;

thus, using Equation (23), we obtain

f1 =
1
16

e−39sΓt/512.

Using a similar method, we can obtain f2 and f3 as follows:

f2 =
3
64

e−39τ/512 +
1
64

e−55τ/512,

f3 =
25
448

e−39τ/512 +
1
64

e−55τ/512 − 1
112

e−15τ/128,
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where the simplified notation, τ ≡ sΓt, is used. In the calculation of f4, because λ6 and λ8 are equal, f4

may contain the term ∼ τe−15τ/128. However, because the transition between g3 and f4 is prohibited,
the particular solution for f4 does not contain the term ∼ τe−15τ/128. In contrast, f5, f6, and f7 contain
the terms proportional to τ. The results for f4, f5, and f6 are explicitly given by

f4 =
15
224

e−39τ/512 +
3
32

e−55τ/512 − 11
112

e−15τ/128,

f5 =
135
896

e−39τ/512 +

(
−173

640
+

9τ

4096

)
e−55τ/512 +

51
280

e−15τ/128,

f6 =

(
269

12 544
+

1125τ

114 688

)
e−39τ/512

+

(
19
256

− 45τ

16 384

)
e−55τ/512 − 13

392
e−15τ/128.

Since f7 is not excited by laser light, using Equation (27) yields,

f7 =
68 971
327 184

−
(

343 323
2 119 936

+
10 125τ

1 490 944

)
e−39τ/512

+

(
1371

30 976
+

135τ

180 224

)
e−55τ/512 − 3

98
e−15τ/128.

The populations of the sublevels in the excited state, using Equation (26), can be expressed as
follows:

gi =
Ri

is
2

(
fi −

1
16

e−Γt
)

.

The populations of the sublevels in the ground state Fg = 4 can be obtained using Equation (28),
and are presented in the appendix.

4. Conclusions

We have presented a general method of solving homogeneous or inhomogeneous second-order
DEs corresponding to the optical pumping phenomenon with σ+ polarized laser light. Unlike the
harmonic oscillator in mechanics or electrical circuits, this system only exhibits over-damped behavior.
Although the method of solving inhomogeneous DEs with constant coefficients is straightforward
in principle, obtaining accurate analytical solutions for the equations related to optically pumped
atoms, in particular, those with complicated atomic structures, such as Cs, is cumbersome. Our method
of solving the DEs provides an easy way to obtain analytical solutions at the weak intensity limit.
This method is general and applicable to most atoms. As stated in Section 1, the obtained analytical
form of the populations can be used in the calculation of spectroscopic lineshapes such as in saturated
absorption spectroscopy (SAS) [16,17] and polarization spectroscopy (PS) [18]. Calculations of SAS
and PS for Cs atoms are in progress.

Acknowledgments: This research was supported by Basic Science Research Program through the National
Research Foundation of Korea (NRF) funded by the Ministry of Science, ICT and future Planning
(2014R1A2A2A01006654).

Conflicts of Interest: The authors declare no conflict of interest.

Appendix

When the laser frequency is tuned to the Fg = 3 → Fe = 3 transition (Figure 2c), the populations
of the sublevels in the ground state Fg = 4 are given by
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h1 =
23
312

− 7
624

e−39τ/512,

h2 =
93

1144
− 41

2496
e−39τ/512 − 5

2112
e−55τ/512,

h3 =
895

10 296
− 1109

52 416
e−39τ/512 − 3

704
e−55τ/512 +

1
1008

e−15τ/128,

h4 =
235
2574

− 685
26 208

e−39τ/512 − 19
1760

e−55τ/512 +
41

5040
e−15τ/128,

h5 =
10 727
113 256

− 3475
104 832

e−39τ/512

−
(

2641
232 320

+
3τ

45 056

)
e−55τ/512 +

31
2520

e−15τ/128,

h6 =
143 477

1 472 328
−

(
843 497

19 079 424
+

125τ

1 490 944

)
e−39τ/512

+

(
401

30 976
− 45τ

180 224

)
e−55τ/512 − 13

3528
e−15τ/128,

h7 =
293 731

2 944 656
−

(
147 347

2 725 632
+

125τ

212 992

)
e−39τ/512

+

(
7889

154 880
− 63τ

180 224

)
e−55τ/512 − 43

1260
e−15τ/128,

h8 =
299 023

2 944 656
−

(
24 497

681 408
+

125τ

53 248

)
e−39τ/512

+

(
− 959

116 160
+

21τ

45 056

)
e−55τ/512 +

13
2520

e−15τ/128.

Finally, we note that the sum of the populations is conserved, i.e.,

1
16

+
7

∑
i=1

fi +
8

∑
i=1

hi = 1,

where 1/16 is the population at the sublevel mg = −4 in the upper ground state.
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Abstract: By the method of recurrence relations, the time evolution in a local variable in a harmonic
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1. Introduction

A harmonic chain has been a useful model for a variety of dynamical phenomena, such as the
lattice vibrations in solids, Brownian motion and diffusion. It has also been a useful model for testing
theoretical concepts, such as the thermodynamic limit, irreversibility and ergodicity. One can study
these properties in a harmonic chain. In this work, we shall touch on most of these issues analytically.

The dynamics in a chain of nearest-neighbor (nn) coupled monatomic oscillators (defined in
Section 3) has been studied in the past almost exclusively by means of normal modes [1]. If there are
N oscillators in a chain, the single-particle or individual coordinates of the oscillators qi, i = 1, 2, ..N,
are replaced by the total or collective coordinates Qj, j = 1, 2, ..N. In the space of the collective
coordinates, the “collective” oscillators are no longer coupled. As a result, their motions are simply
periodic. Each collective oscillator would have a unique frequency associated with it (if degeneracy
due to symmetry could be ignored).

On the one hand, this collective picture is very helpful in understanding the dynamics of a
harmonic chain by avoiding what might be a complicated picture due to a set of motions of coupled
single particles. If only the collective behavior is required, this approach is certainly sufficient.

On the other hand, if one wishes to know the dynamics of a single oscillator in a chain,
the traditional approach becomes cumbersome. Why would one wish to know the dynamics of
one oscillator in a chain? There may be a defect in a chain, for example. It may be a heavier or lighter
mass than its neighbors’. Diffusivity is attributed to the motions of single oscillators. For these and
other physical reasons that will become apparent, there is a need to study how a single oscillator
embedded in a chain evolves in time. We shall term it local dynamics to be distinguished from
total dynamics.

In the 1980s, a new method of calculating the time evolution in a Hermitian system was developed,
known as the method of recurrence relations [2]. It solves the Heisenberg equation of motion for a
dynamical variable of physical interest, which may be the momentum of a single particle, the number
or current density. Although it was intended to deal with dynamical variables of quantum origin,
i.e., operators, it was found to be applicable to classical variables by replacing commutators with
Poisson brackets. During the past three decades, this method has been widely applied to a variety of
dynamical issues emanating from the electron gas, lattice spins, lattice vibrations and classical fluids.
For reviews, see [3–7]. For a partial list of recent papers, see [8–21].
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Formally, this method shows what types of solutions are admissible [22]. It provides a deeper
insight into the memory function and the Langevin equation. It has also provided a basis from which
to developed the ergometric theory of the ergodic hypothesis.

In Section 2, we will briefly introduce the method of recurrence relations, mostly by assertion,
referring the proofs to the original sources and review articles. In Section 3, the dynamics of a local
variable (a single particle) in an infinite harmonic chain will be solved by the method of recurrence
relations. Some useful physical applications will follow to complete this work.

2. Method of Recurrence Relations

Let A be a dynamical variable, e.g., a spin operator, and H(A) an N-body Hamiltonian.
The number of particles N is not restricted initially. The Hamiltonian H must however be Hermitian,
which means that there is to be no dissipation in the dynamics of A. The time evolution of A is to be
given by the Heisenberg equation of motion:

Ȧ(t) = i[H, A(t)] (1)

with h̄ = 1 and [H, A] = HA − AH. If A is a classical variable, the rhs of Equation (1) is to be replaced
by the Poisson brackets.

A formal solution for Equation (1) may be viewed in geometrical terms. Let A(t) be a vector in an
inner product space S of d dimensions. This space is spanned by d basis vectors fk, k = 0, 1, ..d − 1, d≥2.
These basis vectors are mutually orthogonal:

( fk, fk′) = 0 i f k′ �=k (2)

where ( , ) denotes an inner product, which defines the space S. Observe that they are time independent.
In terms of these, A(t) may be expressed as:

A(t) = ∑kak(t) fk (3)

where ak, k = 0, 1, ..d − 1, is a set of functions or basis functions conjugate to the basis vectors.
They carry time dependence.

As t evolves, this vector A(t) evolves in this space S. Its motion in S is governed by Equation (1),
so that it is H specific. Since ||A(t)|| = ||A||, that is (A(t), A(t)) = (A, A), the “length” of A(t) in S is
an invariant of time. As t evolves, A(t) may only rotate in S. This means that there is a Bessel equality,
which limits what kind of rotation is allowed.

Since both the basis vectors and functions are only formally stated, Equation (3) is not yet useful.
One does not know what is d, the dimensionality of S. To make it useful, we need to realize S,
an abstract space by defining the inner product in a physically-useful way.

2.1. Kubo Scalar Product

We shall realize S by the Kubo scalar product (KSP) as follows: let X and Y be two vectors in S.
The inner product of X and Y is defined as:

(X, Y) = 1/β
∫
0

β
dλ < X(λ)Y∗ > − < X >< Y∗ > (4)

where β = 1/kBT, T temperature, < .. > means an ensemble average, ∗ means Hermitian
conjugation and:

X(λ) = eλHXe−λH (5)

Equation (4) is known as KSP in many body theory [23]. There is a deep physical reason for using
KSP to realize S [24]. When realized by KSP, it shall be denoted S̄.
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2.2. Basis Vectors

We have proved that the basis vectors in S̃ satisfy the following recurrence relation, known as RR I:

fk+1 = ḟk + Δk fk−1, k = 0, 1, 2, .., d − 1 (6)

where ḟk = i[H, fk], Δk = || fk||/|| fk−1||, with f−1 = 0 and Δ0 = 1.
If k = 0 in Equation (6), f1 = ḟ0. With f0 = A (by choice), f1 is obtained and, therewith, Δ1.
Given Δ1, by setting k = 1 in Equation (6), one can calculate f2, therewith Δ2. If proceeding in

this manner, fd = 0 for some finite value of d giving a finite dimensional S̄ or fd �=0 as d→∞ giving an
infinite dimensional S̄. By RR I, we can determine d and, thus, generate all of the basis vectors needed
to span A(t) in S̄ for a particular H. In addition, we can construct the hypersurface σ:

σ = (Δ1, Δ2, ..Δd−1) (7)

As we shall see, the dynamics is governed by σ. The Δ’s known as the recurrants are successive
ratios of the norms of fk. They are static quantities, so that they are in principle calculable as a function
of parameters, such as temperature, wave vectors, etc., for a given H. They collectively define the
shape of S̄, constraining what kind of trajectory is possible for A(t).

2.3. Basis Functions

If RR I is applied to Equation (1), it yields a recurrence relation for the basis functions: with a−1 = 0,

Δk+1ak+1 = −ȧk + ak−1, k = 0, 1, ..d − 1 (8)

where ȧk = d/dt ak. Equation (8) is known as RR II. It is actually composed of two recurrence relations,
one for k = 0 (because of a−1 = 0) and another for the rest k = 1, 2, ..d − 1.

There is an important boundary condition on ak. By Equation (3), A(t = 0) = A = f0. Thus,
a0(t = 0) = 1 and ak(t = 0) = 0, k �=0. These basis functions are autocorrelation functions.
For example, a0 = (A(t), A)/(A, A), a1 = (A(t), f1)/( f1, f1) = (A(t), Ȧ)/(Ȧ, Ȧ), etc. Hence, the
static and dynamic information is to be contained in them.

2.4. Continued Fractions

If a0 is known, the rest of the basis functions can be obtained one by one by RR II. To obtain
it, let Lzak(t) = ãk(z), k = 0, 1, ..d − 1, where Lz is the Laplace transform operator. The RR II is
transformed to:

1 = zã0 + Δ1 ã1 (9)

ãk−1 = zãk + Δk+1 ãk+1, k = 1, 2, ..d − 1 (10)

From Equation (9), ã0 is obtained in terms of b̃1 = ã1/ã0. By setting k = 1 in Equation (10), b̃1 in
terms of b̃2 = ã2/ã1. Proceeding term by term, we obtain the continued fraction form for ã0:

ã0(z) = 1/(z + Δ1/(z + ... + Δd−1/z))..) (11)

If the hypersurface is determined, the continued fraction may be summable. By taking L−1
z on

Equation (11), we can obtain a0(t):

a0(t) = 1/2πi
∫

c
ã0(z)eztdz, Re z > 0 (12)

where by c, we mean that the contour is to be on the right of all singularities contained in the rhs of
Equation (11). If a0(t) is thus determined, the rest of the basis functions can be obtained one by one by
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RR II. Hence, A(t) (see Equation (3)) is completed solved if formally. This recurrence relation analysis
can be implemented for a harmonic chain, described in Section 3.

3. Local Dynamics in a Harmonic Chain

Consider a classical harmonic chain of N equal masses in periodic boundary conditions (N even
number, m mass and κ the coupling constant) defined by the Hamiltonian:

H =
N/2−1

∑
−N/2

p2
i /2m + 1/2κ (qi − qi+1)

2 (13)

where pi and qi are the momentum and the coordinate of mass m at site i, and sites −N/2 and N/2− 1
are nns. Let A = p0 the momentum of mass m at Site 0. The time evolution of p0 follows from the
method of recurrence relations: in units m = κ = 1,

p0(t) = a0(t) p0 + a1(t) ((q−1 + q1)/2 − q0) + a2(t) (p−1 + p1) + ... (14)

Let HC denote a harmonic chain of N masses defined by Equation (13). It has been shown that for
HC, d = N + 1 and that there are N recurrants in the hypersurface [25]. If the recurrants are expressed
in our dimensionless units, the hypersurface has a symmetric structure in the form: σ(N = 2) = (2, 2),
σ(N = 4) = (2, 1, 1, 2), σ(N = 6) = (2, 1, 1, 1, 1, 2), etc. We can conclude that for N oscillators (N even
number), Δ1 and ΔN = 2 and Δk = 1, k = 2, 3, ..N − 1, giving a general form:

σ(N) = (2, 1, 1, , ..1, 1, 2) (15)

If these recurrants are substituted in Equation (11), they will realize Equation (11).
If N→∞(d→∞),

σ = (2, 1, 1, ....) (16)

Taking this limit breaks the front-end symmetry. Equation (11) is summable:

ã0(z) =
1√

4 + z2
(17)

By taking the inverse transform, see Equation (12), we obtain:

a0(t) = J0(2t) (18)

where J is the Bessel function. This is a known result [26,27]. By RR II, we obtain:

ak(t) = Jk(2t), k = 1, 2, .. (19)

Therewith, we have obtained the complete time evolution of p0 in an infinite HC.
Observe that a0(t→∞) = 0. The vanishing of the autocorrelation function at t = ∞ is an indication

of irreversibility. It is possible in a Hermitian system only by the thermodynamic limit being taken.
This property is an important consideration for the ergodicity of the dynamical variable A = p0, to be
considered later [28].

Langevin Dynamics

The equation of motion for A may also be expressed by the generalized Langevin equation [29]:

d/dt A(t) +
∫
0

t
M(t − t′)A(t′)dt′ = F(t) (20)
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where M and F are the memory function and the random force, resp. They are important quantities in
many dynamical issues, most often given phenomenologically or approximately [23]. For an infinite
HC, we can provide exact expressions for them.

In obtaining a continued fraction for ã0(z), we have introduced b̃k = ãk/ãk−1, k = 1, 2, ..d − 1.
By convolution, we can determine bk. They are the basis functions for S̄1, a subspace of S̄, spanned
by fk, k = 1, 2, ..d − 1. They satisfy RR II with the boundary condition that b1(t = 0) = 1 and
bk(t = 0) = 0 if k �=1, with b0 = 0. The hypersurface for this subspace is the same as Equation (7) with
Δ1 removed. One can also express b̃1(z) in a continued fraction:

b̃1(z) = 1/(z + Δ2/(z + Δ3/(z + .. + Δd−1/z))..) (21)

The random force is a vector in S̄1; thus,

F(t) = ∑bk(t) fk (22)

and:

M(t) = Δ1b1(t) (23)

For the infinite HC, σ1 = (1, 1, 1, ..), summable to:

b̃1(z) = 1/2 (
√

z2 + 4 − z) (24)

By the inverse Laplace transform, we obtain:

b1(t) = J1(2t)/t (25)

and the rest by RR II. Therewith, we have obtained exact expressions for the two Langevin quantities.

4. Dispersion Relation for Harmonic Chain

Equation (11) for ã0 shows that if d the dimensionality of S̄ is finite, the continued fraction may be
expressed as a ratio of two polynomials in z. For HC, let us denote the lhs of Equation (11) by Ψ̃N(z)
and the rhs of Equation (11) the continued fraction by two polynomials as:

Ψ̃N(z) = PN(z)/QN(z) (26)

Since every QN is found to contain z(z2 + 4) as a common factor, we express it as:

QN = z(z2 + 4)qN , N = 2, 4, 6, .. (27)

Below, we list P′s and q′s for several values of N, sufficient to draw a general conclusion therefrom:

(a) N = 2, σ = (2, 2)
P2 = z2 + 2,
q2 = 1

(b) N = 4, σ = (2, 1, 1, 2)
P4 = z4 + 4z2 + 2
q4 = z2 + 2

(c) N = 6; σ = (2, 1, 1, 1, 1, 2)
P6 = z6 + 6z4 + 9z2 + 2
q6 = z4 + 4z2 + 3

(d) N = 8; σ = (2, 1, 1, 1, 1, 1, 1, 2)
P8 = z8 + 8z6 + 20z4 + 16z2 + 2
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q8 = z6 + 6z4 + 10z2 + 4

(e) N = 10; σ = (2, 1, 1, 1, 1, 1, 1, 1, 1, 2)
P10 = z10 + 10z8 + 35z6 + 50z4 + 25z4 + 2
q10 = z8 + 8z6 + 21z4 + 20z2 + 5

(f) N = 12; σ = (2, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 2)
P12 = z12 + 12z10 + 54z8 + 112z6 + 105z4 + 36z2 + 2
q12 = z10 + 10z8 + 36z6 + 56z4 + 35z2 + 6

If z = 2isinα, α �=0, the above polynomials have simple expressions for all orders of N:

PN = 2cosNα (28)

qN = sinNα/sin2α, sin2α �=0 (29)

4.1. Zeros of qN

The dispersion relation can be deduced from zk the zeros of qN :

qN(z) = Π(z − zk) (30)

From Equation (29),

sinNαk = 0 (31)

with sin2αk �=0 and αk �=0. Hence,

αk = (π/N)k, k = ±1,±2, ..±(N/2 − 1) (32)

Hence, with k given above,

zk = 2isinαk (33)

One may also write:

Π(z − zk)|z=2isinα = sinNα/sin2α (34)

Since QN = z(z2 + 4)qN (see Equation (26)), the prefactor contributes to the zeros of QN . They may
be included in Equation (32) if the range of k is made to includes zero and N/2.

4.2. a0(t) for Finite N

Given the zeros of QN , it is now straightforward to obtain a0(t) by Equation (12). For example,
if N = 6,

a0(t) = 1/6[1 + 2cost + 2cos
√

3t + cos2t] (35)

A general expression would be:

a0(t) = 1/N∑
k

cosωkt (36)

where:
ωk = 2|sin(πνk)|, νk = k/N (37)

k = −N/2, .,−1, 0, 1, ..N/2. Since Equation (36) is a dispersion relation, ν′s will be termed
“wave vectors”.
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4.3. a0(t) When N→∞

If N→∞, the sum in Equation (36) may be converted to an integral:

rhs o f Equation(36) = 1/2π
∫
−π

π
e2itsinθdθ (38)

The rhs of Equation (38) is an integral representation of J0(2t). Hence, a0(t) = J0(2t), the same as
Equation (18).

It is worth noting here that the zeros of J0(2t) can thus be obtained from Equation (36) by taking
N→∞ by the condition:

ωkt = π/2(2n + 1), n = 0, 1, 2, .. (39)

If we write J0(2t) = Π(2t − 2tk), by Equation (37):

2tk = π(2n + 1)/|2sinπk/N|, k/N = (−1/2, 1/2) (40)

Evidently, there are infinitely many zeros in J0 [30]. This result will be significant in Section 6.

4.4. ã0(z) = ΨN(z) When N →∞

By Equations (26)–(29),

Ψ̃N(z) = VcosNα/sinNα (41)

where V = 2sin2α/(z(z2 + 4)) = dα/dz (by z = 2isinα). Furthermore:

cosNα/sinNα = 1/N d/dα(logsinNα)

= 1/N d/dα[log(sinNα/sin2α) + logsin2α] (42)

The second term on the rhs of Equation (42) may be dropped if N→∞. For the first term,
by Equations (28) and (29),

rhs o f Equation(42) = dz/dα d/dz logΠ(z − zk) = dz/dα ∑1/(z − zk) (43)

The prefactor dz/dα = 1/V. Since N→∞, we can convert the above sum into an integral:
writing Ψ̃ = Ψ̃N , N→∞,

Ψ(z) =
1
π

∫
−π/2

π/2 dθ

z − 2isinθ
=

1√
4 + z2

(44)

The above result is the same as Equation (17).
The asymptotic results Equations (16) and (17) were obtained by taking the N→∞ limit first on

the hypersurface. What is shown in Section 4 is that the same results are also obtained from finite N
solutions for a0(t).

5. Ergodicity of Dynamical Variable A = p0

If A is a variable of a Hermitian system of N particles, N→∞, it is possible to determine whether
it is ergodic. According to the ergometric theory of the ergodic hypothesis [31], A is ergodic if WA �=0
or ∞, where:

WA =
∫
0

∞
rA(t) dt (45)
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where rA(t) = (A(t), A)/(A, A) = a0(t), the autocorrelation function of A. By Equation (12),

WA = r̃A(z = 0) (46)

If d→∞ as N→∞, which is the case of HC, z→0 on Equation (11) yields an infinite product of the
following form:

WA =
Δ2×Δ4×...Δ2n

Δ1×Δ3×...Δ2n+1
, n→∞ (47)

Ordinarily, infinite products are difficult to evaluate, as they seem to require product rules that
differ from those for finite products. However, they can be determined by Equation (45) or Equation (46)
as illustrated below.

5.1. Infinite Harmonic Chain

If A = p0 of HC, we can determine whether A is ergodic by evaluating Equations (45)–(47).
If N→∞, σ = (2, 1, 1, ...) (see (16)), and Ψ(t) = J0(2t) (see Equation (18)). Hence, by Equation (45),
WA = 1/2.

It was shown that Ψ̃(z) = 1/
√

z2 + 4; see Equation (17). Hence, by Equation (46), WA = 1/2.
Finally, by σ, we can write down the infinite product:

WA =
1×1×1×....
2×1×1×...

=
1
2

(48)

in agreement with the previous results. As noted above, computing infinite products is a delicate matter.
The order of terms in an infinite product may not be altered, nor the terms themselves. In Equation
(48), such a nicety did not enter since all elements are one but one. Compare with another example in
Section 5.2 below.

5.2. Infinite Harmonic Chain with One End Attached to a Wall

We shall now change HC defined by Equation (13) slightly. Let the coupling between the oscillators
at q−2 and q−1 be cut. Furthermore, let the mass of the oscillator at q−1 be infinitely heavy, so that the
oscillator at q0 is attached as if to a wall. The rest of the chain is unchanged. The oscillators in this
new configuration are labeled 0, 1, 2..N − 1, with one end attached to a wall and the other end free.
Finally, let N→∞.

If A = p0, the recurrants are found to have the following form [27,32]:
Δ1 = 2/1, Δ3 = 3/2, Δ5 = 4/3, .. Δ2 = 1/2, Δ4 = 2/3, Δ6 = 3/4, ...
Evidently, they may be put in the form: Δ2n−1 = (n + 1)/n and Δ2n = n/(n + 1), n = 1, 2, 3,...

These recurrants imply that for A = p0 [27,32],

a0(t) = J0(2t)− J4(2t) (49)

ã0(z) = 1/
√
(z2 + 4) [1 − 1/16 (

√
z2 + 4 − z)4] (50)

By Equation (47),

WA =
1/2×2/3×3/4×...×n/(n + 1)
2/1×3/2×4/3×...×(n + 1)/n

, n→∞ (51)

Each term in the numerator is less than one, while each term in the denominator greater than one.
If the terms and the order are preserved, WA→0. By Equations (45) and (46), it may be tested using
Equations (49) and (50). In both cases, we obtain WA = 0 verifying the infinite product.
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Since WA = 0, A = p0 is not ergodic in this chain. For this variable, the phase space is
not transitive. If mass at Site 0 is slightly perturbed, the perturbed energy is not delocalized
everywhere [33].

6. Harmonic Chain and Logistic Map

The logistic map (LM) is sometimes called the Ising model of chaos for being possibly the simplest
model exhibiting chaos [34]. If x is a real number in an interval (0,1), the map is defined by:

f (x) = ax(1 − x), x = (0, 1) (52)

where a is a control parameter, a real number limited to 1 < a≤4. Thus, the map is real and bounded
as x. If there exists x = x∗, such that f (x∗) = x∗, it is termed a fixed point of f (x). If f n is an n-fold
nested function of f , i.e., f n(x) = f ( f n−1) = f ( f (... f (x)...), with f 1≡ f , there may be fixed points for
f n : f n(x∗) = x∗. The values of the fixed points and the number of the fixed points will depend on the
size of the control parameter a.

If a < 3, there is only one fixed point for any n. There is a remarkable theorem due to
Sharkovskii [35] on 1d continuous maps on the interval, such as LM. As applied to this map,
this theorem says that if a≥1 +

√
8, there are infinitely many fixed points as n→∞. This implies

that a trajectory starting from almost any point in (0,1) is chaotic. At a = 4 (the largest possible
value), the fixed points fill the interval x = (0, 1) densely with a unique distribution ρx,

∫
ρxdx = 1.

This distribution is known as the invariant density of fixed points, first deduced by Ulam [36,37]:

ρx =
1

π
√

x(1 − x)
, 0 < x < 1 (53)

The invariant density refers to the spectrum of fixed points in (0,1). The square-root singularity in
Equation (53), a branch cut from 0–1, indicates that the spectrum is dense. If μ is a Lebesgue measure,
dμ(x) = ρxdx. Hence, μ = 1.

We wish to see whether ρx, a distribution of fixed points, bears a relationship to ρω, the power
spectrum of frequencies in HC. For this purpose, consider the following transformations of variables:

x = 1/2 + 1/4 ω (54)

and:
ρxdx = ρωdω (55)

By substituting Equation (54) in (53), we obtain by Equation (55):

ρω =
1

π
√

4 − ω2
, − 2 < ω < 2 (56)

= 0 if otherwise.
For an infinite HC, ã0(z = iω) = πρω . By Equation (17), or Equation (44), the rhs of Equation (56)

is precisely the power spectrum for A = p0. Equation (56) shows that the fixed points of LM at
a = 4 (LM4) correspond to the frequencies of HC.

Since the frequencies in the power spectrum are positive quantities, let us express Equation (54) as:

ω = 2|1 − 2x|, 0 < x < 1 (57)

For LM4,

x = sin2πy/2 (58)

y/2 = l/(2N + 1), l = 1, 2.., N (59)
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y being the pre-fixed points of x the fixed points. If Equation (59) is substituted in Equation (57)
and y replaced by ν + 1/2:

ω = 2|sinπν| (60)

The above is identical to Equation (37), the dispersion relation for HC. In the limit N→∞, both ν

and y lie in the same interval (−1/2, 1/2). This property shows that the pre-fixed points of LM4 also
correspond to the wave vectors of HC.

The correspondence between x and ω and also between y and ν indicate that the iteration
dynamics of LM4 and the time evolution in HC are isomorphic in their local variables. This implies
that if a variable in HC is ergodic, a corresponding variable in LM4 is also ergodic. If the trajectory of
an initial value in LM4 is chaotic, we must also conclude that the trajectory of a local variable in HC
must also be chaotic.

Chaos in HC? Let us first examine chaos in LM4. According to Sharkovskii, chaos is implied
where there are infinitely many periods. By our work, they form a set of uncountable pre-fixed points
of Lebesgue measure 1. This results in an aleph cycle, which can never return to the initial point [34].
In an infinite HC, there are also infinitely many periods. See Equation (40). Thus, the HC has the
necessary and possibly sufficient property for chaos.

In an infinite HC attached to a wall (see Section 5.2), there is chaos also, as there are infinitely many
periods. However, as was already shown, its variables are not ergodic. This indicates that ergodicity is
a subtler property than chaos. In a continuous map, there may be chaos, but not ergodicity.

7. Concluding Remarks

In this work, we have dwelt with the dynamics of a monatomic chain with which to illustrate
some of the finer points of the dynamics contained in it. This simplest of harmonic chains can be made
richer in a variety of ways. One can make one oscillator to have a different mass than its neighbors [25].
It would be a model for an impurity or a defect. One could make it a periodic diatomic chain [8] or
even an aperiodic diatomic chain [8]. We are providing a list of recent advances made by the method
of recurrence relations on others [38–44]. For related studies on HC by Fokker–Planck dynamics and
non-exponential decay, see [7,45,46].
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Abstract: We investigate the modeling capabilities of sets of coupled classical harmonic oscillators
(CHO) in the form of a modeling game. The application of the simple but restrictive rules of the game
lead to conditions for an isomorphism between Lie-algebras and real Clifford algebras. We show
that the correlations between two coupled classical oscillators find their natural description in the
Dirac algebra and allow to model aspects of special relativity, inertial motion, electromagnetism and
quantum phenomena including spin in one go. The algebraic properties of Hamiltonian motion
of low-dimensional systems can generally be related to certain types of interactions and hence to
the dimensionality of emergent space-times. We describe the intrinsic connection between phase
space volumes of a 2-dimensional oscillator and the Dirac algebra. In this version of a phase space
interpretation of quantum mechanics the (components of the) spinor wavefunction in momentum
space are abstract canonical coordinates, and the integrals over the squared wave function represents
second moments in phase space. The wave function in ordinary space-time can be obtained via
Fourier transformation. Within this modeling game, 3+1-dimensional space-time is interpreted as
a structural property of electromagnetic interaction. A generalization selects a series of Clifford
algebras of specific dimensions with similar properties, specifically also 10- and 26-dimensional real
Clifford algebras.

Keywords: Hamiltonian mechanics; coupled oscillators; Lorentz transformation; Dirac equation

PACS: 45.20.Jj, 47.10.Df, 41.75, 41.85, 03.65.Pm, 05.45.Xt, 03.30.+p, 03.65.-w,29.27.-a

1. Introduction

D. Hestenes had the joyful idea to describe physics as a modeling game [1]. We intend to play a
modeling game with (ensembles of) classical harmonic oscillators (CHO). The CHO is certainly one of
the most discussed and analyzed systems in physics and one of the few exactly solveable problems.
One would not expect any substantially new discoveries related to this subject. Nevertheless there are
aspects that are less well-known than others. One of these aspects concerns the transformation group of
the symplectic transformations of n coupled oscillators, Sp(2n). We invite the reader to join us playing
“a modeling game” and to discover some fascinating features related to possible reinterpretations of
systems of two (or more) coupled oscillators. We will show that special relativity can be reinterpreted as
a transformation theory of the second moments of the abstract canonical variables of coupled oscillator
systems (The connection of the Dirac matrices to the symplectic group has been mentioned by Dirac in
Reference [2]. For the connection of oscillators and Lorentz transformations (LTs) see also the papers
of Kim and Noz [3–5] and references therein. The use of CHOs to model quantum systems has been
recently described-for instance-by Briggs and Eisfeld [6–8]). We extend the application beyond pure
LTs and show that the Lorentz force can be reinterpreted by the second moments of two coupled
oscillators in proper time. Lorentz transformations can be modeled as symplectic transformations [4].
We shall show how Maxwell’s equations find their place within the game.
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The motivation for this game is to show that many aspects of modern physics can be understood on
the basis of the classical notions of harmonic oscillation if these notions are appropriately reinterpreted.

In Section 2 we introduce the rules of our game, in Section 3 we introduce the algebraic notions
of the Hamilton formalism. In Section 4 we describe how geometry emerges from coupled oscillator
systems, in Section 5 we describe the use of symplectic transformations and introduce the Pauli- and
Dirac algebra. In Section 6 we introduce a physical interpretation of oscillator moments and in
Section 7 we relate the phase space of coupled oscillators to the real Dirac algebra. Section 8 contains a
short summary.

2. The Rules Of The Game

The first rule of our game is the principle of reason (POR): No distinction without reason-we should
not add or remove something specific (an asymmetry, a concept, a distinction) from our model without
having a clear and explicite reason. If there is no reason for a specific asymmetry or choice, then all
possibilities are considered equivalently.

The second rule is the principle of variation (POV): We postulate that change is immanent to all
fundamental quantities in our game. From these two rules, we take that the mathematical object of our
theory is a list (n-tuple) of quantities (variables) ψ, each of which varies at all times.

The third rule is the principle of objectivity (POO): Any law within this game refers to
measurements, defined as comparison of quantities (object properties) in relation to other object
properties of the same type (i.e., unit). Measurements require reference standards (rulers).
A measurement is objective if it is based on (properties of) the objects of the game. This apparent
self-reference is unavoidable, as it models the real situation of physics as experimental science. Since all
fundamental objects (quantities) in our model vary at all times, the only option to construct a constant
quantity that might serve as a ruler, is given by constants of motion (COM). Hence the principle of
objectivity requires that measurement standards are derived from constants of motion.

This third rule implies that the fundamental variables can not be directly measured, but only
functions of the fundamental variables of the same dimension (unit) of a COM. Thus the model has
two levels: The level of the fundamental variable list ψ, which is experimentally not directly accessible
and a level of observables which are (as we shall argue) even moments of the fundamental variables ψ.

2.1. Discussion of the Rules

E.T. Jaynes wrote that “Because of their empirical origins, QM and QED are not physical theories
at all. In contrast, Newtonian celestial mechanics, Relativity, and Mendelian genetics are physical
theories, because their mathematics was developed by reasoning out the consequences of clearly stated
physical principles from which constraint the possibilities”. And he continues “To this day we have
no constraining principle from which one can deduce the mathematics of QM and QED; [...] In other
words, the mathematical system of the present quantum theory is [...] unconstrained by any physical
principle” [9]. This remarkably harsh criticism of quantum mechanics raises the question of what we
consider to be a physical principle. Are the rules of our game physical principles? We believe that
they are no substantial physical principles but formal first principles, they are preconditions of a sensible
theory. They contain no immediate physical content, but they define the form or the idea of physics.

It is to a large degree immanent to science and specifically to physics to presuppose the existence
of reason: Apples do not fall down by chance—there is a reason for this tendency. Usually this believe in
reason implies the believe in causality, i.e., that we can also (at least in principle) explain why a specific
apple falls at a specific time, but practically this latter believe can rarely be confirmed experimentally
and therefore remains to some degree metaphysical. Thus, if, as scientists, we postulate that things
have reason, then this is not a physical principle but a precondition, a first principle.

The second rules (POV), is specific to the form (or idea) of physics, e.g., that it is the sense of
physics to recognize the pattern of motion and to predict future. Therefore the notion of time in the form
of change is indeed immanent to the physical description of reality.
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The principle of objectivity (POO) is immanent to the very idea of physics: A measurement is
the comparison of properties of objects with compatible properties of reference objects, e.g., requires
“constant” rulers. Hence the rules of the game are to a large degree unavoidable: They follow from
the very form of physics and therefore certain laws of physics are not substantial results of a physical
theory. For instance a consistent “explanation” of the stability of matter is impossible as we presumed
it already within the idea of measurement. More precisely: if this presumption does not follow within
the framework of a physical theory, then the theory is flawed, since it can not reproduce it’s own
presumptions.

Einstein wrote with respect to relativity that “It is striking that the theory (except for the
four-dimensional space) introduces two kinds of things, i.e., (1) measuring rods and clocks; (2) all other
things, e.g., the electromagnetic field, the material point, etc. This, in a certain sense, is inconsistent;
strictly speaking, measuring rods and clocks should emerge as solutions of the basic equations [...],
not, as it were, as theoretically self-sufficient entities”. [10]. The more it may surprise that the stability
of matter can not be obtained from classical physics as remarked by Elliott H. Lieb: “A fundamental
paradox of classical physics is why matter, which is held together by Coulomb forces, does not
collapse” [11]. This single sentence seems to rule out the possibility of a fundamental classical theory
and uncovers the uncomfortable situation of theoretical physics today: Despite the overwhelming
experimental and technological success, there is a deep-seated confusion concerning the theoretical
foundations. Our game is therefore a meta-experiment. It is not the primary goal to find “new” laws
of nature or new experimental predictions, but it is a conceptional “experiment” that aims to further
develop our understanding of the consequences of principles: which ones are really required to derive
central “results” of contemporary physics. In this short essay final answers can not be given, but
maybe some new insights are possible.

2.2. What about Space-Time?

A theory has to make the choice between postulate and proof. If a 3+1 dimensional space-time is
presumed, then it cannot be proven within the same theoretical framework. More precisely, the value
of such a proof remains questionable. This is a sufficient reason to avoid postulates concerning the
dimensionality of space-time. Another, even stronger, reason to avoid a direct postulate of space-time
and its geometry has been given above: The fundamental variables that we postulated, can not be
directly measured. This excludes space-time coordinates as primary variables (which can be directly
measured), but with it almost all other apriori assumed concepts like velocity, acceleration, momentum,
energy and so on. At some point these concepts certainly have to be introduced, but we suggest an
approach to the formation of concepts that differs from the Newtonian axiomatic method. The POR
does not allow to introduce distinctions between the fundamental variables into coordinates and
momenta without reason. Therefore we are forced to use an interpretational method, which one might
summarize as function follows form. We shall first derive equations and then we shall interpret the
equations according to some formal criteria. This implies that we have to refer to already existing
notions if we want to identify quantities according to their appearance within a certain formalism.
The consequence for the game is, that we have to show how to give rise to geometrical notions: If we do
not postulate space-time then we have to suggest a method to construct it.

A consequence of our conception is that both, objects and fields have to be identified with
dynamical structures, as there is simply nothing else available. This fits to the framework of structure
preserving (symplectic) dynamics that we shall derive from the described principles.
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3. Theory of Small Oscillations

In this section we shall derive the theory of coupled oscillators from the rules of our game.
According to the POO there exists a function (COM) H(ψ) such that ( Let us first (for simplicity)
assume that ∂H

∂t = 0.):
dH
dt

= ∑
k

∂H
∂ψk

ψ̇k = 0 (1)

or in vector notation
dH
dt

= (∇ψ H) · ψ̇ = 0 (2)

The simplest solution is given by an arbitrary skew-symmetric matrix X :

ψ̇ = X ∇ψ H (3)

Note that it is only the skew-symmetry of X , which ensures that it is always a solution to Equation (2)
and which ensures that H is constant. If we now consider a state vector ψ of dimension k, then
there is a theorem in linear algebra, which states that for any skew-symmetric matrix X there exists a
non-singular matrix Q such that we can write [12]:

QT X Q = diag(η0, η0, η0, . . . , 0, 0, 0) (4)

where η0 is the matrix

η0 =

(
0 1
−1 0

)
(5)

If we restrict us to orthogonal matrices Q, then we may still write

QT X Q = diag(λ0 η0, λ1 η0, λ2 η0, . . . , 0, 0, 0) (6)

In both cases we may leave away the zeros, since they correspond to non-varying variables, which
would be in conflict with the second rule of our modeling game. Hence k = 2n must be even and the
square matrix X has the dimension 2n × 2n. As we have no specific reason to assume asymmetries
between the different degrees of freedom (DOF), we have to choose all λk = 1 in Equation (6) and
return to Equation (4) without zeros and define the block-diagonal so-called symplectic unit matrix
(SUM) γ0:

QT X Q = diag(η0, η0, . . . , η0) ≡ γ0 (7)

These few basic rules thus lead us directly to Hamiltonian mechanics: Since the state vector has even
dimension and due to the form of γ0, we can interpret ψ as an ensemble of n classical DOF-each DOF
represented by a canonical pair of coordinate and momentum: ψ = (q1, p1, q2, p2, . . . , qn, pn)T . In this
notation and after the application of the transformation Q, Equation (3) can be written in form of the
Hamiltonian equations of motion (HEQOM):

q̇i = ∂H
∂pi

ṗi = − ∂H
∂qi

(8)

The validity of the HEQOM is of fundamental importance as it allows for the use of the results
of Hamiltonian mechanics, of statistical mechanics and thermodynamics-but without the intrinsic
presupposition that the qi have to be understood as positions in real space and the pi as the
corresponding canonical momenta. This is legitimate as the theory of canonical transformations is
independent from any specific physical interpretation of what the coordinates and momenta represent physically.
As no other interpretation is at hand, we say that these canonical pairs are coordinates qi, pi in an
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abstract phase space and they are canonical coordinates and momenta only due to the form of the
HEQOM. The choice of the specific form of γ0 is for n > 1 DOF not unique. It could for instance be
written as

γ0 ≡ η0 ⊗ 1n×n (9)

which corresponds a state vector of the form

ψ = (q1, . . . , qn, p1, . . . , pn, )T

or by
γ0 ≡ 1n×n ⊗ η0 (10)

as in Equation (7). Therefore we are forced to make an arbitrary choice (But we should keep in mind,
that other “systems” with a different choice are possible. If we can not exclude their existence, then they
should exist as well. With respect to the form of the SUM, we suggest that different “particle” types
(different types of fermions for instance) have a different SUM). But in all cases the SUM γ0 must be
skew-symmetric and have the following properties:

γT
0 = −γ0

γ2
0 = −1

(11)

which also implies that γ0 is orthogonal and has unit determinant. Note also that all eigenvalues of
γ0 are purely imaginary. However, once we have chosen a specific form of γ0, we have specified a
set of canonical pairs (qi, pi) within the state vector. This choice fixes the set of possible canonical
(structure preserving) transformations.

Now we write the Hamiltonian H(ψ) as a Taylor series, we remove the rule-violating constant
term and cut it after the second term. We do not claim that higher terms may not appear, but we
delay the discussion of higher orders to a later stage. All this is well-known in the theory of small
oscillations. There is only one difference to the conventional treatment: We have no direct macroscopic
interpretation for ψ and following our first rule we have to write the second-order Hamiltonian H(ψ)

in the most general form:

H(ψ) =
1
2

ψT Aψ (12)

where A is only restricted to be symmetric as all non-symmetric terms do not contribute to H. Since it
is not unlikely to find more than a single constant of motion in systems with multiple DOFs, we
distinguish systems with singular matrix A from those with a positive or negative definite matrix A.
Positive definite matrices are favoured in the sense that they allow to identify H with the amount of a
substance or an amount of energy (It is immanent to the concept of substance that it is understood as
something positive semidefinite).

Before we try to interprete the elements in A, we will explore some general algebraic properties
of the Hamiltonian formalism. If we plug Equations (12) into (3), then the equations of motion can be
written in the general form

ψ̇ = γ0 Aψ = F ψ (13)

The matrix F = γ0 A is the product of the symmetric (positive semi-definite) matrix A and the
skew-symmetric matrix γ0. As known from linear algebra, the trace of such products is zero:

Tr(F) = 0 (14)

Pure harmonic oscillation of ψ is described by matrices F with purely imaginary eigenvalues and those
are the only stable solutions [12]. Note that Equation (13) may represent a tremendous amount of
different types of systems-all linearily coupled systems in any dimension, chains or d-dimensional
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lattices of linear coupled oscillators and wave propagation (However the linear approximation does
not allow for the description of the transport of heat).

One quickly derives from the properties of γ0 and A that

FT = AT γT
0 = −A γ0 = γ2

0 A γ0 = γ0 F γ0 (15)

Since any square matrix can be written as the sum of a symmetric and a skew-symmetric matrix, it is
nearby to also consider the properties of products of γ0 with a skew-symmetric real square matrices B.
If C = γ0 B, then

CT = BT γT
0 = B γ0 = −γ2

0 B γ0 = −γ0 C γ0 (16)

Symmetric 2n × 2n-matrices contain 2n (2n + 1)/2 different matrix elements and skew-symmetric
ones 2n (2n − 1)/2 elements, so that there are νs linear independent matrix elements in A

νs = n (2n + 1) (17)

and νc matrix elements in B with
νc = n (2n − 1) (18)

In the theory of linear Hamiltonian dynamics, matrices of the form of F are known as “Hamiltonian” or
“infinitesimal symplectic” and those of the form of C as “skew-Hamiltonian” matrices. This convention
is a bit odd as F does not appear in the Hamiltonian and it is in general not symplectic. Furthermore
the term “Hamiltonian matrix” has a different meaning in quantum mechanics - in close analogy to A.
But it is known that this type of matrix is closely connected to symplectic matrices as every symplectic
matrix is a matrix exponential of a matrix F [12]. We consider the matrices as defined by Equations (15)
and (16) as too important and fundamental to have no meaningful and unique names: Therefore we
speak of a symplex (plural symplices), if a matrix holds Equation (15) and of a cosymplex if it holds
Equation (16).

Symplectic Motion and Second Moments

So what is a symplectic matrix anyway? The concept of symplectic transformations is a specific
formulation of the theory of canonical transformations. Consider we define a new state vector (or new
coordinates) φ(ψ)-with the additional requirement, that the transformation is reversible. Then the
Jacobian matrix of the transformation is given by

Jij =

(
∂φi
∂ψj

)
(19)

and the transformation is said to be symplectic, if the Jacobian matrix holds [12]

J γ0 JT = γ0 (20)

Let us see what this implies in the linear case:

J ψ̇ = J F J−1 J ψ

ψ̃ = J ψ
˙̃ψ = J F J−1 ψ̃
˙̃ψ = F̃ ψ̃

(21)
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and-by the use of Equation (20) one finds that F̃ is still a symplex:

F̃T = (J−1)T FT JT

F̃T = (J−1)T γ0 F γ0 JT

F̃T = −γ2
0 (J

−1)T γ0 F J−1 γ0

F̃T = −γ0 J γ2
0 F J−1 γ0

F̃T = γ0 J F J−1 γ0

F̃T = γ0 F̃ γ0

(22)

Hence a symplectic transformation is first of all a similarity transformation, but secondly, it preserves
the structure of all involved equations. Therefore the transformation is said to be canonical or structure
preserving. The distinction between canonical and non-canonical transformations can therefore be
traced back to the skew-symmetry of γ0 and the symmetry of A- both of them consequences of the
rules of our physics modeling game.

Recall that we argued that the matrix A should be symmetric because skew-symmetric terms do
not contribute to the Hamiltonian. Let us have a closer look what this means. Consider the matrix of
second moments Σ that can be build from the variables ψ:

Σ ≡ 〈ψ ψT〉 (23)

in which the angles indicate some (yet unspecified) sort of average. The equation of motion of this
matrix is given by

Σ̇ = 〈ψ̇ ψT〉+ 〈ψ ψ̇T〉
Σ̇ = 〈F ψ ψT〉+ 〈ψ ψT FT〉 (24)

Now, as long as F does not depend on ψ, we obtain

Σ̇ = F Σ + Σ FT

Σ̇ = F Σ + Σ γ0 F γ0

(Σ̇ γ0) = F (Σ γ0)− (Σ γ0) F

Ṡ = F S − S F

(25)

where we defined the new matrix S ≡ Σ γ0. For completeness we introduce the “adjunct” spinor
ψ̄ = ψT γ0 so that we may write

S = 〈ψψ̄ 〉 (26)

Note that S is also a symplex. The matrix S (i.e., all second moments) is constant, iff S and F commute.
Now we define an observable to be an operator O with a (potentially) non-vanishing expectation

value, defined by:
〈O〉 ≡ 〈ψ̄Oψ〉 = 〈ψT γ0 Oψ〉 (27)

Thus, if the product γ0 O is not skew-symmetric, i.e., contains a product of γ0 with a symmetric matrix
B, then the expectation value is potentially non-zero:

〈O〉 ≡ 〈ψT γ0 (γ0 B)ψ〉 = −〈ψT B ψ〉 (28)

This means that only the symplex-part of an operator is “observable”, while cosymplices yield a
vanishing expectation value. Hence Equation (25) delivers the blueprint for the general definition of
observables. Furthermore we find in the last line the constituting equation for Lax pairs [13]. Peter Lax
has shown that for such pairs of operators S and F that obey Equation (25) there are the following
constants of motion

Tr(Sk) = const (29)
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for arbitrary integer k > 0. Since S is a symplex and therefore by definition the product of a symmetric
matrix and the skew-symmetric γ0, Equation (29) is always zero and hence trivially true for k = 1.
The same is true for any odd power of S, as it can be easily shown that any odd power of a symplex
is again a symplex (see Equation (35)), so that the only non-trivial general constants of motion
correspond to even powers of S, which implies that all observables are functions of even powers of the
fundamental variables.

To see the validity for k > 1 we have to consider the general algebraic properties of the trace
operator. Let λ be an arbitrary real constant and τ be a real parameter, then

Tr(A) = Tr(AT)

Tr(λ A) = λ Tr(A)
d

dτ Tr(A(τ)) = Tr( dA
dτ )

Tr(A + B) = Tr(A) + Tr(B)
Tr(A B) = Tr(B A)

(30)

It follows that
0 = Tr(A B − B A)

0 = Tr(An B − An−1 B A)

0 = Tr
[
An−1 (A B − B A)

] (31)

From the last line of Equation (31) it follows with dA
dτ = λ (A B − B A)

d
dτ

Tr(An) = 0 (32)

Remark: This conclusion is not limited to symplices.
However for single spinors ψ and the corresponding second moments S = Σ γ0 = ψψT γ0 we

find:
Tr(Sk) = Tr[ψ ψT γ0 · · ·ψ ψT γ0]

= Tr[ψ (ψT γ0 · · ·ψ ψT γ0)]

= Tr[(ψT γ0 · · ·ψ ψT γ0)ψ]

= Tr
[
(ψT γ0 ψ) · · · (ψTγ0ψ)

]
= 0

(33)

since each single factor (ψT γ0 ψ) vanishes due to the skew-symmetry of γ0. Therefore the constants of
motion as derived from Equation (29) are non-zero only for even k and after averaging over some kind of
distribution such that S = 〈ψψT γ0〉 has non-zero eigenvalues as in Equation (34) below.

The symmetric matrix 2n × 2n-matrix Σ (and also A) is positive definite, if it can be written as a
product Σ = ΨΨT , where Ψ is a non-singular matrix of size 2n × m with m ≥ 2n.

For n = m/2 = 1, the form of Ψ may be chosen as

Ψ = 1√
q2+p2

(
q −p
p q

)
= 1√

q2+p2
(1ψ, η0 ψ)

⇒ Σ = ΨΨT = ΨT Ψ = 1

S = γ0

(34)

so that for k = 2 the average of two “orthogonal” column-vectors ψ and η0 ψ gives a non-zero constant
of motion via Lax pairs as γ2

0 = −1.
These findings have some consequences for the modeling game. The first is that we have found

constants of motion-though some of them are physically meaningful only for a non-vanishing volume
in phase space, i.e., by the combination of several spinors ψ. Secondly, a stable state Ṡ = 0 implies
that the matrix operators forming the Lax pair have the same eigenvectors: a density distribution in
phase space (as described by the matrix of second moments) is stable if it is adapted or matched to the
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symplex F. The phase space distribution as represented by S and the driving terms (the components of
F) must fit to each other in order to obtain a stable “eigenstate”. But we also found a clear reason, why
generators (of symplectic transformations) are always observables and vice versa: Both, the generators
as well as the observables are symplices of the same type. There is a one-to-one correspondence
between them, not only as generators of infinitesimal transformations, but also algebraically.

Furthermore, we may conclude that (anti-) commutators are an essential part of “classical”
Hamiltonian mechanics and secondly that the matrix S has the desired properties of observables:
Though S is based on continuously varying fundamental variables, it is constant, if it commutes with
F, and it varies otherwise (In accelerator physics, Equation (25) describes the envelope of a beam in
linear optics. The matrix of second moments Σ is a covariance matrix-and therefore our modeling
game is connected to probability theory exactly when observables are introduced).

Hence it appears sensible to take a closer look on the (anti-) commutation relations of (co-)
symplices and though the definitions of (co-) symplices are quite plain, the (anti-) commutator algebra
that emerges from them has a surprisingly rich structure. If we denote symplices by Sk and cosymplices
by Ck, then the following rules can quickly be derived:

S1 S2 − S2 S1

C1 C2 − C2 C1

C S + S C

S2 n+1

⎫⎪⎪⎪⎬
⎪⎪⎪⎭ ⇒ symplex

S1 S2 + S2 S1

C1 C2 + C2 C1

C S − S C

S2 n

Cn

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

⇒ cosymplex

(35)

This Hamiltonian algebra of (anti-)commutators is of fundamental importance insofar as we derived
it in a few steps from first principles (i.e., the rules of the game) and it defines the structure of
Hamiltonian dynamics in phase space. The distinction between symplices and cosymplices is also the
distinction between observables and non-observables. It is the basis of essential parts of the following
considerations.

4. Geometry from Hamiltonian Motion

In the following we will demonstrate the geometrical content of the algebra of (co-)symplices
(Equation (35)) which emerges for specific numbers of DOF n. As shown above, pairs of canonical
variables (DOFs) are a direct consequence of the abstract rules of our game. Though single DOFs
are poor “objects”, it is remarkable to find physical structures emerging from our abstract rules at all.
This suggests that there might be more structure to discover when n DOF are combined, for instance
geometrical structures. The following considerations obey the rules of our game, since they are
based purely on symmetry considerations like those that guided us towards Hamiltonian dynamics.
The objects of interest in our algebraic interpretation of Hamiltonian dynamics are matrices. The first
matrix (besides A) with a specific form that we found, is γ0. It is a symplex:

γT
0 = −γ0 = γ0 γ0 γ0 (36)

According to Equation (17) there are νs = n (2 n + 1) (i.e., νs ≥ 3) symplices. Hence it is nearby to
ask if other symplices with similar properties like γ0 exist-and if so, what the relations between these
matrices are. According to Equation (35) the commutator of two symplices is again a symplex, while the
anti-commutator is a cosymplex. As we are primarily interested in observables and components of the
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Hamiltonian (i.e., symplices), respectively, we look for further symplices that anti-commute with γ0

and with each other. In this case, the product of two such matrices is also a symplex, i.e., another
potential contribution to the general Hamiltonian matrix F.

Assumed we had a set of N mutually anti-commuting orthogonal symplices γ0 and γk with
k ∈ [1 . . . N − 1], then a Hamiltonian matrix F might look like

F =
N−1
∑

k=0
fk γk + . . . (37)

The γk are symplices and anti-commute with γ0:

γ0 γk + γk γ0 = 0 (38)

Multiplication from the left with γ0 gives:

− γk + γ0 γk γ0 = −γk + γT
k = 0 (39)

so that all other possible symplices γk, which anticommute with γ0, are symmetric and square to 1.
This is an important finding for what follows, as it can (within our game) be interpreted as a classical
proof of the uniqueness of (observable) time-dimension: Time is one-dimensional as there is no other
skew-symmetric symplex that anti-commutes with γ0. We can choose different forms for γ0, but the
emerging algebra allows for no second “direction of time”.

The second order derivative of ψ is (for constant F) given by ψ̈ = F2 ψ which yields:

F2 =
N−1
∑

i=0
f 2
i γ2

i + ∑
i �=j

fi f j (γi γj + γj γi) (40)

Since the anti-commutator on the right vanishes by definition, we are left with:

F2 =

(
N−1
∑

k=1
f 2
k − f 2

0

)
1 (41)

Thus-we find a set of (coupled) oscillators, if

f 2
0 >

N−1

∑
k=1

f 2
k (42)

such that
ψ̈ = −ω2 ψ (43)

Given such matrix systems exist-then they generate a Minkowski type “metric” as in Equation (41)
(Indeed it appears that Dirac derived his system of matrices from the this requirement [14]).
The appearance of this metric shows how a Minkowski type geometry emerges from the driving
terms of oscillatory motion. This is indeed possible- at least for symplices of certain dimensions
as we will show below. The first thing needed is some kind of measure to define the length of a
“vector”. Since the length is a measure that is invariant under certain transformations, specifically
under rotations, we prefer to use a quantity with certain invariance properties to define a length.
The only one we have at hand is given by Equation (29). Accordingly we define the (squared) length
of a matrix representing a “vector” by

‖A‖2 ≡ 1
2 n

Tr(A2) (44)
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The division by 2 n is required to make the unit matrix have unit norm. Besides the norm we need a
scalar product, i.e., a definition of orthogonality. Consider the Pythagorean theorem which says that
two vectors�a and�b are orthogonal iff

(�a +�b)2 =�a2 +�b2 (45)

The general expression is
(�a +�b)2 =�a2 +�b2 + 2�a ·�b (46)

The equations are equal, iff�a ·�b = 0. Hence the Pythagorean theorem yields a reasonable definition of
orthogonality. However, we had no method yet to define vectors within our game. Using matrices A

and B we may then write

‖A + B‖2 = 1
2 n Tr

[
(A + B)2]

= ‖A‖2 + ‖B‖2 + 1
2 n Tr(AB + BA)

(47)

If we compare this to Equations (45) and (46), respectively, then the obvious definition of the inner
product is given by:

A · B ≡ A B + B A

2
(48)

Since the anticommutator does in general not yield a scalar, we have to distinguish between inner
product and scalar product:

(A · B)S ≡ 1
4 n

Tr(A B + B A) (49)

where we indicate the scalar part by the subscript “S”. Accordingly we define the exterior product by
the commutator

A ∧ B ≡ A B − B A

2
(50)

Now that we defined the products, we should come back to the unit vectors. The only “unit vector” that
we explicitely defined so far is the symplectic unit matrix γ0. If it represents anything at all then it must
be “the direction” of change, the direction of evolution in time as it was derived in this context and is the
only “dimension” found so far. As we have already shown, all other unit vectors γk must be symmetric,
if they are symplices. And vice versa: If γk is symmetric and anti-commutes with γ0, then it is a
symplex. As only symplices represent observables and are generators of symplectic transformations,
we can have only a single “time” direction γ0 and a yet unknown number of symmetric unit vectors
(Thus we found a simple answer to the question, why only a single time direction is possible, a question
also debated in Reference [15]). However, for n > 1, there might be different equivalent choices of γ0.
Whatever the specific form of γ0 is, we will show that in combination with some general requirements
like completeness, normalizability and observability it determines the structure of the complete
algebra. Though we don’t yet know how many symmetric and pairwise anti-commuting unit vectors
γk exist-we have to interpret them as unit vectors in “spatial directions” (The meaning of what a spatial
direction is, especially in contrast to the direction of time γ0, has to be derived from the form of the
emerging equations, of course. As meaning follows form, we do not define space-time, but we identify
structures that fit to the known concept of space-time). Of course unit vectors must have unit length,
so that we have to demand that

‖γk‖2 = 1
2 n Tr(γ2

k) = ±1 (51)

Note that (since our norm is not positive definite), we explicitely allow for unit vectors with negative
“length” as we find it for γ0. Note furthermore that all skew-symmetric unit vectors square to −1 while
the symmetric ones square to 1 [16].

Indeed systems of N = p + q anti-commuting real matrices are known as real representations
of Clifford algebras Clp,q. The index p is the number of unit elements (“vectors”) that square to +1
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and q is the number of unit vectors that square to −1. Clifford algebras are not necessarily connected
to Hamiltonian motion, rather they can be regarded as purely mathematical “objects”. They can
be defined without reference to matrices whatsoever. Hence in mathematics, sets of matrices are
merely “representations” of Clifford algebras. But our game is about physics and due to the proven
one-dimensionality of time we concentrate on Clifford algebras ClN−1,1 which link CHOs in the
described way with the generators of a Minkowski type metric. Further below it will turn out that the
representation by matrices is-within the game-indeed helpful, since it leads to an overlap of certain
symmetry structures. The unit elements (or unit “vectors”) of a Clifford algebra, ek, are called the
generators of the Clifford algebra. They pairwise anticommute and they square to ±1 (The role as
generator of the Clifford algebra should not be confused with the role as generators of symplectic
transformations (i.e., symplices). Though we are especially interested in Clifford algebras in which
all generators are symplices, not all symplices are generators of the Clifford algebra. Bi-vectors for
instance are symplices, but not generators of the Clifford algebra). Since the inverse of the unit elements
ek of a Clifford algebra must be unique, the products of different unit vectors form new elements and
all possible products including the unit matrix form a group. There are

(
N
k

)
possible combinations

(products without repetition) of k elements from a set of N generators. We therefore find
(

N
2

)
bi-vectors,

which are products of two generators,
(

N
3

)
trivectors) and so on. The product of all N basic matrices is

called pseudoscalar. The total number of all k-vectors then is (We identify k = 0 with the unit matrix 1.):

N

∑
k=0

(
N
k

)
= 2N (52)

If we desire to construct a complete system, then the number of variables of the Clifford algebra has to
match the number of variables of the used matrix system:

2N = (2n)2 (53)

Note that the root of this equation gives an even integer 2N/2 = 2 n so that N must be even. Hence all
Hamiltonian Clifford algebras have an even dimension. Of course not all elements of the Clifford
algebra may be symplices. The unit matrix (for instance) is a cosymplex. Consider the Clifford algebra
Cl1,1 with N = 2, which has two generators, say γ0 with γ2

0 = −1 and γ1 with γ2
1 = 1. Since these two

anticommute (by definition of the Clifford algebra), so that we find (besides the unit matrix) a fourth
matrix formed by the product γ0 γ1:

γ0 γ1 = −γ1 γ0

(γ0 γ1)
2 = γ0 γ1 γ0 γ1

= −γ0 γ0 γ1 γ1 = 1

(54)

The completeness of the Clifford algebras as we use them here implies that any 2 n × 2 n-matrix M

with (2n)2 = 2N can be written as a linear combination of all elements of the Clifford algebra:

M =
4n2−1

∑
k=0

mk γk (55)

The coefficients can be computed from the scalar product of the unit vectors with the matrix M:

mk = (γk · M)S =
sk
4n

Tr(γk M + M γk) (56)

Recall that skew-symmetric γk have a negative length and therefore we included a factor sk which
represents the “signature” of γk, in order to get the correct sign of the coefficients mk.
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Can we derive more properties of the constructable space-times? One restriction results
from representation theory: A theorem from the theory of Clifford algebras states that Clp,q has
a representation by real matrices if (and only if) [17]

p − q = 0 or 2 mod 8 (57)

The additional requirement that all generators must be symplices so that p = N − 1 and q = 1 then
restricts N to

N − 2 = 0 or 2 mod 8 (58)

Hence the only matrix systems that have the required symmetry properties within our modeling game
are those that represent Clifford algebras with the dimensions 1 + 1, 3 + 1, 9 + 1, 11 + 1, 17 + 1, 19 + 1,
25 + 1, 27 + 1 and so on. These correspond to matrix representations of size 2 × 2, 4 × 4, 32 × 32,
64 × 64, 512 × 512 and so on. The first of them is called Pauli algebra, the second one is the Dirac algebra.
Do these two have special properties that the higher-dimensional algebras do not have? Yes, indeed.

Firstly, since dynamics is based on canonical pairs, the real Pauli algebra describes the motion
of a single DOF and the Dirac algebra decribes the simplest system with interaction between two
DOF. This suggests the interpretation that within our game, objects (Dirac-particles) are not located
“within space-time”, since we did not define space at all up to this point, but that space-time can be
modeled as an emergent phenomenon. Space-time is in between particles.

Secondly, if we equate the number of fundamental variables (2 n) of the oscillator phase space
with the dimension of the Clifford space N, then Equation (53) leads to

2N = N2 (59)

which allows for N = 2 and N = 4 only. But why should it be meaningful to assume N = 2 n?
The reason is quite simple: If 2 n > N as for all higher-dimensional state vectors, there are less
generators of the algebra than independent variables. This discrepancy increases with n. Hence the
described objects can not be pure vectors anymore, but must contain tensor-type components (k-vectors)
(For a deeper discussion of the dimensionality of space-time, see Reference [16] and references therein).

But before we describe a formal way to interprete Equation (59), let us first investigate the physical
and geometrical implications of the game as described so far.

Matrix Exponentials

We said that the unit vectors γ0 and γk are symplices and therefore generators of symplectic
transformations. All symplectic matrices are matrix exponentials of symplices [12]. The computation
of matrix exponentials is in the general case non-trivial. However, in the special case of matrices that
square to ±1 (e.g., along the “axis” γk of the coordinate system), the exponentials are readily evaluated:

exp (γa τ) =
∞
∑

k=0

(γa τ)k

k!

exp (γa τ) =
∞
∑

k=0
sk τ2k

(2 k)! + γa
∞
∑

k=0
sk τ2k+1

(2 k+1)!

(60)

where s = ±1 is the sign of the matrix square of γa. For s = −1 (γ2
a = −1), it follows that

Ra(τ) = exp (γa τ) = cos (τ) + γa sin (τ) (61)

and for s = 1 (γ2
a = 1):

Ba(τ) = exp (γa τ) = cosh (τ) + γa sinh (τ) (62)

We can indentify skew-symmetric generators with rotations and (as we will show in more detail below)
symmetric generators with boosts.
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The (hyperbolic) sine/cosine structure of symplectic matrices are not limited to the generators
but are a general property of the matrix exponentials of the symplex F (These properties are the main
motivation to choose the nomenclature of “symplex” and “cosymplex”.):

M(t) = exp (F t) = C + S (63)

where the (co-) symplex S (C) is given by:

S = sinh (F t)
C = cosh (F t)

(64)

since (the linear combination of) all odd powers of a symplex is again a symplex and the sum of all
even powers is a cosymplex. The inverse transfer matrix M−1(t) is given by:

M−1(t) = M(−t) = C − S (65)

The physical meaning of the matrix exponential results from Equation (13), which states that (for
constant symplices F) the solutions are given by the matrix exponential of F:

ψ(t) = M(t)ψ(0) (66)

A symplectic transformation can be regarded as the result of a possible evolution in time. There is no
proof that non-symplectic processes are forbidden by nature, but that only symplectic transformations
are structure preserving. Non-symplectic transformations are then structure defining. Both play a
fundamental role in the physics of our model reality, because fundamental particles are-according to
our model-represented by dynamical structures. Therefore symplectic transformations describe those
processes and interactions, in which structure is preserved, i.e., in which the type of the particle is not
changed. The fundamental variables are just “carriers” of the dynamical structures. Non-symplectic
transformations can be used to transform the structure. This could also be described by a rotation of
the direction of time. Another interpretation is that of a gauge-transformation [18].

5. The Significance of (De-)Coupling

In physics it is a standard technique to reduce complexity of problems by a suitable change
of variables. In case of linear systems, the change of variables is a linear canonical transformation.
The goal of such transformations is usually to substitute the solution of a complicated problem by
the solution of multiple simpler problems. This technique is known under various names, one of
these names is decoupling, but it is also known as principal component analysis or (as we will later show)
transformation into the “rest frame”. In other branches of science one might refer to it as pattern
recognition.

In the following we investigate, how to transform a general oscillatory 2n × 2n-dimensional
symplex to normal form. Certainly it would be preferable to find a “physical method”, i.e., a method
that matches to the concepts that we introcuded so far and that has inherently physical significance.
Or at least significance and explanatory power with respect to our modeling game. Let us start from
the simplest systems, i.e., with the Pauli and Dirac algebras which correspond to matrices of size 2 × 2
and 4 × 4, respectively.
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5.1. The Pauli Algebra

The fundamental significance of the Pauli algebra is based on the even dimensionality of (classical)
phase space. The algebra of 2 × 2 matrices describes the motion of a single (isolated) DOF. Besides η0,
the real Pauli algebra includes the following three matrices:

η1 =

(
0 1
1 0

)

η2 = η0 η1 =

(
1 0
0 −1

)

η3 = 1 =

(
1 0
0 1

) (67)

All except the unit matrix η3 are symplices. If η0 and η1 are chosen to represent the generators of the
corresponding Clifford algebra Cl1,1, then η2 is the only possible bi-vector. A general symplex has
the form:

F = a η0 + b η1 + c η2

=

(
c a + b

−a + b −c

)
(68)

The characteristic equation is given by Det(F − λ 1) = 0

0 = (c − λ)(−c − λ)− (a + b)(−a + b)
λ = ±

√
c2 + b2 − a2 (69)

The eigenvalues λ± are both either real for a2 < c2 + b2 or both imaginary a2 > c2 + b2 (or both zero).
Systems in stable oscillation have purely imaginary eigenvalues. This case is most interesting for our
modeling game.

Decoupling is usually understood in the more general sense to treat the interplay of several
(at least two) DOF, but here we ask, whether all possible oscillating systems of n = 1 are isomorphic to
normal form oscillators. Since there are 3 parameters in F and only one COM, namely the frequency
ω, we need at least two parameters in the transformation matrix. Let us see, if we can choose these
two transformations along the axis of the Clifford algebra. In this case we apply subsequentially two
symplectic transformations along the axis η0 and η2. Applying the symplectic transformation matrix
exp (η0 τ/2) we obtain:

F1 = exp (η0 τ/2) F exp (−η0 τ/2)
= a′ η0 + b′ η1 + c′ η2

(70)

(The “half-angle” argument is for convenience). The transformed coefficients a′, b′ and c′ are given by

a′ = a
b′ = b cos τ − c sin τ

c′ = c cos τ + b sin τ

(71)

so that-depending on the “duration of the pulse”, we can chose to transform into a coordinate system
in which either b′ = 0 or c′ = 0. If we choose t = arctan (−c/b), then c′ = 0, so that

F′ = a η0 +
√

b2 + c2 η1 = a′ η0 + b′ η1 (72)

If we chose the next generator to be η2, then:

a′′ = a′ cosh τ − b′ sinh τ

b′′ = b′ cosh τ − a′ sinh τ
(73)

149



Symmetry 2016, 8, 30

In this case we have to dinstinguish between the case, where a′ > b′ and a′ < b′. The former is the
oscillatory system and in this case the transformation with τ = artanh(b′/a′) leads to the normal form
of a 1-dim. oscillator:

a′′ =
√

a2 − b2 − c2

b′′ = 0
c′′ = 0

(74)

and the matrix F′′ has the form
F′′ =

√
a2 − b2 − c2 η0 (75)

If the eigenvalues are imaginary, then λ = ± i ω and hence

F′′ = ω η0 (76)

so that the solution is-for constant frequency-given by the matrix exponential:

ψ(t) = exp (ω η0 t)ψ(0)
= (1 cos (ω t) + η0 sin (ω t)) ψ(0)

(77)

This shows that in the context of stable oscillator algebras-the real Pauli algebra can be reduced to the
complex number system: This becomes evident, if we consider possible representations of the complex
numbers. Clearly we need two basic elements- the unit matrix and η0, i.e., a matrix that commutes
with the unit matrix and squares to −1. If we write “i” instead of η0, then it is easily verified that
(See also References [17,19] and Equation (34) in combination with Reference [20].):

z = x + i y = Z =

(
x y
−y x

)
z̄ = x − i y = ZT = x 1 + ηT

0 y
exp (i φ) = cos (φ) + i sin (φ)

‖z‖2 = Z ZT = z z̄ = x2 + y2

(78)

The theory of holomorphic functions is based on series expansions and can be equally well formulated
with matrices. Viewed from our perspective the complex numbers are a special case of the real
Pauli algebra- since we have shown above that any one-dimensional oscillator can be canonically
transformed into a system of the form of Equation (76). Nevertheless we emphasize that the complex
numbers interpreted this way can only represent the normal form of an oscillator. The normal form
excludes a different scaling of coordinates and momenta as used in classical mechanics, i.e., it avoids
intrinsically the appearance of different “spring constants” and masses (There have been several
attempts to explain the appearance of the complex numbers in quantum mechanics [21–27]. A general
discussion of the use of complex numbers in physics is beyond the scope of this essay, therefore
we add just a remark. Gary W. Gibbons wrote that “In particular there can be no evolution if ψ is
real” [24]. We agree with Gibbons that the unit imaginary can be related to evolution in time as it
implies oscillation, but we do not agree with his conclusion. Physics was able to describe evolution in
time without imaginaries before quantum mechanics and it still is. The unconscious use of the unit
imaginary did not prevent quantum mechanics from being experimetally successful. But it prevents
physicists from understanding its structure).

5.2. The Dirac Algebra

In this subsection we consider the oscillator algebra for two coupled DOF, the algebra of
4 × 4 matrices. In contrast to the real Pauli algebra, where the parameters a, b and c did not
suggest a specific physical meaning, the structure of the Dirac algebra bears geometrical significance
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as has been pointed out by David Hestenes and others [28–30]. The (real) Dirac algebra is the
simplest real algebra that enables for a description of two DOF and the interaction between them.
Furthermore the eigenfrequencies of a Dirac symplex F may be complex, while the spectrum of the
Pauli matrices does not include complex numbers off the real and imaginary axis. The spectrum of
general 2n× 2n-symplices has a certain structure - since the coefficients of the characteristic polynomial
are real: If λ is an eigenvalue of F, then its complex conjugate λ̄ as well as λ and −λ̄ are also eigenvalues.
As we will show, this is the spectrum of the Dirac algebra and therefore any 2n × 2n-system can, at
least in principle, be block-diagonalized using 4 × 4-blocks. The Dirac algebra is therefore the simplest
algebra that covers the general case.

The structure of Clifford algebras follows Pascal’s triangle. The Pauli algebra has the structure
1 − 2 − 1 (scalar-vector-bivector), the Dirac algebra has the structure 1 − 4 − 6 − 4 − 1, standing for
unit element (scalar), vectors, bi-vectors, tri-vectors and pseudoscalar. The vector elements are by
convention indexed with γμ with μ = 0 . . . 3, i.e., the generators of the algebra (According to Pauli’s
fundamental theorem of the Dirac algebra, all possible choices of the Dirac matrices are, as long as the
“metric tensor” gμν remains unchanged, equivalent [31]. ):

γ0 =

⎛
⎜⎜⎜⎝

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

⎞
⎟⎟⎟⎠ γ1 =

⎛
⎜⎜⎜⎝

0 −1 0 0
−1 0 0 0
0 0 0 1
0 0 1 0

⎞
⎟⎟⎟⎠

γ2 =

⎛
⎜⎜⎜⎝

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

⎞
⎟⎟⎟⎠ γ3 =

⎛
⎜⎜⎜⎝

−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1

⎞
⎟⎟⎟⎠

(79)

We define the following numbering scheme for the remaining matrices (The specific choice of the
matrices is not unique. A table of the different systems can be found in Reference ([32]).):

γ14 = γ0 γ1 γ2 γ3; γ15 = 1

γ4 = γ0 γ1; γ7 = γ14 γ0 γ1 = γ2 γ3

γ5 = γ0 γ2; γ8 = γ14 γ0 γ2 = γ3 γ1

γ6 = γ0 γ3; γ9 = γ14 γ0 γ3 = γ1 γ2

γ10 = γ14 γ0 = γ1 γ2 γ3

γ11 = γ14 γ1 = γ0 γ2 γ3

γ12 = γ14 γ2 = γ0 γ3 γ1

γ13 = γ14 γ3 = γ0 γ1 γ2

(80)

According to Equation (17) we expect 10 symplices and since the 4 vectors and 6 bi-vectors are
symplices, all other elements are cosymplices. With this ordering, the general 4 × 4-symplex F can be
written as (instead of Equation (55)):

F =
9

∑
k=0

fk γk (81)

In Reference [32] we presented a detailed survey of the Dirac algebra with respect to symplectic
Hamiltonian motion. The essence of this survey is the insight that the real Dirac algebra describes
Hamiltonian motion of an ensembles of two-dimensional oscillators, but as well the motion of a
“point particle” in 3-dimensional space, i.e., that Equation (25) is, when expressed by the real Dirac
algebra, isomorphic to the Lorentz force equation as we are going to show in Section 6.3. Or, in other words,
the Dirac algebra allows to model a point particle and its interaction with the electromagnetic field in
terms of the classical statistical ensemble of abstract oscillators.
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6. Electromechanical Equivalence (EMEQ)

The number and type of symplices within the Dirac algebra (80) suggests to use the following
vector notation for the coefficients [32,33] of the observables:

E ≡ f0
�P ≡ ( f1, f2, f3)

T

�E ≡ ( f4, f5, f6)
T

�B ≡ ( f7, f8, f9)
T

(82)

where the “clustering” of the coefficients into 3-dimensional vectors will be explained in the following.
The first four elements E and �P are the coefficients of the generators of the Clifford algebra and the
remaining symplices are 3 symmetric bi-vectors �E and skew-symmetric bi-vectors �B. As explained
above, the matrix exponentials of pure Clifford elements are readily evaluated (Equations (61) and (62)).
The effect of a symplectic similarity transformation on a symplex

ψ̃ = R(τ/2)ψ

F̃ = R(τ/2) F R−1(τ/2)
= R(τ/2) F R(−τ/2)

(83)

can then be computed component-wise as in the following case of a rotation (using Equation (81)):

F̃ =
9
∑

k=0
fk Ra γk R−1

a

Ra γk R−1
a = (cos(τ/2) + γa sin(τ/2)) γk (cos(τ/2)− γa sin(τ/2))

= γk cos2(τ/2)− γa γk γa sin2(τ/2) + (γa γk − γk γa) cos(τ/2) sin(τ/2))

(84)

Since all Clifford elements either commute or anti-commute with each other, we have two possible
solutions. The first (γk and γa commute) yields with γ2

a = −1:

Ra γk R−1
a = γk cos2(τ/2)− γ2

a γk sin2(τ/2) = γk (85)

but if (γk and γa anti-commute) we obtain a rotation:

Ra γk R−1
a = γk (cos2(τ/2)− sin2(τ/2)) + γa γk 2 cos(τ/2) sin(τ/2))

= γk cos(τ) + γa γk sin(τ)
(86)

For a = 9 (γa = γ1 γ2) for instance we find:

γ̃1 = γ1 cos(τ) + γ1 γ2 γ1 sin(τ) = γ1 cos(τ)− γ2 sin(τ)
γ̃2 = γ2 cos(τ) + γ1 γ2 γ2 sin(τ) = γ2 cos(τ) + γ1 sin(τ)
γ̃3 = γ3 ,

(87)

which is formally equivalent to a rotation of �P about the “z-axis”. If the generator γa of the
transformation is symmetric, we obtain:

Ra γk R−1
a = (cosh(τ/2) + γa sinh(τ/2)) γk (cosh(τ/2)− γa sinh(τ/2))

= γk cosh2(τ/2)− γa γk γa sinh2(τ/2) + (γa γk − γk γa) cosh(τ/2) sinh(τ/2))
(88)

so that (if γa and γk commute):

γ̃k = γk cosh2(τ/2)− γ2
a γk sinh2(τ/2)

γ̃k = γk (cosh2(τ/2)− sinh2(τ/2)) = γk
(89)
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and if γa and γk anticommute:

γ̃k = γk (cosh2(τ/2) + sinh2(τ/2)) + 2 γa γk cosh(τ/2) sinh(τ/2))
= γk cosh(τ) + γa γk sinh(τ) ,

(90)

which is equivalent to a boost when the following parametrization of “rapidity” τ is used:

tanh (τ) = β

sinh (τ) = β γ

cosh (τ) = γ

γ = 1√
1−β2

(91)

A complete survey of these transformations and the (anti-) commutator tables can be found in
Reference [32] (This formalism corresponds exactly to the relativistic invariance of a Dirac spinor in
QED as described for instance in Reference [34], although the Dirac theory uses complex numbers
and a different sign-convention for the metric tensor). The “spatial” rotations are generated by the
bi-vectors associated with �B and Lorentz boosts by the components associated with �E. The remaining
4 generators of symplectic transformations correspond to E and �P. They where named phase-rotation
(generated by γ0) and phase-boosts (generated by �γ = (γ1, γ2, γ3)) and have been used for instance for
symplectic decoupling as described in Reference [33].

It is nearby (and already suggested by our notation) to consider the possibility that the EMEQ
(Equation (82)) allows to model a relativistic particle as represented by energy E and momentum P

either in an external electromagnetic field given by �E and �B or-alternatively-in an accelerating and/or
rotating reference frame, where the elements �E and �B correspond to the axis of acceleration and
rotation, respectively. We assumed, that all components of the state vector ψ are equivalent in meaning
and unit. Though we found that the state vector is formally composed of canonical pairs, the units
are unchanged and identical for all elements of ψ. From Equation (13) we take, that the simplex F

(and also A) have the unit of a frequency. If the Hamiltonian H is supposed to represent energy, then
the components of ψ have the unit of the square root of action.

If the coefficients are supposed to represent the electromagnetic field, then we need to express
these fields in the unit of frequency. This can be done, but it requires to involve natural conversion
factors like h̄, charge e, velocity c and a mass, for instance the electron mass me. The magnetic field
(for instance) is related to a “cyclotron frequency” ωc by ωc ∝ e

me
B.

However, according to the rules of the game, the distinction between particle properties and
“external” fields requires a reason, an explanation. Especially as it is physically meaningless for
macroscopic coupled oscillators. In References [32,33] this nomenclature was used in a merely formal
way, namely to find a descriptive scheme to order the symplectic generators, so to speak an equivalent
circuit to describe the general possible coupling terms for two-dimensional coupled linear optics as
required for the description of charged particles beams.

Here we play the reversed modeling game: Instead of using the EMEQ as an equivalent circuit
to describe ensembles of oscillators, we now use ensembles of oscillators as an equivalent circuit
to describe point particles. The motivation for Equation (82) is nevertheless similar, i.e., it follows
from the formal structure of the Dirac Clifford algebra. The grouping of the coefficients comes along
with the number of vector- and bi-vector-elements, 4 and 6, respectively. The second criterium is to
distinguish between generators of rotations and boost, i.e., between symmetric and skew-symmetric
symplices, which separates energy from momentum and electric from magnetic elements. Third of all,
we note that even (Even k-vectors are those with even k = 2 m, where m is a natural number) elements
(scalar, bi-vectors, 4-vectors etc.) of even-dimensional Clifford algebras form a sub-algebra. This means
that we can generate the complete Clifford algebra from the vector-elements by matrix multiplication
(this is why we call them generators), but we can not generate vectors from bi-vectors by multiplication.
And therefore the vectors are the particles (which are understood as the sources of fields) and the
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bi-vectors are the fields, which are generated by the objects and influence their motion. The full Dirac
symplex-algebra includes the description of a particle (vector) in a field (bi-vector). But why would the
field be external? Simply, because it is impossible to generate bi-vectors from a single vector-type object,
since any single vector-type object written as E γ0 + �P · �γ squares to a scalar. Therefore, the fields must
be the result of interaction with other particles and hence we call them “external”. This is in some
way a “first-order” approach, since there might be higher order processes that we did not consider
yet. But in the linear approach (i.e., for second-order Hamiltonians), this distinction is reasonable and
hence a legitimate move in the game.

Besides the Hamiltonian structure (symplices vs. co-symplices) and the Clifford algebraic structure
(distinguishing vectors, bi-vectors, tri-vectors etc.) there is a third essential symmetry, which is
connected to the real matrix representation of the Dirac algebra and to the fact that it describes the
general Hamiltonian motion of coupled oscillators: To distinguish the even from the odd elements
with respect to the block-diagonal matrix structure. We used this property in Reference [33] to develop
a general geometrical decoupling algorithm (see also Section 6.2).

Now it may appear that we are cheating somehow, as relativity is usually “derived” from the
constancy of the speed of light, while in our modeling game, we did neither introduce spatial notions
nor light at all. Instead we directly arrive at notions of quantum electrodynamics (QED). How can this
be? The definition of “velocity” within wave mechanics usually involves the dispersion relation of
waves, i.e., the velocity of a wave packet is given by the group velocity �vgr defined by

�vgr ≡ �∇�k ω(�k) (92)

and the so-called phase velocity vph defined by

vph =
ω

k
(93)

It is then typically mentioned that the product of these two velocities is a constant vgr vph = c2. By the
use of the EMEQ and Equation (29), the eigenvalues of F can be written as:

K1 = −Tr(F2)/4
K2 = Tr(F4)/16 − K2

1/4
ω1 =

√
K1 + 2

√
K2

ω2 =
√

K1 − 2
√

K2

ω2
1 ω2

2 = K2
1 − 4 K2 = Det(F)

K1 = E2 + �B2 − �E2 − �P2

K2 = (E �B + �E × �P)2 − (�E · �B)2 − (�P · �B)2

(94)

Since symplectic transformations are similarity transformations, they do not alter the eigenvalues of
the matrix F and since all possible evolutions in time (which can be described by the Hamiltonian)
are symplectic transformations, the eigenvalues (of closed systems) are conserved. If we consider a
“free particle”, the we obtain from Equation (94):

ω1,2 = ±
√
E2 − �P2 (95)

As we mentioned before both, energy and momentum, have (within this game) the unit of frequencies.
If we take into account that ω1,2 ≡ m is fixed, then the dispersion relation for “the energy” E = ω is

E = ω =

√
m2 + �P2 (96)
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which is indeed the correct relativistic dispersion. But how do we make the step from pure oscillations
to waves? (The question if Quantum theory requires Planck’s constant h̄, has been answered negative
by John P. Ralston [35]).

6.1. Moments and The Fourier Transform

In case of “classical” probability distribution functions (PDFs) φ(x) we may use the Taylor terms
of the characteristic function φ̃x(t) = 〈exp i t x〉x, which is the Fourier transform of φ(x), at the origin.
The k-th moment is then given by

〈xk〉 = ik φ̃(k)(0) (97)

where φ(k) is the k-th derivative of φ̃x(t).
A similar method would be of interest for our modeling game. Since a (phase space-) density is

positive definite, we can always take the square root of the density instead of the density itself: φ =
√

ρ.
The square root can also defined to be a complex function, so that the density is ρ = φφ� = ‖φ‖2 and,
if mathematically well-defined (convergent), we can also define the Fourier transform of the complex
root, i.e.,

φ̃(ω,�k) = N
∫

φ(t,�x) exp (i ω t − i�k�x) dt d3x (98)

and vice versa:
φ̃(t,�x) = Ñ

∫
φ(ω,�k) exp (−i ω t + i�k�x) dωd3k (99)

In principle, we may define the density no only by real and imaginary part, but by an arbitrary number
of components. Thus, if we consider a four-component spinor, we may of course mathematically
define its Fourier transform. But in order to see, why this might be more than a mathematical
“trick”, but physically meaningful, we need to go back to the notions of classical statistical mechanics.
Consider that we replace the single state vector by an “ensemble”, where we leave the question open,
if the ensemble should be understood as a single phase space trajectory, averaged over time, or as some
(presumably large) number of different trajectories. It is well-known, that the phase space density
ρ(ψ) is stationary, if it depends only on constants of motion, for instance if it depends only on the
Hamiltonian itself. With the Hamiltonian of Equation (12), the density could for example have the
form

ρ(H) ∝ exp (−βH) = exp (−β ψAψ/2) (100)

which corresponds to a multivariate Gaussian. But more important is the insight, that the density
exclusively depends on the second moments of the phase space variables as given by the Hamiltonian,
i.e., in case of a “free particle” it depends on E and �P. And therefore we should be able to use energy
and momentum as frequency ω and wave-vector�k.

But there are more indications in our modeling game that suggest the use of a Fourier transform
as we will show in the next section.

6.2. The Geometry of (De-)Coupling

In the following we give a (very) brief summary of Reference [33]. As already mentioned,
decoupling is meant-despite the use of the EMEQ-first of all purely technical-mathematical. Let us
delay the question, if the notions that we define in the following have any physical relevance. Here we
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refer first of all to block-diagonalization, i.e., we treat the symplex F just as a “Hamiltonian” matrix.
From the definition of the real Dirac matrices we obtain F in explicit 4 × 4 matrix form:

F =

⎛
⎜⎜⎜⎝

−Ex Ez + By Ey − Bz Bx

Ez − By Ex −Bx −Ey − Bz

Ey + Bz Bx Ex Ez − By

−Bx −Ey + Bz Ez + By −Ex

⎞
⎟⎟⎟⎠

+

⎛
⎜⎜⎜⎝

−Pz E − Px 0 Py

−E − Px Pz Py 0
0 Py −Pz E + Px

Py 0 −E + Px Pz

⎞
⎟⎟⎟⎠

(101)

If we find a (sequence of) symplectic similarity transformations that would allow to reduce the
4 × 4-form to a block-diagonal form, then we would obtain two separate systems of size 2 × 2 and we
could continue with the transformations of Section 5.1.

Inspection of Equation (101) unveils that F is block-diagonal, if the coefficents Ey, Py, Bx and Bz

vanish. Obviously this implies that �E · �B = 0 and �P · �B = 0. Or vice versa, if we find a symplectic
method that transforms into a system in which �E · �B = 0 and �P · �B = 0, then we only need to apply
appropriate rotations to achieve block-diagonal form. As shown in Reference [33] this can be done
in different ways, but in general it requires the use of the “phase rotation” γ0 and “phase boosts”
�γ. Within the conceptional framework of our game, the application of these transformations
equals the use of “matter fields”. But furthermore, this shows that block-diagonalization has also
geometric significance within the Dirac algebra and, with respect to the Fourier transformation,
the requirement �P · �B = 0 indicates a divergence free magnetic field, as the replacement of �P by
�∇ yields �∇ · �B = 0. The additional requirement �E · �B = 0 also fits well to our physical picture of
e.m. waves. Note furthermore, that there is no analogous requirement to make �P · �E equal to zero.
Thus (within this analogy) we can accept �∇ · �E �= 0.

But this is not everything to be taken from this method. If we analyze in more detail, which
expressions are required to vanish and which may remain, then it appears that �P · �B is explicitely
given by

Px Bx γ1 γ2 γ3 + Py By γ2 γ3 γ1 + Pz Bz γ3 γ1 γ2 = (�P · �B) γ10

Ex Bx γ4 γ2 γ3 + Ey By γ5 γ3 γ1 + Ez Bz γ6 γ1 γ2 = (�E · �B) γ14

Px Ex γ1 γ4 γ3 + Py Ey γ2 γ5 γ1 + Pz Ez γ3 γ6 γ2 = −(�P · �E) γ0

(102)

That means that exactly those products have to vanish which yield cosymplices. This can be interpreted
via the structure preserving properties of symplectic motion. Since within our game, the particle type
can only be represented by the structure of the dynamics, and since electromagnetic processes do not
change the type of a particle, then they are quite obviously structure preserving which then implies
the non-appearance of co-symplices. Or-in other words-electromagnetism is of Hamiltonian nature.
We will come back to this point in Section 6.4.

6.3. The Lorentz Force

In the previous section we constituted the distinction between the “mechanical” elements
P = E γ0 + �γ · �P of the general matrix F and the electrodynamical elements F = γ0 �γ · E + γ14 γ0 �γ · �B.
Since the matrix S = Σ γ0 is a symplex, let us assume to be equal to P and apply Equation (25). We then
find (with the appropriate relative scaling between P and F as explained above):

dP

dτ
= Ṗ =

q
2 m

(F P − P F) (103)

which yields written with the coefficients of the real Dirac matrices:
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dE
dτ = q

m
�P · �E

d�P
dτ = q

m

(
E �E + �P × �B

)
(104)

where τ is the proper time. If we convert to the lab frame time t using dt = dτ
γ Equation (103) yields

(setting c = 1):
γ dE

dt = q γ�v · �E
γ d�P

dt = q
m

(
m γ �E + m γ�v × �B

)
dE
dt = q�v · �E
d�P
dt = q

(
�E +�v × �B

) (105)

which is the Lorentz force. Therefore the Lorentz force acting on a charged particle in 3 spatial
dimensions can be modeled by an ensemble of 2-dimensional CHOs. The isomorphism between the
observables of the perceived 3-dimensional world and the second moments of density distributions in
the phase space of 2-dimensional oscillators is remarkable.

In any case, Equation (103) clarifies two things within the game. Firstly, that both, energy E
and momentum �p, have to be interpreted as mechanical energy and momentum (and not canonical),
secondly the relative normalization between fields and mechanical momentum is fixed and last, but not
least, it clarifies the relation between the time related to mass (proper time) and the time related to γ0

and energy, which appears to be the laboratory time.

6.4. The Maxwell Equations

As we already pointed out, waves are (within this game) the result of a Fourier transformation
(FT). But there are different ways to argue this. In Reference [16] we argued that Maxwell’s equations
can be derived within our framework by (a) the postulate that space-time emerges from interaction,
i.e., that the fields �E and �B have to be constructed from the 4-vectors. X = t γ0 +�x · �γ, J = ρ γ0 +�j · �γ
and A = Φ γ0 + �A · �γ with (b) the requirement that no co-symplices emerge. But we can also argue
with the FT of the density (see Section 6.1).

If we introduce the 4-derivative

∂ ≡ −∂t γ0 + ∂x γ1 + ∂y γ2 + ∂z γ3 (106)

The non-abelian nature of matrix multiplication requires to distinguish differential operators acting to

the right and to the left, i.e., we have ∂ as defined in Equation (106),
→
∂ and

←
∂ which is written to the

right of the operand (thus indicating the order of the matrix multiplication) so that

H
←
∂ ≡ −∂t H γ0 + ∂x H γ1 + ∂y H γ2 + ∂z H γ3

→
∂ H ≡ −γ0 ∂t H + γ1 ∂x H + γ2 ∂y H + γ3 ∂z H

(107)

The we find the following general rules (see Equation (35)) that prevent from non-zero cosymplices:

1
2

(→
∂ vector − vector

←
∂

)
⇒ bi-vector

1
2

(→
∂ bi-vector − bi-vector

←
∂

)
⇒ vector

1
2

(→
∂ bi-vector + bi-vector

←
∂

)
⇒ axial vector = 0

1
2

(→
∂ vector + vector

←
∂

)
⇒ scalar = 0

(108)
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Application of these derivatives yields:

F = 1
2

(→
∂ A − A

←
∂

)
4 π J = 1

2

(→
∂ F − F

←
∂

)
0 =

→
∂ F + F

←
∂

0 = 1
2

(→
∂ A + A

←
∂

)
0 = 1

2

(→
∂ J + J

←
∂

)
(109)

The first row of Equation (109) corresponds to the usual definition of the bi-vector fields from a vector
potential A and is (written by components) given by

�E = −�∇φ − ∂t �A
�B = �∇× �A

(110)

The second row of Equation (109) corresponds to the usual definition of the 4-current J as sources
of the fields and the last three rows just express the impossibility of the appearance of cosymplices.
They explicitely represent the homogenuous Maxwell equations

�∇ · �B = 0
�∇× �E + ∂t�B = 0

(111)

the continuity equation
∂tρ + �∇ ·�j = 0 (112)

and the so-called “Lorentz gauge”
∂tΦ + �∇ · �A = 0 (113)

The simplest idea about the 4-current within QED is to assume that it is proportional to the
“probability current”, which is within our game given by the vector components of S = Σ γ0.

7. The Phase Space

Up to now, our modeling game referred to the second moments and the elements of S are second
moments such that the observables are given by (averages over) the following quadratic forms:

E ∝ ψT ψ = q2
1 + p2

1 + q2
2 + p2

2
px ∝ −q2

1 + p2
1 + q2

2 − p2
2

py ∝ 2 (q1 q2 − p1 p2)

pz ∝ 2 (q1 p1 + q2 p2)

Ex ∝ 2 (q1 p1 − q2 p2)

Ey ∝ −2 (q1 p2 + q2 p1)

Ez ∝ q2
1 − p2

1 + q2
2 − p2

2
Bx ∝ 2 (q1 q2 + p1 p2)

By ∝ q2
1 + p2

1 − q2
2 − p2

2
Bz ∝ 2 (q1 p2 − p1 q2)

(114)

If we analyze the real Dirac matrix coefficents of S = ψ ψT γ0 in terms of the EMEQ and evaluate the
quadratic relations between those coefficients, then we obtain:
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�P2 = �E2 = �B2 = E2

0 = �E2 − �B2

E2 = 1
2 (

�E2 + �B2)

E �P = �E × �B
E3 = �P · (�E × �B)
m2 ∝ E2 − �P2 = 0

�P · �E = �E · �B = �P · �B = 0

(115)

Besides a missing renormalization these equations describe an object without mass but with the
geometric properties of light as decribed by electrodynamics, e.g., by the electrodynamic description
of electromagnetic waves, which are �E · �B = 0, �P ∝ �E × �B, �E2 = �B2 and so on. Hence single spinors are
light-like and can not represent massive particles.

Consider the spinor as a vector in a four-dimensional Euclidean space. We write the symmetric
matrix A (or Σ, respectively) as a product in the form of a Gramian:

A = BT B (116)

or-componentwise:
Aij = ∑k (BT)ik Bkj

= ∑k Bki Bkj (117)

The last line can be read such that matrix element Aij is the conventional 4-dimensional scalar product
of column vector Bi with column vector Bj.

From linear algebra we know that Equation (116) yields a non-singular matrix A, iff the
column-vectors of the matrix B are linearily independent. In the orthonormal case, the matrix A
simply is the pure form of a non-singular matrix, i.e., the unit matrix. Hence, if we want to construct a
massive object from spinors, we need several spinors to fill the columns of B. The simplest case is the
orthogonal case: the combination of four mutual orthogonal vectors. Given a general 4-component
Hamiltonian spinor ψ = (q1, p1, q2, p2), how do we find a spinor that is orthogonal to this one?
In 3 (i.e., odd) space dimensions, we know that there are two vectors that are perpendicular to any
vector (x, y, z)T , but without fixing the first vector, we can’t define the others. In even dimensions
this is different: it suffices to find a non-singular skew-symmetric matrix like γ0 to generate a vector
that is orthogonal to ψ, namely γ0 ψ. As in Equation (3), it is the skew-symmetry of the matrix that
ensures the orthogonality. A third vector γk ψ must then be orthogonal to ψ and to γ0 ψ. It must be
skew-symmetric and it must hold ψTγT

k γ0 ψ = 0. This means that the product γT
k γ0 must also be

skew-symmetric and hence that γk must anti-commute with γ0:

(γT
k γ0)

T = γT
0 γk = −γT

k γ0

⇒ γT
0 γk + γT

k γ0 = 0
0 = γ0 γk + γk γ0

(118)

Now let us for a moment return to the question of dimensionality. There are in general 2 n (2 n − 1)/2
non-zero independent elements in a skew-symmetric square 2n × 2n matrix. But how many matrices
are there in the considered phase space dimensions, i.e., in 1+ 1, 3+ 1 and 9+ 1 (etc.) dimensions which
anti-commute with γ0? We need at least 2 n − 1 skew-symmetric anti-commuting elements to obtain
a diagonal A. However, this implies at least N − 1 anticommuting elements of the Clifford algebra
that square to −1. Hence the ideal case is 2n = N, which is only true for the Pauli and Dirac algebra.
For the Pauli algebra, there is one skew-symmetric element, namely η0. In the Dirac algebra there
are 6 skew-symmetric generators that contain two sets of mutually anti-commuting skew-symmetric
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matrices: γ0, γ10 and γ14 on the one hand and γ7, γ8 and γ9 on the other hand. The next considered
Clifford algebra with N = 9+ 1 dimensions requires a representation by 2n = 32 =

√
210 -dimensional

real matrices. Hence this algebra may not represent a Clifford algebra with more than 10 unit
elements-certainly not 2 n. Hence, we can not use the algebra to generate purely massive objects
(e.g., diagonal matrices) without further restrictions (i.e., projections) of the spinor ψ.

But what exactly does this mean? Of course we can easily find 32 linearily independent spinors to
generate an orthogonal matrix B. So what exactly is special in the Pauli- and Dirac algebra? To see
this, we need to understand, what it means that we can use the matrix B of mutually orthogonal
column-spinors

B = (ψ, γ0 ψ, γ10 ψ, γ14 ψ) (119)

This form implies that we can define the mass of the “particle” algebraically, and since we have N − 1 = 3
anticommuting skew-symmetric matrices in the Dirac algebra, we can find a multispinor B for any
arbitrary point in phase space. This does not seem to be sensational at first sight, since this appears
to be a property of any Euclidean space. The importance comes from the fact that ψ is a “point” in a
very special space-a point in phase space. In fact, we will argue in the following that this possibility to
factorize ψ and the density ρ is everything but self-evident.

If we want to simulate a phase space distribution, we can either define a phase space density
ρ(ψ) or we use the technique of Monte-Carlo simulations and represent the phase space by (a huge
number of random) samples. If we generate a random sample and we like to implement a certain exact
symmetry of the density in phase space, then we would (for instance) form a symmetric sample by
appending not only a column-vector to B, but also its negative −ψ. In this way we obtain a sample
with an exact symmetry. In a more general sense: If a phase space symmetry can be represented by
a matrix γs that allows to associate to an arbitrary phase space point ψ a second point γs ψ where
γs is skew-symmetric, then we have a certain continuous linear rotational symmetry in this phase
space. As we have shown, phase-spaces are intrinsically structured by γ0 and insofar much more
restricted than Euclidean spaces. This is due to the distinction of symplectic from non-symplectic
transformations and due to the intrinsic relation to Clifford algebras: Phase spaces are spaces structured
by time. Within our game, the phase space is the only possible fundamental space.

We may imprint the mentioned symmetry to an arbitrary phase space density ρ by taking all phase
space samples that we have so far and adding the same number of samples, each column multiplied
by γs. Thus, we have a single rotation in the Pauli algebra and two of them in the Dirac algebra:

B0 = ψ

γ0 → B1 = (ψ, γ0 ψ)

γ14 → B2 = (ψ, γ0 ψ, γ14 ψ, γ14 γ0 ψ)

= (ψ, γ0 ψ, γ14 ψ, γ10 ψ)

(120)

or:
B0 = ψ

γ7 → B1 = (ψ, γ7 ψ)

γ8 → B2 = (ψ, γ7 ψ, γ8 ψ, γ8 γ7 ψ)

= (ψ, γ7 ψ, γ8 ψ,−γ9 ψ)

(121)

Note that order and sign of the column-vectors in B are irrelevant—at least with respect to the
autocorrelation matrix B BT . Thus we find that there are two fundamental ways to represent a positive
mass in the Dirac algebra and one in the Pauli-algebra. The 4-dimensional phase space of the Dirac
algebra is in two independent ways self-matched.
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Our starting point was the statement that 2 n linear independent vectors are needed to generate
mass. If we can’t find 2 n vectors in the way described above for the Pauli and Dirac algebra, then this
does (of course) not automatically imply that there are not 2 n linear independent vectors.

But what does it mean that the dimension of the Clifford algebra of observables (N) does not match
the dimension of the phase space (2 n) in higher dimensions? There are different physical descriptions
given. Classically we would say that a positive definite 2 n-component spinor describes a system of n
(potentially) coupled oscillators with n frequencies. If B is orthogonal, then all oscillators have the same
frequency, i.e., the system is degenerate. But for n > 2 we find that not all eigenmodes can involve
the complete 2 n-dimensional phase space. This phenomenon is already known in 3 dimensions:
The trajectory of the isotropic three-dimensional oscillator always happens in a 2-dimensional plane,
i.e., in a subspace. If it did not, then the angular momentum would not be conserved. In this case the
isotropy of space would be broken. Hence one may say in some sense that the isotropy of space is the
reason for a 4-dimensional phase-space and hence the reason for the 3 + 1-dimensional observable
space-time of objects. Or in other words: higher-dimensional spaces are incompatible with isotropy,
i.e., with the conservation of angular momentum. There is an intimate connection of these findings
to the impossibility of Clifford algebras Clp,1 with p > 3 to create a homogeneous “Euclidean” space:
Let γ0 represent time and γk with k ∈ [1, . . . , N − 1] the spatial coordinates. The spatial rotators are
products of two spatial basis vectors. The generator of rotations in the (1, 2)-plane is γ1 γ2. Then we
have 6 rotators in 4 “spatial” dimensions:

γ1 γ2, γ1 γ3, γ1 γ4, γ2 γ3, γ2 γ4, γ3 γ4 (122)

However, we find that some generators commute and while others anticommute and it can be taken
from combinatorics that only sets of 3 mutual anti-commuting rotators can be formed from a set of
symmetric anti-commuting γk. The 3 rotators

γ1 γ2, γ2 γ3, γ1 γ3 (123)

mutually anticommute, but γ1 γ2 and γ3 γ4 commute. Furthermore, in 9 + 1 dimensions, the spinors
are either projections into 4-dimensional subspaces or there are non-zero off-diagonal terms in A,
i.e., there is “internal interaction”.

Another way to express the above considerations is the following: Only in 4 phase space
dimensions we may construct a massive object from a matrix B that represents a multispinor Ψ
of exactly N = 2n single spinors and construct a wave-function according to

Ψ = φB (124)

where ρ = φ2 is the phase space density.
It is easy to prove and has been shown in Reference [16] that the elements γ0, γ10 and γ14 represent

parity, time reversal and charge conjugation. The combination of these operators to form a multispinor,
may lead (with normalization) to the construction of symplectic matrices M. Some examples are:

M = (1 ψ, γ0 ψ,−γ14 ψ,−γ10 ψ)/
√

ψT ψ

M γ0 MT = γ0

M = (1 ψ,−γ14 ψ,−γ10 ψ, γ0 ψ)/
√

ψT ψ

M γ10 MT = γ10

M = (γ10 ψ,−1 ψ,−γ14 ψ, γ0 ψ)/
√

ψT ψ

M γ14 MT = γ14

(125)
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Hence the combination of the identity and CPT-operators can be arranged such that the multispinor
M is symplectic with respect to the directions of time γ0, γ10 and γ14, but not with respect to γ7, γ8

or γ9. As we tried to explain, the specific choice of the skew-symmetric matrix γ0 is determined by a
structure defining transformation. Since particles are nothing but dynamical structures in this game,
the 6 possible SUMs should stand for 6 different particle types. However, for each direction of time,
there are also two choices of the spatial axes. For γ0 we have chosen γ1, γ2 and γ3, but we could have
used γ4 = γ0 γ1, γ5 = γ0 γ2 and γ6 = γ0 γ3 as well.

Thus, there should be either 6 or 12 different types of structures (types of fermions) that can
be constructed within the Dirac algebra. The above construction allows for three different types
corresponding to three different forms of the symplectic unit matrix, further three types are expected
to be related to γ7, γ8 and γ9:

M = (1 ψ,−γ9 ψ,−γ8 ψ,−γ7 ψ)/
√

ψT ψ

M γ7 MT = γ7

M = (1 ψ,−γ8 ψ,−γ7 ψ,−γ9 ψ)/
√

ψT ψ

M γ8 MT = γ8

M = (γ7 ψ,−1 ψ,−γ8 ψ,−γ9 ψ)/
√

ψT ψ

M γ9 MT = γ9

(126)

These matrices describe specific symmetries of the 4-dimensional phase space, i.e., geometric objects
in phase space. Therefore massive multispinors can be described as volumes in phase space. If we
deform the figure by stretching parameters a, b, c, d such that

M̃ = (a 1 ψ,−b γ0 ψ,−c γ14 ψ,−d γ10 ψ)/
√

ψT ψ (127)

then one obtains with fk taken from Equation (114):

M̃ M̃T γ0 =
9
∑

k=0
gk fk γk/

√
ψT ψ

g0 = a2 + b2 + c2 + d2

g1 = −g2 = g3 = a2 − b2 + c2 − d2

g4 = −g5 = g6 = a2 − b2 − c2 + d2

g7 = g8 = g9 = a2 + b2 − c2 − d2

(128)

This result reproduces the quadratic forms fk of Equation (114), but furthermore the phase space radii
a, b, c and d reproduce the structure of the Clifford algebra, i.e., the classification into the 4 types of
observables E , �P, �E and �B. This means that a deformation of the phase space “unit cell” represents
momenta and fields, i.e., the dimensions of the phase space unit cell are related to the appearance of
certain symplices:

(a = b)AND (c = d) ⇒ �P = �E = 0
(a = c)AND (b = d) ⇒ �E = �B = 0
(a = d)AND (b = c) ⇒ �P = �B = 0

(129)

while for a = b = c = d all vectors but E vanish. Only in this latter case, the matrix M is symplectic for
a = b = c = d = 1. These relations confirm the intrinsic connection between a classical 4-dimensional
Hamiltonian phase space and Clifford algebras in dimension 3+1.

162



Symmetry 2016, 8, 30

8. Summary and Discussion

Based on three fundamental principles, which describe the form of physics, we have shown that
the algebraic structure of coupled classical degrees of freedom is (depending on the number of the
DOFs) isomorph to certain Clifford algebras that allow to explain the dimensionality of space-time,
to model Lorentz-transformations, the relativistic energy-momentum relation and even Maxwell’s
equations.

It is usually assumed that we have to define the properties of space-time in the first place:
“In Einstein’s theory of gravitation matter and its dynamical interaction are based on the notion of
an intrinsic geometric structure of the space-time continuum” [36]. However, as we have shown
within this “game”, it has far more explanatory power to derive and explain space-time from the
principles of interaction. Hence we propose to reverse the above statement: The intrinsic geometric
structure of the space-time continuum is based on the dynamical interaction of matter. A rigorous
consequence of this reversal of perspective is that “space-time” does not need to have a fixed and
unique dimensionality at all. It appears that the dimensionality is a property of the type of interaction.
However, supposed higher-dimensional space-times (see Reference [16]) would emerge in analogy
to the method presented here, for instance in nuclear interaction, then these space-times would not
simply be Euclidean spaces of higher dimension. Clifford algebras, especially if they are restricted by
symplectic conditions by a Hamiltonian function, have a surprisingly complicated intrinsic structure.
As we pointed out, if all generators of a Clifford algebra are symplices, then in 9+ 1 dimensions, we find
k-vectors with k ∈ [0..10] but k-vectors generated from symplices are themselves symplices only for
k ∈ [1, 2, 5, 6, 9, 10, . . . ]. However, if space-time is constraint by Hamiltonian motion, then ensembles
of oscillators may also clump together to form “objects” with 9 + 1 or 25 + 1-dimensional interactions,
despite the fact that we gave strong arguments for the fundamentality of the 3 + 1-dimensional
Hamiltonian algebra.

There is no a priori reason to exclude higher order terms-whenever they include constants of
motion. However, as the Hamiltonian then involves terms of higher order, we might then need to
consider higher order moments of the phase space distribution. In this case we would have to invent
an action constant in order to scale ψ.

Our game is based a few general rules and symmetry considerations. The math used in our
derivation-taken the results of representation theory for granted-is simple and can be understood
on an undergraduate level. And though we never intended to find a connection to string
theory, we found-besides the 3 + 1-dimensional interactions a list of possible higher-dimensional
candidates, two of which are also in the focus of string theories, namely 9 + 1 = 10-dimensional and
25 + 1 = 26-dimensional theories [37].

We understand this modeling game as a contribution to the demystification (and unification) of
our understanding of space-time, relativity, electrodynamics and quantum mechanics. Despite the fact
that it has become tradition to write all equations of motion of QED and QM in a way that requires the
use of the unit imaginary, our model seems to indicate that it does not have to be that way. Though it
is frequently postulated that evolution in time has to be unitary within QM, it appears that symplectic
motion does not only suffice, but is superior as it yields the correct number of relevant operators.
While in the unitary case, one should expect 16 (15) unitary (traceless) operators for a 4-component
spinor, but the natural number of generators in the corresponding symplectic treatment is 10 as found
by Dirac himself in QED [2,38]. If a theory contains things which are not required, then we have added
something arbitrary and artificial. The theory as we described it indicates that in momentum space,
which is used here, there is no immediate need for the use of the unit imaginary and no need for more
than 10 fundamental generators. The use of the unit imaginary however appears unavoidable when
we switch via Fourier transform to the “real space”.

There is a dichotomy in physics. On the one hand all causes are considered to inhabit space-time
(local causality), but on the other hand the physical reasoning mostly happens in energy-momentum
space: There are no Feyman-graphs, no scattering amplitudes, no fundamental physical relations, that
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do not refer in some way to energy or momentum (-conservation). We treat problems in solid state
physics as well as in high energy physics mostly in Fourier space (reciprocal lattice).

We are aware that the rules of the game are, due to their rigour, difficult to accept. However, maybe
it does not suffice to speculate that the world might be a hologram (As t’Hooft suggested [39] and
Leonard Susskind sketched in his celebrated paper, Reference [40])-we really should play modeling
games that might help to decide, if and how it could be like that.

Conflicts of Interest: “The author declares no conflict of interest.”

Appendix Microcanonical Ensemble

Einstein once wrote that “A theory is the more impressive the greater the simplicity of its premises,
the more different kinds of things it relates, and the more extended its area of applicability. Hence the
deep impression that classical thermodynamics made upon me. It is the only physical theory of
universal content concerning which I am convinced that, within the framework of the applicability of
its basic concepts, it will never be overthrown [...]” [10]. We agree with him and we will try to show in
the following that this holds also for the branch of thermodynamics that is called statistical mechanics.

By the use of the EMEQ it has been shown, that the expectation values

fk =
Tr(γ2

k)

16
ψ̄ γk ψ (A1)

can be associated with energy E and momentum �p of and with the electric (magnetic) field �E and �B
as seen by a relativistic charged particle. It has also been shown that stable systems can always be
transformed in such a way as to bring H into a diagonal form:

F =

⎛
⎜⎜⎜⎝

0 ω1 0 0
−ω1 0 0 0

0 0 0 ω2

0 0 −ω2 0

⎞
⎟⎟⎟⎠ (A2)

In the following we will use the classical model of the microcanonical ensemble to compute some
phase space averages. Let the constant value of the Hamiltonian be H = U where U is some energy,
the volume in phase space Φ� that is limited by the surface of constant energy U is given by [41]:

Φ� =
∫

H<U

dq1 dp1 dq2 dp2 (A3)

and the partition function ω� is the derivative

ω� =
dΦ�

dU
(A4)

which is the phase space integral over all states of constant energy U. The average value of any phase
space function f (p, q) is then given by

f (p, q) =
1

ω�

d
dU

∫
H<U

f (p, q) dq1 dp1 dq2 dp2 (A5)
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In case of a 2-dimensional harmonic oscillator, for instance, we may take the following parametrization
of the phase space:

q1 = r cos (α) cos (β)

p1 = r cos (α) sin (β)

q2 = r sin (α) cos (γ)
p2 = r sin (α) sin (γ)

(A6)

Note that Equation (A6) describes a solution of the equations of motion

ψ̇ = F ψ (A7)

when we replace
β → −ω1 t
γ → −ω2 t

(A8)

This means that the (normalized) integration over β and γ is mathematically identical to an integration
over all times (time average). From Equation (A5) one would directly conclude

f (p, q) =
1

ω�

d
dU

∫
H<U

f (p, q)
√

g dr dα dβ dγ (A9)

where g is the Gramian determinant. However the relative amplitude controlled by the parameter
α can not be changed by symplectic transformations and hence remains constant in a closed system.
Therefore the phase space trajectory of the oscillator can not cover the complete 3-dim. energy surface,
but only a 2-dim. subset thereof. This is known very well in accelerator physics as the emittance
preservation of decoupled DOF. And we have shown in Reference [33] that all stable harmonic
oscillators are symplectically similar to a decoupled system. Consequently α has to be excluded from
the integration of a “single particle” average and has to be treated instead as an additional parameter
or “boundary condition”:

f (p, q) =
1

ω�

d
dU

∫
H<U

f (p, q)
√

g dr dβ dγ (A10)

The Gramian determinant hence is given by:

g = Det(GT G)

G =

⎛
⎜⎜⎜⎜⎜⎝

∂q1
∂r

∂q1
∂β

∂q1
∂γ

∂p1
∂r

∂p1
∂β

∂p1
∂γ

∂q2
∂r

∂q2
∂β

∂q2
∂γ

∂p2
∂r

∂p2
∂β

∂p2
∂γ

⎞
⎟⎟⎟⎟⎟⎠

(A11)

so that one finds √
g = r2 cos (α) sin (α) (A12)

Accordingly, Equation (A3) has to be written as

Φ� =
∫

H<U

√
g dr dβ dγ (A13)

165



Symmetry 2016, 8, 30

We use the abbreviations
ω̄ = ω1+ω2

2
Δω = ω1−ω2

2
Ω = ω̄ + Δω cos (2 α)

(A14)

The Hamilton function is given in the new coordinates by

H =
r2 Ω

2
(A15)

so that the condition H < U translates into

r ≤
√

2 ε (A16)

where ε = U/Ω. The integration over β and γ is taken from 0 to 2 π. The complete integration
results in

Φ� = 2 π2

3 sin (2 α)
(

2 U
Ω

)3/2

ω� = 3
2 U Φ�

(A17)

The following average values are computed from Equation (A10):

H = U
H2 = U2

fk =

⎧⎪⎨
⎪⎩

ε for k = 0
ε cos (2 α) for k = 8
0 for k ∈ {1 − 7, 9}

f 2
k =

⎧⎪⎨
⎪⎩

fk
2

for k = 0, 8
1
4 ε2 (1 + cos2 (2 α)) for k ∈ {1, 3, 4, 6}
1
2 ε2 sin2 (2 α) for k ∈ {2, 5, 7, 9}

(A18)

Hence we find that f0 (energy), f8 (one spin component) and H (mass) are “sharp” (i.e., operators with
an eigenvalue), while the other “expectation values” have a non-vanishing variance. The fact that spin
always has a “direction of quantization”, i.e., that only one single “sharp” component, can therefore
be modelled within our game. It is a consequence of symplectic motion. Note also that the squared
expectation values of all even (γ1, γ3, γ4 and γ6, except γ0 and γ8) and all odd (γ2, γ5, γ7 and γ9)
operators are equal (The even Dirac matrices are block-diagonal, the odd ones not. There are six even
symplices and four odd (γ2, γ5, γ7 and γ9) ones [32]. Obviously this pattern is the reason for the
grouping in Equation (A18)).

Consider the coordinates are given by the fields (�E ∝ �x) �Q = ( f4, f5, f6)
T and the momenta as

usual by �P = ( f1, f2, f3)
T , then the angular momentum�L should be given by�L = �Q × �P. We obtain

the following expectation values from the microcanonical ensemble:

Lx = Lz = 0
L2

x = L2
z = 1

2 ε4 sin2 (2 α)

Ly = ε2 cos (2 α)

L2
y = ε4 cos2 (2 α)

(A19)

That is-up to a common scale factor of ε (or ε2, respectively)-we have the same results as in
Equation (A18). Consider now the quantum mechanical postulate that the spin component of a
fermion is sz = ±s = ± 1

2 and |�s|2 = s2
x + s2

y + s2
z = s(s + 1) = 3

4 . We can “derive” this result
(up to a factor) from an isotropy requirement for the 4th order moments, i.e., from the condition that
〈P2

x 〉 = 〈P2
y 〉 = 〈P2

z 〉:
sin2 (2 α) = 2 cos2 (2 α) (A20)
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so that
α =

1
2

arctan
√

2 = 27.3678◦ (A21)

or equivalently with
1 + 3 cos2 (2 α) = 0 (A22)

we obtain
cos (2 α) = ± 1√

3
(A23)

With respect to the symplex F as defined in Equation (A2), we have

F = ω̄ γ0 + Δω γ8 (A24)

so that with Equation (A18) one finds

f8/ f0 = f8/ f0 = cos (2 α) (A25)

The total spin would then be given by the 4th order moments as�S2 = ε2, so that for a spin- 1
2 -particle we

would have to normalize to ε2 = (s(s + 1))h̄2 = 3
4 h̄2 and hence f8 =

√
3
4 h̄ 1√

3
= h̄

2 . However, the mass
formula (Equation (94)), refers to the second moments, so that in linear theory we would have

H = m = ω0

√
f 2
0 + f 2

8 = ω0

√
ε2 +

1
3

ε2 = ω0

√
4
3

ε = ω0 h̄ (A26)

In order to relate this to a frequency difference, we use Equation (A25):

f8
f0

= Δω
ω̄ = ω1−ω2

ω1+ω2
= cos (2 α) = 1√

3
⇒
ω1
ω2

= 2 +
√

3
Ω = 4 Δω = 4√

3
ω̄

(A27)

Then from r =
√

2 ε and Equation (A15) we find

H = r2 Ω
2 = ε Ω =

√
3
4 h̄ Ω =

√
3
4 h̄ 4√

3
ω̄

= 2 h̄ ω̄ = h̄(ω1 + ω2)
(A28)

To conclude, classical statistical mechanics allows for a description of spin, if the rules of symplectic
motion are taken into account. This alone is remarkable. Secondly, assumed that the microcanonical
ensemble is the right approach, then the isotropy of the emergent 3+1-dimensional space-time
(with respect to 4th-order moments) apparently requires a certain ratio between the frequencies
and amplitudes of the two coupled oscillators, i.e., an asymmetry on the fundamental level.

Appendix .1 Entropy and Heat Capacity

The entropy S of the microcanonical ensemble can be written as [41]:

S = k log Φ� (A29)

The temperature T of the system is given by

∂S
∂U = 1

T =
∂(k log Φ�)

∂U = k ω�

Φ�

= 3 k
2 U

(A30)
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so that energy as a function of temperature is

U =
3
2

k T (A31)

and the heat capacity CV = ∂U
∂T is (per particle)

CV =
3
2

k (A32)

This important result demonstrates—according to statistical mechanics— that the 3-dimensionality of
the “particle” as the energy per DOF is k T

2 : a two-dimensional harmonic oscillator of fundamental
variables is equivalent to an free 3-dimensional “point particle”. To our knowledge this is the first real
physical model of a relativistic point particle.
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Abstract: Harmonic oscillator coherent states are well known to be the analogue of classical states.
On the other hand, nonlinear and generalised coherent states may possess nonclassical properties.
In this article, we study the nonclassical behaviour of nonlinear coherent states for generalised classes
of models corresponding to the generalised ladder operators. A comparative analysis among them
indicates that the models with quadratic spectrum are more nonclassical than the others. Our central
result is further underpinned by the comparison of the degree of nonclassicality of squeezed states of
the corresponding models.

Keywords: nonlinear coherent states; nonclassicality; squeezed states; entanglement entropy

1. Introduction

In 1926, Erwin Schrödinger first introduced coherent states while searching for classical like
states [1]. In the very first proposal, coherent states were interpreted as nonspreading wavepackets
when they move in the harmonic oscillator potential. They minimise the Heisenberg’s uncertainty
relation, with equal uncertainties in each quadrature. Thus, they are the best quantum mechanical
representation of a point in phase space, or in other words, they are the closest possible quantum
mechanical states whose behaviour resemble that of classical particles. Coherent states were introduced
later by Glauber and Sudarshan [2,3] as a starting point of nonclassicality in terms of the P-function
for arbitrary density matrices ρ,

ρ =
∫

P(z)|z〉〈z|dRez dImz
∫

P(z)dRez dImz = 1 (1)

For coherent states, the weight function P(z) can be interpreted as a probability density, as in
this case the P-function is a delta function. Glauber defined the nonclassical states as those for which
the P-distribution fails to be a probability density. More specifically, if the singularities of P-functions
are either of types stronger than those of the delta functions or they are negative, the corresponding
states have no classical analogue. A different argument is given in [4], where the author says that
a quantum state may be nonclassical even though the P-distribution is a probability density, rather,
the nonclassicality is associated with the failure of the Margenau-Hill distribution to be a probability
distribution. Nevertheless, we will stick to the convention of Glauber throughout our discussion. It is
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important to know that while the coherent states play important roles in various branches of physics
due to their classical like behaviour, the nonclassical states also have several interesting characteristics
for the purpose of quantum information processing. Over last few decades, there have been numerous
experimental attempts in search of nonclassical states [5,6]. The underlying inspiration behind all these
efforts is that the nonclassical states are the prerequisites for creating entangled states [7], which are
the most fundamental requirements for quantum teleportation.

There exist different types of nonclassical states in the literature; such as, squeezed states [8,9],
photon added coherent states [10], Schrödinger cat states [11], pair coherent states [12], photon
subtracted squeezed states [13] and many more. For a concrete review on the subject, one can follow;
for instance, [14]. Apart from the aforementioned nonclassical states, the nonclassical properties of
different type of coherent states have also been explored, for instance, for Gazeau-Klauder coherent
states [15], nonlinear coherent states [16–20] and coherent states in noncommutative space [21,22].
In this article, we explore the comparative analysis of nonclassical nature of nonlinear coherent states
for two different type of models associated to the nonlinear ladder operators, and realise that the
models with quadratic spectrum produce higher amount of nonclassicality than the others.

Our manuscript is organised as follows: In Section 2, we discuss the general construction
procedure of nonlinear coherent and squeezed states. In Section 3, we revisit a well known technique
of computing quantum entanglement from nonclassical states by utilising a quantum beam splitter.
In Section 4, nonclassical properties of nonlinear coherent states for two general classes of models are
analysed. Our conclusions are stated in Section 5.

2. Nonlinear Coherent and Squeezed States

We start with a brief review of coherent states |z〉, which are defined as the eigenstates of the
boson annihilation operator a|z〉 = z|z〉, with z being complex eigenvalues [2]. In terms of Fock states
they are represented in a compact form by

|z〉 =
1

N (z)

∞

∑
n=0

zn
√

n!
|n〉 N (z) = e

|z|2
2 (2)

It was shown that the above expression is equivalent to the one obtained by applying the Glauber’s
unitary displacement operator, D(z) = exp(za† − z∗a), on the vacuum |0〉. The striking feature
of coherent states is that they minimise the uncertainty relation, i.e., Δx2Δp2 = 1/4, with equal
uncertainties in each coordinate and, therefore, exhibit reduced noise in optical communications [23].
On the other hand, it is well known that for squeezed states the uncertainty in one of the coordinates
x, p becomes squeezed, so that they produce much lower noise in the corresponding quadrature
in comparison to the coherent states [8,9]. Squeezed states |z, γ〉 are constructed in two equivalent
ways as for coherent states. First, from the eigenvalue definition, (a + γa†)|z, γ〉 = z|z, γ〉 [24,25]
and, second, by acting the squeezing operator, S(γ) = exp[(γa†a† − γ∗aa)/2], on the coherent state,
i.e., |z, γ〉 = S(γ)D(z)|0〉, with z, γ ∈ C, |γ| < 1. Consequently, one can express the squeezed states in
the number state basis as follows

|z, γ〉 =
1

N (z, γ)

∞

∑
n=0

1√
n!

(γ

2

)n/2
Hn

(
z√
2γ

)
|n〉 (3)

where, Hn(α) are the Hermite polynomials in the complex variable α. Therefore, the coherent states
Equation (2) appear to be a special solution of squeezed states Equation (3) for γ = 0. A direct
generalisation of the above formalism is carried out by the replacement of boson creation and
annihilation operators a, a† with the generalised ladder operators A, A†, such that

A = a f (a†a) = f (a†a + 1)a (4)

A† = f (a†a)a† = a† f (a†a + 1) (5)
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with f (a†a) being an operator valued function of the number operator [25,26]. For the choice of
f (a†a) = 1, the generalised ladder operators A, A† fall into the canonical creation and annihilation
operators a, a†. Note that, the operator valued function f (a†a) can be associated with the eigenvalues
en of a system composed of the ladder operators A and A†, as follows

A† A = f (a†a)a†a f (a†a) = f 2(a†a)a†a ∼ f 2(n)n = en (6)

which holds in general for the function f (n). The appearance of additional constant terms in the
eigenvalues can be realised by rescaling the composite system of A and A† correspondingly. In the
generalised framework, the coherent states Equation (2) are modified according to the eigenvalue
definition, A|z, f 〉 = z|z, f 〉, to

|z, f 〉 =
1

N (z, f )

∞

∑
n=0

zn
√

n! f (n)!
|n〉 f (0)! = 1 (7)

which are familiar as the nonlinear coherent states [27–29], with the nonlinearity arising from the
function f (n). The normalisation constant N (z, f ) can be computed by the requirement 〈z, f |z, f 〉 = 1.
For more informations regarding the generalisation of the coherent states, we refer the readers to [14,30].
By following Equation (6), also it is possible to express the coherent states Equation (7) in terms of the
eigenvalues of the corresponding systems as given below [21,31]

|z, f 〉 =
1

N (z, f )

∞

∑
n=0

zn
√

en!
|n〉 e0 = 0 (8)

Construction of squeezed states in the generalised formalism is more involved. Indeed, one requires
to expand the squeezed states |z, γ, f 〉 in terms of Fock states

|z, γ, f 〉 = 1
N (z, γ, f )

∞

∑
n=0

I(z, γ, n)√
n! f (n)!

|n〉 = 1
N (z, γ, f )

∞

∑
n=0

I(z, γ, n)√
en!

|n〉 (9)

followed by the substitution into the corresponding eigenvalue equation, (A + γA†)|z, γ, f 〉 = z|z, γ, f 〉,
to yield a three term recurrence relation [21,26]

I(z, γ, n + 1)− z I(z, γ, n) + γn f 2(n)I(z, γ, n − 1) = 0 (10)

with I(z, γ, 0) = 1 and I(z, γ, 1) = z. It is worthwhile to mention that due to the inadequacy of general
formalism in the literature, one requires to solve the recurrence relation Equation (10) each time to
obtain the squeezed states for the model corresponding to the particular value of f (n). To this end,
we would like to mention that the nonlinear coherent Equation (7) and squeezed states Equation (9)
are very interesting areas of research in recent days. Let us mention, for example, oscillating motion of
a particle in a quadratic potential is described by the coherent states. For a non-quadratic confining
potential, the nonlinear coherent state could be a good model for such motion states. Also, the nonlinear
coherent state could be an adapted model for studying several physical systems with a non-harmonic
potential; such as, the Bose-Einstein condensate [32], Hall effects [33], nonlinear field theories [34], etc.
Experimentally, the nonlinearity can be realised by the optical pumping (with a laser) of nonlinear
mediums; such as, the Kerr medium inside a cavity [35]. The emitted light from such nonlinear
mediums can be modelled as a nonlinear coherent light, which are nonclassical in nature [35,36].
The existence of squeezed states in nonlinear mediums have also been found experimentally; see, for
example [37].
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3. Nonclassicality via Entanglement

The modern quantum optics is undergoing through an extensive research of detecting various
nonclassical states and analysing the qualitative behaviour among them. A well known fact is that in
terms of nonclassicality the coherent states define a boundary, where the nonclassical effects are absent.
There exist several approaches of examining the nonclassicality of states, for instance, by analysing
quadrature and photon number squeezing [8,9] or higher order squeezing [38], by examining
the negativity of the Wigner function [39], by testing the separability with the Peres-Horodecki
criterion [12,40,41], etc. Here, we would like to implement a well established protocol, i.e., the quantum
beam splitter [7,21,42]. The output states of a beam splitter are realised by acting a unitary operator B
on the input states:

|out〉 = B|in〉 = e
θ
2 (a†beiφ−ab†e−iφ)|in〉 |in〉 = |ψ1〉 ⊗ |ψ2〉 (11)

with a, a† and b, b† being the sets of canonical ladder operators operating on the input fields |ψ1〉 and
|ψ2〉, respectively. φ is the phase difference between the reflected and transmitted fields and θ ∈ [0, π]

denotes the angle of the beam splitter. For more details on the device we refer the readers to [42].
It is well known that when we pass the coherent state Equation (2) through one of the input ports
and a vacuum state |0〉 through the other, we obtain two coherent states at the output ports with the
intensity in each of the outputs being halved. However, passing nonclassical states through the inputs
create inseparable/entangled states at the output. Thus it can be utilised as a simple and efficient
tool to test the nonclassicality of the input states by checking whether the output states are entangled
or not. Let us briefly review the detailed procedure of computing the outputs for arbitrary inputs.
Consider, for instance, the generalised squeezed states Equation (9) at one of the inputs, such that the
output states become

|out〉 = B(|z, γ, f 〉 ⊗ |0〉) = 1
N (z, γ, f )

∞

∑
n=0

I(z, γ, n)√
n! f (n)!

B(|n〉 ⊗ |0〉) (12)

where the action of the beam splitter on the Fock state is known [7]

B
(
|n〉 ⊗ |0〉

)
=

n

∑
q=0

(
n
q

)1/2

tqrn−q(|q〉 ⊗ |n − q〉
)

(13)

with t = cos(θ/2) and r = −eiφ sin(θ/2) being the transmission and reflection coefficients, respectively.
By substituting Equation (13) into Equation (12) and following the similar steps as in [21], we obtain the
linear entropy of the output states, S = 1 − Tr(ρ2

a), with ρ2
a being the reduced density matrix of system

a obtained by performing a trace over system b of the density matrix ρab = |out〉〈out|, as follows

S = 1 − 1
N 4(z, γ, f )

∞

∑
q=0

∞

∑
s=0

∞

∑
m=0

∞

∑
n=0

|t|2(q+s)|r|2(m+n)

×I(z, γ, m + q)I∗(z, γ, m + s)I(z, γ, n + s)I∗(z, γ, n + q)
q!s!m!n! f (m + q)! f (m + s)! f (n + s)! f (n + q)!

(14)

The linear entropy S, which varies between 0 and 1 is used to measure entanglement, 0
corresponding to the case of a pure state while 1 refers to a maximally entangled state. Note that
the phase φ between the transmitted and reflected fields is not relevant for the present case as they
appear with their square of their norms in Equation (14). We always work on 50:50 beam splitter,
i.e., with θ = π/2. The reason is that the symmetric beam splitter produces the highest amount of
entanglement among all other cases. Moreover, we perform a comparative study between different
models so that the angle of the beam splitter, θ, also becomes irrelevant to us.
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4. Nonclassical Models

In this section, we construct coherent states and squeezed states of several types of models
associated to the operators A, A† and compare their qualitative behaviour in terms of nonclassicality.
To start with, let us recall some well known facts of the harmonic oscillator along with a deformed
version of it.

4.1. Linear versus Quadratic Spectrum

The general form of coherent and squeezed states associated with the model corresponding
to f (n) are given in Equations (8) and (9), respectively. The harmonic oscillator is the limit of the
generalised expressions for f (n) = 1. For the case when f (n) =

√
n, the corresponding eigenvalues

of A† A are en = f 2(n)n = n2, which we call a deformed version of the harmonic oscillator with
quadratic spectrum. Let us first study the squeezing properties of the above two systems in the
quadrature components

x =
1
2
(a + a†) p =

1
2i
(a − a†) (15)

which are nothing but dimensionless position and momentum operators, respectively. It is well known
that for the coherent states of harmonic oscillator the uncertainty relation is saturated, i.e., ΔxΔp = 1/2,
with Δx = Δp = 1/

√
2. When we consider the quadratic case, i.e., f (n) =

√
n, one of the quadratures

Δx becomes squeezed while the the other one Δp is expanded correspondingly. Quadrature squeezing
is a well known phenomenon, which indicates the nonclassical nature of a quantum state [8,9].
A comparative analysis of the two cases in Figure 1 shows that the quadratic case is nonclassical, while
the harmonic oscillator resembles the classical behaviour.

Figure 1. Dispersion in position (Δx)2, momentum (Δp)2 and product of dispersions
Δ(z, 0) = (Δx)2(Δp)2 for the usual (solid lines) and quadratic (dashed lines) coherent states of the
harmonic oscillator.

Next we compare the density probabilities between the two cases, which are shown in Figure 2.
For the harmonic oscillator case, the probability density in x remains uniform for all values of z.
Whereas, in the quadratic case it becomes narrower with the increase of the value of z. This provides
us an additional evidence of nonclassicality of the states.
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Figure 2. Density probabilities |ψ(z, f )|2 for usual (left) versus the quadratic (right) coherent states of
the harmonic oscillator.

Let us now move on to the squeezed states. We first solve the recurrence relation Equation (10)
for f (n) =

√
n, in terms of the Gauss hypergeometric function 2F1 as follows

I(z, γ, n) = inγn/2n! 2F1

[
− n,

1
2
+

iz
2
√

γ
; 1; 2

]
(16)

which, when substituted in Equation (9), we obtain the explicit form of the squeezed states for the
corresponding model. We know that the squeezed states of any model are always nonclassical [8,9].
However, from the previous analysis we can claim that the squeezed states in the quadratic case are
more nonclassical than those of the harmonic oscillator. To verify, we utilise the protocol discussed
in Section 3. We compute the linear entropies of the output states for the input states |z, γ〉 ⊗ |0〉 and
|z, γ, f 〉 ⊗ |0〉, respectively, corresponding to the two different cases. The comparison of the outcomes
are demonstrated in Figure 3 for different values of the squeezing parameter γ. Although for very
small values of z, we obtain lower amount of entropy in the quadratic case than in the case of harmonic
oscillator. It may happen because of the fact that the lower value of z corresponds to the case when the
uncertainties are almost same for both of the cases. However, we do not have a concrete argument
here behind this limitation, and we leave it as an open problem. Nevertheless, our results are valid for
higher values of z.

Figure 3. Linear entropy for squeezed states of harmonic oscillator (dashed lines) versus quadratic
spectrum (solid lines).

175



Symmetry 2016, 8, 36

4.2. Linear Plus Quadratic Spectrum

In this section, we would like to explore the nonclassical behaviour of the models with eigenvalues
of type en = An + Bn2, such that f (n) =

√
A + Bn, where A, B being some parameters, B 	= 0.

Note that there exists various models which belong to this class of eigenvalues for different parameters,
for instance, the Pöschl-Teller model [43], the harmonic oscillator in noncommutative space [44], etc.
The squeezed states for the corresponding class of models are constructed by solving the recurrence
relation Equation (10)

I(z, γ, n) = in (γB)n/2
(

1 +
A
B

)(n)

2F1

[
− n,

1
2
+

A
2B

+
iz

2
√

γB
; 1 +

A
B

; 2
]

(17)

and computing

f 2(n)! = Bn
(

1 +
A
B

)(n)
(18)

where Q(n) := ∏n−1
k=0 (Q + k) denotes the Pochhammer symbol with the raising factorial. We calculate

the entanglement of the coherent and squeezed states of the corresponding models for different
values of A and B, as shown in Figure 4a,b, respectively. Note that, the expression of linear entropy
Equation (14) contains infinite sums and, therefore, it is not an easy task to compute the entanglement.
In addition, one needs to be careful when one deals with the entropy for finite number of levels.
We have carefully investigated the minimum requirement of the number of levels for the convergence
of the series for the corresponding values of the parameters that we have chosen in our computation.
For instance, in case of Figure 3, we have considered the number of levels equals to 40 and in case of
Figure 4 it is 30.

Figure 4. Linear entropy for (a) coherent states; (b) squeezed states for γ = 0.5.

As indicated in the previous section, apart from the case of the harmonic oscillator we obtain finite
amount of entropies for coherent states in each case corresponding to different values of the function
f (n) as shown in Figure 4a. This suggests the general nonclassical nature of the nonlinear coherent
states. In addition, we observe that the quadratic case, f (n) =

√
n, produces the highest amount of

entanglement among all other cases. The similar effects are also found for the case of squeezed states
as demonstrated in Figure 4b.

5. Conclusions

We have studied the nonclassical behaviour of nonlinear coherent states for several classes of
models. We observed that the nonclassicality depends on the nature of the function f (n). By comparing
the entanglement properties of the coherent states and the squeezed states for different models
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corresponding to different values of f (n), we showed that the model with quadratic spectrum produces
the highest amount of entanglement. Thus, our analysis might help someone to find out the right
models, whose degree of nonclassicality may be higher and, therefore, may produce more entanglement
in comparison to other models. For further investigations, one can study few other nonclassical
properties [8,9,45] as discussed in Section 3 of our models to confirm our findings. One can also
perform a similar analysis as presented here, or utilise any other powerful techniques available in
the literature to verify whether the quadratic spectrum of other classes of models delivers the highest
nonclassicality and entanglement, which we leave as open problems.
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Abstract: In this work, after reviewing two different ways to solve Riccati systems, we are able
to present an extensive list of families of integrable nonlinear Schrödinger (NLS) equations with
variable coefficients. Using Riccati equations and similarity transformations, we are able to reduce
them to the standard NLS models. Consequently, we can construct bright-, dark- and Peregrine-type
soliton solutions for NLS with variable coefficients. As an important application of solutions for
the Riccati equation with parameters, by means of computer algebra systems, it is shown that the
parameters change the dynamics of the solutions. Finally, we test numerical approximations for the
inhomogeneous paraxial wave equation by the Crank-Nicolson scheme with analytical solutions
found using Riccati systems. These solutions include oscillating laser beams and Laguerre and
Gaussian beams.

Keywords: generalized harmonic oscillator; paraxial wave equation; nonlinear schrödinger-type
equations; riccati systems; solitons

PACS: J0101

1. Introduction

In modern nonlinear sciences, some of the most important models are the variable coefficient
nonlinear Schrödinger-type ones. Applications include long distance optical communications,
optical fibers and plasma physics, (see [1–25] and references therein).

In this paper, we first review a generalized pseudoconformal transformation introduced in [26]
(lens transform in optics [27] see also [28]). As the first main result, we will use this generalized
lens transformation to construct solutions of the general variable coefficient nonlinear Schrödinger
equation (VCNLS):

iψt = −a(t)ψxx +
(

b(t)x2 − f (t)x + G(t)
)

ψ − ic(t)xψx − id(t)ψ + ig(t)ψx + h(t)|ψ|2sψ, (1)

extending the results in [1]. If we make a(t) = Λ/4πn0, Λ being the wavelength of the optical source
generating the beam, and choose c(t) = g(t) = 0, then Equation (??) models a beam propagation inside
of a planar graded-index nonlinear waveguide amplifier with quadratic refractive index represented
by b(t)x2 − f (t)x + G(t), and h(t) represents a Kerr-type nonlinearity of the waveguide amplifier,
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while d(t) represents the gain coefficient. If b(t) > 0 [11] (resp. b(t) < 0, see [13]) in the low-intensity
limit, the graded-index waveguide acts as a linear defocusing (focusing) lens.

Depending on the selections of the coefficients in Equation (1), its applications vary in very specific
problems (see [16] and references therein):

• Bose-Einstein condensates: b(·) �= 0, a, h constants and other coefficients are zero.
• Dispersion-managed optical fibers and soliton lasers [9,14,15]: a(·), h(·), d(·) �= 0 are respectively

dispersion, nonlinearity and amplification, and the other coefficients are zero. a(·) and h(·) can
be periodic as well, see [29].

• Pulse dynamics in the dispersion-managed fibers [10]: h(·) �= 0, a is a constant and other
coefficients are zero.

In this paper, to obtain the main results, we use a fundamental approach consisting of the use of
similarity transformations and the solutions of Riccati systems with several parameters inspired by the
work in [30]. Similarity trasformations have been a very popular strategy in nonlinear optics since the
lens transform presented by Talanov [27]. Extensions of this approach have been presented in [26,28].
Applications include nonlinear optics, Bose-Einstein condensates, integrability of NLS and quantum
mechanics, see for example [3,31–33], and references therein. E. Marhic in 1978 introduced (probably for
the first time) a one-parameter {α(0)} family of solutions for the linear Schrödinger equation of the
one-dimensional harmonic oscillator, where the use of an explicit formulation (classical Melher’s
formula [34]) for the propagator was fundamental. The solutions presented by E. Marhic constituted a
generalization of the original Schrödinger wave packet with oscillating width.

In addition, in [35], a generalized Melher’s formula for a general linear Schrödinger equation
of the one-dimensional generalized harmonic oscillator of the form Equation (1) with h(t) = 0 was
presented. For the latter case, in [36–38], multiparameter solutions in the spirit of Marhic in [30] have
been presented. The parameters for the Riccati system arose originally in the process of proving
convergence to the initial data for the Cauchy initial value problem Equation (1) with h(t) = 0 and
in the process of finding a general solution of a Riccati system [38,39]. In addition, Ermakov systems
with solutions containing parameters [36] have been used successfully to construct solutions for the
generalized harmonic oscillator with a hidden symmetry [37], and they have also been used to present
Galilei transformation, pseudoconformal transformation and others in a unified manner, see [37].
More recently, they have been used in [40] to show spiral and breathing solutions and solutions with
bending for the paraxial wave equation. In this paper, as the second main result, we introduce a family
of Schrödinger equations presenting periodic soliton solutions by using multiparameter solutions
for Riccati systems. Furthermore, as the third main result, we show that these parameters provide
a control on the dynamics of solutions for equations of the form Equation (1). These results should
deserve numerical and experimental studies.

This paper is organized as follows: In Section 2, by means of similarity transformations and
using computer algebra systems, we show the existence of Peregrine, bright and dark solitons for the
family Equation (1). Thanks to the computer algebra systems, we are able to find an extensive list of
integrable VCNLS, in the sense that they can be reduced to the standard integrable NLS, see Table 1.
In Section 3, we use different similarity transformations than those used in Section 3. The advantage of
the presentation of this section is a multiparameter approach. These parameters provide us a control on
the center axis of bright and dark soliton solutions. Again in this section, using Table 2 and by means
of computer algebra systems, we show that we can produce a very extensive number of integrable
VCNLS allowing soliton-type solutions. A supplementary Mathematica file is provided where it is
evident how the variation of the parameters change the dynamics of the soliton solutions. In Section 4,
we use a finite difference method to compare analytical solutions described in [41] (using similarity
transformations) with numerical approximations for the paraxial wave equation (also known as linear
Schrödinger equation with quadratic potential).
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Table 1. Families of NLS with variable coefficients.

# Variable Coefficient NLS Solutions (j=1,2,3)

1
iψt = l0ψxx − bmtm−1+b2t2m

4l0
x2ψ

−ibtmxψx − λl0e
−btm+1

m+1 |ψ|2ψ

ψj(x, t) = 1√
e
−btm+1

m+1

ei( btm
4 l0x2)uj(x, t)

2
iψt = l0ψxx − t−2

2l0
x2ψ

+i 1
t xψx − λl0t|ψ|2ψ

ψj(x, t) = 1√
t
ei( −1

4t l0x2)uj(x, t)

3
iψt = l0ψxx −

(
c2

4 l0
)

x2ψ

+icxψx − λl0ect|ψ|2ψ
ψj(x, t) = 1√

ect ei( −c
4 l0x2)uj(x, t)

4
iψt = l0ψxx − b2

4l0
tkx2ψ

+ibxψx − λl0ebt|ψ|2ψ
ψj(x, t) = 1√

ebt
ei( −b

4 l0x2)uj(x, t)

5
iψt = l0ψxx − abebt+a2e2bt

4l0
x2ψ

−iaebtxψx − λl0e
a−aebt

b |ψ|2ψ

ψj(x, t) = 1√
e

a−aebt
b

ei( aebt
4 l0x2)uj(x, t)

6
iψt = l0ψxx − 1

4l0
x2ψ

−icoth(t)xψx − λl0csch(t)|ψ|2ψ
ψj(x, t) = 1√

csch(t)
ei( coth(t)

4 l0x2)uj(x, t)

7
iψt = l0ψxx − 1

4l0
x2ψ

−itan(t)xψx − λl0cos(t)|ψ|2ψ
ψj(x, t) = 1√

cos(t)
ei( tan(t)

4 l0x2)uj(x, t)

8
iψt = l0ψxx − bt−1+b2 ln2(t)

4l0
x2ψ

−ibln(t)xψx − λl0t−btebt|ψ|2ψ
ψj(x, t) = 1√

−t−btebt ei( bln(t)
4 l0x2)uj(x, t)

9
iψt = l0ψxx +

1
4l0

x2ψ + icot(−t)xψx

−λl0csc(t)|ψ|2ψ
ψj(x, t) = 1√

csc(t)
ei( −cot(−t)

4 l0x2)uj(x, t)

10
iψt = l0ψxx +

1
4l0

x2ψ − itan(−t)xψx

−λl0sec(t)|ψ|2ψ
ψj(x, t) = 1√

sec(t)
ei( tan(−t)

4 l0x2)uj(x, t)

11
iψt = l0ψxx − 2abtebt2+a2e2bt2

4l0
x2ψ

−iaebt2
xψx − λl0e

−a
2

√
π
b er f i(

√
bt)|ψ|2ψ

ψj(x, t) = 1√
e
−a
2

√
π
b er f i(

√
bt)

e
aebt2

4 l0x2
uj(x, t)

12
iψt = l0ψxx +

atanh2(bt)(b−a)−ab
4l0

x2ψ

−iatanh(bt)xψx − λl0|cosh(bt)|
a
b |ψ|2ψ

ψj(x, t) = 1√
|cosh(bt)|

a
b

ei( atanh(bt)
4 l0x2)uj(x, t)

13
iψt = l0ψxx +

acoth2(bt)(b−a)−ab
4l0

x2ψ

−iacoth(bt)xψx − λl0|sinh(bt)|
a
b |ψ|2ψ

ψj(x, t) = 1√
|sinh(bt)|

a
b

ei( acoth(bt)
4 l0x2)uj(x, t)

14
iψt = l0ψxx −

(
a2+absinh(bt)+a2sinh2(bt)

4l0

)
x2ψ

−iacosh(bt)xψx − λl0e
−asinh(bt)

b |ψ|2ψ

ψj(x, t) = 1√
e
−asinh(bt)

b

ei( acosh(bt)
4 l0x2)uj(x, t)

15
iψt = l0ψxx −

(
a2+absin(bt)−a2sin2(bt)

4l0

)
x2ψ

+iacos(bt)xψx − λl0e
asin(bt)

b |ψ|2ψ

ψj(x, t) = 1√
e

asin(bt)
b

ei( −acos(bt)
4 l0x2)uj(x, t)

16
iψt = l0ψxx −

(
a2+abcos(bt)−a2cos2(bt)

4l0

)
x2ψ

−iasin(bt)xψx + λl0e
acos(bt)

b |ψ|2ψ

ψj(x, t) = 1√
e

acos(bt)
b

ei( −asin(bt)
4 l0x2)uj(x, t)

17
iψt = l0ψxx − atan2(bt)(a+b)+ab

4l0
x2ψ

−iatan(bt)xψx − λl0|cos(bt)|
a
b |ψ|2ψ

ψj(x, t) = 1√
|cos(bt)|

a
b

ei( atan(bt)
4 l0x2)uj(x, t)

18
iψt = l0ψxx − acot2(bt)(a+b)+ab

4l0
x2ψ

+iacot(bt)xψx − λl0|sin(bt)|
a
b |ψ|2ψ

ψj(x, t) = 1√
|sin(bt)|

a
b

ei( acot(bt)
4 l0x2)uj(x, t)
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Table 2. Riccati equations used to generate the similarity transformations.

# Riccati Equation Similarity Transformation from Table 1

1 y′x = axny2 + bmxm−1 − ab2xn+2m 1

2 (axn + b)y′x = by2 + axn−2 2

3 y′x = axny2 + bxmy + bcxm − ac2xn 3

4 y′x = axny2 + bxmy + ckxk−1 − bcxm+k − ac2xn+2k 1

5 xy′x = axny2 + my − ab2xn+2m 3

6 (axn + bxm + c)y′x = αxky2 + βxsy − αb2xk + βbxs 4

7 y′x = beμxy2 + acecx − a2be(μ+2c)x 5

8 y′x = aeμxy2 + cy − ab2e(μ+2c)x 3

9 y′x = aecxy2 + bnxn−1 − ab2ecxx2n 1

10 y′x = axny2 + bcecx − ab2xne2cx 8

11 y′x = axny2 + cy − ab2xne2cx 3

12 y′x =
[

a sinh2(cx)− c
]
y2 − a sinh2(cx) + c − a 6

13 2y′x = [a − b + a cosh(bx)]y2 + a + b − a cosh(bx) 7

14 y′x = a(ln x)ny2 + bmxm−1 − ab2x2m(ln x)n 1

15 xy′x = axny2 + b − ab2xn ln2 x 8

16 y′x =
[
b + a sin2(bx)

]
y2 + b − a + a sin2(bx) 9

17 2y′x = [b + a + a cos(bx)]y2 + b − a + a cos(bx) 10

18 y′x =
[
b + a cos2(bx)

]
y2 + b − a + a cos2(bx) 10

19 y′x = c(arcsin x)ny2 + ay + ab − b2c(arcsin x)n 3

20 y′x = a(arcsin x)ny2 + βmxm−1 − aβ2x2m(arcsin x)n 1

21 y′x = c(arccos x)ny2 + ay + ab − b2c(arccos x)n 3

22 y′x = a(arccos x)ny2 + βmxm−1 − aβ2x2m(arccos x)n 1

23 y′x = c(arctan x)ny2 + ay + ab − b2c(arctan x)n 3

24 y′x = a(arctan x)ny2 + bmxm−1 − ab2x2m(arctan x)n 1

25 y′x = c(arccot x)ny2 + ay + ab − b2c(arccot x)n 3

26 y′x = a(arccot x)ny2 + bmxm−1 − ab2x2m(arccot x)n 1

27 y′x = f y2 + ay − ab − b2 f 3

28 y′x = f y2 + anxn−1 − a2x2n f 1

29 y′x = f y2 + gy − a2 f − ag 3

30 y′x = f y2 + gy + anxn−1 − axng − a2 f x2n 1

31 y′x = f y2 − axngy + anxn−1 − a2x2n(g − f ) 1

32 y′x = f y2 + abebx − a2e2bx f 5

33 y′x = f y2 + gy + abebx − aebxg − a2e2bx f 5

34 y′x = f y2 − aebxgy + abebx + a2e2bx(g − f ) 5

35 y′x = f y2 + 2abxebx2 − a2 f e2bx2 11

36 y′x = f y2 − a tanh2(bx)(a f + b) + ab 12

37 y′x = f y2 − a coth2(bx)(a f + b) + ab 13

38 y′x = f y2 − a2 f + ab sinh(bx)− a2 f sinh2(bx) 14

39 y′x = f y2 − a2 f + ab sin(bx) + a2 f sin2(bx) 15

40 y′x = f y2 − a2 f + ab cos(bx) + a2 f cos2(bx) 16

41 y′x = f y2 − a tan2(bx)(a f − b) + ab 17

42 y′x = f y2 − a cot2(bx)(a f − b) + ab 18
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2. Soliton Solutions for VCNLS through Riccati Equations and Similarity Transformations

In this section, by means of a similarity transformation introduced in [42], and using computer
algebra systems, we show the existence of Peregrine, bright and dark solitons for the family Equation
(1). Thanks to the computer algebra systems, we are able to find an extensive list of integrable
variable coefficient nonlinear Schrödinger equations (see Table 1). For similar work and applications to
Bose-Einstein condensates, we refer the reader to [1]

Lemma 1. ([42]) Suppose that h(t) = −l0λμ(t) with λ ∈ R, l0 = ±1 and that c(t), α(t), δ(t), κ(t), μ(t)
and g(t) satisfy the equations:

α(t) = l0
c(t)

4
, δ(t) = −l0

g(t)
2

, h(t) = −l0λμ(t), (2)

κ(t) = κ(0)− l0
4

∫ t

0
g2(z)dz, (3)

μ(t) = μ(0)exp
(∫ t

0
(2d(z)− c(z))dz

)
μ(0) �= 0, (4)

g(t) = g(0)− 2l0exp
(
−

∫ t

0
c(z)dz

) ∫ t

0
exp

(∫ z

0
c(y)dy

)
f (z)dz. (5)

Then,

ψ(t, x) =
1√
μ(t)

ei(α(t)x2+δ(t)x+κ(t))u(t, x) (6)

is a solution to the Cauchy problem for the nonautonomous Schrödinger equation

iψt − l0ψxx − b(t)x2ψ + ic(t)xψx + id(t)ψ + f (t)xψ − ig(t)ψx − h(t)|ψ|2ψ = 0, (7)

ψ(0, x) = ψ0(x), (8)

if and only if u(t, x) is a solution of the Cauchy problem for the standard Schrödinger equation

iut − l0uxx + l0λ|u|2u = 0, (9)

with initial data
u(0, x) =

√
μ(0)e−i(α(0)x2+δ(0)x+κ(0))ψ0(x). (10)

Now, we proceed to use Lemma 1 to discuss how we can construct NLS with variable coefficients
equations that can be reduced to the standard NLS and therefore be solved explicitly. We start
recalling that

u1(t, x) = A exp
(

2iA2t
)(3 + 16iA2t − 16A4t2 − 4A2x2

1 + 16A4t2 + 4A2x2

)
, A ∈ R (11)

is a solution for (l0 = −1 and λ = −2)

iut + uxx + 2|u|2u = 0, t, x ∈ R. (12)

In addition,
u2(ξ, τ) = A tanh(Aξ)e−2iA2τ (13)

is a solution of (l0 = −1 and λ = 2)

iuτ + uξξ − 2|u|2u = 0, (14)
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and
u3(τ, ξ) =

√
v sech

(√
vξ

)
exp(−ivτ), v > 0 (15)

is a solution of (l0 = 1 and λ = −2),

iuτ − uξξ − 2|u|2u = 0. (16)

Example 1. Consider the NLS:

iψt + ψxx −
c2

4
x2ψ − icxψx ± 2ect|ψ|2ψ = 0. (17)

Our intention is to construct a similarity transformation from Equation (17) to standard NLS
Equation (9) by means of Lemma 1. Using the latter, we obtain

b(t) =
c2

4
, c(t) = c, μ(t) = ect,

and
α(t) = − c

4
, h(t) = ±2ect.

Therefore,

ψ(x, t) =
e−i c

4 x2

√
ect

uj(x, t), j = 1, 2

is a solution of the form Equation (6), and uj(x, t) are given by Equations (12) and (13).

Example 2. Consider the NLS:

iψt + ψxx −
1

2t2 x2ψ − i
1
t

xψx ± 2t|ψ|2ψ = 0. (18)

By Lemma 1, a Riccati equation associated to the similarity transformation is given by

dc
dt

+ c(t)2 − 2t−2 = 0, (19)

and we obtain the functions
b(t) =

1
2t2 , c(t) = −1

t
, μ(t) = t,

α(t) = − 1
4t

, h1(t) = −2t, h2(t) = 2t.

Using uj(x, t), j = 1 and 2, given by Equations (12) and (13), we get the solutions

ψj(x, t) =
e−i 1

4t x2

√
t

ui(x, t). (20)

Table 1 shows integrable variable coefficient NLS and the corresponding similarity transformation
to constant coefficient NLS. Table 2 lists some Riccati equations that can be used to generate
these transformations.
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Example 3. If we consider the following family (m and B are parameters) of variable coefficient NLS,

iψt + ψxx −
Bmtm−1 + Bt2m

4
x2ψ + iBtmxψx + γe−

Btm+1
m+1 |ψ|2ψ = 0, (21)

by means of the Riccati equation

yt = Atny2 + Bmtm−1 − AB2tn+2m, (22)

and Lemma 1, we can construct soliton-like solutions for Equation (21). For this example, we restrict
ourselves to taking A = −1 and n = 0. Furthermore, taking in Lemma 1l0 = −1, λ = −2, a(t) = 1,

b(t) = Bmtm−1+Bt2m

4 , c(t) = Btm, μ(t) = e−
Btm+1

m+1 , h(t) = −2e−
Btm+1

m+1 , and α(t) = −Btm/4, soliton-like
solutions to the Equation (21) are given by

ψj(x, t) = ei −Bx2tm
4 e

Btm+1
2(m+1) uj(x, t), (23)

where using uj(x, t), j = 1 and 2, given by Equations (12) and (15), we get the solutions. It is important
to notice that if we consider B = 0 in Equation (21) we obtain standard NLS models.

3. Riccati Systems with Parameters and Similarity Transformations

In this section, we use different similarity trasformations than those used in Section 2, but they
have been presented previously [26,35,39,42]. The advantage of the presentation of this section is a
multiparameter approach. These parameters provide us with a control on the center axis of bright and
dark soliton solutions. Again in this section, using Table 2, and by means of computer algebra systems,
we show that we can produce a very extensive number of integrable VCNLS allowing soliton-type
solutions. The transformations will require:

dα

dt
+ b(t) + 2c(t)α + 4a(t)α2 = 0, (24)

dβ

dt
+ (c(t) + 4a(t)α(t))β = 0, (25)

dγ

dt
+ l0a(t)β2(t) = 0, l0 = ±1, (26)

dδ

dt
+ (c(t) + 4a(t)α(t))δ = f (t) + 2α(t)g(t), (27)

dε

dt
= (g(t)− 2a(t)δ(t))β(t), (28)

dκ

dt
= g(t)δ(t)− a(t)δ2(t). (29)

Considering the standard substitution

α(t) =
1

4a(t)
μ′(t)
μ(t)

− d(t)
2a(t)

, (30)

it follows that the Riccati Equation (24) becomes

μ′′ − τ(t)μ′ + 4σ(t)μ = 0, (31)

with

τ(t) =
a′

a
− 2c + 4d, σ(t) = ab − cd + d2 +

d
2

(
a′

a
− d′

d

)
. (32)

185



Symmetry 2016, 8, 38

We will refer to Equation (31) as the characteristic equation of the Riccati system. Here, a(t),
b(t), c(t), d(t), f (t) and g(t) are real value functions depending only on the variable t. A solution of
the Riccati system Equations (24)–(29) with multiparameters is given by the following expressions
(with the respective inclusion of the parameter l0) [26,35,39]:

μ(t) = 2μ(0)μ0(t)(α(0) + γ0(t)), (33)

α(t) = α0(t)−
β2

0(t)
4(α(0) + γ0(t))

, (34)

β(t) = − β(0)β0(t)
2(α(0) + γ0(t))

=
β(0)μ(0)

μ(t)
w(t), (35)

γ(t) = l0γ(0)− l0β2(0)
4(α(0) + γ0(t))

, l0 = ±1, (36)

δ(t) = δ0(t)−
β0(t)(δ(0) + ε0(t))

2(α(0) + γ0(t))
, (37)

ε(t) = ε(0)− β(0)(δ(0) + ε0(t))
2(α(0) + γ0(t))

, (38)

κ(t) = κ(0) + κ0(t)−
(δ(0) + ε0(t))

2

4(α(0) + γ0(t))
, (39)

subject to the initial arbitrary conditions μ(0), α(0), β(0) �= 0, γ(0), δ(0), ε(0) and κ(0). α0, β0, γ0, δ0,
ε0 and κ0 are given explicitly by:

α0(t) =
1

4a(t)
μ′

0(t)
μ0(t)

− d(t)
2a(t)

, (40)

β0(t) = − w(t)
μ0(t)

, w(t) = exp
(
−

∫ t

0
(c(s)− 2d(s))ds

)
, (41)

γ0(t) =
d(0)
2a(0)

+
1

2μ1(0)
μ1(t)
μ0(t)

, (42)

δ0(t) =
w(t)
μ0(t)

∫ t

0

[(
f (s)− d(s)

a(s)
g(s)

)
μ0(s) +

g(s)
2a(s)

μ′
0(s)

]
ds

w(s)
, (43)

ε0(t) = − 2a(t)w(t)
μ′

0(t)
δ0(t) + 8

∫ t
0

a(s)σ(s)w(s)

(μ′
0(s))

2 (μ0(s)δ0(s))ds

+2
∫ t

0
a(s)w(s)

μ′
0(s)

[
f (s)− d(s)

a(s) g(s)
]
ds,

(44)

κ0(t) = a(t)μ0(t)
μ′

0(t)
δ2

0(t)− 4
∫ t

0
a(s)σ(s)

(μ′
0(s))

2 (μ0(s)δ0(s))
2ds

−2
∫ t

0
a(s)

μ′
0(s)

(μ0(s)δ0(s))
[

f (s)− d(s)
a(s) g(s)

]
ds,

(45)

with δ0(0) = g0(0)/(2a(0)), ε0(0) = −δ0(0), κ0(0) = 0. Here, μ0 and μ1 represent the fundamental
solution of the characteristic equation subject to the initial conditions μ0(0) = 0, μ′

0(0) = 2a(0) �= 0
and μ1(0) �= 0, μ′

1(0) = 0.
Using the system Equations (34)–(39), in [26], a generalized lens transformation is presented.

Next, we recall this result (here we use a slight perturbation introducing the parameter l0 = ±1 in
order to use Peregrine type soliton solutions):
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Lemma 2 (l0 = 1, [26]). Assume that h(t) = λa(t)β2(t)μ(t) with λ ∈ R. Then, the substitution

ψ(t, x) =
1√
μ(t)

ei(α(t)x2+δ(t)x+κ(t))u(τ, ξ), (46)

where ξ = β(t)x + ε(t) and τ = γ(t), transforms the equation

iψt = −a(t)ψxx + b(t)x2ψ − ic(t)xψx − id(t)ψ − f (t)xψ + ig(t)ψx + h(t)|ψ|2ψ

into the standard Schrödinger equation

iuτ − l0uξξ + l0λ|u|2u = 0, l0 = ±1, (47)

as long as α, β, γ, δ, ε and κ satisfy the Riccati system Equations (24)–(29) and also Equation (30).

Example 4. Consider the NLS:

iψt = ψxx −
x2

4
ψ + h(0) sech(t)|ψ|2ψ. (48)

It has the associated characteristic equation μ′′ + aμ = 0, and, using this, we will obtain the functions:

α(t) =
coth(t)

4
− 1

2
csch(t) sech(t), δ(t) = − sech(t), (49)

κ(t) = 1 − tanh(t)
2

, μ(t) = cosh(t), (50)

h(t) = h(0) sech(t), β(t) =
1

cosh(t)
, (51)

ε(t) = −1 + tanh(t), γ(t) = 1 − tanh(t)
2

. (52)

Then, we can construct solution of the form

ψj(t, x) =
1√
μ(t)

ei(α(t)x2+δ(t)x+κ(t))uj

(
1 − tanh(t)

2
,

x
cosh(t)

− 1 + tanh(t)
)

, (53)

with uj, j = 1 and 2, given by Equations (12) and (13).

Example 5. Consider the NLS:

iψt(x, t) = ψxx(x, t) +
h(0)β(0)2μ(0)
1 + α(0)2c2t

|ψ(x, t)|2ψ(x, t).

It has the characteristic equation μ′′ + aμ = 0, and, using this, we will obtain the functions:

α(t) =
1
4t

− 1
2 + α(0)4c2

2t2
, δ(t) =

δ(0)
1 + α(0)2c2t

, (54)

κ(t) = κ(0)− δ(0)2c2t
2 + 4α(0)c2t

, h(t) =
h(0)β(0)2μ(0)
1 + α(0)2c2t

, (55)

μ(t) = (1 + α(0)2c2t)μ(0), β(t) =
β(0)

1 + α(0)2c2t
,
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γ(t) = γ(0)− β(0)2c2t
2 + 4α(0)c2t

, ε(t) = ε(0)− β(0)δ(0)c2t
1 + 2α(0)c2t

.

Then, we can construct a solution of the form

ψj(t, x) = 1√
μ(t)

ei(α(t)x2+δ(t)x+κ(t))

uj

(
γ(0)− β(0)2c2t

2+4α(0)c2t , β(0)x
1+α(0)2c2t + ε(0)− β(0)δ(0)c2t

1+2α(0)c2t

)
,

(56)

with uj, j = 1 and 2, Equations (12) and (13).

Following Table 2 of Riccati equations, we can use Equation (24) and Lemma 2 to construct an
extensive list of integrable variable coefficient nonlinear Schrödinger equations.

4. Crank-Nicolson Scheme for Linear Schrödinger Equation with Variable Coefficients
Depending on Space

In addition, in [35], a generalized Melher’s formula for a general linear Schrödinger equation
of the one-dimensional generalized harmonic oscillator of the form Equation (1) with h(t) = 0 was
presented. As a particular case, if b = λ ω2

2 ; f = b, ω > 0, λ ∈ {−1, 0, 1}, c = g = 0, then the evolution
operator is given explicitly by the following formula (note—this formula is a consequence of Mehler’s
formula for Hermite polynomials):

ψ(x, t) = UV(t) f :=
1√

2iπμj(t)

∫
Rn

eiSV (x,y,t) f (y)dy, (57)

where

SV(x, y, t) =
1

μj(t)

(
x2

j + y2
j

2
lj(t)− xjyj

)
,

{
μj(t), lj(t)

}
=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(58)
Using Riccati-Ermakov systems in [41], it was shown how computer algebra systems can be used

to derive the multiparameter formulas (33)–(45). This multi-parameter study was used also to study
solutions for the inhomogeneous paraxial wave equation in a linear and quadratic approximation
including oscillating laser beams in a parabolic waveguide, spiral light beams, and more families
of propagation-invariant laser modes in weakly varying media. However, the analytical method
is restricted to solve Riccati equations exactly as the ones presented in Table 2. In this section,
we use a finite differences method to compare analytical solutions described in [41] with numerical
approximations. We aim (in future research) to extend numerical schemes to solve more general cases
that the analytical method exposed cannot. Particularly, we will pursue to solve equations of the
general form:

iψt = −Δψ + V(x, t)ψ, (59)

using polynomial approximations in two variables for the potential function V(x, t) (V(x, t) ≈
b(t)

(
x2

1 + x2
2
)
+ f (t)x1 + g(t)x2 + h(t)). For this purpose, it is necessary to analyze stability of different

methods applied to this equation.
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We also will be interested in extending this process to nonlinear Schrödinger-type equations with
potential terms dependent on time, such as

iψt = −Δψ + V(x, t)ψ + s|ψ|2ψ. (60)

In this section, we show that the Crank-Nicolson scheme seems to be the best method to deal with
reconstructing numerically the analytical solutions presented in [41].

Numerical methods arise as an alternative when it is difficult to find analytical solutions of the
Schrödinger equation. Despite numerical schemes not providing explicit solutions to the problem,
they do yield approaches to the real solutions which allow us to obtain some relevant properties of the
problem. Most of the simplest and often-used methods are those based on finite differences.

In this section, the Crank-Nicolson scheme is used for linear Schrödinger equation in the case of
coefficients depending only on the space variable because it is absolutely stable and the matrix of the
associate system does not vary for each iteration.

A rectangular mesh (xm, tn) is introduced in order to discretize a bounded domain Ω × [0, T] in
space and time. In addition, τ and h represent the size of the time step and the size of space step,
respectively. xm and h are in R if one-dimensional space is considered; otherwise, they are in R

2.
The discretization is given by the matrix system

(
I +

iaτ

2h2 Δ +
iτ
2

V(x)

)
ψn+1 =

(
I − iaτ

2h2 Δ − iτ
2

V(x)

)
ψn, (61)

where I is the identity matrix, Δ is the discrete representation of the Laplacian operator in space, and
V(x) is the diagonal matrix that represents the operator of the external potential depending on x.

The paraxial wave equation (also known as harmonic oscillator)

2iψt + Δψ − r2ψ = 0, (62)

where r = x for x ∈ R or r =
√

x2
1 + x2

2 for x ∈ R
2, describes the wave function for a laser beam [40].

One solution for this equation can be presented as Hermite-Gaussian modes on a rectangular
domain:

ψnm(x, t) = Anm
exp[i(κ1+κ2)+2i(n+m+1)γ]√

2n+mn!m!π
β

× exp
[
i
(
αr2 + δ1x1 + δ2x2

)
− (βx1 + ε1)

2/2 − (βx2 + ε2)
2/2

]
× Hn(βx1 + ε1)Hm(βx2 + ε2),

(63)

where Hn(x) is the n-th order Hermite polynomial in the variable x, see [40,41].
In addition, some solutions of the paraxial equation may be expressed by means of

Laguerre–Gaussian modes in the case of cylindrical domains (see [43]):

ψm
n (x, t) = Am

n

√
n!

π(n+m)! β

× exp
[
i
(
αr2 + δ1x1 + δ2x2 + κ1 + κ2

)
− (βx1 + ε1)

2/2 − (βx2 + ε2)
2/2

]
× exp[i(2n + m + 1)γ](β(x1 ± ix2) + ε1 ± iε2)

m

× Lm
n

(
(βx1 + ε1)

2 + (βx2 + ε2)
2
)

,

(64)

with Lm
n (x) being the n-th order Laguerre polynomial with parameter m in the variable x.

α, β, γ, δ1, δ2, ε1, ε2, κ1 and κ2 given by Equations (34)–(39) for both Hermite-Gaussian and
Laguerre-Gaussian modes.

Figures 1 and 2 show two examples of solutions of the one-dimensional paraxial equation with
Ω = [−10, 10] and T = 12. The step sizes are τ = 10

200 and h = 10
200 .
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(a) (b)

Figure 1. (a) corresponding approximation for the one-dimensional Hermite-Gaussian beam with t = 10.

The initial condition is
√

2
3
√

π
e(

2
3 x)2/2; (b) the exact solution for the one-dimensional Hermite-Gaussian

beam with t = 10, An = 1, μ0 = 1, α0 = 0, β0 = 4
9 , n0 = 0, δ0 = 0, γ0 = 0, ε0 = 0, κ0 = 0.

(a) (b)

Figure 2. (a) corresponding approximation for the one-dimensional Hermite-Gaussian beam with t = 10.

The initial condition is
√

2
3
√

π
e(

2
3 x)2/2+ix; (b) the exact solution for the one-dimensional Hermite-Gaussian

beam with t = 10, An = 1, μ0 = 1, α0 = 0, β0 = 4
9 , n0 = 0, δ0 = 1, γ0 = 0, ε0 = 0, κ0 = 0.

Figure 3 shows four profiles of two-dimensional Hermite-Gaussian beams considering Ω =

[−6, 6]× [−6, 6] and T = 10. The corresponding step sizes are τ = 10
40 and h =

(
12
48 , 12

48

)
.
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(a)

(b)

(c)

(d)

Figure 3. (Left): corresponding approximations for the two-dimensional Hermite-Gaussian beams

with t = 10. The initial conditions are (a) 1√
8π

e−(x2+y2); (b) 1√
2π

e−(x2+y2)x; (c)
√

2
π e−(x2+y2)xy;

(d) 1
4
√

32π
e−(x2+y2)

(
8x2 − 2

)(
8y2 − 2

)
. (Right): the exact solutions for the two-dimensional

Hermite-Gaussian beams with t = 10 and parameters Anm = 1
4 , α0 = 0, β0 =

√
2, δ0,1 = 1, γ0,1 =

0, ε0,1 = 0, κ0,1 = 0. For (a) n = 0 and m = 0, for (b) n = 1 and m = 0, for (c) n = 1 and m = 1, for (d)
n = 2 and m = 2.
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Figure 4 shows two profiles of two-dimensional Laguerre–Gaussian beams considering Ω =

[−6, 6]× [−6, 6] and T = 10. The corresponding step sizes are τ = 10
40 and h =

(
12
48 , 12

48

)
.

(a)

(b)

Figure 4. (Left): corresponding approximations for the two-dimensional Laguerre–Gaussian beams
with t = 10. The initial conditions are (a) 1√

4π
e−(x2+y2)(x + iy); (b) 1√

2π
e−(x2+y2)(x + iy)

(
1 − x2 − y2).

(Right): the exact solutions for the two-dimensional Laguerre–Gaussian beams with t = 10 and
parameters Am

n = 1
4 , α0 = 0, β0 =

√
2, δ0,1 = 1, γ0,1 = 0, ε0,1 = 0, κ0,1 = 0.

5. Conclusions

Rajendran et al. in [1] used similarity transformations introduced in [28] to show a list of integrable
NLS equations with variable coefficients. In this work, we have extended this list, using similarity
transformations introduced by Suslov in [26], and presenting a more extensive list of families of
integrable nonlinear Schrödinger (NLS) equations with variable coefficients (see Table 1 as a primary
list. In both approaches, the Riccati equation plays a fundamental role. The reader can observe
that, using computer algebra systems, the parameters (see Equations (33)–(39)) provide a change of
the dynamics of the solutions; the Mathematica files are provided as a supplement for the readers.
Finally, we have tested numerical approximations for the inhomogeneous paraxial wave equation
by the Crank-Nicolson scheme with analytical solutions. These solutions include oscillating laser
beams and Laguerre and Gaussian beams. The explicit solutions have been found previously thanks
to explicit solutions of Riccati-Ermakov systems [41].

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-8994/8/5/38/s1,
Mathematica supplement file.
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Abstract: A one-dimensional wave function is assumed whose logarithm is a quadratic form in
the configuration variable with time-dependent coefficients. This trial function allows for general
time-dependent solutions both of the harmonic oscillator (HO) and the reversed harmonic oscillator
(RO). For the HO, apart from the standard coherent states, a further class of solutions is derived with
a time-dependent width parameter. The width of the corresponding probability density fluctuates,
or "breathes" periodically with the oscillator frequency. In the case of the RO, one also obtains
normalized wave packets which, however, show diffusion through exponential broadening with time.
At the initial time, the integration constants give rise to complete sets of coherent states in the three
cases considered. The results are applicable to the quantum mechanics of the Kepler-Coulomb
problem when transformed to the model of a four-dimensional harmonic oscillator with a constraint.
In the classical limit, as was shown recently, the wave packets of the RO basis generate the
hyperbolic Kepler orbits, and, by means of analytic continuation, the elliptic orbits are also obtained
quantum mechanically.

Keywords: inverted harmonic oscillator; harmonic trap; Kepler-Coulomb problem;
Kustaanheimo-Stiefel transformation

1. Introduction

Coherent states of the harmonic oscillator (HO) were introduced already at the beginning of
wave mechanics [1]. Much later, such states were recognized as being useful as a basis to describe
radiation fields [2] and optical correlations [3]. The reversed harmonic oscillator (RO) refers to a model
with repulsive harmonic forces, and was discussed in [4] in the context of irreversibility. Recently, in [5],
which also communicates historical remarks, the RO was applied to describe nonlinear optical phenomena.
As mentioned in [5], the term “inverted harmonic oscillator” (IO) originally refers to a model with
negative kinetic and potential energy, as proposed in [6]. Nevertheless, most articles under the headline
IO, actually consider the RO model, see, e.g., [7–9].

The RO model formally can be obtained by assuming a purely imaginary oscillator frequency. It is
then not anymore possible to construct coherent states by means of creation and annihilation operators;
for a text book introduction see [10]. In [9], the RO was generalized by the assumption of a time-dependent
mass and frequency. The corresponding Schrödinger equation was solved by means of an algebraic
method with the aim to describe quantum tunneling.

In the present study, emphasis is laid on the derivation of complete sets of coherent states both for
the HO and the RO model, together with their time evolution. In the case of the HO, in addition to
the standard coherent states, a further function set is found with a time-dependent width parameter.
Both in the HO and RO case, the integration constants of the time-dependent solutions induce complete
function sets which, at time t = 0, are isomorphic to the standard coherent states of the HO.

Symmetry 2016, 8, 46 195 www.mdpi.com/journal/symmetry
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In Section 6, an application to the quantum mechanics of the Kepler-Coulomb problem will be
briefly discussed. As has first been observed by Fock [11], the underlying four-dimensional rotation
symmetry of the non-relativistic Hamiltonian of the hydrogen atom permits the transformation to
the problem of four isotropic harmonic oscillators with a constraint; for applications see, e.g., [12–14].
The transformation proceeds conveniently by means of the Kustaanheimo-Stiefel transformation [15].
In [14], the elliptic Kepler orbits were derived in the classical limit on the basis of coherent HO states.
By means of coherent RO states, the classical limit for hyperbolic Kepler orbits was achieved in [16,17],
whereby the elliptic regime could be obtained by analytic continuation from the hyperbolic side.
Recently, by means of the same basis, a first order quantum correction to Kepler’s equation was
derived in [18], whereby the smallness parameter was defined by the reciprocal angular momentum in
units of h̄.

As compared to the classical elliptic Kepler orbits, the derivation of hyperbolic orbits from
quantum mechanics was accomplished quite recently [16,17]. For this achievement, it was crucial to
devise a suitable time-dependent ansatz for the wave function, see (1) below, in order to construct
coherent RO states. As it turns out, the wave function (1) contains also the usual coherent HO
states, and, unexpectedly, a further set of coherent states, which we call type-II states. The latter
are characterized by a time-dependent width parameter and are solutions of the time-dependent
Schrödinger equation of the HO. Section 4 contains the derivation. Essentially, the type-II states offer a
disposable width parameter which allows us, for instance, to describe arbitrarily narrowly peaked initial
states together with their time evolution in a harmonic potential. In this paper, a unified derivation
is presented of coherent states of the HO, RO, and type-II HO states. Furthermore, the connection of
HO and RO with the quantum mechanics of the Kepler-Coulomb problem is briefly discussed in the
context of the derivation of the classical Kepler orbits from quantum mechanics.

2. Introducing a Trial Wave Function

In order to solve the Schrödinger equation for the harmonic oscillator (HO) and the reversed
oscillator (RO), a trial wave function of Gaussian type is assumed as follows

ψ(x, t) = C0 exp
[
C(t) + B(t)x − Γ(t)x2

]
, x ∈ R, Real(Γ) > 0, (1)

where C, B, Γ are complex functions of time t and C0 the time-independent normalization constant.
When the Schrödinger operator [i h̄∂t − H] is applied to ψ for a Hamiltonian with harmonic potential,
then the wave function ψ is reproduced up to a factor which is a quadratic polynomial and must
vanish identically in the configuration variable x:

0 = p0(t) + p1(t)x + p2(t)x2. (2)

The conditions p0 = 0, p1 = 0, and p2 = 0, give rise to three first-order differential equations
for the functions C(t), B(t), and Γ(t). In the following we examine two cases for the HO: type-I and
type-II are characterized by a constant and time-dependent function Γ, respectively. In the case of the
RO, only a time-dependent Γ leads to a solution. By a suitable choice of the parameters, the ansatz (1)
solves the time-dependent Schrödinger equation both for the HO and the RO Hamiltonian

H = p2/(2m) + (mω2/2)x2 and HΩ = p2/(2m)− (mΩ2/2)x2, ω, Ω > 0,

respectively.

3. Standard (Type-I) Coherent States of the HO

In the following, the time-dependent solutions are derived, within the trial function scheme,
for the Hamiltonian

H = p2/(2m) + (mω2/2)x2 = (h̄ω/2)
[
−∂2

ζ + ζ2
]

, (3)
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where ζ = αx is dimensionless with α2 = mω/h̄. For later comparison, we list the standard definition
of coherent states from the textbook [10], see Equations (4.72) and (4.75):

|z〉 = exp
[
−1

2
zz∗

] ∞

∑
n=0

zn
√

n!
|n〉, (4)

ψz(ζ) = π−1/4 exp
[
−1

2
(zz∗ + z2)

]
exp

[
−1

2
ζ2 +

√
2ζz

]
, ζ = αx, α2 =

mω

h̄
, (5)

where ψz(ζ) = 〈ζ|z〉, |n〉 denotes the n-th energy eigenvector, and the star superscript means
complex conjugation. The time evolution gives rise to, see [10],

|z, t〉 = exp[−i ωt/2] |z exp[−i ωt]〉, (6)

ψz(ζ, t) = exp[−i ωt/2]ψ(z exp[−i ωt])(ζ). (7)

The state |z〉 is minimal with respect to the position-momentum uncertainty product Δx Δp,
and there exists the following completeness property, see [3],

1
π

∫ ∞

0
udu

∫ 2π

0
dϕ |z〉〈z| = ∑

n
|n〉〈n|, z = u exp[i ϕ]. (8)

The relation (8) follows immediately from the definition (4). An equivalent statement is

1
π

∫ ∞

0
udu

∫ 2π

0
dϕ 〈ζ2|z〉〈z|ζ1〉 = δ(ζ2 − ζ1), (9)

which corresponds to the completeness of the energy eigenfunctions of the harmonic oscillator.
In Appendix B, we reproduce a proof of (9), which is appropriate, since the proof has to be extended to
the modified coherent states in the type-II HO and the RO cases.

In terms of the scaled variables ζ and τ = tω, the trial ansatz reads

ψ(ζ, τ) = C0 exp
[
c(τ) + β(τ)ζ − γ(τ)ζ2/2

]
, (10)

where c, β, γ are dimensionless functions of τ, and the re-scaling factor of the probability density,
1/

√
α, is taken into the normalization constant C0.
We assume that γ = γ0 = const. Then, the polynomial (2) gives rise to the equations

γ2
0 = 1, i β′(τ) = β(τ), 2i c′(t) = 1 − β2(t), (11)

which implies that γ0 = 1 is fixed. The further solutions emerge easily as

β(τ) = C2 exp[−i τ], c(τ) = −i τ/2 − (C2
2/4) exp[−2i τ] + C3, (12)

where C2 and C3 are complex integration constants. A comparison with (5), at t = 0, suggests to set

C2 =
√

2 z, C3 = −(1/2)zz∗, (13)

which specifies the functions β and c as follows

β(τ) =
√

2 (z exp[−i τ)], c(t) = −i τ/2 − (1/2)
[
zz∗ + (z exp[−i τ])2

]
. (14)
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The normalization integral with respect to ζ amounts to the condition

C2
0
√

π exp[zz∗] = 1; (15)

hence (7) with (5) is reproduced.

4. Type-II Solutions of the Harmonic Oscillator

With γ being a function of time, one obtains the following differential equations with prime
denoting the derivative with respect to the scaled time τ:

i γ′ = γ2 − 1, i β′ = γ β; 2i c′ = γ − β2. (16)

The solution for γ is

γ(τ) =
exp(2i τ)− C1

exp(2i τ) + C1
C1 =

1 − γ0

1 + γ0
. γ0 = γ(0). (17)

Splitting γ into its real and imaginary parts, one can write

γ(τ) = γR + i γI ; γR = (1 − C2
1)N−1

1 , γI = 2 C1N−1
1 sin(2τ),

N1(τ) = 1 + C2
1 + 2C1 cos(2τ) = 4(1 + γ0)

−2
[
1 + (γ2

0 − 1) sin2(τ)
]

. (18)

In order that the wave function is square integrable, γR has to be positive, which implies that

C2
1 < 1 or γ0 > 0. (19)

The initial value γ(t = 0) ≡ γ0 > 0 emerges as a disposable parameter.
The probability density, P = |ψ(ζ, τ)|2, is characterized by a width of order of magnitude

d = 1/
√

γR:

d(τ) =
√[

1 + (γ2
0 − 1) sin2(τ)

]
/γ0. (20)

Obviously, the width fluctuates, or "breathes", periodically with time. Of course, this is not a
breathing mode as observed in systems of confined interacting particles, see [19,20], e.g.,

Integration of the β equation leads to

β = C2 exp(i τ) [exp(2i τ) + C1]
−1 = C2N−1

1 [exp(−i τ) + exp(i τ)C1] . (21)

Later on, the complex integration constant C2 ≡ A2 + i B2 will serve as a state label. The third
differential equation of (16) amounts to

c(τ) = i τ/2 − C2
2 [4 (exp(2i τ) + C1)]

−1 − (1/2) ln
(√

exp(2i τ) + C1

)
+ C3. (22)

By reasons explained in Appendix A, we dispose of the integration constant C3 as follows

C3 = −(1 + γ0)(8γ0)
−1(A2

2 + γ0B2
2), C2 = A2 + i B2. (23)

In Appendix A, the probability density P is derived in the following form

P(ξ, τ) =
C2

0√
N1

exp
[
−γR (ξ − βR/γR)

2
]

, (24)
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where the time-dependent functions γR and N1 are defined through (17) and (18), and βR comes out as

βR(τ) = (1/8)(1 + γ0)
−1N−1

1 [A2 cos(τ) + B2 sin(τ)] . (25)

The complex integration constant C2 corresponds to the familiar complex quantum number z in
the case of the standard coherent states; hence, the real numbers A2, B2 characterize different states.
The normalization constant C0 obeys the following condition, see Appendix A,

1 = (1/2)C2
0

√
π/γ0(1 + γ0). (26)

4.1. Completeness of Type-II States

Combining the above results, we write the time-dependent wave function as follows

ψ(ξ, τ) =
C0√

exp(2i τ) + C1
exp

[
C3 −

C2
2 (exp(−2i τ) + C1)

4N1
+ β(τ)ξ − γ(τ)ξ2/2

]
, (27)

where γ, β, and C3 are defined in (18), (21), and (23), respectively. Let us consider ψ at zero time:

ψ(ξ, 0) =
C0√

1 + C1
exp

[
C3 −

C2
2

4(1 + C1)
+ C2(1 + γ0) ξ/2 − γ0ξ2/2

]
. (28)

In (28), we set ξ = ξ̃/
√

γ0 to write

ψ(ξ̃, 0) =
C0γ−1/4

0√
1 + C1

exp

[
C3 −

C2
2

4(1 + C1)
+ C2(1 + γ0)/

√
γ0 ξ̃/2 − ξ̃2/2

]
. (29)

Now we substitute the complex variable z for the integration constant C2 as follows

C2
1 + γ0

2
√

γ0
=

√
2 z (30)

and obtain

ψ(ξ̃, 0) =
C0√

1 + C1
exp

[
C3 − z2 γ0

1 + γ0
+
√

2 z ξ̃ − ξ̃2/2
]

. (31)

In C3, given in (23), we make the following replacements which are induced by (30):

A2 → κ(z + z∗), B2 → −i κ(z − z∗), κ =
√

2γ0/(1 + γ0). (32)

There occur some nice cancelations, and one obtains

ψz(ξ̃) =
C0γ−1/4

0√
1 + C1

exp
[
−1

2

(
zz∗ + z2

)
+ i D +

√
2 z ξ̃ − ξ̃2/2

]
, D =

1 − γ0

2(1 + γ0)
Im(z2). (33)

Comparison with (5) shows that the wave function (33) has the same structure apart from the
purely imaginary phase i D. The latter drops out in the completeness proof, see (A15) in Appendix B.
As a consequence, the states (33) form a complete set of states with respect to the state label z.

At τ = 0, the states (33) differ from the standard coherent states (5) by the state dependent phase
D, through the variables ζ and ζ̃ which denote the differently scaled space variable x, and also through
the different definition of the quantum number z, which for simplicity was denoted by the same
symbol in (30). Essentially, type-I and type-II states differ by their time evolution and width parameter
γ0 which is equal to α2 = mω/h̄ and to an arbitrary positive number, respectively.
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4.2. Mean Values and Uncertainty Product

In the following, we list mean values for the time-dependent states (27) including the position
momentum uncertainty product Δxp. They are periodic in time with the oscillator angular frequency
ω ≡ 2π/T. The uncertainty product is minimal at the discrete times tn = (1/4)nT, n = 0, 1, . . . .
For comparison, the traditional coherent states are always minimal [10]. We use the abbreviations
(Δx)2 = 〈x2〉 − 〈x〉2 and (Δv)2 = 〈v2〉 − 〈v〉2 for the mean square deviations of position and
velocity, respectively.

〈x(τ)〉 = (1/α)(1 + γ0)(2γ0)
−1 [A2 cos(τ) + B2γ0 sin(τ)] ; (34)

〈v(τ)〉 = h̄α(2mγ0)
−1 [−A2 sin(τ) + γ0B2 cos(τ)] ; (35)

(Δx)
2 = (4α2γ0)

−1
[
1 + γ2

0 + (1 − γ2
0) cos(2τ)

]
; (36)

(Δv)
2 = h̄2α2(4m2γ0)

−1
[
1 + γ2

0 + (γ2
0 − 1) cos(2τ)

]
; (37)

〈H〉 = h̄ω(8γ2
0)

−1
[
(1 + γ0)

2
(

A2
2 + γ2

0B2
2

)
+ 2γ0(1 + γ2

0)
]

. (38)

It is noticed that the mean square deviations do not depend on the state label (A2, B2).
The uncertainty product follows immediately from (36) and (37) as

Δxp := (Δx)
2(Δp)

2 ≡ m2(Δx)2(Δv)2 =
h̄2

16γ2
0

[
(1 + γ2

0)
2 − (1 − γ2

0)
2 cos2(2τ)

]
. (39)

In the special case γ0 = 1, the product is always minimal. As a matter of fact, γ0 = 1 is the type-I
case of Section 3.

By (38), the mean energy does not depend on time and is positive definite, as it must be. The limit
to the standard case with γ0 = 1, gives the known result

〈H〉γ0=1 = h̄ω(zz∗ + 1/2). (40)

and the state with z = 0 is the ground state of the HO with zero point energy h̄ω/2.

5. Wave Packet Solutions for the RO

For convenience, we will keep the same symbols for the trial functions γ(τ), β(τ), and c(τ).
Setting ω = i Ω with Ω > 0, implies that α2 = −mΩ/h̄. In the coherent state (5), the exponential part,
−ζ2/2 ≡ −(mω/h̄)x2/2, is then replaced by +(mΩ/h̄)x2/2, which precludes normalization.

We introduce 1/αΩ as the new length parameter and define the dimensionless magnitudes

ζ = αΩx, τ = t Ω, with α2
Ω = mΩ/h̄. (41)

The Schrödinger equation, with the ansatz (10), has to be solved for the RO Hamiltonian

HΩ = p2/(2m)− mΩ2/2 x2 = −h̄Ω/2
[
∂2

ζ + ζ2
]

. (42)

From (2), the following differential equations result:

i γ′(τ) = 1 + γ2(τ), i β′(τ) = γ(τ)β(τ), 2i c′(τ) = γ(τ)− β2(τ), (43)
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where, as compared with the HO case in (16), only the equation for γ differs. Beginning with γ,
one successively obtains the following solutions

γ(τ) = −i tanh(τ + i C1), (44)

β(τ) = C2/ cosh(τ + i C1), (45)

c(τ) = C3 − (1/2) ln (cosh(τ + i C1)) + (i /2)C2
2 tanh(τ + i C1), (46)

where C1, C2, C3 are integration constants. We assume that

γ0 ≡ γ(0) = tan(C1) > 0, 0 < C1 < π/2, (47)

which implies that
cos(C1) = (1 + γ2

0)
−1/2, sin(C1) = γ0(1 + γ2

0)
−1/2. (48)

In order to decompose the functions c(τ), β(τ), γ(τ) into their real and imaginary parts, we take
over the following abbreviations from [16]

f (τ) = cosh(τ)− i γ0 sinh(τ), h(τ) = [ f f ∗]−1. (49)

After the decompositions β = βR + i β I , γ = γR + i γI , C2 = A2 + i B2, we infer from (44) to (46):

γR = h(τ)γ0, γI = − (h(τ)/2) (1 + γ2
0) sinh(2τ); (50)

βR = h(τ)
√

1 + γ2
0 [A2 cosh(τ) + γ0B2 sinh(τ)] ,

β I = h(τ)
√

1 + γ2
0 [B2 cosh(τ)− γ0 A2 sinh(τ)] ; (51)

exp[c(τ)] = [cosh(τ + i C1)]
−1/2 exp

[
C3 − C2

2γ(τ)/2
]

. (52)

According to (50), γR is larger zero, which makes the wave function (10) a normalizable wave packet.
The probability density reads:

P(ζ, τ) = C2
0 exp

[
c + c∗ + 2βRζ − γRζ2

]
. (53)

Integration with respect to ζ leads to the normalization condition

1 = C2
0

√
π/γR exp

[
c(τ) + c∗(τ) + β2

R/γR

]
. (54)

The normalization constant C0 was determined in [16] for real constants C2. With C2 = A2 + i B2,
we dispose of the integration constant C3 as

C3 = −(1/2)(A2
2/γ0 + B2

2γ0) (55)

to obtain in a straightforward manner

C2
0 =

√
π(γ−1

0 + γ0), (56)

which is a time independent condition as it must be.
With the aid of elementary trigonometric manipulations and the normalization constant C0 given

in (56), the wave function can be written as follows

ψ(ζ, τ) = (γ0/π)1/4
√

h(τ) f (τ) exp
[
C3 − (1/2)C2

2γ(τ) + β(τ)ζ − γ(τ)ζ2/2
]

. (57)
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5.1. Coherent States of the RO

As before, let us consider the wave function at time t = 0, where in particular h = f = 1:

ψ(ζ, 0) ≡ ψ(ζ, τ = 0) = (γ0/π)1/4 exp
[

C3 − 1/2C2
2γ0 + C2

√
1 + γ2

0 ζ − γ0ζ2/2
]

. (58)

After the re-scaling ζ → ζ̃ with ζ̃ =
√

γ0 ζ, one obtains

Ψ(ζ̃, 0) = π−1/4 exp
[

C3 − 1/2C2
2γ0 + C2

√
(1 + γ2

0)/γ0 ζ̃ − ζ̃2/2
]

. (59)

In view of the standard HO wave function (5), we replace the integration constant C2 by z:

C2

√
(1 + γ2

0)/γ0 =
√

2 z (60)

and obtain
Ψz(ζ̃) = π−1/4 exp

[
C3 − γ2

0 z2/(1 + γ2
0) +

√
2 z ζ̃ − ζ̃2/2

]
. (61)

In C3, given in (55), the relation (60) gives rise to the substitutions

A2 → κ1(z + z∗), B2 → −i κ1(z − z∗), κ1 = (1/2)
√

2γ0/(1 + γ2
0), (62)

and hence to
C3 =

[
4(1 + γ2

0)
]−1 [

(γ2
0 − 1)(z2 + z∗z∗)− 2(1 + γ2

0)zz∗
]

. (63)

After some elementary re-arrangements, one finds

Ψz(ζ̃) =
1

π1/4 exp
[
−1

2
(zz∗ + z2) + i D1 +

√
2 z ζ̃ − ζ̃2

2

]
, D1 =

1 − γ2
0

2(1 + γ2
0)

Im(z2). (64)

Apart from the purely imaginary phase i D1, the wave functions Ψz are the same as the standard
coherent states (5). Since in the completeness proof the D1 phase drops out, see (A15) in Appendix B,
the states Ψz form a complete function set.

5.2. Mean Values

With the aid of Mathematica [21], we get the following mean values for position x, velocity v,
their mean square deviations (Δx)2, (Δv)2, and the mean energy 〈HΩ〉:

〈x〉 = (αΩ)−1
√

1 + γ−2
0 [A2 cosh(τ) + γ0B2 sinh(τ)] ; (65)

(Δx)2 =
(

2α2
Ωγ0

)−1 [
cosh2(τ) + γ2

0 sinh2(τ)
]

; (66)

〈v〉 = (h̄αΩ/m)
√

1 + γ−2
0 [A2 sinh(τ) + γ0B2 cosh(τ)] ; (67)

(Δv)2 = (h̄αΩ/(2m))2 γ−1
0

[
γ2

0 − 1 + (1 + γ2
0) cosh(2τ)

]
; (68)

〈HΩ〉 = h̄Ω(4γ0)
−1

[
γ2

0 − 1 + 2(γ0 + γ−1
0 )

(
γ2

0B2
2 − A2

2

)]
. (69)

The mean energy does not depend on time, as it must be. With the aid of (62), the mean energy
could also be expressed in terms of the complex state label z. Since A2 and B2 are arbitrary real
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numbers, the mean energy can have any positive or negative value. From (66) and (68) one infers the
position-momentum uncertainty product Δxp as

Δ2
xp(τ) = h̄2/(8γ2

0)
[
cosh2(τ) + γ2

0 sinh(τ)
] [

γ2
0 − 1 + (1 + γ2

0) cosh(2τ)
]

. (70)

This product obeys the inequality

Δ2
xp(τ) > Δ2

xp(0) = h̄2/4, τ > 0. (71)

Obviously, the uncertainty product is minimal at τ = 0, which means for the coherent states (64).
By (66), the wave packets broaden exponentially with time.

6. Application to the Kepler-Coulomb Problem

The connection of the non-relativistic Hamiltonian for the hydrogen atom with the model
of a four-dimensional oscillator is conveniently achieved by means of the Kustaanheimo-Stiefel
transformation [15], which we write as follows [16,22]

u1 =
√

r cos(θ/2) cos(ϕ − Φ); u2 =
√

r cos(θ/2) sin(ϕ − Φ);
u3 =

√
r sin(θ/2) cos(Φ); u4 =

√
r sin(θ/2) sin(Φ),

(72)

where r, θ, ϕ are three-dimensional polar coordinates with r > 0, 0 < θ < π, 0 ≤ ϕ < 2π,
and 0 ≤ Φ < 2π generates the extension to the fourth dimension. The vector u = {u1, u2, u3, u3}
covers the R4 and the volume elements are related as [16]

du1du2du3du4 = (1/8)r sin(θ)drdθdϕdΦ. (73)

The stationary Schrödinger equation Hψ = Eψ for the Hamiltonian H = p2/(2m) − λ/r is
transformed into the following form of a four-dimensional harmonic oscillator [14]:

HuΨ(u) = λΨ(u), Hu = −h̄2/(8m)Δu − E u · u, Δu = ∂2
u1
+ ...∂2

u4
(74)

with the constraint
∂ΦΨ(u) = 0. (75)

It should be noticed that, by (72), the components u2
i have the dimension of a length rather than

length square. As a consequence, in the evolution equation i h̄∂σΨ = HuΨ, the parameter σ, which has
the dimension time/length, is not the time parameter of the original problem. For negative energies
with E < 0, four-dimensional coherent oscillator states (of type-I) were used in [14] to show that elliptic
orbits emerge in the classical limit whereby σ turns out being proportional to the eccentric anomaly.

In the spectrum of positive energies (ionized states of the hydrogen atom) with E > 0,
coherent states of the RO were constructed in [16] and gave rise to hyperbolic orbits in the classical limit;
by analytic continuation, also the elliptic orbits were derived from the RO states in the classical
limit [17]. In addition, Kepler’s equation was obtained by the assumption that time-dependence enters
through the curve parameter σ only. Recently [18], based on the coherent RO states, the first order
quantum correction to Kepler’s equation could be established for the smallness parameter ε = h̄/L
where L denotes the orbital angular momentum.

7. Conclusions

Besides the standard coherent states of the harmonic oscillator (H0), a further solution family of
the time-dependent Schrödinger equation was derived with the following properties: (i) The functions
are normalizable of Gaussian type and contain a disposable width parameter. The latter allows us,
for instance, to use arbitrarily concentrated one-particle states independently of the parameters of
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a harmonic trap; (ii) The functions are complete and isomorphic to the standard coherent states at
time t = 0; (iii) The states minimize the position-momentum uncertainty product at the discrete times
Tn = n π/(2ω), n = 0, 1, . . . ; (iv) The width of the wave packets “breathes” periodically with period
T/2 = π/ω. (v) There is no diffusion, T = 2π/ω is the recurrence time of the states.

In the case of the reversed harmonic oscillator (RO), there exists only one family of time-dependent
solutions. They share the properties (i) and (ii) of the type-II HO states, and (iii) is fulfilled at time t = 0,
only. There is no recurrence, instead there is diffusion with a broadening which increases exponentially
with time. The application to the Kepler-Coulomb problem was briefly discussed. The HO coherent
states of type-I and the RO coherent states served as basis to derive, in the classical limit, the elliptic
Kepler orbits [14] and the hyperbolic ones [16,17], respectively.

Acknowledgments: The author expresses his gratitude to Jürgen Parisi for his constant encouragement and
support. He also profited from his critical reading of the manuscript.

Conflicts of Interest: The author declares no conflict of interest.

Appendix. Probability Density for Type-II States

We have to decompose the functions β(τ) and c(τ), as given by (21)and (22), into their real and
imaginary parts. To this end, we set C2 = A2 + i B2 with real constants A2 and B2 and β = βR + i β I .
Using the definitions of N1 and C1 in terms of γ0, we obtain

βR =
1 + γ0

2
A2 cos(τ) + B2γ0 sin(τ)

1 + (γ2
0 − 1) sin2(τ)

,

β I =
1 + γ0

2
B2 cos(τ)− A2γ0 sin(τ)

1 + (γ2
0 − 1) sin2(τ)

. (A1)

In view of the function c(τ), we make use of the following auxiliary relations

Fc ≡ −C2
2 [4 (exp(2i τ) + C1)]

−1 = FR + i FI ,

FR = (1/(4N1))
[
(B2

2 − A2
2) cos(2τ)− 2A2B2 sin(2τ) + (B2

2 − A2
2)C1

]
,

FI = (1/(4N1))
[
(A2

2 − B2
2) sin(2τ)− 2A2B2 cos(2τ)− 2A2B2C1

]
, (A2)

exp [c(τ) + c∗(τ)] = (1/
√

N1) exp [2C3 + 2FR] , (A3)

where the integration constant C3 is assumed being real and the star suffix means complex conjugation.
The probability density P results from the wave function (10) in the form

P(ξ, τ) =
C2

0√
N1

exp
[
2C3 + 2FR + 2βRξ − γRξ2

]
, (A4)

where C0 is defined through the normalization integral

1 =
∫ ∞

−∞
dξ P(ξ, τ) =

C2
0
√

π√
N1γR

exp(G), G = 2C3 + 2FR + β2
R/γR. (A5)

From the expression of G, it is not obvious that C0 is independent of τ which was assumed in (10).
Clearly, since Φ := ψ/C0 obeys the Schrödinger equation and H is hermitian, one has the property

∂τ〈Φ|Φ〉 = 0. (A6)

As a matter of fact, it is straightforward to show that

2FR + β2
R/γR =

[
B2

2(C1 − 1)− A2
2(1 + C1)

] [
2(C2

1 − 1)
]−1

(A7)
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does not depend on τ. We now dispose of the integration constant C3 such that the exponent
G vanishes:

C3 = −
[

B2
2(C1 − 1)− A2

2(1 + C1)
] [

4(C2
1 − 1)

]−1
. (A8)

In view of G = 0, we replace 2C3 + 2FR by −β2
R/γR, so that

P(ξ, τ) =
C2

0√
N1

exp
[
−γR (ξ − βR/γR)

2
]

, (A9)

which is the result (24). The normalization condition comes out immediately in the form

1 =
C2

0
√

π√
N1γR

=
C2

0
√

π√
1 − C2

1

=
C2

0
√

π(1 + γ0)

2
√

γ0
. (A10)

Appendix. Proof of Completeness

In order to prove the completeness of the functions (5), i.e., for the type-I HO case, we take
advantage of the following generating function of the Hermite polynomials [23]:

exp
[
2XZ − Z2

]
=

∞

∑
n=0

Zn

n!
Hn(X). (A11)

In the function (5), we replace z by
√

2 Z to obtain

ψz(ζ) = π−1/4 exp
[
−ZZ∗ − (1/2)ζ2

]
exp

[
−Z2 + 2ζZ

]
. (A12)

With the aid of (A11), one can write

ψz(ζ) = exp [−(1/2)zz∗]
∞

∑
n=0

zn
√

n!
ϕn(ζ), (A13)

where
ϕn(ζ) =

1√
n!2n

√
π

Hn(ζ) exp
[
−(1/2)ζ2

]
. (A14)

By means of (A13) and setting z = u exp[i ϕ], we obtain

〈ζ2|z〉〈z|ζ1〉 = exp
[
−u2

] ∞

∑
m,n=0

un+m exp [i (m − n)ϕ]√
m!n!

ϕm(ζ2)ϕn(ζ1). (A15)

In (A15), the ϕ integration projects out the terms n = m with the result

1
π

∫ ∞

0
udu

∫ 2π

0
dϕ 〈ζ2|z〉〈z|ζ1〉 = 2

∫ ∞

0
udu exp[−u2]

∞

∑
n=0

u2n

n!
ϕn(ζ2)ϕn(ζ1). (A16)

After changing the integration variable u → v with v = u2 with udu = dv/2, one uses

∫ ∞

0
dv

vn

n!
exp[−v] = 1, n = 0, 1, . . . (A17)

and, in view of the completeness of the Hermite polynomials, arrives at

1
π

∫ ∞

0
udu

∫ 2π

0
dϕ 〈ζ2|z〉〈z|ζ1〉 =

∞

∑
n=0

ϕn(ζ2)ϕn(ζ1) = δ (ζ2 − ζ1) . (A18)
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In the type-II HO and the RO cases, there appear additional purely imaginary phases in the
wave function, which do not depend on ζ1, ζ2, and drop out at the step (A15) of the completeness
proof above.
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Abstract: The mathematical basis for the Gaussian entanglement is discussed in detail, as well as its
implications in the internal space-time structure of relativistic extended particles. It is shown that the
Gaussian entanglement shares the same set of mathematical formulas with the harmonic oscillator
in the Lorentz-covariant world. It is thus possible to transfer the concept of entanglement to the
Lorentz-covariant picture of the bound state, which requires both space and time separations between
two constituent particles. These space and time variables become entangled as the bound state moves
with a relativistic speed. It is shown also that our inability to measure the time-separation variable
leads to an entanglement entropy together with a rise in the temperature of the bound state. As was
noted by Paul A. M. Dirac in 1963, the system of two oscillators contains the symmetries of the O(3, 2)
de Sitter group containing two O(3, 1) Lorentz groups as its subgroups. Dirac noted also that the
system contains the symmetry of the Sp(4) group, which serves as the basic language for two-mode
squeezed states. Since the Sp(4) symmetry contains both rotations and squeezes, one interesting case
is the combination of rotation and squeeze, resulting in a shear. While the current literature is mostly
on the entanglement based on squeeze along the normal coordinates, the shear transformation is an
interesting future possibility. The mathematical issues on this problem are clarified.

Keywords: Gaussian entanglement; two coupled harmonic oscillators; coupled Lorentz groups;
space-time separation; Wigner’s little groups; O(3, 2) group; Dirac’s generators for two
coupled oscillators

PACS: 03.65.Fd, 03.65.Pm, 03.67.-a, 05.30.-d

1. Introduction

Entanglement problems deal with fundamental issues in physics. Among them, the Gaussian
entanglement is of current interest not only in quantum optics [1–4], but also in other dynamical
systems [3,5–8]. The underlying mathematical language for this form of entanglement is that of
harmonic oscillators. In this paper, we present first the mathematical tools that are and may be useful
in this branch of physics.

The entangled Gaussian state is based on the formula:

1
cosh η ∑

k
(tanh η)kχk(x)χk(y) (1)

where χn(x) is the nth excited-state oscillator wave function.
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In Chapter 16 of their book [9], Walls and Milburn discussed in detail the role of this formula in
the theory of quantum information. Earlier, this formula played the pivotal role for Yuen to formulate
his two-photon coherent states or two-mode squeezed states [10]. The same formula was used by
Yurke and Patasek in 1987 [11] and by Ekert and Knight [12] for the two-mode squeezed state where
one of the photons is not observed. The effect of entanglement is to be seen from the beam splitter
experiments [13,14].

In this paper, we point out first that the series of Equation (1) can also be written as a squeezed
Gaussian form:

1√
π

exp
{
−1

4

[
e−2η(x + y)2 + e2η(x − y)2

]}
(2)

which becomes:
1√
π

exp
{
−1

2

(
x2 + y2

)}
(3)

when η = 0.
We can obtain the squeezed form of Equation (2) by replacing x and y by x′ and y′,

respectively, where: (
x′

y′

)
=

(
cosh η − sinh η

− sinh η cosh η

)(
x
y

)
(4)

If x and y are replaced by z and t, Equation (4) becomes the formula for the Lorentz boost along the z
direction. Indeed, the Lorentz boost is a squeeze transformation [3,15].

The squeezed Gaussian form of Equation (2) plays the key role in studying boosted bound states
in the Lorentz-covariant world [16–20], where z and t are the space and time separations between two
constituent particles. Since the mathematics of this physical system is the same as the series given in
Equation (1), the physical concept of entanglement can be transferred to the Lorentz-covariant bound
state, as illustrated in Figure 1.

Figure 1. One mathematics for two branches of physics. Let us look at Equations (1) and (2) applicable
to quantum optics and special relativity, respectively. They are the same formula from the Lorentz
group with different variables as in the case of the Inductor-Capacitor-Resistor (LCR) circuit and the
mechanical oscillator sharing the same second-order differential equation.

We can approach this problem from the system of two harmonic oscillators. In 1963, Paul A. M.
Dirac studied the symmetry of this two-oscillator system and discussed all possible transformations
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applicable to this oscillator [21]. He concluded that there are ten possible generators of transformations
satisfying a closed set of commutation relations. He then noted that this closed set corresponds to the
Lie algebra of the O(3, 2) de Sitter group, which is the Lorentz group applicable to three space-like and
two time-like dimensions. This O(3, 2) group has two O(3, 1) Lorentz groups as its subgroups.

We note that the Lorentz group is the language of special relativity, while the harmonic
oscillator is one of the major tools for interpreting bound states. Therefore, Dirac’s two-oscillator
system can serve as a mathematical framework for understanding quantum bound systems in the
Lorentz-covariant world.

Within this formalism, the series given in Equation (1) can be produced from the ten-generator
Dirac system. In discussing the oscillator system, the standard procedure is to use the normal
coordinates defined as:

u =
x + y√

2
, and v =

x − y√
2

(5)

In terms of these variables, the transformation given in Equation (4) takes the form:(
u′

v′

)
=

(
e−η 0

0 eη

)(
u
v

)
(6)

where this is a squeeze transformation along the normal coordinates. While the normal-coordinate
transformation is a standard procedure, it is interesting to note that it also serves as a Lorentz boost [18].

With these preparations, we shall study in Section 2 the system of two oscillators and coordinate
transformations of current interest. It is pointed out in Section 3 that there are ten different generators
for transformations, including those discussed in Section 2. It is noted that Dirac derived ten generators
of transformations applicable to these oscillators, and they satisfy the closed set of commutation
relations, which is the same as the Lie algebra of the O(3, 2) de Sitter group containing two Lorentz
groups among its subgroups. In Section 4, Dirac’s ten-generator symmetry is studied in the Wigner
phase-space picture, and it is shown that Dirac’s symmetry contains both canonical and Lorentz
transformations.

While the Gaussian entanglement starts from the oscillator wave function in its ground state,
we study in Section 5 the entanglements of excited oscillator states. We give a detailed explanation of
how the series of Equation (1) can be derived from the squeezed Gaussian function of Equation (2).

In Section 6, we study in detail how the sheared state can be derived from a squeezed state.
It appears to be a rotated squeezed state, but this is not the case. In Section 7, we study what happens
when one of the two entangled variables is not observed within the framework of Feynman’s rest of
the universe [22,23].

In Section 8, we note that most of the mathematical formulas in this paper have been used
earlier for understanding relativistic extended particles in the Lorentz-covariant harmonic oscillator
formalism [20,24–28]. These formulas allow us to transport the concept of entanglement from the
current problem of physics to quantum bound states in the Lorentz-covariant world. The time
separation between the constituent particles is not observable and is not known in the present form
of quantum mechanics. However, this variable effects the real world by entangling itself with the
longitudinal variable.

2. Two-Dimensional Harmonic Oscillators

The Gaussian form: [
1√
π

]1/4
exp

(
− x2

2

)
(7)

is used for many branches of science. For instance, we can construct this function by throwing dice.
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In physics, this is the wave function for the one-dimensional harmonic oscillator in the ground
state. This function is also used for the vacuum state in quantum field theory, as well as the zero-photon
state in quantum optics. For excited oscillator states, the wave function takes the form:

χn(x) =
[

1√
π2nn!

]1/2
Hn(x) exp

(−x2

2

)
(8)

where Hn(x) is the Hermite polynomial of the nth degree. The properties of this wave function are
well known, and it becomes the Gaussian form of Equation (7) when n = 0.

We can now consider the two-dimensional space with the orthogonal coordinate variables x and
y and the same wave function with the y variable:

χm(y) =
[

1√
π2mm!

]1/2
Hm(y) exp

(−y2

2

)
(9)

and construct the function:
ψn,m(x, y) = [χn(x)] [χm(y)] (10)

This form is clearly separable in the x and y variables. If n and m are zero, the wave function becomes:

ψ0,0(x, y) =
1√
π

exp
{
−1

2

(
x2 + y2

)}
(11)

Under the coordinate rotation: (
x′

y′

)
=

(
cos θ − sin θ

sin θ cos θ

)(
x
y

)
(12)

this function remains separable. This rotation is illustrated in Figure 2. This is a transformation very
familiar to us.

We can next consider the scale transformation of the form:(
x′

y′

)
=

(
eη 0
0 e−η

)(
x
y

)
(13)

This scale transformation is also illustrated in Figure 2. This area-preserving transformation is known
as the squeeze. Under this transformation, the Gaussian function is still separable.

If the direction of the squeeze is rotated by 45◦, the transformation becomes the diagonal
transformation of Equation (6). Indeed, this is a squeeze in the normal coordinate system. This form of
squeeze is most commonly used for squeezed states of light, as well as the subject of entanglements.
It is important to note that, in terms of the x and y variables, this transformation can be written as
Equation (4) [18]. In 1905, Einstein used this form of squeeze transformation for the longitudinal and
time-like variables. This is known as the Lorentz boost.

In addition, we can consider the transformation of the form:(
x′

y′

)
=

(
1 2α

0 1

)(
x
y

)
(14)

This transformation shears the system as is shown in Figure 2.
After the squeeze or shear transformation, the wave function of Equation (10) becomes

non-separable, but it can still be written as a series expansion in terms of the oscillator wave functions.
It can take the form:

ψ(x, y) = ∑
n,m

An,mχn(x)χm(y) (15)
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with:

∑
n,m

|An,m|2 = 1

if ψ(x, y) is normalized, as was the case for the Gaussian function of Equation (11).

2.1. Squeezed Gaussian Function

Under the squeeze along the normal coordinate, the Gaussian form of Equation (11) becomes:

ψη(x, y) =
1√
π

exp
{
−1

4

[
e−2η(x + y)2 + e2η(x − y)2

]}
(16)

which was given in Equation (2). This function is not separable in the x and y variables. These variables
are now entangled. We obtain this form by replacing, in the Gaussian function of Equation (11), the x
and y variables by x′ and y′, respectively, where:

x′ = (cosh η)x − (sinh η)y, and y′ = (cosh η)y − (sinh η)x (17)

This form of squeeze is illustrated in Figure 3, and the expansion of this squeezed Gaussian function
becomes the series given in Equation (1) [20,26]. This aspect will be discussed in detail in Section 5.

y y

y
y

Rotation

Squeeze Shear

x

xx

Start

x

Figure 2. Transformations in the two-dimensional space. The object can be rotated, squeezed or
sheared. In all three cases, the area remains invariant.

x

sq
ue
ez
ed

y

.

Figure 3. Squeeze along the 45 ◦C direction, discussed most frequently in the literature.
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In 1976 [10], Yuen discussed two-photon coherent states, often called squeezed states of light.
This series expansion served as the starting point for two-mode squeezed states. More recently, in 2003,
Giedke et al. [1] used this formula to formulate the concept of the Gaussian entanglement.

There is another way to derive the series. For the harmonic oscillator wave functions, there are
step-down and step-up operators [17]. These are defined as:

a =
1√
2

(
x +

∂

∂x

)
, and a† =

1√
2

(
x − ∂

∂x

)
(18)

If they are applied to the oscillator wave function, we have:

a χn(x) =
√

n χn−1(x), and a† χn(x) =
√

n + 1 χn+1(x) (19)

Likewise, we can introduce b and b† operators applicable to χn(y):

b =
1√
2

(
y +

∂

∂y

)
, and b† =

1√
2

(
y − ∂

∂y

)
(20)

Thus (
a†
)n

ψ0(x) =
√

n! χn(x)(
b†
)n

ψ0(y) =
√

n!χn(y) (21)

and:
a χ0(x) = b χ0(y) = 0 (22)

In terms of these variables, the transformation leading the Gaussian function of Equation (11) to its
squeezed form of Equation (16) can be written as:

exp
{η

2

(
a†b† − a b

)}
(23)

which can also be written as:

exp
{
−η

(
x

∂

∂y
+ y

∂

∂x

)}
(24)

Next, we can consider the exponential form:

exp
{
(tanh η)a†b†)

}
(25)

which can be expanded as:

∑
n

1
n!
(tanh η)n

(
a†b†

)n
(26)

If this operator is applied to the ground state of Equation (11), the result is:

∑
n
(tanh η)nχn(x)χn(y) (27)

This form is not normalized, while the series of Equation (1) is. What is the origin of this difference?
There is a similar problem with the one-photon coherent state [29,30]. There, the series comes

from the expansion of the exponential form:

exp
{

αa†
}

(28)
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which can be expanded to:

∑
n

1
n!

αn
(

a†
)n

(29)

However, this operator is not unitary. In order to make this series unitary, we consider the
exponential form:

exp
(

αa† − α∗a
)

(30)

which is unitary. This expression can then be written as:

e−αα∗/2
[
exp

(
αa†
)]

[exp (α∗a)] (31)

according to the Baker–Campbell–Hausdorff (BCH) relation [31,32]. If this is applied to the ground
state, the last bracket can be dropped, and the result is:

e−αα∗/2 exp
[
αa†
]

(32)

which is the unitary operator with the normalization constant:

e−αα∗/2

Likewise, we can conclude that the series of Equation (27) is different from that of Equation (1)
due to the difference between the unitary operator of Equation (23) and the non-unitary operator of
Equation (25). It may be possible to derive the normalization factor using the BCH formula, but it
seems to be intractable at this time. The best way to resolve this problem is to present the exact
calculation of the unitary operator leading to the normalized series of Equation (11). We shall return to
this problem in Section 5, where squeezed excited states are studied.

2.2. Sheared Gaussian Function

In addition, there is a transformation called “shear,” where only one of the two coordinates is
translated, as shown in Figure 2. This transformation takes the form:(

x′

y′

)
=

(
1 2α

0 1

)(
x
y

)
(33)

which leads to: (
x′

y′

)
=

(
x + 2αy

y

)
(34)

This shear is one of the basic transformations in engineering sciences. In physics, this transformation
plays the key role in understanding the internal space-time symmetry of massless particles [33–35].
This matrix plays the pivotal role during the transition from the oscillator mode to the damping mode
in classical damped harmonic oscillators [36,37].

Under this transformation, the Gaussian form becomes:

ψshr(x, y) =
1√
π

exp
{
−1

2

[
(x − 2αy)2 + y2

]}
(35)

It is possible to expand this into a series of the form of Equation (15) [38].
The transformation applicable to the Gaussian form of Equation (11) is:

exp
(
−2αy

∂

∂x

)
(36)
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and the generator is:

− iy
∂

∂x
(37)

It is of interest to see where this generator stands among the ten generators of Dirac.
However, the most pressing problem is whether the sheared Gaussian form can be regarded as

a rotated squeezed state. The basic mathematical issue is that the shear matrix of Equation (33) is
triangular and cannot be diagonalized. Therefore, it cannot be a squeezed state. Yet, the Gaussian
form of Equation (35) appears to be a rotated squeezed state, while not along the normal coordinates.
We shall look at this problem in detail in Section 6.

3. Dirac’s Entangled Oscillators

Paul A. M. Dirac devoted much of his life-long efforts to the task of making quantum mechanics
compatible with special relativity. Harmonic oscillators serve as an instrument for illustrating quantum
mechanics, while special relativity is the physics of the Lorentz group. Thus, Dirac attempted to
construct a representation of the Lorentz group using harmonic oscillator wave functions [17,21].

In his 1963 paper [21], Dirac started from the two-dimensional oscillator whose wave function
takes the Gaussian form given in Equation (11). He then considered unitary transformations applicable
to this ground-state wave function. He noted that they can be generated by the following ten
Hermitian operators:

L1 =
1
2

(
a†b + b†a

)
, L2 =

1
2i

(
a†b − b†a

)

L3 =
1
2

(
a†a − b†b

)
, S3 =

1
2

(
a†a + bb†

)

K1 = −1
4

(
a†a† + aa − b†b† − bb

)

K2 =
i
4

(
a†a† − aa + b†b† − bb

)

K3 =
1
2

(
a†b† + ab

)

Q1 = − i
4

(
a†a† − aa − b†b† + bb

)

Q2 = −1
4

(
a†a† + aa + b†b† + bb

)

Q3 =
i
2

(
a†b† − ab

)
(38)

He then noted that these operators satisfy the following set of commutation relations.

[Li, Lj] = iεijkLk, [Li, Kj] = iεijkKk, [Li, Qj] = iεijkQk

[Ki, Kj] = [Qi, Qj] = −iεijkLk, [Li, S3] = 0

[Ki, Qj] = −iδijS3, [Ki, S3] = −iQi, [Qi, S3] = iKi (39)

Dirac then determined that these commutation relations constitute the Lie algebra for the O(3, 2)
de Sitter group with ten generators. This de Sitter group is the Lorentz group applicable to three space
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coordinates and two time coordinates. Let us use the notation (x, y, z, t, s), with (x, y, z) as the space
coordinates and (t, s) as two time coordinates. Then, the rotation around the z axis is generated by:

L3 =

⎛
⎜⎜⎜⎜⎜⎝

0 −i 0 0 0
i 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎠ (40)

The generators L1 and L2 can also be constructed. The K3 and Q3 generators will take the form:

K3 =

⎛
⎜⎜⎜⎜⎜⎝

0 0 0 0 0
0 0 0 0 0
0 0 0 i 0
0 0 i 0 0
0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎠ , Q3 =

⎛
⎜⎜⎜⎜⎜⎝

0 0 0 0 0
0 0 0 0 0
0 0 0 0 i
0 0 0 0 0
0 0 i 0 0

⎞
⎟⎟⎟⎟⎟⎠ (41)

From these two matrices, the generators K1, K2, Q1, Q2 can be constructed. The generator S3 can be
written as:

S3 =

⎛
⎜⎜⎜⎜⎜⎝

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 −i
0 0 0 i 0

⎞
⎟⎟⎟⎟⎟⎠ (42)

The last five-by-five matrix generates rotations in the two-dimensional space of (t, s). If we introduce
these two time variables, the O(3, 2) group leads to two coupled Lorentz groups. The particle mass is
invariant under Lorentz transformations. Thus, one Lorentz group cannot change the particle mass.
However, with two coupled Lorentz groups, we can describe the world with variable masses, such as
the neutrino oscillations.

In Section 2, we used the operators Q3 and K3 as the generators for the squeezed Gaussian
function. For the unitary transformation of Equation (23), we used:

exp (−iηQ3) (43)

However, the exponential form of Equation (25) can be written as:

exp {−i(tanh η) (Q3 + iK3)} (44)

which is not unitary, as was seen before.
From the space-time point of view, both K3 and Q3 generate Lorentz boosts along the z direction,

with the time variables t and s, respectively. The fact that the squeeze and Lorentz transformations
share the same mathematical formula is well known. However, the non-unitary operator iK3 does not
seem to have a space-time interpretation.

As for the sheared state, the generator can be written as:

Q3 − L2 (45)

leading to the expression given in Equation (37). This is a Hermitian operator leading to the unitary
transformation of Equation (36).
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4. Entangled Oscillators in the Phase-Space Picture

Also in his 1963 paper, Dirac states that the Lie algebra of Equation (39) can serve as the
four-dimensional symplectic group Sp(4). This group allows us to study squeezed or entangled
states in terms of the four-dimensional phase space consisting of two position and two momentum
variables [15,39,40].

In order to study the Sp(4) contents of the coupled oscillator system, let us introduce the Wigner
function defined as [41]:

W(x, y; p, q) =
(

1
π

)2 ∫
exp

{
−2i(px′ + qy′)

}
× ψ∗(x + x′, y + y′)ψ(x − x′, y − y′)dx′dy′ (46)

If the wave function ψ(x, y) is the Gaussian form of Equation (11), the Wigner function becomes:

W(x, y : p, q) =
(

1
π

)2
exp

{
−
(

x2 + p2 + y2 + q2
)}

(47)

The Wigner function is defined over the four-dimensional phase space of (x, p, y, q) just as in the
case of classical mechanics. The unitary transformations generated by the operators of Equation (38)
are translated into Wigner transformations [39,40,42]. As in the case of Dirac’s oscillators, there are ten
corresponding generators applicable to the Wigner function. They are:

L1 = +
i
2

{(
x

∂

∂q
− q

∂

∂x

)
+

(
y

∂

∂p
− p

∂

∂y

)}

L2 = − i
2

{(
x

∂

∂y
− y

∂

∂x

)
+

(
p

∂

∂q
− q

∂

∂p

)}

L3 = +
i
2

{(
x

∂

∂p
− p

∂

∂x

)
−
(

y
∂

∂q
− q

∂

∂y

)}

S3 = − i
2

{(
x

∂

∂p
− p

∂

∂x

)
+

(
y

∂

∂q
− q

∂

∂y

)}
(48)

and:

K1 = − i
2

{(
x

∂

∂p
+ p

∂

∂x

)
−
(

y
∂

∂q
+ q

∂

∂y

)}

K2 = − i
2

{(
x

∂

∂x
+ y

∂

∂y

)
−
(

p
∂

∂p
+ q

∂

∂q

)}

K3 = +
i
2

{(
x

∂

∂q
+ q

∂

∂x

)
+

(
y

∂

∂p
+ p

∂

∂y

)}

Q1 = +
i
2

{(
x

∂

∂x
+ q

∂

∂q

)
−
(

y
∂

∂y
+ p

∂

∂p

)}

Q2 = − i
2

{(
x

∂

∂p
+ p

∂

∂x

)
+

(
y

∂

∂q
+ q

∂

∂y

)}

Q3 = − i
2

{(
y

∂

∂x
+ x

∂

∂y

)
−
(

q
∂

∂p
+ p

∂

∂q

)}
(49)
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These generators also satisfy the Lie algebra given in Equations (38) and (39). Transformations generated
by these generators have been discussed in the literature [15,40,42].

As in the case of Section 3, we are interested in the generators Q3 and K3. The transformation
generated by Q3 takes the form:[

exp
{

η

(
x

∂

∂y
+ y

∂

∂x

)}] [
exp

{
−η

(
p

∂

∂q
+ q

∂

∂p

)}]
(50)

This exponential form squeezes the Wigner function of Equation (47) in the x y space, as well as in their
corresponding momentum space. However, in the momentum space, the squeeze is in the opposite
direction, as illustrated in Figure 4. This is what we expect from canonical transformation in classical
mechanics. Indeed, this corresponds to the unitary transformation, which played the major role in
Section 2.

x
x

q q

pp

y y

 Q

 K

3

3
Transform

Figure 4. Transformations generated by Q3 and K3. As the parameter η becomes larger, both the space
and momentum distribution becomes larger.

Even though shown insignificant in Section 2, K3 had a definite physical interpretation in Section 3.
The transformation generated by K3 takes the form:[

exp
{

η

(
x

∂

∂q
+ q

∂

∂x

)}] [
exp

{
η

(
y

∂

∂p
+ p

∂

∂y

)}]
(51)

This performs the squeeze in the x q and y p spaces. In this case, the squeezes have the same sign,
and the rate of increase is the same in all directions. We can thus have the same picture of squeeze
for both x y and p q spaces, as illustrated in Figure 4. This parallel transformation corresponds to the
Lorentz squeeze [20,25].

As for the sheared state, the combination:

Q3 − L2 = −i
(

y
∂

∂x
+ q

∂

∂p

)
(52)

generates the same shear in the p q space.
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5. Entangled Excited States

In Section 2, we discussed the entangled ground state and noted that the entangled state of
Equation (1) is a series expansion of the squeezed Gaussian function. In this section, we are interested
in what happens when we squeeze an excited oscillator state starting from:

χn(x)χm(y) (53)

In order to entangle this state, we should replace x and y, respectively, by x′ and y′ given in
Equation (17).

The question is how the oscillator wave function is squeezed after this operation. Let us note first
that the wave function of Equation (53) satisfies the equation:

1
2

{(
x2 − ∂2

∂x2

)
−
(

y2 − ∂2

∂y2

)}
χn(x)χm(y) = (n − m)χn(x)χm(y) (54)

This equation is invariant under the squeeze transformation of Equation (17), and thus, the eigenvalue
(n − m) remains invariant. Unlike the usual two-oscillator system, the x component and the y component
have opposite signs. This is the reason why the overall equation is squeeze-invariant [3,25,43].

We then have to write this squeezed oscillator in the series form of Equation (15). The most
interesting case is of course for m = n = 0, which leads to the Gaussian entangled state given
in Equation (16). Another interesting case is for m = 0, while n is allowed to take all integer
values. This single-excitation system has applications in the covariant oscillator formalism where no
time-like excitations are allowed. The Gaussian entangled state is a special case of this single-excited
oscillator system.

The most general case is for nonzero integers for both n and m. The calculation for this case is
available in the literature [20,44]. Seeing no immediate physical applications of this case, we shall not
reproduce this calculation in this section.

For the single-excitation system, we write the starting wave function as:

χn(x)χ0(y) =
[

1
π 2nn!

]1/2
Hn(x) exp

{
−
(

x2 + y2

2

)}
(55)

There are no excitations along the y coordinate. In order to squeeze this function, our plan is to replace
x and y by x′ and y′, respectively, and write χn(x′)χ0(y′) as a series in the form:

χn(x′)χ0(y′) = ∑
k′ ,k

Ak′ ,k(n)χk′(x)χk(y) (56)

Since k′ − k = n or k′ = n + k, according to the eigenvalue of the differential equation given in
Equation (54), we write this series as:

χn(x′)χ0(y′) = ∑
k′ ,k

Ak(n)χ(k+n)(x)χk(y) (57)

with:

∑
k
|Ak(n)|2 = 1 (58)

This coefficient is:
Ak(n) =

∫
χk+n(x)χk(y)χn(x′)χ0(y′) dx dy (59)

This calculation was given in the literature in a fragmentary way in connection with a Lorentz-covariant
description of extended particles starting from Ruiz’s 1974 paper [45], subsequently by Kim et al. in
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1979 [26] and by Rotbart in 1981 [44]. In view of the recent developments of physics, it seems necessary
to give one coherent calculation of the coefficient of Equation (59).

We are now interested in the squeezed oscillator function:

Ak(n) =
[

1
π2 2nn!(k + n)2(n + k)!k2k!

]1/2

×
∫

Hn+k(x)Hk(y)Hn(x′) exp
{
−
(

x2 + y2 + x′2 + y′2

2

)}
dxdy (60)

As was noted by Ruiz [45], the key to the evaluation of this integral is to introduce the generating
function for the Hermite polynomials [46,47]:

G(r, z) = exp
(
−r2 + 2rz

)
= ∑

m

rm

m!
Hm(z) (61)

and evaluate the integral:

I =
∫

G(r, x)G(s, y)G(r′, x′) exp
{
−
(

x2 + y2 + x′2 + y′2

2

)}
dxdy (62)

The integrand becomes one exponential function, and its exponent is quadratic in x and y.
This quadratic form can be diagonalized, and the integral can be evaluated [20,26]. The result is:

I =
[

π

cosh η

]
exp (2rs tanh η) exp

(
2rr′

cosh η

)
(63)

We can now expand this expression and choose the coefficients of rn+k, sk, r′n for H(n+k)(x), Hn(y) and
Hn(z′), respectively. The result is:

An;k =

(
1

cosh η

)(n+1) [ (n + k)!
n!k!

]1/2

(tanh η)k (64)

Thus, the series becomes:

χn(x′)χ0(y′) =
(

1
cosh η

)(n+1)

∑
k

[
(n + k)!

n!k!

]1/2

(tanh η)kχk+n(x)χk(y) (65)

If n = 0, it is the squeezed ground state, and this expression becomes the entangled state of
Equation (16).

6. E(2)-Sheared States

Let us next consider the effect of shear on the Gaussian form. From Figures 3 and 5, it is clear that
the sheared state is a rotated squeezed state.

In order to understand this transformation, let us note that the squeeze and rotation are generated
by the two-by-two matrices:

K =

(
0 i
i 0

)
, J =

(
0 −i
i 0

)
(66)

219



Symmetry 2016, 8, 55

which generate the squeeze and rotation matrices of the form:

exp (−iηK) =

(
cosh η sinh η

sinh η cosh η

)

exp (−iθ J) =

(
cos θ − sin θ

sin θ cos θ

)
(67)

respectively. We can then consider:

S = K − J =

(
0 2i
0 0

)
(68)

This matrix has the property that S2 = 0. Thus, the transformation matrix becomes:

exp (−iαS) =

(
1 2α

0 1

)
(69)

Since S2 = 0, the Taylor expansion truncates, and the transformation matrix becomes the triangular
matrix of Equation (34), leading to the transformation:(

x
y

)
→

(
x + 2αy

y

)
(70)

The shear generator S of Equation (68) indicates that the infinitesimal transformation is a rotation
followed by a squeeze. Since both rotation and squeeze are area-preserving transformations, the shear
should also be an area-preserving transformations.

x

y

Shear

Figure 5. Sear transformation of the Gaussian form given in Equation (11).

In view of Figure 5, we should ask whether the triangular matrix of Equation (69) can be obtained
from one squeeze matrix followed by one rotation matrix. This is not possible mathematically. It can
however, be written as a squeezed rotation matrix of the form:(

eλ/2 0
0 e−λ/2

)(
cos ω sin ω

− sin ω cos ω

)(
e−λ/2 0

0 eλ/2

)
(71)

resulting in: (
cos ω eλ sin ω

−e−λ sin ω cos ω

)
(72)

If we let:
(sin ω) = 2αe−λ (73)
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Then: (
cos ω 2α

−2αe−2λ cos ω

)
(74)

If λ becomes infinite, the angle ω becomes zero, and this matrix becomes the triangular matrix of
Equation (69). This is a singular process where the parameter λ goes to infinity.

If this transformation is applied to the Gaussian form of Equation (11), it becomes:

ψ(x, y) =
1√
π

exp
{
−1

2

[
(x − 2αy)2 + y2

]}
(75)

The question is whether the exponential portion of this expression can be written as:

exp
{
−1

2

[
e−2η(x cos θ + y sin θ)2 + e2η(x sin θ − y cos θ)2

]}
(76)

The answer is yes. This is possible if:

tan(2θ) =
1
α

e2η = 1 + 2α2 + 2α
√

α2 + 1

e−2η = 1 + 2α2 − 2α
√

α2 + 1 (77)

In Equation (74), we needed a limiting case of λ becoming infinite. This is necessarily a singular
transformation. On the other hand, the derivation of the Gaussian form of Equation (75) appears to
be analytic. How is this possible? In order to achieve the transformation from the Gaussian form of
Equations (11) to (75), we need the linear transformation:(

cos θ − sin θ

sin θ cos θ

)(
eη 0
0 e−η

)
(78)

If the initial form is invariant under rotations as in the case of the Gaussian function of Equation (11),
we can add another rotation matrix on the right-hand side. We choose that rotation matrix to be:(

cos(θ − π/2) − sin(θ − π/2)
sin(θ − π/2) cos(θ − π/2)

)
(79)

write the three matrices as:(
cos θ′ − sin θ′

sin θ′ cos θ′

)(
cosh η sinh η

sinh η cosh η

)(
cos θ′ − sin θ′

sin θ′ cos θ′

)
(80)

with:
θ′ = θ − π

4
The multiplication of these three matrices leads to:(

(cosh η) sin(2θ) sinh η + (cosh η) cos(2θ)

sinh η − (cosh η) cos(2θ) (cosh η) sin(2θ)

)
(81)
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The lower-left element can become zero when sinh η = cosh(η) cos(2θ), and consequently,
this matrix becomes: (

1 2 sinh η

0 1

)
(82)

Furthermore, this matrix can be written in the form of a squeezed rotation matrix given in
Equation (72), with:

cos ω = (cosh η) sin(2θ)

e−2λ =
cos(2θ)− tanh η

cos(2θ) + tanh η
(83)

The matrices of the form of Equations (72) and (81) are known as the Wigner and Bargmann
decompositions, respectively [33,36,48–50].

7. Feynman’s Rest of the Universe

We need the concept of entanglement in quantum systems of two variables. The issue is how the
measurement of one variable affects the other variable. The simplest case is what happens to the first
variable while no measurements are taken on the second variable. This problem has a long history
since von Neumann introduced the concept of the density matrix in 1932 [51]. While there are many
books and review articles on this subject, Feynman stated this problem in his own colorful way. In his
book on statistical mechanics [22], Feynman makes the following statement about the density matrix.

When we solve a quantum-mechanical problem, what we really do is divide the universe into two parts—the
system in which we are interested and the rest of the universe. We then usually act as if the system in which we
are interested comprised the entire universe. To motivate the use of density matrices, let us see what happens
when we include the part of the universe outside the system.

Indeed, Yurke and Potasek [11] and also Ekert and Knight [12] studied this problem in the
two-mode squeezed state using the entanglement formula given in Equation (16). Later in 1999,
Han et al. studied this problem with two coupled oscillators where one oscillator is observed while
the other is not and, thus, is in the rest of the universe as defined by Feynman [23].

Somewhat earlier in 1990 [27], Kim and Wigner observed that there is a time separation wherever
there is a space separation in the Lorentz-covariant world. The Bohr radius is a space separation.
If the system is Lorentz-boosted, the time-separation becomes entangled with the space separation.
However, in the present form of quantum mechanics, this time-separation variable is not measured
and not understood.

This variable was mentioned in the paper of Feynman et al. in 1971 [43], but the authors say they
would drop this variable because they do not know what to do with it. While what Feynman et al. did
was not quite respectable from the scientific point of view, they made a contribution by pointing out
the existence of the problem. In 1990, Kim and Wigner [27] noted that the time-separation variable
belongs to Feynman’s rest of the universe and studied its consequences in the observable world.

In this section, we first reproduce the work of Kim and Wigner using the x and y variables and
then study the consequences. Let us introduce the notation ψn

η (x, y) for the squeezed oscillator wave
function given in Equation (65):

ψn
η (x, y) = χn(x′)χ0(y′) (84)

with no excitations along the y direction. For η = 0, this expression becomes χn(x)χ0(y).
From this wave function, we can construct the pure-state density matrix as:

ρn
η(x, y; r, s) = ψn

η (x, y)ψn
η (r, s) (85)
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which satisfies the condition ρ2 = ρ, which means:

ρn
η(x, y; r, s) =

∫
ρn

η(x, y; u, v)ρn
η(u, v; r, s)dudv (86)

As illustrated in Figure 6, it is not possible to make measurements on the variable y. We thus have
to take the trace of this density matrix along the y axis, resulting in:

ρn
η(x, r) =

∫
ψn

η (x, y)ψn
η (r, y)dy

=

(
1

cosh η

)2(n+1)

∑
k

(n + k)!
n!k!

(tanh η)2kχn+k(x)χk+n(r) (87)

The trace of this density matrix is one, but the trace of ρ2 is:

Tr
(

ρ2
)
=
∫

ρn
η(x, r)ρn

η(r, x)drdx

=

(
1

cosh η

)4(n+1)

∑
k

[
(n + k)!

n!k!

]2

(tanh η)4k (88)

which is less than one. This is due to the fact that we are not observing the y variable. Our knowledge
is less than complete.
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Figure 6. Feynman’s rest of the universe. As the Gaussian function is squeezed, the x and y variables
become entangled. If the y variable is not measured, it affects the quantum mechanics of the x variable.

The standard way to measure this incompleteness is to calculate the entropy defined as [51–53]:

S = −Tr (ρ(x, r) ln[ρ(x, r)]) (89)

which leads to:

S = 2(n + 1)[(cosh η)2 ln(cosh η)− (sinh η)2 ln(sinh η)]

−
(

1
cosh η

)2(n+1)

∑
k

(n + k)!
n!k!

ln
[
(n + k)!

n!k!

]
(tanh η)2k (90)

Let us go back to the wave function given in Equation (84). As is illustrated in Figure 6,
its localization property is dictated by its Gaussian factor, which corresponds to the ground-state wave
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function. For this reason, we expect that much of the behavior of the density matrix or the entropy for
the nth excited state will be the same as that for the ground state with n = 0. For this state, the density
matrix is:

ρη(x, r) =
(

1
π cosh(2η)

)1/2
exp

{
−1

4

[
(x + r)2

cosh(2η)
+ (x − r)2 cosh(2η)

]}
(91)

and the entropy is:
Sη = 2

[
(cosh η)2 ln(cosh η)− (sinh η)2 ln(sinh η)

]
(92)

The density distribution ρη(x, x) becomes:

ρη(x, x) =
(

1
π cosh(2η)

)1/2
exp

( −x2

cosh(2η)

)
(93)

The width of the distribution becomes
√

cosh(2η), and the distribution becomes wide-spread as η

becomes larger. Likewise, the momentum distribution becomes wide-spread as can be seen in Figure 4.
This simultaneous increase in the momentum and position distribution widths is due to our inability
to measure the y variable hidden in Feynman’s rest of the universe [22].

In their paper of 1990 [27], Kim and Wigner used the x and y variables as the longitudinal
and time-like variables respectively in the Lorentz-covariant world. In the quantum world, it is a
widely-accepted view that there are no time-like excitations. Thus, it is fully justified to restrict the y
component to its ground state, as we did in Section 5.

8. Space-Time Entanglement

The series given in Equation (1) plays the central role in the concept of the Gaussian or
continuous-variable entanglement, where the measurement on one variable affects the quantum
mechanics of the other variable. If one of the variables is not observed, it belongs to Feynman’s rest of
the universe.

The series of the form of Equation (1) was developed earlier for studying harmonic oscillators
in moving frames [20,24–28]. Here, z and t are the space-like and time-like separations between the
two constituent particles bound together by a harmonic oscillator potential. There are excitations
along the longitudinal direction. However, no excitations are allowed along the time-like direction.
Dirac described this as the “c-number” time-energy uncertainty relation [16]. Dirac in 1927 was talking
about the system without special relativity. In 1945 [17], Dirac attempted to construct space-time wave
functions using harmonic oscillators. In 1949 [18], Dirac introduced his light-cone coordinate system
for Lorentz boosts, demonstrating that the boost is a squeeze transformation. It is now possible to
combine Dirac’s three observations to construct the Lorentz covariant picture of quantum bound states,
as illustrated in Figure 7.

If the system is at rest, we use the wave function:

ψn
0 (z, t) = χn(z)χ0(t) (94)

which allows excitations along the z axis, but no excitations along the t axis, according to Dirac’s
c-number time-energy uncertainty relation.

If the system is boosted, the z and t variables are replaced by z′ and t′ where:

z′ = (cosh η)z − (sinh η)t, and t′ = −(sinh η)z + (cosh η)t (95)

This is a squeeze transformation as in the case of Equation (17). In terms of these space-time variables,
the wave function of Equation (84), can be written as:

ψn
η (z, t) = χn(z′)χ0(t′) (96)
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and the series of Equation (65) then becomes:

ψn
η (z, t) =

(
1

cosh η

)(n+1)

∑
k

[
(n + k)!

n!k!

]1/2

(tanh η)kχk+n(z)χk(t) (97)

Figure 7. Dirac’s form of Lorentz-covariant quantum mechanics. In addition to Heisenberg’s
uncertainty relation, which allows excitations along the spatial direction, there is the “c-number”
time-energy uncertainty without excitations. This form of quantum mechanics can be combined with
Dirac’s light-cone picture of Lorentz boost, resulting in the Lorentz-covariant picture of quantum
mechanics. The elliptic squeeze shown in this figure can be called the space-time entanglement.

Since the Lorentz-covariant oscillator formalism shares the same set of formulas with the Gaussian
entangled states, it is possible to explain some aspects of space-time physics using the concepts and
terminologies developed in quantum optics, as illustrated in Figure 1.

The time-separation variable is a case in point. The Bohr radius is a well-defined spatial separation
between the proton and electron in the hydrogen atom. However, if the atom is boosted, this radius
picks up a time-like separation. This time-separation variable does not exist in the Schrödinger picture
of quantum mechanics. However, this variable plays the pivotal role in the covariant harmonic
oscillator formalism. It is gratifying to note that this “hidden or forgotten” variable plays a role in the
real world while being entangled with the observable longitudinal variable. With this point in mind,
let us study some of the consequences of this space-time entanglement.

First of all, does the wave function of Equation (96) carry a probability interpretation in the
Lorentz-covariant world? Since dzdt = dz′dt′, the normalization:∫

|ψn
η (z, t)|2dtdz = 1 (98)

This is a Lorentz-invariant normalization. If the system is at rest, the z and t variables are completely
dis-entangled, and the spatial component of the wave function satisfies the Schrödinger equation
without the time-separation variable.

However, in the Lorentz-covariant world, we have to consider the inner product:

(
ψn

η (z, t), ψm
η′(z, t)

)
=
∫ [

ψn
η (z, t)]∗ψm

η′(z, t)
)

dzdt (99)
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The evaluation of this integral was carried out by Michael Ruiz in 1974 [45], and the result was:

(
1

| cosh(η − η′)|

)n+1
δnm (100)

In order to see the physical implications of this result, let us assume that one of the oscillators is at
rest with η′ = 0 and the other is moving with the velocity β = tanh(η). Then, the result is:

(
ψn

η (z, t), ψm
0 (z, t)

)
=

(√
1 − β2

)n+1
δnm (101)

Indeed, the wave functions are orthonormal if they are in the same Lorentz frame. If one of them is
boosted, the inner product shows the effect of Lorentz contraction. We are familiar with the contraction√

1 − β2 for the rigid rod. The ground state of the oscillator wave function is contracted like a rigid rod.
The probability density |ψ0

η(z)|2 is for the oscillator in the ground sate, and it has one hump.
For the nth excited state, there are (n + 1) humps. If each hump is contracted like

√
1 − β2, the net

contraction factor is
(√

1 − β2
)n+1

for the nth excited state. This result is illustrated in Figure 8.
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Figure 8. Orthogonality relations for two covariant oscillator wave functions. The orthogonality
relation is preserved for different frames. However, they show the Lorentz contraction effect for two
different frames.

With this understanding, let us go back to the entanglement problem. The ground state wave
function takes the Gaussian form given in Equation (11):

ψ0(z, t) =
1√
π

exp
{
−1

2

(
z2 + t2

)}
(102)

where the x and y variables are replaced by z and t, respectively. If Lorentz-boosted, this Gaussian
function becomes squeezed to [20,24,25]:

ψ0
η(z, t) =

1√
π

exp
{
−1

4

[
e−2η(z + t)2 + e2η(z − t)2

]}
(103)

leading to the series:
1

cosh η ∑
k
(tanh η)kχk(z)χk(t) (104)

According to this formula, the z and t variables are entangled in the same way as the x and y variables
are entangled.
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Here, the z and t variables are space and time separations between two particles bound together
by the oscillator force. The concept of the space separation is well defined, as in the case of the Bohr
radius. On the other hand, the time separation is still hidden or forgotten in the present form of
quantum mechanics. In the Lorentz-covariant world, this variable affects what we observe in the real
world by entangling itself with the longitudinal spatial separation.

In Chapter 16 of their book [9], Walls and Milburn wrote down the series of Equation (1) and
discussed what would happen when the η parameter becomes infinitely large. We note that the series
given in Equation (104) shares the same expression as the form given by Walls and Milburn, as well
as other papers dealing with the Gaussian entanglement. As in the case of Wall and Milburn, we are
interested in what happens when η becomes very large.

As we emphasized throughout the present paper, it is possible to study the entanglement series
using the squeezed Gaussian function given in Equation (103). It is then possible to study this problem
using the ellipse. Indeed, we can carry out the mathematics of entanglement using the ellipse shown
Figure 9. This figure is the same as that of Figure 6, but it illustrates the entanglement of the space and
time separations, instead of the x and y variables. If the particle is at rest with η = 0, the Gaussian
form corresponds to the circle in Figure 9. When the particle gains speed, this Gaussian function
becomes squeezed into an ellipse. This ellipse becomes concentrated along the light cone with t = z,
as η becomes very large.

The point is that we are able to observe this effect in the real world. These days, the velocity
of protons from high-energy accelerators is very close to that of light. According to Gell-Mann [54],
the proton is a bound state of three quarks. Since quarks are confined in the proton, they have never
been observed, and the binding force must be like that of the harmonic oscillator. Furthermore, the
observed mass spectra of the hadrons exhibit the degeneracy of the three-dimensional harmonic
oscillator [43]. We use the word “hadron” for the bound state of the quarks. The simplest hadron is
thus the bound state of two quarks.

In 1969 [55], Feynman observed that the same proton, when moving with a velocity close to that
of light, can be regarded as a collection of partons, with the following peculiar properties.

1. The parton picture is valid only for protons moving with velocity close to that of light.
2. The interaction time between the quarks becomes dilated, and partons are like free particles.
3. The momentum distribution becomes wide-spread as the proton moves faster. Its width is

proportional to the proton momentum.
4. The number of partons is not conserved, while the proton starts with a finite number of quarks.

Figure 9. Feynman’s rest of the universe. This figure is the same as Figure 6. Here, the space variable z
and the time variable t are entangled.
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Indeed, Figure 10 tells why the quark and parton models are two limiting cases of one
Lorentz-covariant entity. In the oscillator regime, the three-particle system can be reduced to
two independent two-particle systems [43]. Also in the oscillator regime, the momentum-energy
wave function takes the same form as the space-time wave function, thus with the same squeeze
or entanglement property as illustrated in this figure. This leads to the wide-spread momentum
distribution [20,56,57].

Figure 10. The transition from the quark to the parton model through space-time entanglement.
When η = 0, the system is called the quark model where the space separation and the time
separation are dis-entangled. Their entanglement becomes maximum when η = ∞. The quark
model is transformed continuously to the parton model as the η parameter increases from zero to ∞.
The mathematics of this transformation is given in terms of circles and ellipses.

Also in Figure 10, the time-separation between the quarks becomes large as η becomes large,
leading to a weaker spring constant. This is why the partons behave like free particles [20,56,57].

As η becomes very large, all of the particles are confined into a narrow strip around the light
cone. The number of particles is not constant for massless particles as in the case of black-body
radiation [20,56,57].

Indeed, the oscillator model explains the basic features of the hadronic spectra [43]. Does the
oscillator model tell the basic feature of the parton distribution observed in high-energy laboratories?
The answer is yes. In his 1982 paper [58], Paul Hussar compared the parton distribution observed in
a high-energy laboratory with the Lorentz-boosted Gaussian distribution. They are close enough to
justify that the quark and parton models are two limiting cases of one Lorentz-covariant entity.

To summarize, the proton makes a phase transition from the bound state into a plasma state as
it moves faster, as illustrated in Figure 10. The unobserved time-separation variable becomes more
prominent as η becomes larger. We can now go back to the form of this entropy given in Equation (92)
and calculate it numerically. It is plotted against (tanh η)2 = β2 in Figure 11. The entropy is zero when
the hadron is at rest, and it becomes infinite as the hadronic speed reaches the speed of light.
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Figure 11. Entropy and temperature as functions of [tanh(η)]2 = β2. They are both zero when the
hadron is at rest, but they become infinitely large when the hadronic speed becomes close to that of
light. The curvature for the temperature plot changes suddenly around [tanh(η)]2 = 0.8, indicating a
phase transition.

Let us go back to the expression given in Equation (87). For this ground state, the density
matrix becomes:

ρη(z, z′) =
(

1
cosh η

)2

∑
k
(tanh η)2kχk(z)χk(z′) (105)

We can now compare this expression with the density matrix for the thermally-excited oscillator
state [22]:

ρη(z, z′) =
(

1 − e−1/T
)

∑
k

[
e−1/T

]k
χk(z)χk(z′) (106)

By comparing these two expressions, we arrive at:

[tanh(η)]2 = e−1/T (107)

and thus:
T =

−1
ln [(tanh η)2]

(108)

This temperature is also plotted against (tanh η)2 in Figure 11. The temperature is zero if the hadron is
at rest, but it becomes infinite when the hadronic speed becomes close to that of light. The slope of
the curvature changes suddenly around (tanh η)2 = 0.8, indicating a phase transition from the bound
state to the plasma state.

In this section, we have shown how useful the concept of entanglement is in understanding the
role of the time-separation in high energy hadronic physics including Gell–Mann’s quark model and
Feynman’s parton model as two limiting cases of one Lorentz-covariant entity.

9. Concluding Remarks

The main point of this paper is the mathematical identity:

1√
π

exp
{
−1

4

[
e−2η(x + y)2 + e2η(x − y)2

]}
=

1
cosh η ∑

k
(tanh η)kχk(x)χk(y) (109)

which says that the series of Equation (1) is an expansion of the Gaussian form given in Equation (2).
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The first derivation of this series was published in 1979 [26] as a formula from the Lorentz group.
Since this identity is not well known, we explained in Section 5 how this formula can be derived from
the generating function of the Hermite polynomials.

While the series serves useful purposes in understanding the physics of entanglement,
the Gaussian form can be used to transfer this idea to high-energy hadronic physics. The hadron, such
as the proton, is a quantum bound state. As was pointed out in Section 8, the squeezed Gaussian
function of Equation (109) plays the pivotal role for hadrons moving with relativistic speeds.

The Bohr radius is a very important quantity in physics. It is a spatial separation between the
proton and electron in the the hydrogen atom. Likewise, there is a space-like separation between
constituent particles in a bound state at rest. When the bound state moves, it picks up a time-like
component. However, in the present form of quantum mechanics, this time-like separation is not
recognized. Indeed, this variable is hidden in Feynman’s rest of the universe. When the system is
Lorentz-boosted, this variable entangles itself with the measurable longitudinal variable. Our failure
to measure this entangled variable appears in the form of entropy and temperature in the real world.

While harmonic oscillators are applicable to many aspects of quantum mechanics, Paul A. M.
Dirac observed in 1963 [21] that the system of two oscillators contains also the symmetries of the
Lorentz group. We discussed in this paper one concrete case of Dirac’s symmetry. There are different
languages for harmonic oscillators, such as the Schrödinger wave function, step-up and step-down
operators and the Wigner phase-space distribution function. In this paper, we used extensively a
pictorial language with circles and ellipses.

Let us go back to Equation (109); this mathematical identity was published in 1979 as textbook
material in the American Journal of Physics [26], and the same formula was later included in a textbook
on the Lorentz group [20]. It is gratifying to note that the same formula serves as a useful tool for the
current literature in quantum information theory [59,60].
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Abstract: The band structure of strongly correlated two-dimensional (2D) semimetal systems is
found to be significantly affected by the spin-orbit coupling (SOC), resulting in SOC-induced
Fermi surfaces. Dirac, Weyl and Majorana representations are used for the description of different
semimetals, though the band structures of all these systems are very similar. We develop a theoretical
approach to the band theory of two-dimensional semimetals within the Dirac–Hartree–Fock
self-consistent field approximation. It reveals partially breaking symmetry of the Dirac cone affected
by quasi-relativistic exchange interactions for 2D crystals with hexagonal symmetry. Fermi velocity
becomes an operator within this approach, and elementary excitations have been calculated in the
tight-binding approximation when taking into account the exchange interaction of π(pz)-electron
with its three nearest π(pz)-electrons. These excitations are described by the massless Majorana
equation instead of the Dirac one. The squared equation for this field is of the Klein–Gordon–Fock
type. Such a feature of the band structure of 2D semimetals as the appearance of four pairs of nodes
is shown to be described naturally within the developed formalism. Numerical simulation of band
structure has been performed for the proposed 2D-model of graphene and a monolayer of Pb atoms.

Keywords: 2D semimetals; Dirac–Hartree–Fock self-consistent field approximation; Majorana-like
field; Weyl-like nodes; Fermi velocity operator

PACS: 73.22.-f, 81.05.Bx

1. Introduction

Strongly correlated materials, such as two-dimensional (2D) complex oxides of transition metals,
graphene, oxides with a perovskite structure, and IV–VI semiconductors being three-dimensional
(3D) analogues of graphene, can demonstrate unusual electronic and magnetic properties, such as
e.g., half-metallicity. The linear dispersion law for such materials is stipulated by the simultaneous
existence of positively and negatively charged carriers [1]. Conical singularities are generic in the
quantum crystals having honeycomb lattice symmetry [2]. Bipolarity of the material suggests that the
state of an excitonic insulator is possible for it. Since an electron-hole pair is at the same time its own
antiparticle, the Majorana representation has been used [3,4] to describe the interaction of pseudospins
with the valley currents in a monolayer graphene.

The electron is a complex fermion, so if one decomposes it into its real and imaginary parts,
which would be Majorana fermions, they are rapidly re-mixed by electromagnetic interactions.
However, such a decomposition could be reasonable for a superconductor where, because of effective
electrostatic screening, the Bogoliubov quasi-fermions behave as if they are neutral excitations [5].
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A helical magnetic ordering (commensurate magnetism) occurs due to strong spin-orbit coupling
(SOC) between Fe and Pb atoms in the system where a chain of ferromagnetic Fe atoms is placed on
the surface of conventional superconductor composed of Pb atoms [6]. In this case, the imposition of
SOC results in the appearance of Majorana-like excitations at the ends of the Fe atom chain.

The discovered p-wave function pairing in this Fe-chain is allowed to assume that there exists
a new mechanism of superconductivity in high-temperature superconductors through the exchange
of Majorana particles rather than phonons in the Bardeen–Cooper–Schrieffer theory. Such a novel
superconducting state emerges, for example, in compound CeCoIn5 in strong magnetic fields in
addition to ordinary superconducting state, [7]. It has been shown [8–10] that the coupling of electrons
into Cooper pairs in pnictides (LiFeAs with slabs FeAs) is mediated by the mixing of d-electron orbitals
surrounding the atomic cores of transition metal. The new state is mediated by an anti-ferromagnetic
order, and its fluctuations appear due to strong spin-orbit coupling [8,9,11]. It has been experimentally
confirmed in [10] for LiFeAs. For antiferromagnetic itinerant-electron system LaFe12B6, ultrasharp
magnetization steps have been observed [12]. The last can be only explained by the existence of
anti-ferromagnetic order, and its fluctuations appear due to strong spin-orbit coupling.

Thus, there is a strong evidence that SOC may control the spin ordering in the absence of external
magnetic fields. However, the mechanism that leads to such, commensurate magnetism has not been
yet established.

The phenomenon of the contraction of electron density distribution in one direction is called
nematicity. It is observed in pnictides BaFe2(As1−xPx)2 placed in a magnetic field, and such a
phenomenon remains in the superconducting state [13]. The nematicity is coupled with considerable
stripe spin fluctuations in FeSe [14]. The very strong spin orbit coupling leads to contraction in a
factor of about 10% and rotation on 30◦ of the hexagonal Brillouin zone of delafossite oxide PtCoO2,
belonging to yet another class of topological insulators in which atoms of metal are in layers with
triangular lattices [15].

Other topological insulators, namely so-called Weyl materials with a linear dispersion law,
are close in properties with layered perovskite-like materials (see [16] and references therein).
Currently, the first candidate for such a material has been found, namely TaAs, whose Brillouin
zone has Weyl-like nodes and Fermi arcs [17–19].

Moreover, the experimental evidence of the similarities between the Fermi surfaces of insulator
SmB6 and metallic rare earth hexaborides (PrB6 and LaB6) has been presented in [20]. To explain the
accompanying ordering phenomena, each associated with different symmetry breaking, it is necessary
to develop a unified theory as it has been pointed out in [9].

Electrically charged carriers in the strongly correlated semimetallic systems with half-filled bands
are massless fermions [15,21,22].

In a low-dimensional system, the exciton binding energy turns out to be high [23] and, respectively,
the transition to the state of excitonic insulator is possible. Therefore, the Majorana rather than Weyl
representation is preferable for the description of 2D semimetals. An attempt to represent the transition
to the state of excitonic insulator as the appearance of Majorana zero-modes solution in graphene
with trigonal warping [24] contradicts experimental data on the absence of a gap in band structure
of graphene [25] and on diminishing of charged carriers mobility [26] and minimal conductivity [27].
However, at the present time, there exist experimental signatures of graphene Majorana states in
graphene-superconductor junctions without the need for spin-orbit coupling [28]. However, modern
Quantum Field Theory of pseudo-Dirac quasiparticles in random phase approximation predicts a
strong screening that destroys the excitonic pairing instability if the fermion dynamic mass m(p)
dependent on momentum p is small in comparison with the chemical potential μ: m(p) ≤ μ [29].

In the paper, we would like to show how the above described features of the layered materials can
be formalized in 2D models, where the charged carriers are the quasiparticles of Majorana rather than
of the Weyl type. We also show that, under certain conditions, these quasiparticles reveal themselves
as Weyl-like states or massless Dirac pseudofermions.
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However, the use of the well-known Majorana representations to describe a semimetal as a
massless-quasiparticle system is encountered with such a puzzle as the absence of harmonic oscillatory
solutions in ultrarelativistic limit for Majorana particles of zero mass [30]. The equations are known
for massive Majorana particles only [31–33].

In the paper, we reveal different aspects of appearance of Majorana-like quasiparticle states in
the band structure of semimetals. 2D Hartree–Fock approximation for graphene, however, predicts
experimentally observable increase of the Fermi velocity value vF(�p) at small momenta p [25] but
leads to logarithmically divergent vF(�p) at p → 0 [34]. To take into account this effect of long range
Coulomb interactions correctly, our calculation is based on the quasi-relativistic Dirac–Hartree–Fock
self-consistent field approach developed earlier [35,36].

The goal is to construct a 2D-semimetal model in which a motion equation is a pseudo-relativistic
massless Majorana-like one. We show that the squared equation for this field is of a Klein–Gordon–Fock
type, and therefore the charged carriers in such 2D-semimetal models can be assumed massless
Majorana-like quasiparticles.

We study quasiparticle excitations of the electronic subsystem of a hexagonal monoatomic layer
(monolayer) of light or heavy atoms in tight-binding approximation. The simulations are performed
for the atoms of C and Pb on the assumption that sp2-hybridization for s- and p-electron orbitals is
also possible for the atoms of Pb.

We demonstrate that the band-structure features for the hexagonal monolayers are similar to each
other due to the similarity of external electronic shells of their atoms. Despite the similarity of the band
structure, the charged carriers in such 2D-semimetal models can possess different features, e.g., the
charged carriers in the monolayer of the atoms of C can be thought of as massless Dirac pseudofermions,
whereas in the monolayer from the atoms of Pb, they reveal themselves as Weyl-like states.

The paper is organized as follows. In Section 2, we propose a semimetal model with coupling
between pseudospin and valley currents and prove the pseudo-helicity conservation law. In Section 3,
we briefly introduce the approach [3,35–37] and use it in a simple tight-binding approximation to
obtain the system of equations for a Majorana secondary quantized field. In Section 4, we support the
statement that the squared equation for the constructed field is of the Klein–Gordon–Fock type for
different model exchange operators. We also discuss features of our model manifesting in the band
structure of real semimetals. In Section 5, we discuss the proposed approximations for the exchange
interactions in 2D semimetals and summarize our findings.

2. Monolayer Semimetal Model with Partial Unfolding of Dirac Bands

Semimetals are known to be bipolar materials with half-filled valence and conduction bands.
A distinctive feature of the graphene band structure is the existence of Dirac cones in the Dirac
points (valleys) K, K′ of the Brillouin zone. In the present paper, these Dirac points are designated as
KA, KB. We assume that pseudo-spins of hexagonally packed carbon atoms in the monoatomic layer
(monolayer) graphene are anti-ordered, as it is shown schematically in Figure 1a. The fact that the
pseudo-helicity (chirality) conservation law forbids massless charged carriers to be in lattice sites with
the opposite signs of pseudo-spin, makes possible the existence of valley currents due to jumps through
the forbidden sites. This is shown schematically in Figure 1a. Coupling between the pseudo-spin and
the valley current in the Majorana representation of bispinors can be determined in the following way.
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(a) (b)

Figure 1. (a) graphene lattice, comprised of two sublattices {A} with spin “up” and {B} with spin
“down” . Right and left valley currents JR

v and JL
v are shown as circular curves with arrows. Double

arrows from site A to site BL and from A to BR indicate clockwise and anti-clockwise directions.
The axis of mirror reflection from AR to BL is marked by dash-dotted line; (b) transformations of a
q-circumference into ellipses under an action of exchange operators

(
Σx

rel
)

AB and
(
Σx

rel
)

BA (in color).

According to Figure 1a, a particle can travel from a lattice site A to e.g., a lattice site AR through
right or left sites BR or BL, respectively. Since the particle is symmetrical, its description in the right
and left reference frames has to be equivalent. Therefore, a bispinor wave function Ψ′ of graphene
has to be chosen in the Majorana representation, and its upper and lower spin components ψ′, ψ̇′ are
transformed by left and right representations of the Lorentz group:

Ψ′ =

(
ψ′

σ

ψ̇′
−σ

)
=

(
e

κ
2�σ·�nψσ

e
κ
2 (−�σ)·�nψ̇−σ

)
. (1)

The wave-function χ̂†
σ(�rA) |0,+σ〉 of a particle (in our case of an electron-hole pair) located on the

site A, behaves as a component ψσ, while the wave-function χ̂†
−σ(�rB) |0,−σ〉 of a particle located on

the site B behaves as a component ψ̇−σ of the bispinor (1).
Relativistic particles with non-zero spin possess the helicity h, which is the projection of the

particle’s spin to the direction of motion [32]:

h ≡ �p · �S =
1
2

pi

(
σi 0
0 σi

)
, (2)

where �p is the particle momentum, �S is the spin operator for a particle, �σ is the vector of the Pauli
matrices σi, and i = x, y. In quantum relativistic field theory, the value of the helicity of a massless
particle is preserved in the transition from one reference frame moving with the velocity v1, to another
one moving with the velocity v2 [32,38].

Let us designate the two-dimensional spin of the quasi-particle in valleys KA and KB as
�SAB = h̄�σAB/2 and �SBA = h̄�σBA/2, respectively.

Let us introduce two-dimensional pseudospin �SAB and �SBA of quasi-particles in valleys KA
and KB through the transformed vector �σ of the Pauli matrices σi, i = x, y as �SAB = h̄�σAB/2 and
�SBA = h̄�σBA/2. The explicit form of this transformation is given in Section 3.

A valley current JR
v or JL

v , on the right or left closed contour {A → BR → AR → B → AL → BL → A}
or {A → BL → AL → B → AR → BR → A}, respectively, in Figure 1, is created by an electron (hole)
with pseudo-angular momentum�lABR and momentum �pABR or by an electron (hole) with�lABL and
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�pABL . Pseudo-helicity of bispinors (1), describing the particles right or left the from lattice site A, is
defined by the expressions, which are analogous to (2):

hBR A ≡ �pABR · �SBR A, (3)

hBL A ≡ �pABL · �SBL A. (4)

Let us use the parity operator P, which mirrors the bispinor (1) with respect to the line passing
through the points A and B. Pseudo-helicity of the mirrored bispinor is defined by the expression:

PhBR AR P = hALBL = �pBL AL · �SALBL . (5)

Pseudo-helicity hAB does not change its value while the valley momentum and the pseudo-spin
change signs: �pALBL = −�pBR AR and �SALBL = −�SBR AR .

The pseudo-helicity hAB is expressed through the projection M̃AB =�σBA ·
(
�lAB + h̄�σBA/2

)
of the

total angular momentum on the direction of the spin�σBA as [39,40]:

�σBA · �pAB = σr
BA

(
pr, BA + ı

M̃AB
r

− h̄/2
)
= σr

BA

(
pr, BA + ı

�σBA ·�lAB
r

)
, (6)

where σr
BA and pr, BA are radial components of the spin and the momentum, respectively. According to

Equation (6), the pseudo-spin-orbit scalar�σBA ·�lAB describes the coupling (interaction) of the spin
with the valley currents flowing along a closed loop clockwise or in opposite directions, as is shown
in Figure 1a. Hence, there exists a preferred direction along which the spin projection of the bispinor
(1) is not changed after transition from one moving reference frame into another. At this, the spin
of a particle precesses. Transformation of the electron and hole into each other in an exciton is a
pseudo-precession.

As a result, the coupling of pseudo-spin and valley currents stipulates the spin precession of
exciton charged carriers in graphene. In our model, the orientation of non-equilibrium spin of the states
of monolayer graphene in electromagnetic fields may be retained for a long time due to prohibition
of change for exciton pseudo-helicity. Pseudo-precession is possible, if spins of pz -electrons are
anti-ordered (pseudo-antiferromagnetic ordering). Therefore, the pseudo-spin precession of the exciton
can be implemented through the exchange interaction. Furthermore, we determine the operators
�σBA(AB), �pAB(BA) and describe the effects of pseudo-spin and valley current coupling.

3. Effects of Coupling between Pseudo-Spin and Valley Current

In quasi-relativistic approximation (c−1 expansion), the eigenproblem for the equation of motion
of the secondary quantized field χ̂†

−σA
in the model shown in Figure 1a has the form: [35–37]

{
�σ · �p v̂qu

F − 1
c
(iΣx

rel)AB (iΣx
rel)BA

}
χ̂†
−σA

(�r) |0,−σ〉 (7)

= Equ(p)χ̂†
−σA

(�r) |0,−σ〉 ,

where the Fermi velocity operator v̂qu
F is defined as

v̂qu
F =

[
(Σx

rel)BA + ch̄�σ · (�KA + �KB)
]

.
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(
Σx

rel
)

BA ,
(
Σx

rel
)

AB are determined through an ordinary exchange interaction contribution,
for example [39,40]:

(Σx
rel)AB χ̂†

σB
(�r) |0, σ〉 =

Nv N

∑
i=1

∫
d�riχ̂

†
σi

B(�r) |0, σ〉

×〈0,−σi|χ̂†
−σA

i
(�ri)V(�ri −�r)χ̂−σB(�ri)|0,−σi′ 〉.

V(�ri −�r) is the Coulomb interaction between two valent electrons with radius-vectors�ri and�r; N
is a total number of atoms in the system, Nv is a number of valent electrons in an atom, c is the speed
of light.

After applying the non-unitary transformation to the wave function in the form

˜̂χ†
−σA

|0,−σ〉 = (Σx
rel)BA χ̂†

−σA
|0,−σ〉 ,

we obtain (neglecting mixing of the states for the Dirac points) the equation that is similar to the one
in 2D quantum field theory (QFT) [41–43], but it describes the motion of a particle with pseudo-spin
�SAB = h̄�σAB/2:{

�σAB
2D · �pBA − c−1 ˜ΣBAΣAB

}
˜̂χ†
−σA

(�r) |0,−σ〉 = Ẽqu(p) ˜̂χ†
−σA

(�r) |0,−σ〉 , (8)

with a transformed 2D vector �σAB
2D of the Pauli matrices, which are determined as

�σAB
2D =

(
Σx

rel
)

BA�σ
(
Σx

rel
)−1

BA. The following notions are introduced: �pBA ˜̂χ†
−σA

=(
Σx

rel
)

BA �p
(
Σx

rel
)−1

BA ˜̂χ†
−σA

≡
[(

Σx
rel

)
BA �p

]
χ̂†
−σA

, Ẽqu = Equ/v̂BA
F , v̂BA

F =
(
Σx

rel
)

BA, ˜ΣBAΣAB ≡(
Σx

rel
)

BA

(
iΣx

rel
)

AB

(
iΣx

rel
)

BA

(
Σx

rel
)−1

BA =
(
iΣx

rel
)

BA

(
iΣx

rel
)

AB; and the product of two capital sigma, as
one sees from the last chain of formulas, behaves like a scalar mass term.

Further simulations are performed in nearest neighbor tight-binding approximation [44,45].
This approximation correctly predicts the graphene band structure in the energy range ±1 eV [46].
This turns out to be sufficient for our purposes. We use the expressions for the exchange between
π(pz)-electrons only. One can find the explicit form of these expressions in [4].

The action of the matrices
(
Σx

rel
)

BA ,
(
Σx

rel
)

AB in the momentum space is shown in Figure 1b.
As

(
Σx

rel
)

BA 	=
(
Σx

rel
)

AB, the vector �pBA is rotated with respect to �pAB and stretched. According to
Figure 1b, ellipses in momentum spaces of electrons and holes are rotated 90◦ with respect to each
other. With an account of the hexagonal symmetry of the system, the last explains the experimentally
observed rotation in 30◦ of the hexagonal Brillouin zone of PtCoO2 [15].

Thus, the sequence of exchange interactions
(
Σx

rel
)

AB

(
Σx

rel
)

BA

(
Σx

rel
)

AB for valley currents makes
rotation initially of the electron Brillouin zone and Dirac band into the hole Brillouin zone and
Dirac band, and then vice-versa. Thus, the exchange

(
Σx

rel
)

AB(AB) ≡ ΣAB(BA) changes the sublattices
wave functions:

|ψAB〉 = ΣAB |ψ∗
BA〉 .

Owing to it and neglecting a very small mass term c−1 ˜ΣBAΣAB, the equation in which the operator
of the Fermi velocity enters, can be rewritten as follows:

�σBA
2D · �pAB |ψAB〉 = Equ |ψ∗

BA〉 . (9)

Taking into account that E → i ∂
∂t and �̂p = −i�∇, we transform the system of equations for the

Majorana bispinor (ψ†
AB, (ψ∗

BA)
†):
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�σBA
2D · �pAB |ψAB〉 = i

∂

∂t
|ψ∗

BA〉 , (10)

�σAB
2D · �p ∗

BA |ψ∗
BA〉 = −i

∂

∂t
|ψAB〉 , (11)

into the wave equation of the form:

(�σAB
2D · �̂p ∗

BA)(�σ
BA
2D · �̂pAB) |ψAB〉 =

∂2

∂t2 |ψAB〉 . (12)

Equation (12) describes an oscillator with the energy operator ω̂(�p)

ω̂(�p) =
1√
2

[
(�σAB

2D · �pBA)(�σ
BA
2D · �pAB) + (�σBA

2D · �pAB)(�σ
AB
2D · �pBA)

]1/2
. (13)

Now, one can really see that the obtained equation is the equation of motion for a Majorana
bispinor wave function of the semimetal charged carriers.

Thus, the Fermi velocity becomes an operator within this approach, and elementary excitations
are fermionic excitations described by the massless Majorana-like equation rather than Dirac-like one.

4. Harmonic Analysis of the Problem

Equation (13) can be rewritten in the following form:

ω̂2(�p) =
1
2
(

ĤABĤBA + ĤBA ĤAB
)

. (14)

In order to describe the proposed secondary quantized field by a set of harmonic oscillators, it
is necessary to show that the squared Equation (14), obtained by the symmetrization of the product
of the Hamiltonians ĤAB and ĤBA, is the Klein–Gordon–Fock operator. This will be the case if the
non-diagonal matrix elements of the operator vanish identically, and therefore the components of the
equation are independent. Then, ω̂2(�p) can be considered as a “square of energy operator”.

Unfortunately, because of the complex form of the exchange operator, the statement is difficult to
prove in the general case. Therefore, we do this for several approximations of the exchange interaction
and demonstrate that the Equation (14) is a Klein–Gordon–Fock one.

As a first particular case, when the proposed Majorana-like field is proven to be a harmonic
oscillators set, we consider ε-neighborhood (ε → 0) of the Dirac point KA(KB).

Let us designate the momentum of a particle in a valley as �q. The momentum �q is determined
as �q = �p − h̄�KA. In the case of very small values of �q, q → 0 the exchange operator ΣAB(BA) is
approximated by a power series expansion up to the fourth order in q. Then, an analytical calculation
of non-diagonal elements of the operator ω̂2(�p) performed in the Mathematica system proves that
they are identically zero.

Band structures for monolayer graphene and monolayer of atoms of Pb are shown in Figure 2a,b.
One can see that the Weyl nodes in graphene are located far enough from the Dirac point. The Weyl
nodes are shifted to the Dirac point for the Pb-monolayer. Therefore, Weyl-like character in the
behavior of charged carriers may be exhibited for the Pb-monolayer under the condition that the
contributions up to 4-th order in q are prevailing in the exchange. In accordance with Figure 1b, the
exchange operator matrices transform a circumference in the momentum space into a highly stretched
ellipse that allows us to assume the presence of nematicity in the model.

For a given �q, where the eigenfunction of Equation (9) represents 2D spinor Ψ, we choose its
normalization in the form Ψ(�q) = (ψ(�q), 1)† with lower component equal to unity. Then, as it can
be easily shown for the massless Dirac pseudo-fermion model [47], the absolute value of the upper
component |ψ(�q)| does not depend upon the wave vector �q, demonstrating the equivalence of all
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directions in �q space. We construct |ψ(�q)|2 for Equation (9) in q4-approximation for the exchange.
The results are shown in Figure 2c. The isotropy of |ψ(�q)|2 is broken for our model due to the
appearance of the preferable directions in the momentum space.

As one can see from Figure 2c, the existence of almost one-dimensional regions with sharp jump
in |ψ(�q)|2 should probably lead to some anisotropy already in the configuration space for the carriers
that we consider as manifestation of nematicity.

The approximation q4 for the exchange operator expression presents a particular interest for
systems with strong damping of quasi-particle excitations.

(a) (b) (c)

Figure 2. A splitting of Dirac cone replicas: for graphene (a) and Pb monolayer (b). One of the six pairs
of Weyl-like nodes: source and sink are indicated; (c) the square of the absolute value of the upper
spinor component |ψ|2 of�q−eigenstate in the 2D semimetal model. �q = �p − �KA. (in color)

The second approximation of the exchange, for which we can prove the harmonic origin of the
proposed Majorana-like field, is the model exchange with full exponential factors taken into account,
but with the phase-difference between π(p)z-electrons wavefunction chosen to be identically zero
(see Ref. [4] for detail). Numeric simulation of ω̂2(�p) with this model exchange has been performed
on a discrete lattice in the Brillouin zone. It has been demonstrated that the operator ω̂2(�p) is always
diagonal in this case.

Now, we perform the simulations with the exact expression for the exchange term.
In this general case, the exchange between π(pz)-electron and its three nearest π(pz)-electrons

has been calculated based on the method proposed in [4]. Band structure of the 2D semimetal has
the form of a degenerated Dirac cone in the neighborhood of the Dirac point. Then, the emergence of
unfolding leads to replica appearance, and further splitting of these replicas gives the octagonal
symmetry of the problem, as one can see in Figure 3. Hyperbolic points (saddle points) are
located between nodes and at the apex of the Dirac cone (Van-Hove singularities) as one can see in
Figure 2a,b [3,48–50]. Therefore, a fractal-like set of Fermi arcs which are shown in Figure 4, is
formed in the absence of damping in the system. Contrary to the graphene case, the splitting of
the Dirac bands for the Pb-monolayer occurs at sufficiently small q, and therefore, can be observed
experimentally. In addition, for the Pb-monolayer, there exist regions with huge numbers of Fermi
arcs, and, respectively, regions with strong fluctuations of antiferromagnetic ordering.

Thus, the secondary quantized field described by Equation (9) represents a field in which quanta
manifest themselves as Dirac pseudo-fermions in the apex of the Dirac cone and as Weyl-like particles
for sufficiently large q at the presence of the dumping in the system. For an ideal system (m ε(�q) = 0),
such a behavior is similar to that of the mathematical pendulum in the vicinity of the separatrix [51,52].
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(a) (b)

Figure 3. A band structure in the graphene model with partial unfolding of Dirac cone: real (a) and
imaginary (b) parts of ε(�q); range of high momenta. �q = �p − �KA (in color).

Figure 4. Density of Fermi arcs sets in graphene (a) and Pb-monolayer bands for values of momentum

q in the range 0 ≥ q/
∣∣∣�KA

∣∣∣ ≤ 10−4,�q = �p − �KA.

5. Discussion

Discussing the obtained results, we have to point out, firstly, that the excitations of the constructed
secondary-quantized pseudo-fermionic field are Majorana-like massless quasiparticles.

The set of Fermi arcs in our model shows that the splitting of Dirac replicas on a huge number of
Weyl-like states occurs in the momentum space except for the Dirac cone apex.

In contrast to known massless Dirac and Weyl models, in the proposed model, there is a partial
removing of the degeneracy of the Dirac cone, and the octagonal symmetry of the bands emerges for
sufficiently large q. Thus, Majorana particles in our model can be represented as a wave package of
infinitely large number of Weyl-like states.

Secondly, the Dirac cone for the proposed 2D-semimetal model is degenerated in a very small
neighborhood of the Dirac point KA(KB) at q → 0.

Thirdly, the first-approximation with damping demonstrates that sufficiently strong decay leads
to diminishing the number of the Weyl states and formation of bands having hexagonal symmetry.
In accordance with the obtained results, in the system with strong damping, only six pairs of Weyl
nodes survive. In this case, each Dirac hole (electron) cone is surrounded by three electron (hole) bands
relating to three Weyl pairs. Provided the lifetime of the Weyl-like states is sufficiently large (small but
finite damping) to preserve the octagonal symmetry of the bands, each Dirac hole (electron) cone will
be surrounded by four electron (hole) bands relating to four Weyl pairs.

Important features of the proposed model are that the fractal set of Fermi arches manifests
pseudospin fluctuations and the phenomenon of nematicity is possible.
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6. Conclusions

In conclusion, contrary to known Dirac and Weyl models, the constructed 2D-semimetal model
allows for description, in a general formalism, the band structure of a wide class of existing strongly.
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Abstract: Among the symmetries in physics, the rotation symmetry is most familiar to us.
It is known that the spherical harmonics serve useful purposes when the world is rotated.
Squeeze transformations are also becoming more prominent in physics, particularly in optical sciences
and in high-energy physics. As can be seen from Dirac’s light-cone coordinate system, Lorentz
boosts are squeeze transformations. Thus the squeeze transformation is one of the fundamental
transformations in Einstein’s Lorentz-covariant world. It is possible to define a complete set of
orthonormal functions defined for one Lorentz frame. It is shown that the same set can be used for
other Lorentz frames. Transformation properties are discussed. Physical applications are discussed in
both optics and high-energy physics. It is shown that the Lorentz harmonics provide the mathematical
basis for squeezed states of light. It is shown also that the same set of harmonics can be used for
understanding Lorentz-boosted hadrons in high-energy physics. It is thus possible to transmit physics
from one branch of physics to the other branch using the mathematical basis common to them.

Keywords: Lorentz harmonics; relativistic quantum mechanics; squeeze transformation; Dirac’s efforts;
hidden variables; Lorentz-covariant bound states; squeezed states of light

Classification: PACS 03.65.Ge, 03.65.Pm

1. Introduction

In this paper, we are concerned with symmetry transformations in two dimensions, and we are
accustomed to the coordinate system specified by x and y variables. On the xy plane, we know how to
make rotations and translations. The rotation in the xy plane is performed by the matrix algebra

(
x′

y′

)
=

(
cos θ − sin θ

sin θ cos θ

)(
x

y

)
(1)

but we are not yet familiar with

(
z′

t′

)
=

(
cosh η sinh η

sinh η cosh η

)(
z

t

)
(2)
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We see this form when we learn Lorentz transformations, but there is a tendency in the literature to
avoid this form, especially in high-energy physics. Since this transformation can also be written as

(
u′

v′

)
=

(
exp (η) 0

0 exp (−η)

)(
u

v

)
(3)

with
u =

z + t√
2

, v =
z − t√

2
(4)

where the variables u and v are expanded and contracted respectively, we call Equation (2) or
Equation (3) squeeze transformations [1].

From the mathematical point of view, the symplectic group Sp(2) contains both the rotation
and squeeze transformations of Equations (1) and (2), and its mathematical properties have been
extensively discussed in the literature [1,2]. This group has been shown to be one of the essential tools
in quantum optics. From the mathematical point of view, the squeezed state in quantum optics is a
harmonic oscillator representation of this Sp(2) group [1].

We are interested in this paper in “squeeze transformations” of localized functions. We are quite
familiar with the role of spherical harmonics in three dimensional rotations. We use there the same set
of harmonics, but the rotated function has different linear combinations of those harmonics. Likewise,
we are interested in a complete set of functions which will serve the same purpose for squeeze
transformations. It will be shown that harmonic oscillator wave functions can serve the desired
purpose. From the physical point of view, squeezed states define the squeeze or Lorentz harmonics.

In 2003, Giedke et al. used the Gaussian function to discuss the entanglement problems in
information theory [3]. This paper allows us to use the oscillator wave functions to address many
interesting current issues in quantum optics and information theory. In 2005, the present authors noted
that the formalism of Lorentz-covariant harmonic oscillators leads to a space-time entanglement [4].
We developed the oscillator formalism to deal with hadronic phenomena observed in high-energy
laboratories [5]. It is remarkable that the mathematical formalism of Giedke et al. is identical with that
of our oscillator formalism.

While quantum optics or information theory is a relatively new branch of physics, the squeeze
transformation has been the backbone of Einstein’s special relativity. While Lorentz, Poincaré, and
Einstein used the transformation of Equation (2) for Lorentz boosts, Dirac observed that the same
equation can be written in the form of Equation (3) [6]. Unfortunately, this squeeze aspect of Lorentz
boosts has not been fully addressed in high-energy physics dealing with particles moving with
relativistic speeds.

Thus, we can call the same set of functions “squeeze harmonics” and “Lorentz harmonics” in
quantum optics and high-energy physics respectively. This allows us to translate the physics of
quantum optics or information theory into that of high-energy physics.

The physics of high-energy hadrons requires a Lorentz-covariant localized quantum system.
This description requires one variable which is hidden in the present form of quantum mechanics. It is
the time-separation variable between two constituent particles in a quantum bound system like the
hydrogen atom, where the Bohr radius measures the separation between the proton and the electron.
What happens to this quantity when the hydrogen atom is boosted and the time-separation variable
starts playing its role? The Lorentz harmonics will allow us to address this question.

In Section 2, it is noted that the Lorentz boost of localized wave functions can be described in
terms of one-dimensional harmonic oscillators. Thus, those wave functions constitute the Lorentz
harmonics. It is also noted that the Lorentz boost is a squeeze transformation.

In Section 3, we examine Dirac’s life-long efforts to make quantum mechanics consistent with
special relativity, and present a Lorentz-covariant form of bound-state quantum mechanics. In Section 4,
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we construct a set of Lorentz-covariant harmonic oscillator wave functions, and show that they can be
given a Lorentz-covariant probability interpretation.

In Section 5, the formalism is shown to constitute a mathematical basis for squeezed states of light,
and for quantum entangled states. In Section 6, this formalism can serve as the language for Feynman’s
rest of the universe [7]. Finally, in Section 7, we show that the harmonic oscillator formalism can be
applied to high-energy hadronic physics, and what we observe there can be interpreted in terms of
what we learn from quantum optics.

2. Lorentz or Squeeze Harmonics

Let us start with the two-dimensional plane. We are quite familiar with rigid transformations
such as rotations and translations in two-dimensional space. Things are different for non-rigid
transformations such as a circle becoming an ellipse.

We start with the well-known one-dimensional harmonic oscillator eigenvalue equation

1
2

[
−

(
∂

∂x

)2
+ x2

]
χn(x) =

(
n +

1
2

)
χn(x) (5)

For a given value of integer n, the solution takes the form

χn(x) =
[

1√
π2nn!

]1/2
Hn(x) exp

(−x2

2

)
(6)

where Hn(x) is the Hermite polynomial of the n-th degree. We can then consider a set of functions
with all integer values of n. They satisfy the orthogonality relation

∫
χn(x)χn′(x) = δnn′ (7)

This relation allows us to define f (x) as

f (x) = ∑
n

Anχn(x) (8)

with
An =

∫
f (x)χn(x)dx (9)

Let us next consider another variable added to Equation (5), and the differential equation

1
2

{[
−

(
∂

∂x

)2
+ x2

]
+

[
−

(
∂

∂y

)2
+ y2

]}
φ(x, y) = λφ(x, y) (10)

This equation can be re-arranged to

1
2

{
−

(
∂

∂x

)2
−

(
∂

∂y

)2
+ x2 + y2

}
φ(x, y) = λφ(x, y) (11)

This differential equation is invariant under the rotation defined in Equation (1). In terms of the
polar coordinate system with

r =
√

x2 + y2, tan θ =
( y

x

)
(12)

this equation can be written:

1
2

{
− ∂2

∂r2 − 1
r

∂

∂r
− 1

r2
∂2

∂θ2 + r2
}

φ(r, θ) = λφ(r, θ) (13)
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and the solution takes the form

φ(r, θ) = e−r2/2Rn,m(r) {Am cos(mθ) + Bn sin(mθ)} (14)

The radial equation should satisfy

1
2

{
− ∂2

∂r2 − 1
r

∂

∂r
+

m2

r2 + r2
}

Rn,m(r) = (n + m + 1)Rn,m(r) (15)

In the polar form of Equation (14), we can achieve the rotation of this function by changing the angle
variable θ.

On the other hand, the differential equation of Equation (10) is separable in the x and y variables.
The eigen solution takes the form

φnx ,ny(x, y) = χnx (x)χny(y) (16)

with
λ = nx + ny + 1 (17)

If a function f (x, y) is sufficiently localized around the origin, it can be expanded as

f (x, y) = ∑
nx ,ny

Anx ,ny χnx (x)χny(y) (18)

with
Anx ,ny =

∫
f (x, y)χnx (x)χny(y) dx dy (19)

If we rotate f (x, y) according to Equation (1), it becomes f (x∗, y∗), with

x∗ = (cos θ)x − (sin θ)y, y∗ = (sin θ)x + (cos θ)y (20)

This rotated function can also be expanded in terms of χnx (x) and χny(y):

f (x∗, y∗) = ∑
nx ,ny

A∗
nx ,ny χnx (x)χny(y) (21)

with
A∗

nx ,ny =
∫

f (x∗, y∗)χnx (x)χny(y) dx dy (22)

Next, let us consider the differential equation

1
2

{
−

(
∂

∂z

)2
+

(
∂

∂t

)2
+ z2 − t2

}
ψ(z, t) = λψ(z, t) (23)

Here we use the variables z and t, instead of x and y. Clearly, this equation can be also separated in the
z and t coordinates, and the eigen solution can be written as

ψnz ,nt(z, t) = χnz(z)χnt(z, t) (24)

with
λ = nz − nt. (25)

The oscillator equation is not invariant under coordinate rotations of the type given in Equation (1).
It is however invariant under the squeeze transformation given in Equation (2).
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The differential equation of Equation (23) becomes

1
4

{
− ∂

∂u
∂

∂v
+ uv

}
ψ(u, v) = λψ(u, v) (26)

Both Equation (11) and Equation (23) are two-dimensional differential equations. They are
invariant under rotations and squeeze transformations respectively. They take convenient forms
in the polar and squeeze coordinate systems respectively as shown in Equation (13) and Equation (26).

The solutions of the rotation-invariant equation are well known, but the solutions of the
squeeze-invariant equation are still strange to the physics community. Fortunately, both equations are
separable in the Cartesian coordinate system. This allows us to study the latter in terms of the familiar
rotation-invariant equation. This means that if the solution is sufficiently localized in the z and t plane,
it can be written as

ψ(z, t) = ∑
nz ,nt

Anz ,nt χnz(z)χnt(t) (27)

with
Anz ,nt =

∫
ψ(z, t)χnz(z)χnt(t) dz dt (28)

If we squeeze the coordinate according to Equation (2),

ψ(z∗, t∗) = ∑
nz ,nt

A∗
nz ,nt χnz(z)χnt(t) (29)

with
A∗

nz ,nt =
∫

ψ(z∗, t∗)χnz(z)χnt(t) dz dt (30)

Here again both the original and transformed wave functions are linear combinations of the wave
functions for the one-dimensional harmonic oscillator given in Equation (6).

The wave functions for the one-dimensional oscillator are well known, and they play important
roles in many branches of physics. It is gratifying to note that they could play an essential role in
squeeze transformations and Lorentz boosts, see Table (1). We choose to call them Lorentz harmonics
or squeeze harmonics.

Table 1. Cylindrical and hyperbolic equations. The cylindrical equation is invariant under rotation
while the hyperbolic equation is invariant under squeeze transformation

Equation Invariant under Eigenvalue
Cylindrical Rotation λ = nx + ny + 1
Hyperbolic Squeeze λ = nx − ny

3. The Physical Origin of Squeeze Transformations

Paul A. M. Dirac made it his life-long effort to combine quantum mechanics with special relativity.
We examine the following four of his papers.

• In 1927 [8], Dirac pointed out the time-energy uncertainty should be taken into consideration for
efforts to combine quantum mechanics and special relativity.

• In 1945 [9], Dirac considered four-dimensional harmonic oscillator wave functions with

exp
{
−1

2

(
x2 + y2 + z2 + t2

)}
(31)

and noted that this form is not Lorentz-covariant.
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• In 1949 [6], Dirac introduced the light-cone variables of Equation (4). He also noted that the
construction of a Lorentz-covariant quantum mechanics is equivalent to the construction of a
representation of the Poncaré group.

• In 1963 [10], Dirac constructed a representation of the (3 + 2) deSitter group using two harmonic
oscillators. This deSitter group contains three (3 + 1) Lorentz groups as its subgroups.

In each of these papers, Dirac presented the original ingredients which can serve as building
blocks for making quantum mechanics relativistic. We combine those elements using Wigner’s little
groups [11] and and Feynman’s observation of high-energy physics [12–14].

First of all, let us combine Dirac’s 1945 paper and his light-cone coordinate system given in his
1949 paper. Since x and y variables are not affected by Lorentz boosts along the z direction in Equation
(31), it is sufficient to study the Gaussian form

exp
{
−1

2

(
z2 + t2

)}
(32)

This form is certainly not invariant under Lorentz boost as Dirac noted. On the other hand, it can be
written as

exp
{
−1

2

(
u2 + v2

)}
(33)

where u and v are the light-cone variables defined in Equation (4). If we make the Lorentz-boost or
Lorentz squeeze according to Equation (3), this Gaussian form becomes

exp
{
−1

2

(
e−2ηu2 + e2ηv2

)}
(34)

If we write the Lorentz boost as

z′ =
z + βt√
1 − β2

t′ =
t + βz√
1 − β2

(35)

where β is the the velocity parameter v/c, then β is related to η by

β = tanh(η) (36)

Let us go back to the Gaussian form of Equation (32), this expression is consistent with Dirac’s earlier
paper on the time-energy uncertainty relation [8]. According to Dirac, this is a c-number uncertainty
relation without excitations. The existence of the time-energy uncertainty is illustrated in the first part
of Figure 1.

In his 1927 paper, Dirac noted the space-time asymmetry in uncertainty relations. While there are
no time-like excitations, quantum mechanics allows excitations along the z direction. How can we take
care of problem?

If we suppress the excitations along the t coordinate, the normalized solution of this differential
equation, Equation (24), is

ψ(z, t) =
(

1
π2nn!

)1/2
Hn(z) exp

{
−

(
z2 + t2

2

)}
(37)

252



Symmetry 2011, 3, 16–36

t

z

z

z

t

t

Dirac 1927

Dirac 1949c-number 

Time-energy 

Uncertainty

      Heisenberg 

      Uncertainty

Quantum Mechanics Lorentz Covariance

Lorentz-covariant Quantum Mechanics 

Feynman's proposal allows 

us to combine Dirac's 

quantum mechanics and 

Lorentz covariance to 

generate Lorentz-squeezed 

hadrons.  

Figure 1. Space-time picture of quantum mechanics. In his 1927 paper, Dirac noted that there
is a c-number time-energy uncertainty relation, in addition to Heisenberg’s position-momentum
uncertainty relations, with quantum excitations. This idea is illustrated in the first figure (upper left).
In his 1949 paper, Dirac produced his light-cone coordinate system as illustrated in the second figure
(upper right). It is then not difficult to produce the third figure, for a Lorentz-covariant picture of
quantum mechanics. This Lorentz-squeeze property is observed in high-energy laboratories through
Feynman’s parton picture discussed in Section 7.

If we boost the coordinate system, the Lorentz-boosted wave functions should take the form

ψn
η (z, t) =

(
1

π2nn!

)1/2
Hn (z cosh η − t sinh η)

× exp
{
−

[
(cosh 2η)(z2 + t2)− 4(sinh 2η)zt

2

]}
(38)

These are the solutions of the phenomenological equation of Feynman et al. [12] for internal motion
of the quarks inside a hadron. In 1971, Feynman et al. wrote down a Lorentz-invariant differential
equation of the form

1
2

{
−

(
∂

∂xμ

)2
+ x2

μ

}
ψ
(

xμ

)
= (λ + 1)ψ

(
xμ

)
(39)

where xμ is for the Lorentz-covariant space-time four vector. This oscillator equation is separable in the
Cartesian coordinate system, and the transverse components can be seprated out. Thus, the differential
of Equation (23) contains the essential element of the Lorentz-invariant Equation (39).

However, the solutions contained in Reference [12] are not normalizable and therefore cannot
carry physical interpretations. It was shown later that there are normalizable solutions which constitute
a representation of Wigner’s O(3)-like little group [5,11,15]. The O(3) group is the three-dimensional
rotation group without a time-like direction or time-like excitations. This addresses Dirac’s concern
about the space-time asymmetry in uncertainty relations [8]. Indeed, the expression of Equation (37) is
considered to be the representation of Wigner’s little group for quantum bound states [11,15]. We shall
return to more physical questions in Section 7.

4. Further Properties of the Lorentz Harmonics

Let us continue our discussion of quantum bound states using harmonic oscillators. We are interested
in this section to see how the oscillator solution of Equation (37) would appear to a moving observer.
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The variable z and t are the longitudinal and time-like separations between the two constituent
particles. In terms of the light-cone variables defined in Equation (4), the solution of Equation (37)
takes the form

ψn
0 (z, t) =

[
1

πn!2n

]1/2
Hn

(
u + v√

2

)
exp

{
−

(
u2 + v2

2

)}
(40)

and

ψn
η (z, t) =

[
1

πn!2n

]1/2
Hn

(
e−ηu + eηv√

2

)
exp

{
−

(
e−2ηu2 + e2ηv2

2

)}
(41)

for the rest and moving hadrons respectively.
It is mathematically possible to expand this as [5,16]

ψn
η (z, t) =

(
1

cosh η

)(n+1)

∑
k

[
(n + k)!

n!k!

]1/2

(tanh η)kχn+k(z)χn(t) (42)

where χn(z) is the n-th excited state oscillator wave function which takes the familiar form

χn(z) =
[

1√
π2nn!

]1/2
Hn(z) exp

(−z2

2

)
(43)

as given in Equation (6). This is an expansion of the Lorentz-boosted wave function in terms of the
Lorentz harmonics.

If the hadron is at rest, there are no time-like oscillations. There are time-like oscillations for
a moving hadron. This is the way in which the space and time variable mix covariantly. This also
provides a resolution of the space-time asymmetry pointed out by Dirac in his 1927 paper [8]. We shall
return to this question in Section 6. Our next question is whether those oscillator equations can be
given a probability interpretation.

Even though we suppressed the excitations along the t direction in the hadronic rest frame, it is
an interesting mathematical problem to start with the oscillator wave function with an excited state in
the time variable. This problem was adressed by Rotbart in 1981 [17].

4.1. Lorentz-Invariant Orthogonality Relations

Let us consider two wave functions ψn
η (z, t). If two covariant wave functions are in the same

Lorentz frame and have thus the same value of η, the orthogonality relation

(
ψn′

η , ψn
η

)
= δnn′ (44)

is satisfied.
If those two wave functions have different values of η, we have to start with

(
ψn′

η′ , ψn
η

)
=

∫ (
ψn′

η′ (z, t)
)∗

ψn
η (z, t)dzdt (45)

Without loss of generality, we can assume η′ = 0 in the system where η = 0, and evaluate the integration.
The result is [18]

(
ψn′

0 , ψn
η

)
=

∫ (
ψn′

0 (z, t)
)2

ψn
η (z, t)dxdt =

(√
1 − β2

)(n+1)
δn,n′ (46)

where β = tanh(η), as given in Equation (36). This is like the Lorentz-contraction property of a rigid
rod. The ground state is like a single rod. Since we obtain the first excited state by applying a step-up
operator, this state should behave like a multiplication of two rods, and a similar argument can be give
to n rigid rods. This is illustrated in Figure 2.
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Figure 2. Orthogonality relations for the covariant harmonic oscillators. The orthogonality remains
invariant. For the two wave functions in the orthogonality integral, the result is zero if they have
different values of n. If both wave functions have the same value of n, the integral shows the Lorentz
contraction property.

With these orthogonality properties, it is possible to give quantum probability interpretation in
the Lorentz-covariant world, and it was so stated in our 1977 paper [19].

4.2. Probability Interpretations

Let us study the probability issue in terms of the one-dimensional oscillator solution of Equation (6)
whose probability interpretation is indisputable. Let us also go back to the rotationally invariant
differential equation of Equation (11). Then the product

χnx (x)χny(y) (47)

also has a probability interpretation with the eigen value
(
nx + ny + 1

)
. Thus the series of the form [1,5]

φn
η (x, y) =

(
1

cosh η

)(n+1)

∑
k

[
(n + k)!

n!k!

]1/2

(tanh η)kχn+k(x)χn(y) (48)

also has its probability interpretation, but it is not in an eigen state. Each term in this series has an
eigenvalue (2n + k + 1). The expectation value of Equation (11) is

(
1

cosh η

)2(n+1)

∑
k

(2n + k + 1)(n + k)!
n!k!

(tanh η)2k (49)

If we replace the variables x and y by z and t respectively in the above expression of Equation
(48), it becomes the Lorentz-covariant wave function of Equation (42). Each term χn+k(z)χk(t) in the
series has the eigenvalue n. Thus the series is in the eigen state with the eigenvalue n.

This difference does not prevent us from importing the probability interpretation from that of
Equation (48).

In the present covariant oscillator formalism, the time-separation variable can be separated
from the rest of the wave function, and does not requite further interpretation. For a moving
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hadron, time-like excitations are mixed with longitudinal excitations. Is it possible to give a physical
interpretation to those time-like excitations? To address this issue, we shall study in Section 5 two-mode
squeezed states also based on the mathematics of Equation (48). There, both variables have their
physical interpretations.

5. Two-Mode Squeezed States

Harmonic oscillators play the central role also in quantum optics. There the nth excited oscillator
state corresponds to the n-photon state |n >. The ground state means the zero-photon or vacuum state
|0 >. The single-photon coherent state can be written as

|α >= e−αα∗/2 ∑
n

αn
√

n!
|n > (50)

which can be written as [1]

|α >= e−αα∗/2 ∑
n

αn

n!

(
â†

)n
|0 >=

{
e−αα∗/2

}
exp

{
αâ†

}
|0 > (51)

This aspect of the single-photon coherent state is well known. Here we are dealing with one kind of
photon, namely with a given momentum and polarization. The state |n > means there are n photons
of this kind.

Let us next consider a state of two kinds of photons, and write |n1, n2 > as the state of n1 photons
of the first kind, and n2 photons of the second kind [20]. We can then consider the form

1
cosh η

exp
{
(tanh η)â†

1 â†
2

}
|0, 0 > (52)

The operator â†
1 â†

2 was studied by Dirac in connection with his representation of the deSitter group, as
we mentioned in Section 3. After making a Taylor expansion of Equation (52), we arrive at

1
cosh η ∑

k
(tanh η)k|k, k > (53)

which is the squeezed vacuum state or two-photon coherent state [1,20]. This expression is the wave
function of Equation (48) in a different notation. This form is also called the entangled Gaussian state
of two photons [3] or the entangled oscillator state of space and time [4].

If we start with the n-particle state of the first photon, we obtain

[
1

cosh η

](n+1)
exp

{
(tanh η)â†

1 â†
2

}
|n, 0 >

=

[
1

cosh η

](n+1)

∑
k

[
(n + k)!

n!k!

]1/2

(tanh η)k|k + n, k > (54)

which is the wave function of Equation (42) in a different notation. This is the n-photon
squeezed state [1].

Since the two-mode squeezed state and the covariant harmonic oscillators share the same set
of mathematical formulas, it is possible to transmit physical interpretations from one to the other.
For two-mode squeezed state, both photons carry physical interpretations, while the interpretation is
yet to be given to the time-separation variable in the covariant oscillator formalism. It is clear from
Equation (42) and Equation (54) that the time-like excitations are like the second-photon states.

What would happen if the second photon is not observed? This interesting problem was addressed
by Yurke and Potasek [21] and by Ekert and Knight [22]. They used the density matrix formalism and
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integrated out the second-photon states. This increases the entropy and temperature of the system.
We choose not to reproduce their mathematics, because we will be presenting the same mathematics
in Section 6.

6. Time-Separation Variable in Feynman’s Rest of the Universe

As was noted in the previous section, the time-separation variable has an important role in the
covariant formulation of the harmonic oscillator wave functions. It should exist wherever the space
separation exists. The Bohr radius is the measure of the separation between the proton and electron
in the hydrogen atom. If this atom moves, the radius picks up the time separation, according to
Einstein [23].

On the other hand, the present form of quantum mechanics does not include this time-separation
variable. The best way we can interpret it at the present time is to treat this time-separation as a
variable in Feynman’s rest of the universe [24]. In his book on statistical mechanics [7], Feynman states

When we solve a quantum-mechanical problem, what we really do is divide the universe into two
parts - the system in which we are interested and the rest of the universe. We then usually act as if
the system in which we are interested comprised the entire universe. To motivate the use of density
matrices, let us see what happens when we include the part of the universe outside the system.

The failure to include what happens outside the system results in an increase of entropy.
The entropy is a measure of our ignorance and is computed from the density matrix [25]. The density
matrix is needed when the experimental procedure does not analyze all relevant variables to the
maximum extent consistent with quantum mechanics [26]. If we do not take into account the
time-separation variable, the result is an increase in entropy [27,28].

For the covariant oscillator wave functions defined in Equation (42), the pure-state density matrix is

ρn
η(z, t; z′, t′) = ψn

η (z, t)ψn
η (z

′, t′) (55)

which satisfies the condition ρ2 = ρ :

ρn
η(z, t; x′, t′) =

∫
ρn

η(z, t; x”, t”)ρn
η(z”, t”; z′, t′)dz”dt” (56)

However, in the present form of quantum mechanics, it is not possible to take into account the
time separation variables. Thus, we have to take the trace of the matrix with respect to the t variable.
Then the resulting density matrix is

ρn
η(z, z′) =

∫
ψn

η (z, t)ψn
η (z

′, t)dt

=

(
1

cosh η

)2(n+1)

∑
k

(n + k)!
n!k!

(tanh η)2kψn+k(z)ψ∗
n+k(z

′) (57)

The trace of this density matrix is one, but the trace of ρ2 is less than one, as

Tr
(

ρ2
)
=

∫
ρn

η(z, z′)ρn
η(z

′, z)dzdz′

=

(
1

cosh η

)4(n+1)

∑
k

[
(n + k)!

n!k!

]2

(tanh η)4k (58)

which is less than one. This is due to the fact that we do not know how to deal with the time-like
separation in the present formulation of quantum mechanics. Our knowledge is less than complete.
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The standard way to measure this ignorance is to calculate the entropy defined as

S = −Tr (ρ ln(ρ)) (59)

If we pretend to know the distribution along the time-like direction and use the pure-state density
matrix given in Equation (55), then the entropy is zero. However, if we do not know how to deal with
the distribution along t, then we should use the density matrix of Equation (57) to calculate the entropy,
and the result is

S = 2(n + 1)
{
(cosh η)2 ln(cosh η)− (sinh η) ln(sinh η)

}

−
(

1
cosh η

)2(n+1)

∑
k

(n + k)!
n!k!

ln
[
(n + k)!

n!k!

]
(tanh η)2k (60)

In terms of the velocity v of the hadron,

S = −(n + 1)
{

ln
[

1 −
(v

c

)2
]
+

(v/c)2 ln(v/c)2

1 − (v/c)2

}

−
[

1 −
(

1
v

)2
]

∑
k

(n + k)!
n!k!

ln
[
(n + k)!

n!k!

] (v
c

)2k
(61)

Let us go back to the wave function given in Equation (41). As is illustrated in Figure 3,
its localization property is dictated by the Gaussian factor which corresponds to the ground-state wave
function. For this reason, we expect that much of the behavior of the density matrix or the entropy for
the nth excited state will be the same as that for the ground state with n = 0. For this state, the density
matrix and the entropy are

ρ(z, z′) =
(

1
π cosh(2η)

)1/2
exp

{
−1

4

[
(z + z′)2

cosh(2η)
+ (z − z′)2 cosh(2η)

]}
(62)

and
S = 2

{
(cosh η)2 ln(cosh η)− (sinh η)2 ln(sinh η)

}
(63)

respectively. The quark distribution ρ(z, z) becomes

ρ(z, z) =
(

1
π cosh(2η)

)1/2
exp

( −z2

cosh(2η)

)
(64)

The width of the distribution becomes
√

cosh η, and becomes wide-spread as the hadronic speed
increases. Likewise, the momentum distribution becomes wide-spread [5,29]. This simultaneous
increase in the momentum and position distribution widths is called the parton phenomenon in
high-energy physics [13,14]. The position-momentum uncertainty becomes cosh η. This increase in
uncertainty is due to our ignorance about the physical but unmeasurable time-separation variable.

Let us next examine how this ignorance will lead to the concept of temperature. For the
Lorentz-boosted ground state with n = 0, the density matrix of Equation (62) becomes that of the
harmonic oscillator in a thermal equilibrium state if (tanh η)2 is identified as the Boltzmann factor [29].
For other states, it is very difficult, if not impossible, to describe them as thermal equilibrium states.
Unlike the case of temperature, the entropy is clearly defined for all values of n. Indeed, the entropy in
this case is derivable directly from the hadronic speed.

The time-separation variable exists in the Lorentz-covariant world, but we pretend not to know
about it. It thus is in Feynman’s rest of the universe. If we do not measure this time-separation,
it becomes translated into the entropy.
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Figure 3. Localization property in the zt plane. When the hadron is at rest, the Gaussian form
is concentrated within a circular region specified by (z + t)2 + (z − t)2 = 1. As the hadron gains
speed, the region becomes deformed to e−2η(z + t)2 + e2η(z − t)2 = 1. Since it is not possible to make
measurements along the t direction, we have to deal with information that is less than complete.
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Figure 4. The uncertainty from the hidden time-separation coordinate. The small circle indicates the
minimal uncertainty when the hadron is at rest. More uncertainty is added when the hadron moves.
This is illustrated by a larger circle. The radius of this circle increases by

√
cosh(2η).

We can see the uncertainty in our measurement process from the Wigner function defined as

W(z, p) =
1
π

∫
ρ(z + y, z − y)e2ipydy (65)

After integration, this Wigner function becomes

W(z, p) =
1

π cosh(2η)
exp

{
−

(
z2 + p2

cosh(2η)

)}
(66)

This Wigner phase distribution is illustrated in Figure 4. The smaller inner circle corresponds to the
minimal uncertainty of the single oscillator. The larger circle is for the total uncertainty including
the statistical uncertainty from our failure to observe the time-separation variable. The two-mode
squeezed state tells us how this happens. In the two-mode case, both the first and second photons are
observable, but we can choose not to observe the second photon.

7. Lorentz-Covariant Quark Model

The hydrogen atom played the pivotal role while the present form of quantum mechanics was
developed. At that time, the proton was in the absolute Galilean frame of reference, and it was
thinkable that the proton could move with a speed close to that of light.

Also, at that time, both the proton and electron were point particles. However, the discovery
of Hofstadter et al. changed the picture of the proton in 1955 [30]. The proton charge has its internal
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distribution. Within the framework of quantum electrodynamics, it is possible to calculate the
Rutherford formula for the electron-proton scattering when both electron and proton are point particles.
Because the proton is not a point particle, there is a deviation from the Rutherford formula. We describe
this deviation using the formula called the “proton form factor” which depends on the momentum
transfer during the electron-proton scattering.

Indeed, the study of the proton form factor has been and still is one of the central issues in
high-energy physics. The form factor decreases as the momentum transfer increases. Its behavior is
called the “dipole cut-off” meaning an inverse-square decrease, and it has been a challenging problem
in quantum field theory and other theoretical models [31]. Since the emergence of the quark model in
1964 [32], the hadrons are regarded as quantum bound states of quarks with space-time wave functions.
Thus, the quark model is responsible for explaining this form factor. There are indeed many papers
written on this subject. We shall return to this problem in Subsection 7.2.

Another problem in high-energy physics is Feynman’s parton picture [13,14]. If the hadron is
at rest, we can approach this problem within the framework of bound-state quantum mechanics.
If it moves with a speed close to that of light, it appears as a collection of an infinite number of
partons, which interact with external signals incoherently. This phenomenon raises the question of
whether the Lorentz boost destroys quantum coherence [33]. This leads to the concept of Feynman’s
decoherence [34]. We shall discuss this problem first.

7.1. Feynman’s Parton Picture and Feynman’s Decoherence

In 1969, Feynman observed that a fast-moving hadron can be regarded as a collection of many
“partons” whose properties appear to be quite different from those of the quarks [5,14]. For example,
the number of quarks inside a static proton is three, while the number of partons in a rapidly moving
proton appears to be infinite. The question then is how the proton looking like a bound state of quarks
to one observer can appear different to an observer in a different Lorentz frame? Feynman made the
following systematic observations.

a. The picture is valid only for hadrons moving with velocity close to that of light.
b. The interaction time between the quarks becomes dilated, and partons behave as free independent

particles.
c. The momentum distribution of partons becomes widespread as the hadron moves fast.
d. The number of partons seems to be infinite or much larger than that of quarks.

Because the hadron is believed to be a bound state of two or three quarks, each of the above phenomena
appears as a paradox, particularly (b) and (c) together. How can a free particle have a wide-spread
momentum distribution?

In order to address this question, let us go to Figure 5, which illustrates the Lorentz-squeeze
property of the hadron as the hadron gains its speed. If we use the harmonic oscillator wave function,
its momentum-energy wave function takes the same form as the space-time wave function. As the
hadron gains its speed, both wave functions become squeezed.

As the wave function becomes squeezed, the distribution becomes wide-spread, the spring
constant appear to become weaker. Consequently, the constituent quarks appear to become free
particles.

If the constituent particles are confined in the narrow elliptic region, they become like massless
particles. If those massless particles have a wide-spread momentum distribution, it is like a black-body
radiation with infinite number of photon distributions.

We have addressed this question extensively in the literature, and concluded Gell-Mann’s quark
model and Feynman’s parton model are two different manifestations of the same Lorentz-covariant
quantity [19,35,36]. Thus coherent quarks and incoherent partons are perfectly consistent within
the framework of quantum mechanics and special relativity [33]. Indeed, this defines Feynman’s
decoherence [34].
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approaches that of light, both wave functions become concentrated along their respective positive
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More recently, we were able to explain this decoherence problem in terms of the interaction time
among the constituent quarks and the time required for each quark to interact with external signals [4].

7.2. Proton Form Factors and Lorentz Coherence

As early as in 1970, Fujimura et al. calculated the electromagnetic form factor of the proton
using the wave functions given in this paper and obtained the so-called “dipole” cut-off of the form
factor [37]. At that time, these authors did not have a benefit of the differential equation of Feynman
and his co-authors [12]. Since their wave functions can now be given a bona-fide covariant probability
interpretation, their calculation could be placed between the two limiting cases of quarks and partons.

Even before the calculation of Fujimura et al. in 1965, the covariant wave functions were
discussed by various authors [38–40]. In 1970, Licht and Pagnamenta also discussed this problem with
Lorentz-contracted wave functions [41].

In our 1973 paper [42], we attempted to explain the covariant oscillator wave function in terms of
the coherence between the incoming signal and the width of the contracted wave function. This aspect
was explained in terms of the overlap of the energy-momentum wave function in our book [5].

In this paper, we would like to go back to the coherence problem we raised in 1973, and follow-up
on it. In the Lorentz frame where the momentum of the proton has the opposite signs before and after
the collision, the four-momentum transfer is

(p, E)− (−p, E) = (2p, 0) (67)

where the proton comes along the z direction with its momentum p, and its energy
√

p2 + m2.
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Then the form factor becomes

F(p) =
∫

e2ipz (ψη(z, t)
)∗

ψ−η(z, t) dz dt (68)

If we use the ground-state oscillator wave function, this integral becomes

1
π

∫
e2ipz exp

{
− cosh(2η)

(
z2 + t2

)}
dz dt (69)

After the t integration, this integral becomes

1√
π cosh(2η)

∫
e2ipz exp

{
−z2 cosh(2η)

}
dz (70)

The integrand is a product of a Gaussian factor and a sinusoidal oscillation. The width of the Gaussian
factor shrinks by 1/

√
cosh(2η), which becomes exp (−η) as η becomes large. The wave length of the

sinusoidal factor is inversely proportional to the momentum p. The wave length decreases also at
the rate of exp (−η). Thus, the rate of the shrinkage is the same for both the Gaussian and sinusoidal
factors. For this reason, the cutoff rate of the form factor of Equation (68) should be less than that for

∫
e2ipz (ψ0(z, t))∗ ψ0(z, t) dz dt =

1√
π

∫
e2ipz exp

(
−z2

)
dz (71)

which corresponds to the form factor without the squeeze effect on the wave function. The integration
of this expression lead to exp

(
−p2), which corresponds to an exponential cut-off as p2 becomes large.

Let us go back to the form factor of Equation (68). If we complete the integral, it becomes

F(p) =
1

cosh(2η)
exp

{ −p2

cosh(2η)

}
(72)

As p2 becomes large, the Gaussian factor becomes a constant. However, the factor 1/ cosh(2η) leads
the form factor decrease of 1/p2, which is a much slower decrease than the exponential cut-off without
squeeze effect.

There still is a gap between this mathematical formula and the observed experimental data.
Before looking at the experimental curve, we have to realize that there are three quarks inside the
hadron with two oscillator mode. This will lead to a

(
1/p2)2 cut-off, which is commonly called the

dipole cut-off in the literature.
There is still more work to be done. For instance, the effect of the quark spin should be

addressed [43,44]. Also there are reports of deviations from the exact dipole cut-off [45]. There have
been attempts to study the form factors based on the four-dimensional rotation group [46], and also on
the lattice QCD [47].

Yet, it is gratifying to note that the effect of Lorentz squeeze lead to the polynomial decrease in
the momentum transfer, thanks to the Lorentz coherence illustrated in Figure 6. We started our logic
from the fundamental principles of quantum mechanics and relativity.

8. Conclusions

In this paper, we presented one mathematical formalism applicable both to the entanglement
problems in quantum optics [3] and to high-energy hadronic physics [4]. The formalism is based
on harmonic oscillators familiar to us. We have presented a complete orthonormal set with a
Lorentz-covariant probability interpretation.

Since both branches of physics share the same mathematical base, it is possible to translate
physics from one branch to the other. In this paper, we have given a physical interpretation to the
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the signal also decreases. Thus, the cutoff is not as severe as the case where the proton distribution is
not contracted.

time-separation variable as a hidden variable in Feynman’s rest of the universe, in terms of the
two-mode squeezed state where both photons are observable.

This paper is largely a review paper with an organization to suit the current interest in physics.
For instance, the concepts of entanglement and decoherecne did not exist when those original papers
were written. Furthermore, the probability interpretation given in Subsection 4.2 has not been
published before.

The rotation symmetry plays its role in all branches of physics. We noted that the squeeze
symmetry plays active roles in two different subjects of physics. It is possible that the squeeze
transformation can serve useful purposes in many other fields, although we are not able to specify
them at this time.
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Abstract: There are two sets of four-by-four matrices introduced by Dirac. The first set consists
of fifteen Majorana matrices derivable from his four γ matrices. These fifteen matrices can also
serve as the generators of the group SL(4, r). The second set consists of ten generators of the Sp(4)
group which Dirac derived from two coupled harmonic oscillators. It is shown possible to extend
the symmetry of Sp(4) to that of SL(4, r) if the area of the phase space of one of the oscillators is
allowed to become smaller without a lower limit. While there are no restrictions on the size of phase
space in classical mechanics, Feynman’s rest of the universe makes this Sp(4)-to-SL(4, r) transition
possible. The ten generators are for the world where quantum mechanics is valid. The remaining
five generators belong to the rest of the universe. It is noted that the groups SL(4, r) and Sp(4) are
locally isomorphic to the Lorentz groups O(3, 3) and O(3, 2) respectively. This allows us to interpret
Feynman’s rest of the universe in terms of space-time symmetry.

Keywords: Dirac gamma matrices; Feynman’s rest of the universe; two coupled oscilators;
Wigner’s phase space; non-canonical transformations; group generators; SL(4, r) isomorphic O(3, 3);
quantum mechanics interpretation

1. Introduction

In 1963, Paul A. M. Dirac published an interesting paper on the coupled harmonic oscillators [1].
Using step-up and step-down operators, Dirac was able to construct ten operators satisfying a closed
set of commutation relations. He then noted that this set of commutation relations can also be used
as the Lie algebra for the O(3, 2) de Sitter group applicable to three space and two time dimensions.
He noted further that this is the same as the Lie algebra for the four-dimensional symplectic group
Sp(4).

His algebra later became the fundamental mathematical language for two-mode squeezed states in
quantum optics [2–5]. Thus, Dirac’s ten oscillator matrices play a fundamental role in modern physics.

In the Wigner phase-space representation, it is possible to write the Wigner function in terms
of two position and two momentum variables. It was noted that those ten operators of Dirac can be
translated into the operators with these four variables [4,6], which then can be written as four-by-four
matrices. There are thus ten four-by-four matrices. We shall call them Dirac’s oscillator matrices.
They are indeed the generators of the symplectic group Sp(4).

We are quite familiar with four Dirac matrices for the Dirac equation, namely γ1, γ2, γ3, and γ0.
They all become imaginary in the Majorana representation. From them we can construct fifteen linearly
independent four-by-four matrices. It is known that these four-by-four matrices can serve as the
generators of the SL(4, r) group [6,7]. It is also known that this SL(4, r) group is locally isomorphic to
the Lorentz group O(3, 3) applicable to the three space and three time dimensions [6,7].

There are now two sets of the four-by-four matrices constructed by Dirac. The first set consists of
his ten oscillator matrices, and there are fifteen γ matrices coming from his Dirac equation. There is
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thus a difference of five matrices. The question is then whether this difference can be explained within
the framework of the oscillator formalism with tangible physics.

It was noted that his original O(3, 2) symmetry can be extended to that of O(3, 3) Lorentz group
applicable to the six dimensional space consisting of three space and three time dimensions. This requires
the inclusion of non-canonical transformations in classical mechanics [6]. These non-canonical
transformations cannot be interpreted in terms of the present form of quantum mechanics.

On the other hand, we can use this non-canonical effect to illustrate the concept of Feynman’s
rest of the universe. This oscillator system can serve as two different worlds. The first oscillator
is the world in which we do quantum mechanics, and the second is for the rest of the universe.
Our failure to observe the second oscillator results in the increase in the size of the Wigner phase space,
thus increasing the entropy [8].

Instead of ignoring the second oscillator, it is of interest to see what happens to it. In this paper,
it is shown that Planck’s constant does not have a lower limit. This is allowed in classical mechanics,
but not in quantum mechanics.

Indeed, Dirac’s ten oscillator matrices explain the quantum world for both oscillators. The set of
Dirac’s fifteen γ matrices contains his ten oscillator matrices as a subset. We discuss in this paper the
physics of this difference.

In Section 2, we start with Dirac’s four γ matrices in the Majorana representation and construct all
fifteen four-by-four matrices applicable to the Majorana form of the Dirac spinors. Section 3 reproduces
Dirac’s derivation of the O(3, 2) symmetry with ten generators from two coupled oscillators. This group
is locally isomorphic to Sp(4), which allows canonical transformations in classical mechanics.

In Section 4, we translate Dirac’s formalism into the language of the Wigner phase space.
This allows us to extend the Sp(4) symmetry into the non-canonical region in classical mechanics.
The resulting symmetry is that of SL(4, r), isomorphic to that of the Lorentz group O(3, 3) with fifteen
generators. This allows us to establish the correspondence between Dirac’s Majorana matrices with
those SL(4, r) four-by-four matrices applicable to the two oscillator system, as well as the fifteen
six-by-six matrices that serve as the generators of the O(3, 3) group.

Finally, in Section 5, it is shown that the difference between the ten oscillator matrices and the
fifteen Majorana matrix can serve as an illustrative example of Feynman’s rest of the universe [8,9].

2. Dirac Matrices in the Majorana Representation

Since all the generators for the two coupled oscillator system can be written as four-by-four
matrices with imaginary elements, it is convenient to work with Dirac matrices in the Majorana
representation, where the all the elements are imaginary [7,10,11]. In the Majorana representation,
the four Dirac γ matrices are

γ1 = i

(
σ3 0
0 σ3

)
, γ2 =

(
0 −σ2

σ2 0

)

γ3 = −i

(
σ1 0
0 σ1

)
, γ0 =

(
0 σ2

σ2 0

)
(1)

where

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ1 =

(
1 0
0 −1

)
These γ matrices are transformed like four-vectors under Lorentz transformations. From these

four matrices, we can construct one pseudo-scalar matrix

γ5 = iγ0γ1γ2γ3 =

(
σ2 0
0 −σ2

)
(2)
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and a pseudo vector iγ5γμ consisting of

iγ5γ1 = i

(
−σ1 0

0 σ1

)
, iγ5γ2 = −i

(
0 I
I 0

)

iγ5γ0 = i

(
0 I
−I 0

)
, iγ5γ3 = i

(
−σ3 0

0 +σ3

)
(3)

In addition, we can construct the tensor of the γ as

Tμν =
i
2
(
γμγν − γνγμ

)
(4)

This antisymmetric tensor has six components. They are

iγ0γ1 = −i

(
0 σ1

σ1 0

)
, iγ0γ2 = −i

(
−I 0
0 I

)
, iγ0γ3 = −i

(
0 σ3

σ3 0

)
(5)

and

iγ1γ2 = i

(
0 −σ1

σ1 0

)
, iγ2γ3 = −i

(
0 −σ3

σ3 0

)
, iγ3γ1 =

(
σ2 0
0 σ2

)
(6)

There are now fifteen linearly independent four-by-four matrices. They are all traceless and their
components are imaginary [7]. We shall call these Dirac’s Majorana matrices.

In 1963 [1], Dirac constructed another set of four-by-four matrices from two coupled harmonic
oscillators, within the framework of quantum mechanics. He ended up with ten four-by-four matrices.
It is of interest to compare his oscillator matrices and his fiftteen Majorana matrices.

3. Dirac’s Coupled Oscillators

In his 1963 paper [1], Dirac started with the Hamiltonian for two harmonic oscillators. It can be
written as

H =
1
2

(
p2

1 + x2
1

)
+

1
2

(
p2

2 + x2
2

)
(7)

The ground-state wave function for this Hamiltonian is

ψ0(x1, x2) =
1√
π

exp
{
−1

2

(
x2

1 + x2
2

)}
(8)

We can now consider unitary transformations applicable to the ground-state wave function of
Equation (8), and Dirac noted that those unitary transformations are generated by [1]

L1 = 1
2
(
a†

1a2 + a†
2a1
)
, L2 = 1

2i
(
a†

1a2 − a†
2a1
)

L3 = 1
2
(
a†

1a1 − a†
2a2
)
, S3 = 1

2
(
a†

1a1 + a2a†
2
)

K1 = − 1
4
(
a†

1a†
1 + a1a1 − a†

2a†
2 − a2a2

)
K2 = i

4
(
a†

1a†
1 − a1a1 + a†

2a†
2 − a2a2

)
K3 = 1

2
(
a†

1a†
2 + a1a2

)
Q1 = − i

4
(
a†

1a†
1 − a1a1 − a†

2a†
2 + a2a2

)
Q2 = − 1

4
(
a†

1a†
1 + a1a1 + a†

2a†
2 + a2a2

)
Q3 = i

2
(
a†

1a†
2 − a1a2

)
(9)

where a† and a are the step-up and step-down operators applicable to harmonic oscillator wave
functions. These operators satisfy the following set of commutation relations.
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[
Li, Lj

]
= iεijkLk,

[
Li, Kj

]
= iεijkKk,

[
Li, Qj

]
= iεijkQk[

Ki, Kj
]
=
[
Qi, Qj

]
= −iεijkLk, [Li, S3] = 0[

Ki, Qj
]
= −iδijS3, [Ki, S3] = −iQi, [Qi, S3] = iKi (10)

Dirac then determined that these commutation relations constitute the Lie algebra for the O(3, 2)
de Sitter group with ten generators. This de Sitter group is the Lorentz group applicable to three
space coordinates and two time coordinates. Let us use the notation (x, y, z, t, s), with (x, y, z) as space
coordinates and (t, s) as two time coordinates. Then the rotation around the z axis is generated by

L3 =

⎛⎜⎜⎜⎜⎜⎝
0 −i 0 0 0
i 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

⎞⎟⎟⎟⎟⎟⎠ (11)

The generators L1 and L2 can be also be constructed. The K3 and Q3 will take the form

K3 =

⎛⎜⎜⎜⎜⎜⎝
0 0 0 0 0
0 0 0 0 0
0 0 0 i 0
0 0 i 0 0
0 0 0 0 0

⎞⎟⎟⎟⎟⎟⎠, Q3 =

⎛⎜⎜⎜⎜⎜⎝
0 0 0 0 0
0 0 0 0 0
0 0 0 0 i
0 0 0 0 0
0 0 i 0 0

⎞⎟⎟⎟⎟⎟⎠ (12)

From these two matrices, the generators K1, K2, Q1, Q2 can be constructed. The generator S3 can be
written as

S3 =

⎛⎜⎜⎜⎜⎜⎝
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 −i
0 0 0 i 0

⎞⎟⎟⎟⎟⎟⎠ (13)

The last five-by-five matrix generates rotations in the two-dimensional space of (t, s).
In his 1963 paper [1], Dirac states that the Lie algebra of Equation (10) can serve as the

four-dimensional symplectic group Sp(4). In order to see this point, let us go to the Wigner phase-space
picture of the coupled oscillators.

3.1. Wigner Phase-Space Representation

For this two-oscillator system, the Wigner function is defined as [4,6]

W(x1, x2; p1, p2) =
(

1
π

)2 ∫
exp{−2i(p1y1 + p2y2)}

×ψ∗(x1 + y1, x2 + y2)ψ(x1 − y1, x2 − y2)dy1dy2
(14)

Indeed, the Wigner function is defined over the four-dimensional phase space of (x1, p1, x2, p2) just as
in the case of classical mechanics. The unitary transformations generated by the operators of Equation
(9) are translated into linear canonical transformations of the Wigner function [4]. The canonical
transformations are generated by the differential operators [4]:

L1 = + i
2

{(
x1

∂
∂p2

− p2
∂

∂x1

)
+
(

x2
∂

∂p1
− p1

∂
∂x2

)}
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L2 = − i
2

{(
x1

∂
∂x2

− x2
∂

∂x1

)
+
(

p1
∂

∂p2
− p2

∂
∂p1

)}
L3 = + i

2

{(
x1

∂
∂p1

− p1
∂

∂x1

)
−
(

x2
∂

∂p2
− p2

∂
∂x2

)}
S3 = − i

2

{(
x1

∂
∂p1

− p1
∂

∂x1

)
+
(

x2
∂

∂p2
− p2

∂
∂x2

)}
(15)

and
K1 = − i

2

{(
x1

∂
∂p1

+ p1
∂

∂x1

)
−
(

x2
∂

∂p2
+ p2

∂
∂x2

)}
K2 = − i

2

{(
x1

∂
∂x1

− p1
∂

∂p1

)
+
(

x2
∂

∂x2
− p2

∂
∂p2

)}
K3 = + i

2

{(
x1

∂
∂p2

+ p2
∂

∂x1

)
+
(

x2
∂

∂p1
+ p1

∂
∂x2

)}
Q1 = + i

2

{(
x1

∂
∂x1

− p1
∂

∂p1

)
−
(

x2
∂

∂x2
− p2

∂
∂p2

)}
Q2 = − i

2

{(
x1

∂
∂p1

+ p1
∂

∂x1

)
+
(

x2
∂

∂p2
+ p2

∂
∂x2

)}
Q3 = − i

2

{(
x2

∂
∂x1

+ x1
∂

∂x2

)
−
(

p2
∂

∂p1
+ p1

∂
∂p2

)}
(16)

3.2. Translation into Four-by-Four Matrices

For a dynamical system consisting of two pairs of canonical variables x1, p1 and x2, p2, we can
use the coordinate variables defined as [6]

(η1, η2, η3, η4) = (x1, p1, x2, p2) (17)

Then the transformation of the variables from ηi to ξi is canonical if [12,13]

MJM̃ = J (18)

where M is a four-by-four matrix defined by

Mij =
∂

∂ηj
ξi

and

J =

⎛⎜⎜⎜⎝
0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

⎞⎟⎟⎟⎠ (19)

According to this form of the J matrix, the area of the phase space for x1 and p1 variables remains
invariant, and the story is the same for the phase space of x2 and p2.

We can then write the generators of the Sp(4) group as

L1 =
−1
2

(
0 σ2

σ2 0

)
, L2 =

i
2

(
0 −I
I 0

)

L3 =
1
2

(
−σ2 0

0 σ2

)
, S3 =

1
2

(
σ2 0
0 σ2

)
(20)

and

K1 =
i
2

(
σ1 0
0 −σ1

)
, K2 =

i
2

(
σ3 0
0 σ3

)
, K3 = − i

2

(
0 σ1

σ1 0

)
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and

Q1 =
i
2

(
−σ3 0

0 σ3

)
, Q2 =

i
2

(
σ1 0
0 σ1

)
, Q3 =

i
2

(
0 σ3

σ3 0

)
(21)

These four-by-four matrices satisfy the commutation relations given in Equation (10). Indeed, the de
Sitter group O(3, 2) is locally isomorphic to the Sp(4) group. The remaining question is whether these
ten matrices can serve as the fifteen Dirac matrices given in Section 2. The answer is clearly no. How can
ten matrices describe fifteen matrices? We should therefore add five more matrices.

4. Extension to O(3, 3) Symmetry

Unlike the case of the Schrödinger picture, it is possible to add five non-canonical generators to
the above list. They are

S1 = + i
2

{(
x1

∂
∂x2

− x2
∂

∂x1

)
−
(

p1
∂

∂p2
− p2

∂
∂p1

)}
S2 = − i

2

{(
x1

∂
∂p2

− p2
∂

∂x1

)
+
(

x2
∂

∂p1
− p1

∂
∂x2

)}
(22)

as well as three additional squeeze operators:

G1 = − i
2

{(
x1

∂
∂x2

+ x2
∂

∂x1

)
+
(

p1
∂

∂p2
+ p2

∂
∂p1

)}
G2 = i

2

{(
x1

∂
∂p2

+ p2
∂

∂x1

)
−
(

x2
∂

∂p1
+ p1

∂
∂x2

)}
G3 = − i

2

{(
x1

∂
∂x1

+ p1
∂

∂p1

)
+
(

x2
∂

∂p1
+ p1

∂
∂x2

)}
(23)

These five generators perform well-defined operations on the Wigner function. However, the question
is whether these additional generators are acceptable in the present form of quantum mechanics.

In order to answer this question, let us note that the uncertainty principle in the phase-space
picture of quantum mechanics is stated in terms of the minimum area in phase space for a given pair
of conjugate variables. The minimum area is determined by Planck’s constant. Thus we are allowed to
expand the phase space, but are not allowed to contract it. With this point in mind, let us go back to
G3 of Equation (23), which generates transformations that simultaneously expand one phase space
and contract the other. Thus, the G3 generator is not acceptable in quantum mechanics even though it
generates well-defined mathematical transformations of the Wigner function.

If the five generators of Equations (22) and (23) are added to the ten generators given in Equations
(15) and (16), there are fifteen generators. They satisfy the following set of commutation relations.

[
Li, Lj

]
= iεijkLk,

[
Si, Sj

]
= iεijkSk,

[
Li, Sj

]
= 0[

Li, Kj
]
= iεijkKk,

[
Li, Qj

]
= iεijkQk,

[
Li, Gj

]
= iεijkGk[

Ki, Kj
]
=
[
Qi, Qj

]
=
[
Qi, Qj

]
= −iεijkLk[

Ki, Qj
]
= −iδijS3,

[
Qi, Gj

]
= −iδijS1,

[
Gi, Kj

]
= −iδijS2

[Ki, S3] = −iQi, [Qi, S3] = iKi, [Gi, S3] = 0

[Ki, S1] = 0, [Qi, S1] = −iGi, [Gi, S1] = iQi

[Ki, S2] = iGi, [Qi, S2] = 0, [Gi, S2] = −iKi (24)

As we shall see in Section 4.2, this set of commutation relations serves as the Lie algebra for the group
SL(4, r) and also for the O(3, 3) Lorentz group.
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These fifteen four-by-four matrices are written in terms of Dirac’s fifteen Majorana matrices,
and are tabulated in Table 1. There are six anti-symmetric and nine symmetric matrices.
These anti-symmetric matrices were divided into two sets of three rotation generators in the
four-dimensional phase space. The nine symmetric matrices can be divided into three sets of three
squeeze generators. However, this classification scheme is easier to understand in terms the group
O(3, 3), discussed in Section 4.2.

Table 1. SL(4, r) and Dirac matrices. Two sets of rotation generators and three sets of boost generators.
There are 15 generators.

First component Second component Third component

Rotation L1 = −i
2 γ0 L2 = −i

2 γ5γ0 L3 = −1
2 γ5

Rotation S1 = i
2 γ2γ3 S2 = i

2 γ1γ2 S3 = i
2 γ3γ1

Boost K1 = −i
2 γ5γ1 K2 = 1

2 γ1 K3 = i
2 γ0γ1

Boost Q1 = i
2 γ5γ3 Q2 = −1

2 γ3 Q3 = − i
2 γ0γ3

Boost G1 = −i
2 γ5γ2 G2 = 1

2 γ2 G3 = i
2 γ0γ2

4.1. Non-Canonical Transformations in Classical Mechanics

In addition to Dirac’s ten oscillator matrices, we can consider the matrix

G3 =
i
2

(
I 0
0 −I

)
(25)

which will generate a radial expansion of the phase space of the first oscillator, while contracting that
of the second phase space [14], as illustrated in Figure 1. What is the physical significance of this
operation? The expansion of phase space leads to an increase in uncertainty and entropy [8,14].

p p

x x

1

1

2

2

Figure 1. Expanding and contracting phase spaces. Canonical transformations leave the area of each
phase space invariant. Non-canonical transformations can change them, yet the product of these two
areas remains invariant.

The contraction of the second phase space has a lower limit in quantum mechanics, namely it
cannot become smaller than Planck’s constant. However, there is no such lower limit in classical
mechanics. We shall go back to this question in Section 5.
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In the meantime, let us study what happens when the matrix G3 is introduced into the set of matrices
given in Equations (20) and (21). It commutes with S3, L3, K1, K2, Q1, and Q2. However, its commutators
with the rest of the matrices produce four more generators:

[G3, L1] = iG2, [G3, L2] = −iG1, [G3, K3] = iS2, [G3, Q3] = −iS1 (26)

where

G1 = i
2

(
0 I
I 0

)
, G2 = 1

2

(
0 −σ2

σ2 0

)

S1 = i
2

(
0 σ3

−σ3 0

)
, S2 = i

2

(
0 −σ1

σ1 0

)
(27)

If we take into account the above five generators in addition to the ten generators of Sp(4), there are
fifteen generators. These generators satisfy the set of commutation relations given in Equation (24).

Indeed, the ten Sp(4) generators together with the five new generators form the Lie algebra for
the group SL(4, r). There are thus fifteen four-by-four matrices. They can be written in terms of the
fifteen Majorana matrices, as given in Table 1.

4.2. Local Isomorphism between O(3,3) and SL(4,r)

It is now possible to write fifteen six-by-six matrices that generate Lorentz transformations on the
three space coordinates and three time coordinates [6]. However, those matrices are difficult to handle
and do not show existing regularities. In this section, we write those matrices as two-by-two matrices
of three-by-three matrices.

For this purpose, we construct four sets of three-by-three matrices given in Table 2. There are two
sets of rotation generators

Li =

(
Ai 0
0 0

)
, Si =

(
0 0
0 Ai

)
(28)

applicable to the space and time coordinates respectively.
There are also three sets of boost generators. In the two-by-two representation of the matrices

given in Table 2, they are

Ki =

(
0 Bi
B̃i 0

)
, Qi =

(
0 Ci
C̃i 0

)
, Gi =

(
0 Di

D̃i 0

)
(29)

where the three-by-three matrices Ai, Bi, Ci, and Di are given in Table 2, and Ãi, B̃i, C̃i, D̃i are their
transposes respectively.
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Table 2. Three-by-three matrices constituting the two-by-two representation of generators of the
O(3, 3) group.

i = 1 i = 2 i = 3

Ai

⎛⎝ 0 0 0
0 0 −i
0 i 0

⎞⎠ ⎛⎝ 0 0 i
0 0 0
−i 0 0

⎞⎠ ⎛⎝ 0 −i 0
i 0 0
0 0 0

⎞⎠
Bi

⎛⎝ i 0 0
0 0 0
0 0 0

⎞⎠ ⎛⎝ 0 0 0
i 0 0
0 0 0

⎞⎠ ⎛⎝ 0 0 0
0 0 0
i 0 0

⎞⎠
Ci

⎛⎝ 0 i 0
0 0 0
0 0 0

⎞⎠ ⎛⎝ 0 0 0
0 i 0
0 0 0

⎞⎠ ⎛⎝ 0 0 0
0 0 0
0 i 0

⎞⎠
Di

⎛⎝ 0 0 i
0 0 0
0 0 0

⎞⎠ ⎛⎝ 0 0 0
0 0 i
0 0 0

⎞⎠ ⎛⎝ 0 0 0
0 0 0
0 0 i

⎞⎠

There is a four-by-four Majorana matrix corresponding to each of these fifteen six-by-six matrices,
as given in Table 1.

There are of course many interesting subgroups. The most interesting case is the O(3, 2)
subgroup, and there are three of them. Another interesting feature is that there are three time
dimensions. Thus, there are also O(2, 3) subgroups applicable to two space and three time coordinates.
This symmetry between space and time coordinates could be an interesting future investigation.

5. Feynman’s Rest of the Universe

In his book on statistical mechanics [9], Feynman makes the following statement. When we solve
a quantum-mechanical problem, what we really do is divide the universe into two parts - the system in which
we are interested and the rest of the universe. We then usually act as if the system in which we are interested
comprised the entire universe. To motivate the use of density matrices, let us see what happens when we include
the part of the universe outside the system.

We can use two coupled harmonic oscillators to illustrate what Feynman says about his rest of the
universe. One of the oscillators can be used for the world in which we make physical measurements,
while the other belongs to the rest of the universe [8].

Let us start with a single oscillator in its ground state. In quantum mechanics, there are many
kinds of excitations of the oscillator, and three of them are familiar to us. First, it can be excited to
a state with a definite energy eigenvalue. We obtain the excited-state wave functions by solving the
eigenvalue problem for the Schrödinger equation, and this procedure is well known.

Second, the oscillator can go through coherent excitations. The ground-state oscillator can be
excited to a coherent or squeezed state. During this process, the minimum uncertainty of the ground
state is preserved. The coherent or squeezed state is not in an energy eigenstate. This kind of excited
state plays a central role in coherent and squeezed states of light, which have recently become a
standard item in quantum mechanics.

Third, the oscillator can go through thermal excitations. This is not a quantum excitation but a
statistical ensemble. We cannot express a thermally excited state by making linear combinations of
wave functions. We should treat this as a canonical ensemble. In order to deal with this thermal state,
we need a density matrix.

For the thermally excited single-oscillator state, the density matrix takes the form [9,15,16].

ρ(x, y) =
(

1 − e−1/T
)

∑
k

e−k/Tφk(x)φ∗
k (x) (30)

where the absolute temperature T is measured in the scale of Boltzmann’s constant, and φk(x) is the
k-th excited state wave oscillator wave function. The index ranges from 0 to ∞.
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We also use Wigner functions to deal with statistical problems in quantum mechanics. The Wigner
function for this thermally excited state is [4,9,15]

WT(x, p) =
1
π

∫
e−2ipzρ(x − z, x + z)dz (31)

which becomes

WT =

[
tanh(1/2T)

π

]
exp
[
−
(

x2 + p2
)

tanh(1/2T)
]

(32)

This Wigner function becomes

W0 =
1
π

exp
[
−
(

x2 + p2
)]

(33)

when T = 0. As the temperature increases, the radius of this Gaussian form increases from one to [14].

1√
tanh(1/2T)

(34)

The question is whether we can derive this expanding Wigner function from the concept of Feynman’s
rest of the universe. In their 1999 paper [8], Han et al. used two coupled harmonic oscillators to illustrate
what Feynman said about his rest of the universe. One of their two oscillators is for the world in which
we do quantum mechanics and the other is for the rest of the universe. However, these authors did not
use canonical transformations. In Section 5.1, we summarize the main point of their paper using the
language of canonical transformations developed in the present paper.

Their work was motivated by the papers by Yurke et al. [17] and by Ekert et al. [18], and the
Barnett–Phoenix version of information theory [19]. These authors asked the question of what happens
when one of the photons is not observed in the two-mode squeezed state.

In Section 5.2, we introduce another form of Feynman’s rest of the universe, based on
non-canonical transformations discussed in the present paper. For a two-oscillator system, we can
define a single-oscillator Wigner function for each oscillator. Then non-canonical transformations allow
one Wigner function to expand while forcing the other to shrink. The shrinking Wigner function has a
lower limit in quantum mechanics, while there is none in classical mechanics. Thus, Feynman’s rest of
the universe consists of classical mechanics where Planck’s constant has no lower limit.

In Section 5.3, we translate the mathematics of the expanding Wigner function into the physical
language of entropy.

5.1. Canonical Approach

Let us start with the ground-state wave function for the uncoupled system. Its Hamiltonian is
given in Equation (7), and its wave function is

ψ0(x1, x2) =
1√
π

exp
[
−1

2

(
x2

1 + x2
2

)]
(35)

We can couple these two oscillators by making the following canonical transformations. First, let us
rotate the coordinate system by 45◦ to get

1√
2
(x1 + x2),

1√
2
(x1 − x2) (36)

Let us then squeeze the coordinate system:

eη

√
2
(x1 + x2),

e−η

√
2
(x1 − x2) (37)
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Likewise, we can transform the momentum coordinates to

e−η

√
2
(p1 + p2),

eη

√
2
(p1 − p2) (38)

Equations (37) and (38) constitute a very familiar canonical transformation. The resulting wave
function for this coupled system becomes

ψη(x1, x2) =
1√
π

exp
{
−1

4

[
eη(x1 − x2)

2 + e−η(x1 + x2)
2
]}

(39)

This transformed wave function is illustrated in Figure 2.
As was discussed in the literature for several different purposes [4,20–22], this wave function can

be expanded as

ψη(x1, x2) =
1

cosh η ∑
k

(
tanh

η

2

)k
φk(x1)φk(x2) (40)

where the wave function φkφ(x) and the range of summation are defined in Equation (30). From this
wave function, we can construct the pure-state density matrix

ρ
(

x1, x2; x′1, x′2
)
= ψη(x1, x2)ψη

(
x′1, x′2

)
(41)

which satisfies the condition ρ2 = ρ:

ρ
(

x1, x2; x′1, x′2
)
=
∫

ρ
(

x1, x2; x′′
1 , x′′

2
)
ρ
(

x′′
1 , x′′

2 ; x′1, x′2
)
dx′′

1 dx′′
2 (42)
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Figure 2. Two-dimensional Gaussian form for two-coupled oscillators. One of the variables is
observable while the second variable is not observed. It belongs to Feynman’s rest of the universe.

If we are not able to make observations on the x2, we should take the trace of the ρ matrix with
respect to the x2 variable. Then the resulting density matrix is

ρ
(

x, x′
)
=
∫

ψη(x, x2)
{

ψη

(
x′, x2

)}∗dx2 (43)
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Here, we have replaced x1 and x′1 by x and x′ respectively. If we complete the integration over the x2

variable,

ρ
(

x, x′
)
=

(
1

π cosh η

)1/2
exp

{
−
[
(x + x′)2 + (x − x′)2 cosh2 η

4 cosh η

]}
(44)

The diagonal elements of the above density matrix are

ρ(x, x) =
(

1
π cosh η

)1/2
exp
(
−x2/ cosh η

)
(45)

With this expression, we can confirm the property of the density matrix: Tr(ρ) = 1.
As for the trace of ρ2, we can perform the integration

Tr
(

ρ2
)
=
∫

ρ
(

x, x′
)
ρ
(

x′, x
)
dx′dx =

1
cosh η

(46)

which is less than one for nonzero values of η.
The density matrix can also be calculated from the expansion of the wave function given in

Equation (40). If we perform the integral of Equation (43), the result is

ρ
(

x, x′
)
=

(
1

cosh(η/2)

)2

∑
k

(
tanh

η

2

)2k
φk(x)φ∗

k
(

x′
)

(47)

which leads to Tr(ρ) = 1. It is also straightforward to compute the integral for Tr
(
ρ2). The calculation

leads to

Tr
(

ρ2
)
=

(
1

cosh(η/2)

)4

∑
k

(
tanh

η

2

)4k
(48)

The sum of this series becomes to (1/ cosh η), as given in Equation (46).
We can approach this problem using the Wigner function. The Wigner function for the two

oscillator system is [4]

W0(x1, p1; x2, p2) =

(
1
π

)2
exp
[
−
(

x2
1 + p2

1 + x2
2 + p2

2

)]
(49)

If we pretend not to make measurement on the second oscillator coordinate, the x2 and p2 variables
have to be integrated out [8]. The net result becomes the Wigner function for the first oscillator.

The canonical transformation of Equations (37) and (38) changes this Wigner function to

W (x1, x2; p1, p2) =
(
1

π

)2

exp
{
−1

2

[
eη(x1 − x2)

2 + e−η(x1 + x2)
2

+e−η(p1 − p2)
2 + eη(p1 + p2)

2
]}

(50)

If we do not observe the second pair of variables, we have to integrate this function over x2 and
p2:

Wη(x1, p1) =
∫

W(x1, x2; p1, p2)dx2dp2 (51)

and the evaluation of this integration leads to [8]

Wη(x, p) =
1

π cosh η
exp
[
−
(

x2 + p2

cosh η

)]
(52)

where we use x and p for x1 and p1 respectively.
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This Wigner function is of the form given in Equation (32) for the thermal excitation, if we identify
the squeeze parameter η as [23]

cosh η =
1

tanh(1/2T)
(53)

The failure to make measurement on the second oscillator leads to the radial expansion of the Wigner
phase space as in the case of the thermal excitation.

5.2. Non-Canonical Approach

As we noted before, among the fifteen Dirac matrices, ten of them can be used for canonical
transformations in classical mechanics, and thus in quantum mechanics. They play a special role in
quantum optics [2–5].

The remaining five of them can have their roles if the change in the phase space area is allowed.
In quantum mechanics, the area can be increased, but it has a lower limit called Plank’s constant.
In classical mechanics, this constraint does not exist. The mathematical formalism given in this paper
allows us to study this aspect of the system of coupled oscillators.

Let us choose the following three matrices from those in Equations (20) and (21).

S3 =
1
2

(
σ2 0
0 σ2

)
, K2 =

i
2

(
σ3 0
0 σ3

)
, Q2 =

i
2

(
σ1 0
0 σ1

)
(54)

They satisfy the closed set of commutation relations:

[S3, K2] = iQ2, [S3, Q2] = −iQ3, [K2, Q2] = −iS3 (55)

This is the Lie algebra for the Sp(2) group, This is the symmetry group applicable to the single-oscillator
phase space [4], with one rotation and two squeezes. These matrices generate the same transformation
for the first and second oscillators.

We can choose three other sets with similar properties. They are

S3 =
1
2

(
σ2 0
0 σ2

)
, Q1 =

i
2

(
σ3 0
0 −σ3

)
, K1 =

i
2

(
σ1 0
0 −σ1

)
(56)

L3 =
1
2

(
−σ2 0

0 σ2

)
, K2 =

i
2

(
σ3 0
0 σ3

)
, K1 =

i
2

(
−σ1 0

0 σ1

)
(57)

and

L3 =
1
2

(
−σ2 0

0 σ2

)
,−Q2 =

i
2

(
−σ3 0

0 σ3

)
, Q2 =

i
2

(
σ1 0
0 σ1

)
(58)

These matrices also satisfy the commutation relations given in Equation (55). In this case,
the squeeze transformations take opposite directions in the second phase space.

Since all these transformations are canonical, they leave the area of each phase space invariant.
However, let us look at the non-canonical generator G3 of Equation (25). It generates the transformation
matrix of the form (

eη 0
0 e−η

)
(59)

If η is positive, this matrix expands the first phase space while contracting the second. This contraction of
the second phase space is allowed in classical mechanics, but it has a lower limit in quantum mechanics.

The expansion of the first phase space is exactly like the thermal expansion resulting from our
failure to observe the second oscillator that belongs to the rest of the universe. If we expand the system
of Dirac’s ten oscillator matrices to the world of his fifteen Majorana matrices, we can expand and
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contract the first and second phase spaces without mixing them up. We can thus construct a model
where the observed world and the rest of the universe remain separated. In the observable world,
quantum mechanics remains valid with thermal excitations. In the rest of the universe, since the area
of the phase space can decrease without lower limit, only classical mechanics is valid.

During the expansion/contraction process, the product of the areas of the two phase spaces
remains constant. This may or may not be an extended interpretation of the uncertainty principle,
but we choose not to speculate further on this issue.

Let us turn our attention to the fact that the groups SL(4, r) and Sp(4) are locally isomorphic
to O(3, 3) and O(3, 2) respectively. This means that we can do quantum mechanics in one of the
O(3, 2) subgroups of O(3, 3), as Dirac noted in his 1963 paper [1]. The remaining generators belong to
Feynman’s rest of the universe.

5.3. Entropy and the Expanding Wigner Phase Space

We have seen how Feynman’s rest of the universe increases the radius of the Wigner function.
It is important to note that the entropy of the system also increases.

Let us go back to the density matrix. The standard way to measure this ignorance is to calculate
the entropy defined as [16,24–27].

S = −Tr(ρ ln(ρ)) (60)

where S is measured in units of Boltzmann’s constant. If we use the density matrix given in Equation
(44), the entropy becomes

S = 2
{

cosh2
(η

2

)
ln
(

cosh
η

2

)
− sinh2

(η

2

)
ln
(

sinh
η

2

)}
(61)

In order to express this equation in terms of the temperature variable T, we write Equation (53) as

cosh η =
1 + e−1/T

1 − e−1/T (62)

which leads to

cosh2
(η

2

)
=

1
1 + e−1/T , sinh2

(η

2

)
=

e−1/T

1 + e−1/T (63)

Then the entropy of Equation (61) takes the form [8]

S =

(
1
T

){
1

exp(1/T)− 1

}
− ln

(
1 − e−1/T

)
(64)

This familiar expression is for the entropy of an oscillator state in thermal equilibrium. Thus, for this
oscillator system, we can relate our ignorance of the Feynman’s rest of the universe, measured by of
the coupling parameter η, to the temperature.

6. Concluding Remarks

In this paper, we started with the fifteen four-by-four matrices for the Majorana representation
of the Dirac matrices, and the ten generators of the Sp(4) group corresponding to Dirac’s oscillator
matrices. Their explicit forms are given in the literature [6,7], and their roles in modern physics are
well-known [3,4,11]. We re-organized them into tables.

The difference between these two representations consists of five matrices. The physics of
this difference is discussed in terms of Feynman’s rest of the universe [9]. According to Feynman,
this universe consists of the world in which we do quantum mechanics, and the rest of the universe.
In the rest of the universe, our physical laws may or may not be respected. In the case of coupled
oscillators, without the lower limit on Planck’s constant, we can do classical mechanics but not
quantum mechanics in the rest of the universe.
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In 1971, Feynman et al. [28] published a paper on the oscillator model of hadrons, where the
proton consists of three quarks linked up by oscillator springs. In order to treat this problem, they use
a three-particle symmetry group formulated by Dirac in his book on quantum mechanics [29,30].
An interesting problem could be to see what happens to the two quarks when one of them is not
observed. Another interesting question could be to see what happens to one of the quarks when two
of them are not observed.

Finally, we note here that group theory is a very powerful tool in approaching problems in
modern physics. Different groups can share the same set of commutation relations for their generators.
Recently, the group SL(2, c) through its correspondence with the SO(3, 1) has been shown to be
the underlying language for classical and modern optics [4,31]. In this paper, we exploited the
correspondence between SL(4, r) and O(3, 3), as well as the correspondence between Sp(4) and
O(3, 2), which was first noted by Paul A. M. Dirac [1].

There could be more applications of group isomorphisms in the future. A comprehensive list of
those correspondences is given in Gilmore’s book on Lie groups [32].

Acknowledgments: We would like to thank Christian Baumgarten for telling us about the Sp(2) symmetry in
classical mechanics.
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Abstract: Henri Poincaré formulated the mathematics of Lorentz transformations, known as the
Poincaré group. He also formulated the Poincaré sphere for polarization optics. It is shown that these
two mathematical instruments can be derived from the two-by-two representations of the Lorentz
group. Wigner’s little groups for internal space-time symmetries are studied in detail. While the
particle mass is a Lorentz-invariant quantity, it is shown to be possible to address its variations in
terms of the decoherence mechanism in polarization optics.

Keywords: Poincaré group; Poincaré sphere; Wigner’s little groups; particle mass; decoherence
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1. Introduction

It was Henri Poincaré who worked out the mathematics of Lorentz transformations before Einstein
and Minkowski, and the Poincaré group is the underlying language for special relativity. In order to
analyze the polarization of light, Poincaré also constructed a graphic illustration known as the Poincaré
sphere [1–3].

It is of interest to see whether the Poincaré sphere can also speak the language of special relativity.
In that case, we can study the physics of relativity in terms of what we observe in optical laboratories.
For that purpose, we note first that the Lorentz group starts as a group of four-by-four matrices, while the
Poincaré sphere is based on the two-by-two matrix consisting of four Stokes parameters. Thus, it is
essential to find a two-by-two representation of the Lorentz group. Fortunately, this representation
exists in the literature [4,5], and we shall use it in this paper.

As for the problems in relativity, we shall discuss here Wigner’s little groups dictating the internal
space-time symmetries of relativistic particles [6]. In his original paper of 1939 [7], Wigner considered
the subgroups of the Lorentz group, whose transformations leave the four-momentum of a given
particle invariant. While this problem has been extensively discussed in the literature, we propose
here to study it using Naimark’s two-by-two representation of the Lorentz group [4,5].

This two-by-two representation is useful for communicating with the symmetries of the Poincaré
sphere based on the four Stokes parameters, which can take the form of two-by-two matrices. We shall
prove here that the Poincaré sphere shares the same symmetry property as that of the Lorentz group,
particularly in approaching Wigner’s little groups. By doing this, we can study the Lorentz symmetries
of elementary particles from what we observe in optical laboratories.

The present paper starts from an unpublished note based on an invited paper presented by one of
the authors (YSK) at the Fedorov Memorial Symposium: Spins and Photonic Beams at Interface held
in Minsk (2011) [8]. To this, we have added a detailed discussion of how the decoherence mechanism
in polarization optics is mathematically equivalent to a massless particle gaining mass to become a
massive particle. We are particularly interested in how the variation of mass can be accommodated in
the study of internal space-time symmetries.

Symmetry 2013, 5, 233–252 282 www.mdpi.com/journal/symmetry
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In Section 2, we define the symmetry problem we propose to study in this paper. We are interested in
the subgroups of the Lorentz group, whose transformations leave the four-momentum of a given particle
invariant. This is an old problem and has been repeatedly discussed in the literature [6,7,9]. In this
paper, we discuss this problem using the two-by-two formulation of the Lorentz group. This two-by-two
language is directly applicable to polarization optics and the Poincaré sphere.

While Wigner formulated his little groups for particles in their given Lorentz frames, we give
a formalism applicable to all Lorentz frames. In his 1939 paper, Wigner pointed out that his little
groups are different for massive, massless and imaginary-particles. In Section 3, we discuss the
possibility of deriving the symmetry properties for massive and imaginary-mass particles from that of
the massless particle.

In Section 4, we assemble the variables in polarization optics, and define the matrix operators
corresponding to transformations applicable to those variables. We write the Stokes parameters in the
form of a two-by-two matrix. The Poincaré sphere can be constructed from this two-by-two Stokes
matrix. In Section 5, we note that there can be two radii for the Poincaré sphere. Poincaré’s original
sphere has one fixed radius, but this radius can change, depending on the degree of coherence. Based
on what we studied in Section 3, we can associate this change of the radius to the change in mass of
the particle.

2. Poincaré Group and Wigner’s Little Groups

Poincaré formulated the group theory of Lorentz transformations applicable to four-dimensional
space consisting of three space coordinates and one time variable. There are six generators for this
group consisting of three rotation and three boost generators.

In addition, Poincaré considered translations applicable to those four space-time variables,
with four generators. If we add these four generators to the six generators for the homogenous
Lorentz group, the result is the inhomogeneous Lorentz group [7] with ten generators. This larger
group is called the Poincaré group in the literature.

The four translation generators produce space-time four-vectors consisting of the energy and
momentum. Thus, within the framework of the Poincaré group, we can consider the subgroup of
the Lorentz group for a fixed value of momentum [7]. This subgroup defines the internal space-time
symmetry of the particle. Let us consider a particle at rest. Its momentum consists of its mass as its
time-like variable and zero for the three momentum components.

(m, 0, 0, 0) (1)

For convenience, we use the four-vector convention, (t, z, x, y) and
(
E, pz, px, py

)
.

This four-momentum of Equation (1) is invariant under three-dimensional rotations applicable
only to the z, x, y coordinates. The dynamical variable associated with this rotational degree of freedom
is called the spin of the particle.

We are then interested in what happens when the particle moves with a non-zero momentum.
If it moves along the z direction, the four-momentum takes the value:

m(cosh η, sinh η, 0, 0) (2)

which means:

p0 = m(cosh η)pz = m(sinh η)eη =

√
p0 + pz

p0 − pz
(3)

Accordingly, the little group consists of Lorentz-boosted rotation matrices. This aspect of the little
group has been discussed in the literature [6,9]. The question then is whether we could carry out the
same logic using two-by-two matrices
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Of particular interest is what happens when the transformation parameter, η, becomes very large
and the four-momentum becomes that of a massless particle. This problem has also been discussed in
the literature within the framework of four-dimensional Minkowski space. The η parameter becomes
large when the momentum becomes large, but it can also become large when the mass becomes very
small. The two-by-two formulation allows us to study these two cases separately, as we will do in
Section 3.

If the particle has an imaginary mass, it moves faster than light and is not observable. Yet, particles
of this kind play important roles in Feynman diagrams, and their space-time symmetry should also be
studied. In his original paper [7], Wigner studied the little group as the subgroup of the Lorentz group
whose transformations leave the four-momentum invariant of the form:

(0, k, 0, 0) (4)

Wigner observed that this four-momentum remains invariant under the Lorentz boost along the x
or y direction.

If we boost this four-momentum along the z direction, the four-momentum becomes:

k(sinh η, cosh η, 0, 0) (5)

with:

eη =

√
p0 + pz

pz − p0
(6)

The two-by-two formalism also allows us to study this problem.
In Section 2.1, we shall present the two-by-two representation of the Lorentz group. In Section 2.2,

we shall present Wigner’s little groups in this two-by-two representation. While Wigner’s analysis
was based on particles in their fixed Lorentz frames, we are interested in what happens when they
start moving. We shall deal with this problem in Section 3.

2.1. Two-by-Two Representation of the Lorentz Groups

The Lorentz group starts with a group of four-by-four matrices performing Lorentz
transformations on the Minkowskian vector space of (t, z, x, y), leaving the quantity:

t2 − z2 − x2 − y2 (7)

invariant. It is possible to perform this transformation using two-by-two representations [4,5].
This mathematical aspect is known as SL(2, c), the universal covering group for the Lorentz group.

In this two-by-two representation, we write the four-vector as a matrix:

X =

(
t + z&x − iy
x + iy&t − z

)
(8)

Then, its determinant is precisely the quantity given in Equation (7). Thus, the Lorentz transformation
on this matrix is a determinant-preserving transformation. Let us consider the transformation matrix as:

G =

(
α&β

γ&δ

)
G† =

(
α∗ γ∗

β∗ δ∗

)
(9)

with:
det(G) = 1 (10)

The G matrix starts with four complex numbers. Due to the above condition on its determinant, it
has six independent parameters. The group of these G matrices is known to be locally isomorphic to
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the group of four-by-four matrices performing Lorentz transformations on the four-vector (t, z, x, y).
In other words, for each G matrix, there is a corresponding four-by-four Lorentz-transform matrix, as
is illustrated in the Appendix A.

The matrix, G, is not a unitary matrix, because its Hermitian conjugate is not always its inverse.
The group can have a unitary subgroup, called SU(2), performing rotations on electron spins. As far
as we can see, this G-matrix formalism was first presented by Naimark in 1954 [4]. Thus, we call this
formalism the Naimark representation of the Lorentz group. We shall see first that this representation
is convenient for studying space-time symmetries of particles. We shall then note that this Naimark
representation is the natural language for the Stokes parameters in polarization optics.

With this point in mind, we can now consider the transformation:

X′ = GXG† (11)

Since G is not a unitary matrix, it is not a unitary transformation. In order to tell this difference, we call
this the “Naimark transformation”. This expression can be written explicitly as:

(
t′ + z′ x′ − iy′

x + iy t′ − z′

)
=

(
α β

γ δ

)(
t + z x − iy

x + iy t − z

)(
α∗ γ∗

β∗ δ∗

)
(12)

For this transformation, we have to deal with four complex numbers. However, for all practical
purposes, we may work with two Hermitian matrices:

Z(δ) =

(
eiδ/2 0

0 e−iδ/2

)
R(δ) =

(
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)
(13)

and two symmetric matrices:

B(η) =

(
eη/2 0

0 e−η/2

)
S(λ) =

(
cosh(λ/2) sinh(λ/2)
sinh(λ/2) cosh(λ/2)

)
(14)

whose Hermitian conjugates are not their inverses. The two Hermitian matrices in Equation (13) lead
to rotations around the z and y axes, respectively. The symmetric matrices in Equation (14) perform
Lorentz boosts along the z and x directions, respectively.

Repeated applications of these four matrices will lead to the most general form of the G matrix of
Equation (9) with six independent parameters. For each two-by-two Naimark transformation, there is
a four-by-four matrix performing the corresponding Lorentz transformation on the four-component
four-vector. In the Appendix A, the four-by-four equivalents are given for the matrices of Equations (13)
and (14).

It was Einstein who defined the energy-momentum four-vector and showed that it also has the
same Lorentz-transformation law as the space-time four-vector. We write the energy-momentum
four-vector as:

P =

(
E + pz px − ipy

px + ipy E − pz

)
(15)

with:
det(P) = E2 − p2

x − p2
y − p2

z (16)

which means:
det(P) = m2 (17)

where m is the particle mass.
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Now, Einstein’s transformation law can be written as:

P′ = GPG† (18)

or explicitly:

(
E′ + p′z p′x − ip′y
p′x + ip′y E′ − p′z

)
=

(
α β

γ δ

)(
E + pz px − ipy

px + ipy E − pz

)(
α∗ γ∗β∗

δ∗

)
(19)

2.2. Wigner’s Little Groups

Later in 1939 [7], Wigner was interested in constructing subgroups of the Lorentz group whose
transformations leave a given four-momentum invariant. He called these subsets “little groups”.
Thus, Wigner’s little group consists of two-by-two matrices satisfying:

P = WPW† (20)

This two-by-two W matrix is not an identity matrix, but tells about the internal space-time
symmetry of a particle with a given energy-momentum four-vector. This aspect was not known when
Einstein formulated his special relativity in 1905. The internal space-time symmetry was not an issue
at that time.

If its determinant is a positive number, the P matrix can be brought to a form proportional to:

P =

(
1 0
0 1

)
(21)

corresponding to a massive particle at rest.
If the determinant is negative, it can be brought to a form proportional to:

P =

(
1 0
0 −1

)
(22)

corresponding to an imaginary-mass particle moving faster than light along the z direction, with its
vanishing energy component.

If the determinant is zero, we may write P as:

P =

(
1 0
0 0

)
(23)

which is proportional to the four-momentum matrix for a massless particle moving along the z
direction.

For all three of the above cases, the matrix of the form:

Z(δ) =

(
eiδ/2 0

0 e−iδ/2

)
(24)

will satisfy the Wigner condition of Equation (20). This matrix corresponds to rotations around the z
axis, as is shown in the Appendix A.

For the massive particle with the four-momentum of Equation (21), the Naimark transformations
with the rotation matrix of the form:

R(θ) =

(
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)
(25)
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also leave the P matrix of Equation (21) invariant. Together with the Z(δ) matrix, this rotation matrix
leads to the subgroup consisting of the unitary subset of the G matrices. The unitary subset of G is
SU(2), corresponding to the three-dimensional rotation group dictating the spin of the particle [9].

For the massless case, the transformations with the triangular matrix of the form:

(
1 γ

0 1

)
(26)

leave the momentum matrix of Equation (23) invariant. The physics of this matrix has a stormy history,
and the variable, γ, leads to gauge transformation applicable to massless particles [6,10].

For a particle with its imaginary mass, the W matrix of the form:

S(λ) =

(
cosh(λ/2) sinh(λ/2)
sinh(λ/2) cosh(λ/2)

)
(27)

will leave the four-momentum of Equation (22) invariant. This unobservable particle does not appear
to have observable internal space-time degrees of freedom.

Table 1 summarizes the transformation matrices for Wigner’s subgroups for massive, massless
and imaginary-mass particles. Of course, it is a challenging problem to have one expression for all
those three cases, and this problem has been addressed in the literature [11].

Table 1. Wigner’s Little Groups. The little groups are the subgroups of the Lorentz group, whose
transformations leave the four-momentum of a given particle invariant. Thus, the little groups define the
internal space-time symmetries of particles. The four-momentum remains invariant under the rotation
around it. In addition, the four-momentum remains invariant under the following transformations.
These transformations are different for massive, massless and imaginary-mass particles.

Particle mass Four-momentum Transform matrices

Massive
(

1 0
0 1

) (
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)

Massless
(

1 0
0 0

) (
1 γ
0 1

)

Imaginary mass
(

1 0
0 −1

) (
cosh(λ/2) sinh(λ/2)
sinh(λ/2) cosh(λ/2)

)

3. Lorentz Completion of Wigner’s Little Groups

In his original paper [7], Wigner worked out his little groups for specific Lorentz frames. For the
massive particle, he constructed his little group in the frame where the particle is at rest. For the
imaginary-mass particle, the energy-component of his frame is zero.

For the massless particle, it moves along the z direction with a nonzero momentum. There are no
specific frames particularly convenient for us. Thus, the specific frame can be chosen for an arbitrary
value of the momentum, and the triangular matrix of Equation (26) should remain invariant under
Lorentz boosts along the z direction.

For the massive particle, let us Lorentz-boost the four-momentum matrix of Equation (21) by
performing a Naimark transformation:

(
eη/2 0

0 e−η/2

)(
1 0
0 1

)(
eη/2 0

0 e−η/2

)
(28)

which leads to: (
eη 0
0 e−η

)
(29)
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This resulting matrix corresponds to the Lorentz-boosted four-momentum given in Equation (2).
For simplicity, we let m = 1 hereafter in this paper. The Lorentz transformation applicable to the
four-momentum matrix is not a similarity transformation, but it is a Naimark transformation, as defined
in Equation (11).

On the other hand, the rotation matrix of Equation (25) is Lorentz-boosted as a similarity transformation:

(
eη/2 0

0 e−η/2

)(
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)(
e−η/2 0

0 eη/2

)
(30)

and it becomes: (
cos(θ/2) −eη sin(θ/2)

e−η sin(θ/2) cos(θ/2)

)
(31)

If we perform the Naimark transformation of the four-momentum matrix of Equation (29) with
this Lorentz-boosted rotation matrix:(

cos(θ/2) −eη sin(θ/2)
e−η/2 sin(θ/2) cos(θ/2)

)(
eη 0
0 e−η

)(
cos(θ/2) eη sin(θ/2)

−e−η sin(θ/2) cos(θ/2)

)
(32)

the result is the four-momentum matrix of Equation (29). This means that the Lorentz-boosted rotation
matrix of Equation (31) represents the little group, whose transformations leave the four-momentum
matrix of Equation (29) invariant.

For the imaginary-mass case, the Lorentz boosted four-momentum matrix becomes:

(
eη 0
0 −e−η

)
(33)

The little group matrix is:

(
cosh(λ/2) eη sinh(λ/2)

e−η sinh(λ/2) cosh(λ/2)

)
(34)

where η is given in Equation (6).
For the massless case, if we boost the four-momentum matrix of Equation (23), the result is:

eη

(
1 0
0 0

)
(35)

Here, the η parameter is an independent variable and cannot be defined in terms of the momentum
or energy.

The remaining problem is to see whether the massive and imaginary-mass cases collapse to the
massless case in the large η limit. This variable becomes large when the momentum becomes large or
the mass becomes small. We shall discuss these two cases separately.

3.1. Large-Momentum Limit

While Wigner defined his little group for the massive particle in its rest frame in his original
paper [7], the little group represented by Equation (31) is applicable to the moving particle,
whose four-momentum is given in Equation (29). This matrix can also be written as:

eη

(
1 0
0 e−2η

)
(36)
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In the limit of large η, we can change the above expression into:

eη

(
1 0
0 0

)
(37)

This process is continuous, but not necessarily analytic [11]. After making this transition, we can
come back to the original frame to obtain the four momentum matrix of Equation (23).

The remaining problem is the Lorentz-boosted rotation matrix of Equation (31). If this matrix
is going to remain finite as η approaches infinity, the upper-right element should be finite for large
values of η. Let it be γ. Then:

− eη sin(θ/2) = γ (38)

This means that angle θ has to become zero. As a consequence, the little group matrix of
Equation (31) becomes the triangular matrix given in Equation (26) for massless particles.

Imaginary-mass particles move faster than light, and they are not observable. On the other hand,
the mathematics applicable to Wigner’s little group for this particle has been useful in the two-by-two
beam transfer matrix in ray and polarization optics [12].

Let us go back to the four-momentum matrix of Equation (22). If we boost this matrix, it becomes:

(
eη 0
0 −e−η

)
(39)

which can be written as:

eη

(
1 0
0 −e−2η

)
(40)

This matrix can be changed to form Equation (37) in the limit of large η.
Indeed, the little groups for massive, massless and imaginary cases coincide in the large-η limit.

Thus, it is possible to jump from one little group to another, and it is a continuous process, but not
necessarily analytic [12].

The η parameter can become large as the momentum becomes large or the mass becomes small.
In this subsection, we considered the case for large momentum. However, it is of interest to see the
limiting process when the mass becomes small, especially in view of the fact that neutrinos have
small masses.

3.2. Small-Mass Limit

Let us start with a massive particle with fixed energy, E. Then, p0 = E, and pz = E cos χ.
The four-momentum matrix is

E

(
1 + cos χ 0

0 1 − cos χ

)
(41)

The determinant of this matrix is E2(sin χ)2. In the regime of the Lorentz group, this is the (mass)2

and is a Lorentz-invariant quantity. There are no Lorentz transformations that change the angle, χ.
Thus, with this extra variable, it is possible to study the little groups for variable masses, including the
small-mass limit and the zero-mass case.

If χ = 0, the matrix of Equation (41) becomes that of the four-momentum matrix for a massless
particle. As it becomes a positive small number, the matrix of Equation (41) can be written as:

E(sin χ)

(
eη 0
0 e−η

)
(42)
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with

eη =

√
1 + cos χ

1 − cos χ
(43)

Here, again, the determinant of Equation (42) is E2(sin χ)2. With this matrix, we can construct
Wigner’s little group for each value of the angle, χ. If χ is not zero, even if it is very small, the little
group is O(3)-like, as in the case of all massive particles. As the angle, χ, varies continuously from
zero to 90◦, the mass increases from zero to its maximum value.

It is important to note that the little groups are different for the small-mass limit and for the
zero-mass case. In this section, we studied the internal space-time symmetries dictated by Wigner’s
little groups, and we are able to present their Lorentz-covariant picture in Table 2.

Table 2. Covariance of the energy-momentum relation and covariance of the internal space-time
symmetry groups. The γ parameter for the massless case has been studied in earlier papers in the
four-by-four matrix formulation [6]. It corresponds to a gauge transformation. Among the three spin
components, S3 is along the direction of the momentum and remains invariant. It is called the “helicity".

Massive, Slow Covariance Massless, Fast

E = p2/2m Einstein’s E = mc2 E = cp
S3 Helicity

Wigner’s Little Group
S1, S2 Gauge Transformation

4. Jones Vectors and Stokes Parameters

In studying polarized light propagating along the z direction, the traditional approach is to
consider the x and y components of the electric fields. Their amplitude ratio and the phase difference
determine the state of polarization. Thus, we can change the polarization either by adjusting the
amplitudes, by changing the relative phase or both. For convenience, we call the optical device that
changes amplitudes an “attenuator” and the device that changes the relative phase a “phase shifter”.

The traditional language for this two-component light is the Jones-vector formalism, which is
discussed in standard optics textbooks [13]. In this formalism, the above two components are combined
into one column matrix, with the exponential form for the sinusoidal function:

(
ψ1(z, t)
ψ2(z, t)

)
=

(
a exp{i(kz − ωt + φ1)}
b exp{i(kz − ωt + φ2)}

)
(44)

This column matrix is called the Jones vector.
When the beam goes through a medium with different values of indexes of refraction for the x

and y directions, we have to apply the matrix:

(
eiδ1 0
0 eiδ2

)
= ei(δ1+δ2)/2

(
e−iδ/2 0

0 eiδ/2

)
(45)

with δ = δ1 − δ2. In measurement processes, the overall phase factor, ei(δ1+δ2)/2, cannot be detected
and can therefore be deleted. The polarization effect of the filter is solely determined by the matrix:

Z(δ) =

(
eiδ/2 0

0 e−iδ/2

)
(46)

which leads to a phase difference of δ between the x and y components. The form of this matrix is
given in Equation (13), which serves as the rotation around the z axis in the Minkowski space and time.
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Also along the x and y directions, the attenuation coefficients could be different. This will lead to
the matrix [14]: (

e−η1 0
0 e−η2

)
= e−(η1+η2)/2

(
eη/2 0

0 e−η/2

)
(47)

with η = η2 − η1 . If η1 = 0 and η2 = ∞, the above matrix becomes:

(
1 0
0 0

)
(48)

which eliminates the y component. This matrix is known as a polarizer in the textbooks [13] and is a
special case of the attenuation matrix of Equation (47).

This attenuation matrix tells us that the electric fields are attenuated at two different rates.
The exponential factor, e−(η1+η2)/2, reduces both components at the same rate and does not affect the
state of polarization. The effect of polarization is solely determined by the squeeze matrix [14]:

B(η) =

(
eη/2 0

0 e−η/2

)
(49)

This diagonal matrix is given in Equation (14). In the language of space-time symmetries, this matrix
performs a Lorentz boost along the z direction.

The polarization axes are not always the x and y axes. For this reason, we need the rotation matrix:

R(θ) =

(
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)
(50)

which, according to Equation (13), corresponds to the rotation around the y axis in the space-time
symmetry.

Among the rotation angles, the angle of 45◦ plays an important role in polarization optics.
Indeed, if we rotate the squeeze matrix of Equation (49) by 45◦, we end up with the squeeze matrix:

R(θ) =

(
cosh(λ/2) sinh(λ/2)
sinh(λ/2) cosh(λ/2)

)
(51)

which is also given in Equation (14). In the language of space-time physics, this matrix leads to a
Lorentz boost along the x axis.

Indeed, the G matrix of Equation (9) is the most general form of the transformation matrix
applicable to the Jones vector. Each of the above four matrices plays its important role in special
relativity, as we discussed in Section 2. Their respective roles in optics and particle physics are given in
Table 3.

However, the Jones vector alone cannot tell us whether the two components are coherent with
each other. In order to address this important degree of freedom, we use the coherency matrix [1,2]:

C =

(
S11 S12

S21 S22

)
(52)

with:

< ψ∗
i ψj >=

1
T

∫ T

0
ψ∗

i (t + τ)ψj(t)dt (53)
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where T, for a sufficiently long time interval, is much larger than τ. Then, those four elements
become [15]:

S11 =< ψ∗
1 ψ1 >= a2 S12 =< ψ∗

1 ψ2 >= abe−(σ+iδ)

S21 =< ψ∗
2 ψ1 >= abe−(σ−iδ) S22 =< ψ∗

2 ψ2 >= b2 (54)

The diagonal elements are the absolute values of ψ1 and ψ2, respectively. The off-diagonal elements
could be smaller than the product of ψ1 and ψ2, if the two beams are not completely coherent. The σ

parameter specifies the degree of coherency.
This coherency matrix is not always real, but it is Hermitian. Thus, it can be diagonalized by

a unitary transformation. If this matrix is normalized so that its trace is one, it becomes a density
matrix [16,17].

Table 3. Polarization optics and special relativity sharing the same mathematics. Each matrix has
its clear role in both optics and relativity. The determinant of the Stokes or the four-momentum
matrix remains invariant under Lorentz transformations. It is interesting to note that the decoherence
parameter (least fundamental) in optics corresponds to the mass (most fundamental) in particle physics.

Polarization Optics Transformation Matrix Particle Symmetry

Phase shift δ

(
eδ/2 0

0 e−iδ/2

)
Rotation around z

Rotation around z
(

cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)
Rotation around y

Squeeze along x and y
(

eη/2 0
0 e−η/2

)
Boost along z

Squeeze along 45◦
(

cosh(λ/2) sinh(λ/2)
sinh(λ/2) cosh(λ/2)

)
Boost along x

(ab)2 sin2 χ Determinant (mass)2

If we start with the Jones vector of the form of Equation (44), the coherency matrix becomes:

C =

(
a2 ab e−(σ+iδ)

ab e−(σ−iδ) b2

)
(55)

We are interested in the symmetry properties of this matrix. Since the transformation matrix
applicable to the Jones vector is the two-by-two representation of the Lorentz group, we are particularly
interested in the transformation matrices applicable to this coherency matrix.

The trace and the determinant of the above coherency matrix are:

det(C) = (ab)2(1 − e−2σ
)

tr(C) = a2 + b2 (56)

Since e−σ is always smaller than one, we can introduce an angle, χ, defined as:

cos χ = e−σ (57)

and call it the “decoherence angle”. If χ = 0, the decoherence is minimum, and it becomes maximum
when χ = 90◦. We can then write the coherency matrix of Equation (55) as:

C =

(
a2 ab(cos χ)e−iδ

ab(cos χ)eiδ b2

)
(58)
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The degree of polarization is defined as [13]:

f =

√
1 − 4 det(C)

(tr(C))2 =

√√√√1 − 4(ab)2 sin2 χ

(a2 + b2)
2 (59)

This degree is one if χ = 0. When χ = 90◦, it becomes:

a2 − b2

a2 + b2 (60)

Without loss of generality, we can assume that a is greater than b. If they are equal, this minimum
degree of polarization is zero.

Under the influence of the Naimark transformation given in Equation (11), this coherency matrix
is transformed as:

(61)
It is more convenient to make the following linear combinations:

S0 = S11+S22
2 S3 = S11−S22

2
S1 = S12+S21

2 S2 = S12−S21
2i

(62)

These four parameters are called Stokes parameters, and four-by-four transformations applicable
to these parameters are widely known as Mueller matrices [1,3]. However, if the Naimark
transformation given in Equation (61) is translated into the four-by-four Lorentz transformations
according to the correspondence given in the Appendix A, the Mueller matrices constitute a
representation of the Lorentz group.

Another interesting aspect of the two-by-two matrix formalism is that the coherency matrix can
be formulated in terms of quarternions [18–20]. The quarternion representation can be translated
into rotations in four-dimensional space. There is a long history between the Lorentz group and the
four-dimensional rotation group. It would be interesting to see what the quarternion representation of
polarization optics will add to this history between those two similar, but different, groups.

As for earlier applications of the two-by-two representation of the Lorentz group, we note the
vector representation by Fedorov [21,22]. Fedorov showed that it is easier to carry out kinematical
calculations using his two-by-two representation. For instance, the computation of the Wigner rotation
angle is possible in the two-by-two representation [23]. Earlier papers on group theoretical approaches
to polarization optics include also those on Mueller matrices [24] and on relativistic kinematics and
polarization optics [25].

5. Geometry of the Poincaré Sphere

We now have the four-vector, (S0, S3, S1, S2), which is Lorentz-transformed like the space-time
four-vector, (t, z, x, y), or the energy-momentum four-vector of Equation (15). This Stokes four-vector
has a three-component subspace, (S3, S1, S2), which is like the three-dimensional Euclidean subspace
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in the four-dimensional Minkowski space. In this three-dimensional subspace, we can introduce the
spherical coordinate system with:

R =
√

S2
3 + S2

1 + S2
2

S3 = R cos ξ

S1 = R(sin ξ) cos δS2 = R(sin ξ) sin δ

(63)

The radius, R, is the radius of this sphere, and is:

R =
1
2

√
(a2 − b2)

2 + 4(ab)2 cos2 χ (64)

with:

S3 =
a2 − b2

2
(65)

This spherical picture is traditionally known as the Poincaré sphere [1–3]. Without loss of
generality, we assume a is greater than b, and S3 is non-negative. In addition, we can consider another
sphere with its radius:

S0 =
a2 + b2

2
(66)

according to Equation (62).
The radius, R, takes its maximum value, S0, when χ = 0◦. It decreases and reaches its minimum

value, S3, when χ = 90◦. In terms of R, the degree of polarization given in Equation (59) is:

f =
R
S0

(67)

This aspect of the radius R is illustrated in Figure 1a. The minimum value of R is S3 of Equation (64).

Figure 1. Radius of the Poincaré sphere. The radius, R, takes its maximum value, S0, when the
decoherence angle, χ, is zero. It becomes smaller as χ increases. It becomes minimum when the angle
reaches 90◦. Its minimum value is S3, as is illustrated in Figure 1a. The degree of polarization is
maximum when R = S0 and is minimum when R = S3. According to Equation (65), S3 becomes zero
when a = b, and the minimum value of R becomes zero, as is indicated in Figure 1b. Its maximum
value is still S0. This maximum radius can become larger because b becomes larger to make a = b.
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Let us go back to the four-momentum matrix of Equation (15). Its determinant is m2 and remains
invariant. Likewise, the determinant of the coherency matrix of Equation (58) should also remain
invariant. The determinant in this case is:

S2
0 − R2 = (ab)2 sin2 χ (68)

This quantity remains invariant. This aspect is shown on the last row of Table 3.
Let us go back to Equation (49). This matrix changes the relative magnitude of the amplitudes,

a and b. Thus, without loss of generality, we can study the Stokes parameters with a = b. The coherency
matrix then becomes:

C = a2

(
1 (cos χ)e−iδ

(cos χ)eiδ 1

)
(69)

Since the angle, δ, does not play any essential roles, we can let δ = 0 and write the coherency
matrix as:

C = a2

(
1 cos χ

cos χ 1

)
(70)

Then, the minimum radius, S3 = 0, and S0 of Equation (62) and R of Equation (64) become:

S0 = a2R = a2(cos χ) (71)

respectively. The Poincaré sphere becomes simplified to that of Figure 1b. This Poincaré sphere allows
R to decrease to zero.

The determinant of the above two-by-two matrix is:

a4
(

1 − cos2 χ
)
= a4 sin2 χ (72)

Since the Lorentz transformation leaves the determinant invariant, the change in this χ variable is
not a Lorentz transformation. It is of course possible to construct a larger group in which this variable
plays a role in a group transformation [23], but in this paper, we are more interested in its role in a
particle gaining a mass. With this point in mind, let us diagonalize the coherency matrix of Equation
(69). Then it takes the form:

a2

(
1 + cos χ 0

0 1 − cos χ

)
(73)

This form is the same as the four-momentum matrix given in Equation (41). There, we were
not able to associate the variable, χ, with any known physical process or symmetry operations of
the Lorentz group. Fortunately, in this section, we noted that this variable comes from the degree of
decoherence in polarization optics.

6. Concluding Remarks

In this paper, we noted first that the group of Lorentz transformations can be formulated in
terms of two-by-two matrices. This two-by-two formalism can also be used for transformations of the
coherency matrix in polarization optics consisting of four Stokes parameters.

Thus, this set of the four parameters is like a Minkowskian four-vector under four-by-four Lorentz
transformations. In order to accommodate all four Stokes parameters, we noted that the radius of the
Poincaré sphere should be allowed to vary from its maximum value to its minimum, corresponding to
the fully and minimal coherent cases.

As in the case of the particle mass, the decoherence parameter in the Stokes formalism is invariant
under Lorentz transformations. However, the Poincaré sphere, with a variable radius, provides the
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mechanism for the variations of the decoherence parameter. It was noted that this variation gives a
physical process whose mathematics correspond to that of the mass variable in particle physics.

As for polarization optics, the traditional approach has been to work with two polarizer
matrices, like: (

1 0
0 0

)(
0 0
0 1

)
(74)

We have replaced these two matrices by one attenuation matrix of Equation (47). This replacement
enables us to formulate the Lorentz group for the Stokes parameters [15]. Furthermore, this attenuation
matrix makes it possible to make a continuous transformation from one matrix to another by adjusting
the attenuation parameters in optical media. It could be interesting to design optical experiments
along this direction.
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Appendix Appendix

In Section 2, we listed four two-by-two matrices whose repeated applications lead to the most
general form of the two-by-two matrix, G. It is known that every G matrix can be translated into a
four-by-four Lorentz transformation matrix through [4,9,15]:

⎛
⎜⎜⎜⎝

t′ + z′

x′ − iy′

x′ + iy′

t′ − z′

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

αα∗ αβ∗ βα∗ ββ∗

αγ∗ αδ∗ βγ∗ βδ∗

γα∗ γβ∗ δα∗ δβ∗

γγ∗ γδ∗ δγ∗ δδ∗

⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝

t + z
x − iy
x + iy
t − z

⎞
⎟⎟⎟⎠ (75)

and: ⎛
⎜⎜⎜⎝

t
z
x
y

⎞
⎟⎟⎟⎠ =

1
2

⎛
⎜⎜⎜⎝

1 0 0 1
1 0 0 −1
0 1 1 0
0 i −i 0

⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝

t + z
x − iy
x + iy
t − z

⎞
⎟⎟⎟⎠ (76)

These matrices appear to be complicated, but it is enough to study the matrices of Equation (13)
and Equation (14) to cover all the matrices in this group. Thus, we give their four-by-four equivalents
in this Appendix A:

Z(δ) =

(
eiδ/2 0

0 e−iδ/2

)
(77)

leads to the four-by-four matrix: ⎛
⎜⎜⎜⎝

1 0 0 0
1 0 0 0
0 1 cos δ − sin δ

0 0 sin δ cos δ

⎞
⎟⎟⎟⎠ (78)
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Likewise:

B(η) =

(
eη/2 0

0 e−η/2

)
→

⎛
⎜⎜⎜⎝

cosh η sinh η 0 0
sinh η cosh η 0 0

0 0 1 0
0 0 0 1

⎞
⎟⎟⎟⎠ (79)

R(θ) =

(
cos(θ/2) − sin(θ/2)
sin(θ/2) sin(θ/2)

)
→

⎛
⎜⎜⎜⎝

1 0 0 0
0 cos θ − sin θ 0
0 sin θ cos θ 0
0 0 0 1

⎞
⎟⎟⎟⎠ (80)

and:

S(λ) =

(
cosh(λ/2) sinh(λ/2)
sinh(λ/2) sinh(λ/2)

)
→

⎛
⎜⎜⎜⎝

cosh λ 0 sinh λ 0
0 1 0 0

sinh λ 0 cosh λ 0
0 0 0 1

⎞
⎟⎟⎟⎠ (81)
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Abstract: The second-order differential equation for a damped harmonic oscillator can be converted
to two coupled first-order equations, with two two-by-two matrices leading to the group Sp(2). It is
shown that this oscillator system contains the essential features of Wigner’s little groups dictating
the internal space-time symmetries of particles in the Lorentz-covariant world. The little groups are
the subgroups of the Lorentz group whose transformations leave the four-momentum of a given
particle invariant. It is shown that the damping modes of the oscillator correspond to the little
groups for massive and imaginary-mass particles respectively. When the system makes the transition
from the oscillation to damping mode, it corresponds to the little group for massless particles.
Rotations around the momentum leave the four-momentum invariant. This degree of freedom
extends the Sp(2) symmetry to that of SL(2, c) corresponding to the Lorentz group applicable to the
four-dimensional Minkowski space. The Poincaré sphere contains the SL(2, c) symmetry. In addition,
it has a non-Lorentzian parameter allowing us to reduce the mass continuously to zero. It is thus
possible to construct the little group for massless particles from that of the massive particle by
reducing its mass to zero. Spin-1/2 particles and spin-1 particles are discussed in detail.

Keywords: damped harmonic oscillators; coupled first-order equations; unimodular matrices; Wigner’s
little groups; Poincaré sphere; Sp(2) group; SL(2, c) group; gauge invariance; neutrinos; photons

PACS: 03.65.Fd, 03.67.-a, 05.30.-d

1. Introduction

We are quite familiar with the second-order differential equation

m
d2y
dt2 + b

dy
dt

+ Ky = 0 (1)

for a damped harmonic oscillator. This equation has the same mathematical form as

L
d2Q
dt2 + R

dQ
dt

+
1
C

Q = 0 (2)

for electrical circuits, where L, R, and C are the inductance, resistance, and capacitance respectively.
These two equations play fundamental roles in physical and engineering sciences. Since they start
from the same set of mathematical equations, one set of problems can be studied in terms of the other.
For instance, many mechanical phenomena can be studied in terms of electrical circuits.
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In Equation (1), when b = 0, the equation is that of a simple harmonic oscillator with the
frequency ω =

√
K/m. As b increases, the oscillation becomes damped. When b is larger than 2

√
Km,

the oscillation disappears, as the solution is a damping mode.
Consider that increasing b continuously, while difficult mechanically, can be done electrically

using Equation (2) by adjusting the resistance R. The transition from the oscillation mode to the
damping mode is a continuous physical process.

This b term leads to energy dissipation, but is not regarded as a fundamental force. It is
inconvenient in the Hamiltonian formulation of mechanics and troublesome in transition to quantum
mechanics, yet, plays an important role in classical mechanics. In this paper this term will help us
understand the fundamental space-time symmetries of elementary particles.

We are interested in constructing the fundamental symmetry group for particles in the
Lorentz-covariant world. For this purpose, we transform the second-order differential equation
of Equation (1) to two coupled first-order equations using two-by-two matrices. Only two linearly
independent matrices are needed. They are the anti-symmetric and symmetric matrices

A =

(
0 −i
i 0

)
, and S =

(
0 i
i 0

)
(3)

respectively. The anti-symmetric matrix A is Hermitian and corresponds to the oscillation part, while
the symmetric S matrix corresponds to the damping.

These two matrices lead to the Sp(2) group consisting of two-by-two unimodular matrices with
real elements. This group is isomorphic to the three-dimensional Lorentz group applicable to two
space-like and one time-like coordinates. This group is commonly called the O(2, 1) group.

This O(2, 1) group can explain all the essential features of Wigner’s little groups dictating internal
space-time symmetries of particles [1]. Wigner defined his little groups as the subgroups of the Lorentz
group whose transformations leave the four-momentum of a given particle invariant. He observed
that the little groups are different for massive, massless, and imaginary-mass particles. It has been a
challenge to design a mathematical model which will combine those three into one formalism, but we
show that the damped harmonic oscillator provides the desired mathematical framework.

For the two space-like coordinates, we can assign one of them to the direction of the momentum,
and the other to the direction perpendicular to the momentum. Let the direction of the momentum
be along the z axis, and let the perpendicular direction be along the x axis. We therefore study the
kinematics of the group within the zx plane, then see what happens when we rotate the system around
the z axis without changing the momentum [2].

The Poincaré sphere for polarization optics contains the SL(2, c) symmetry isomorphic to the
four-dimensional Lorentz group applicable to the Minkowski space [3–7]. Thus, the Poincaré sphere
extends Wigner’s picture into the three space-like and one time-like coordinates. Specifically, this
extension adds rotations around the given momentum which leaves the four-momentum invariant [2].

While the particle mass is a Lorentz-invariant variable, the Poincaré sphere contains an extra
variable which allows the mass to change. This variable allows us to take the mass-limit of the
symmetry operations. The transverse rotational degrees of freedom collapse into one gauge degree of
freedom and polarization of neutrinos is a consequence of the requirement of gauge invariance [8,9].

The SL(2, c) group contains symmetries not seen in the three-dimensional rotation group.
While we are familiar with two spinors for a spin-1/2 particle in nonrelativistic quantum mechanics,
there are two additional spinors due to the reflection properties of the Lorentz group. There are thus
16 bilinear combinations of those four spinors. This leads to two scalars, two four-vectors, and one
antisymmetric four-by-four tensor. The Maxwell-type electromagnetic field tensor can be obtained as
a massless limit of this tensor [10].

In Section 2, we review the damped harmonic oscillator in classical mechanics, and note that
the solution can be either in the oscillation mode or damping mode depending on the magnitude of
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the damping parameter. The translation of the second order equation into a first order differential
equation with two-by-two matrices is possible. This first-order equation is similar to the Schrödinger
equation for a spin-1/2 particle in a magnetic field.

Section 3 shows that the two-by-two matrices of Section 2 can be formulated in terms of the
Sp(2) group. These matrices can be decomposed into the Bargmann and Wigner decompositions.
Furthermore, this group is isomorphic to the three-dimensional Lorentz group with two space and one
time-like coordinates.

In Section 4, it is noted that this three-dimensional Lorentz group has all the essential features
of Wigner’s little groups which dictate the internal space-time symmetries of the particles in the
Lorentz-covariant world. Wigner’s little groups are the subgroups of the Lorentz group whose
transformations leave the four-momentum of a given particle invariant. The Bargmann Wigner
decompositions are shown to be useful tools for studying the little groups.

In Section 5, we note that the given momentum is invariant under rotations around it. The
addition of this rotational degree of freedom extends the Sp(2) symmetry to the six-parameter SL(2, c)
symmetry. In the space-time language, this extends the three dimensional group to the Lorentz group
applicable to three space and one time dimensions.

Section 6 shows that the Poincaré sphere contains the symmetries of SL(2, c) group. In addition,
it contains an extra variable which allows us to change the mass of the particle, which is not allowed
in the Lorentz group.

In Section 7, the symmetries of massless particles are studied in detail. In addition to rotation
around the momentum, Wigner’s little group generates gauge transformations. While gauge
transformations on spin-1 photons are well known, the gauge invariance leads to the polarization of
massless spin-1/2 particles, as observed in neutrino polarizations.

In Section 8, it is noted that there are four spinors for spin-1/2 particles in the Lorentz-covariant
world. It is thus possible to construct 16 bilinear forms, applicable to two scalars, and two vectors, and
one antisymmetric second-rank tensor. The electromagnetic field tensor is derived as the massless
limit. This tensor is shown to be gauge-invariant.

2. Classical Damped Oscillators

For convenience, we write Equation (1) as

d2y
dt2 + 2μ

dy
dt

+ ω2y = 0 (4)

with

ω =

√
K
m

, and μ =
b

2m
(5)

The damping parameter μ is positive when there are no external forces. When ω is greater than μ,
the solution takes the form

y = e−μt [C1 cos(ω′t) + C2 sin(ω′t)
]

(6)

where
ω′ =

√
ω2 − μ2 (7)

and C1 and C2 are the constants to be determined by the initial conditions. This expression is for a
damped harmonic oscillator. Conversely, when μ is greater than ω, the quantity inside the square-root
sign is negative, then the solution becomes

y = e−μt [C3 cosh(μ′t) + C4 sinh(μ′t)
]

(8)

with
μ′ =

√
μ2 − ω2 (9)
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If ω = μ, both Equations (6) and (8) collapse into one solution

y(t) = e−μt [C5 + C6 t] (10)

These three different cases are treated separately in textbooks. Here we are interested in the
transition from Equation (6) to Equation (8), via Equation (10). For convenience, we start from μ greater
than ω with μ′ given by Equation (9).

For a given value of μ, the square root becomes zero when ω equals μ. If ω becomes larger, the
square root becomes imaginary and divides into two branches.

± i
√

ω2 − μ2 (11)

This is a continuous transition, but not an analytic continuation. To study this in detail, we translate
the second order differential equation of Equation (4) into the first-order equation with two-by-two
matrices.

Given the solutions of Equations (6) and (10), it is convenient to use ψ(t) defined as

ψ(t) = eμty(t), and y = e−μtψ(t) (12)

Then ψ(t) satisfies the differential equation

d2ψ(t)
dt2 + (ω2 − μ2)ψ(t) = 0 (13)

2.1. Two-by-Two Matrix Formulation

In order to convert this second-order equation to a first-order system, we introduce ψ1(t) and
ψ2(t) satisfying two coupled differential equations

dψ1(t)
dt

= (μ − ω)ψ2(t) (14)

dψ2(t)
dt

= (μ + ω)ψ1(t) (15)

which can be written in matrix form as

d
dt

(
ψ1

ψ2

)
=

(
0 μ − ω

μ + ω 0

)(
ψ1

ψ2

)
(16)

Using the Hermitian and anti-Hermitian matrices of Equation (3) in Section 1, we construct the
linear combination

H = ω

(
0 −i
i 0

)
+ μ

(
0 i
i 0

)
(17)

We can then consider the first-order differential equation

i
∂

∂t
ψ(t) = Hψ(t) (18)

While this equation is like the Schrödinger equation for an electron in a magnetic field, the two-by-two
matrix is not Hermitian. Its first matrix is Hermitian, but the second matrix is anti-Hermitian.
It is of course an interesting problem to give a physical interpretation to this non-Hermitian matrix
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in connection with quantum dissipation [11], but this is beyond the scope of the present paper.
The solution of Equation (18) is

ψ(t) = exp

{(
0 −ω + μ

ω + μ 0

)
t

}(
C7

C8

)
(19)

where C7 = ψ1(0) and C8 = ψ2(0) respectively.

2.2. Transition from the Oscillation Mode to Damping Mode

It appears straight-forward to compute this expression by a Taylor expansion, but it is not.
This issue was extensively discussed in the earlier papers by two of us [12,13]. The key idea is to write
the matrix (

0 −ω + μ

ω + μ 0

)
(20)

as a similarity transformation of

ω′
(

0 −1
1 0

)
(ω > μ) (21)

and as that of

μ′
(

0 1
1 0

)
(μ > ω) (22)

with ω′ and μ′ defined in Equations (7) and (9), respectively.
Then the Taylor expansion leads to(

cos(ω′t) −
√
(ω − μ)/(ω + μ) sin(ω′t)√

(ω + μ)/(ω − μ) sin(ω′t) cos(ω′t)

)
(23)

when ω is greater than μ. The solution ψ(t) takes the form(
C7 cos(ω′t)− C8

√
(ω − μ)/(ω + μ) sin(ω′t)

C7
√
(ω + μ)/(ω − μ) sin(ω′t) + C8 cos(ω′t)

)
(24)

If μ is greater than ω, the Taylor expansion becomes(
cosh(μ′t)

√
(μ − ω)/(μ + ω) sinh(μ′t)√

(μ + ω)/(μ − ω) sinh(μ′t) cosh(μ′t)

)
(25)

When ω is equal to μ, both Equations (23) and (25) become(
1 0

2ωt 1

)
(26)

If ω is sufficiently close to but smaller than μ, the matrix of Equation (25) becomes(
1 + (ε/2)(2ωt)2 +ε(2ωt)

(2ωt) 1 + (ε/2)(2ωt)2

)
(27)

with
ε =

μ − ω

μ + ω
(28)
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If ω is sufficiently close to μ, we can let

μ + ω = 2ω, and μ − ω = 2με (29)

If ω is greater than μ, ε defined in Equation (28) becomes negative, the matrix of Equation (23) becomes(
1 − (−ε/2)(2ωt)2 −(−ε)(2ωt)

2ωt 1 − (−ε/2)(2ωt)2

)
(30)

We can rewrite this matrix as(
1 − (1/2)

[(
2ω

√−ε
)

t
]2 −√−ε

[(
2ω

√−ε
)

t
]

2ωt 1 − (1/2)
[(

2ω
√−ε

)
t
]2
)

(31)

If ε becomes positive, Equation (27) can be written as(
1 + (1/2)

[(
2ω

√
ε
)

t
]2 √

ε
[(

2ω
√

ε
)

t
]

2ωt 1 + (1/2)
[(

2ω
√

ε
)

t
]2
)

(32)

The transition from Equation (31) to Equation (32) is continuous as they become identical when
ε = 0. As ε changes its sign, the diagonal elements of above matrices tell us how cos(ω′t) becomes
cosh(μ′t). As for the upper-right element element, − sin(ω′t) becomes sinh(μ′t). This non-analytic
continuity is discussed in detail in one of the earlier papers by two of us on lens optics [13]. This type
of continuity was called there “tangential continuity.” There, the function and its first derivative are
continuous while the second derivative is not.

2.3. Mathematical Forms of the Solutions

In this section, we use the Heisenberg approach to the problem, and obtain the solutions in the
form of two-by-two matrices. We note that

1. For the oscillation mode, the trace of the matrix is smaller than 2. The solution takes the form of(
cos(x) −e−η sin(x)

eη sin(x) cos(x)

)
(33)

with trace 2 cos(x). The trace is independent of η.
2. For the damping mode, the trace of the matrix is greater than 2.(

cosh(x) e−η sinh(x)
eη sinh(x) cosh(x)

)
(34)

with trace 2 cosh(x). Again, the trace is independent of η.
3. For the transition mode, the trace is equal to 2, and the matrix is triangular and takes the form of(

1 0
γ 1

)
(35)

When x approaches zero, the Equations (33) and (34) take the form(
1 − x2/2 −xe−η

xeη 1 − x2/2

)
, and

(
1 + x2/2 xe−η

xeη 1 + x2/2

)
(36)
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respectively. These two matrices have the same lower-left element. Let us fix this element to be a
positive number γ. Then

x = γe−η (37)

Then the matrices of Equation (36) become(
1 − γ2e−2η/2 −γe−2η

γ 1 − γ2e−2η/2

)
, and

(
1 + γ2e−2η/2 γe−2η

γ 1 + γ2e−2η/2

)
(38)

If we introduce a small number ε defined as

ε =
√

γe−η (39)

the matrices of Equation (38) become(
e−η/2 0

0 eη/2

)(
1 − γε2/2

√
γε√

γε 1 − γε2/2

)(
eη/2 0

0 e−η/2

)

(
e−η/2 0

0 eη/2

)(
1 + γε2/2

√
γε√

γε 1 + γε2/2

)(
eη/2 0

0 e−η/2

) (40)

respectively, with e−η = ε/
√

γ.

3. Groups of Two-by-Two Matrices

If a two-by-two matrix has four complex elements, it has eight independent parameters. If the
determinant of this matrix is one, it is known as an unimodular matrix and the number of independent
parameters is reduced to six. The group of two-by-two unimodular matrices is called SL(2, c).
This six-parameter group is isomorphic to the Lorentz group applicable to the Minkowski space
of three space-like and one time-like dimensions [14].

We can start with two subgroups of SL(2, c).

1. While the matrices of SL(2, c) are not unitary, we can consider the subset consisting of unitary
matrices. This subgroup is called SU(2), and is isomorphic to the three-dimensional rotation
group. This three-parameter group is the basic scientific language for spin-1/2 particles.

2. We can also consider the subset of matrices with real elements. This three-parameter group
is called Sp(2) and is isomorphic to the three-dimensional Lorentz group applicable to two
space-like and one time-like coordinates.

In the Lorentz group, there are three space-like dimensions with x, y, and z coordinates.
However, for many physical problems, it is more convenient to study the problem in the
two-dimensional (x, z) plane first and generalize it to three-dimensional space by rotating the system
around the z axis. This process can be called Euler decomposition and Euler generalization [2].

First, we study Sp(2) symmetry in detail, and achieve the generalization by augmenting the
two-by-two matrix corresponding to the rotation around the z axis. In this section, we study in detail
properties of Sp(2) matrices, then generalize them to SL(2, c) in Section 5.

There are three classes of Sp(2) matrices. Their traces can be smaller or greater than two, or equal
to two. While these subjects are already discussed in the literature [15–17] our main interest is
what happens as the trace goes from less than two to greater than two. Here we are guided by the
model we have discussed in Section 2, which accounts for the transition from the oscillation mode to
the damping mode.
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3.1. Lie Algebra of Sp(2)

The two linearly independent matrices of Equation (3) can be written as

K1 =
1
2

(
0 i
i 0

)
, and J2 =

1
2

(
0 −i
i 0

)
(41)

However, the Taylor series expansion of the exponential form of Equation (23) or Equation (25) requires
an additional matrix

K3 =
1
2

(
i 0
0 −i

)
(42)

These matrices satisfy the following closed set of commutation relations.

[K1, J2] = iK3, [J2, K3] = iK1, [K3, K1] = −i J2 (43)

These commutation relations remain invariant under Hermitian conjugation, even though K1 and K3

are anti-Hermitian. The algebra generated by these three matrices is known in the literature as the
group Sp(2) [17]. Furthermore, the closed set of commutation relations is commonly called the Lie
algebra. Indeed, Equation (43) is the Lie algebra of the Sp(2) group.

The Hermitian matrix J2 generates the rotation matrix

R(θ) = exp (−iθ J2) =

(
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)
(44)

and the anti-Hermitian matrices K1 and K2, generate the following squeeze matrices.

S(λ) = exp (−iλK1) =

(
cosh(λ/2) sinh(λ/2)
sinh(λ/2) cosh(λ/2)

)
(45)

and

B(η) = exp (−iηK3) =

(
exp (η/2) 0

0 exp (−η/2)

)
(46)

respectively.
Returning to the Lie algebra of Equation (43), since K1 and K3 are anti-Hermitian, and J2 is

Hermitian, the set of commutation relation is invariant under the Hermitian conjugation. In other
words, the commutation relations remain invariant, even if we change the sign of K1 and K3,
while keeping that of J2 invariant. Next, let us take the complex conjugate of the entire system.
Then both the J and K matrices change their signs.

3.2. Bargmann and Wigner Decompositions

Since the Sp(2) matrix has three independent parameters, it can be written as [15](
cos (α1/2) − sin (α1/2)
sin (α1/2) cos (α1/2)

)(
cosh χ sinh χ

sinh χ cosh χ

)(
cos (α2/2) − sin (α2/2)
sin (α2/2) cos (α2/2)

)
(47)

This matrix can be written as(
cos(δ/2) − sin(δ/2)
sin(δ/2) cos(δ/2)

)(
a b
c d

)(
cos(δ/2) sin(δ/2)
− sin(δ/2) cos(δ/2)

)
(48)
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where (
a b
c d

)
=

(
cos(α/2) − sin(α/2)
sin(α/2) cos(α/2)

)(
cosh χ sinh χ

sinh χ cosh χ

)(
cos(α/2) − sin(α/2)
sin(α/2) cos(α/2)

)
(49)

with
δ =

1
2
(α1 − α2) , and α =

1
2
(α1 + α2) (50)

If we complete the matrix multiplication of Equation (49), the result is(
(cosh χ) cos α sinh χ − (cosh χ) sin α

sinh χ + (cosh χ) sin α (cosh χ) cos α

)
(51)

We shall call hereafter the decomposition of Equation (49) the Bargmann decomposition. This means
that every matrix in the Sp(2) group can be brought to the Bargmann decomposition by a similarity
transformation of rotation, as given in Equation (48). This decomposition leads to an equidiagonal
matrix with two independent parameters.

For the matrix of Equation (49), we can now consider the following three cases. Let us assume
that χ is positive, and the angle θ is less than 90◦. Let us look at the upper-right element.

1. If it is negative with [sinh χ < (cosh χ) sin α], then the trace of the matrix is smaller than 2,
and the matrix can be written as(

cos(θ/2) −e−η sin(θ/2)
eη sin(θ/2) cos(θ/2)

)
(52)

with

cos(θ/2) = (cosh χ) cos α, and e−2η =
(cosh χ) sin α − sinh χ

(cosh χ) sin α + sinh χ
(53)

2. If it is positive with [sinh χ > (cosh χ) sin α)], then the trace is greater than 2, and the matrix
can be written as (

cosh(λ/2) e−η sinh(λ/2)
eη sinh(λ/2) cosh(λ/2)

)
(54)

with

cosh(λ/2) = (cosh χ) cos α, and e−2η =
sinh χ − (cosh χ) sin α

(cosh χ) sin α + sinh χ
(55)

3. If it is zero with [(sinh χ = (cosh χ) sin α)], then the trace is equal to 2, and the matrix takes the form(
1 0

2 sinh χ 1

)
(56)

The above repeats the mathematics given in Section 2.3.
Returning to Equations (52) and (53), they can be decomposed into

M(θ, η) =

(
eη/2 0

0 e−η/2

)(
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)(
e−η/2 0

0 eη/2

)
(57)

and

M(λ, η) =

(
eη/2 0

0 e−η/2

)(
cosh(λ/2) sinh(λ/2)
sinh(λ/2) cos(λ/2)

)(
e−η/2 0

0 eη/2

)
(58)

respectively. In view of the physical examples given in Section 6, we shall call this the “Wigner
decomposition.” Unlike the Bargmann decomposition, the Wigner decomposition is in the form of a
similarity transformation.
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We note that both Equations (57) and (58) are written as similarity transformations. Thus

[M(θ, η)]n =

(
cos(nθ/2) −e−η sin(nθ/2)

eη sin(nθ/2) cos(nθ/2)

)
(59)

[M(λ, η)]n =

(
cosh(nλ/2) eη sinh(nλ/2)

e−η sinh(nλ/2) cosh(nλ/2)

)
(60)

[M(γ)]n =

(
1 0

nγ 1

)
(61)

These expressions are useful for studying periodic systems [18].
The question is what physics these decompositions describe in the real world. To address this,

we study what the Lorentz group does in the real world, and study isomorphism between the Sp(2)
group and the Lorentz group applicable to the three-dimensional space consisting of one time and
two space coordinates.

3.3. Isomorphism with the Lorentz Group

The purpose of this section is to give physical interpretations of the mathematical formulas given in
Section 3.2. We will interpret these formulae in terms of the Lorentz transformations which are normally
described by four-by-four matrices. For this purpose, it is necessary to establish a correspondence
between the two-by-two representation of Section 3.2 and the four-by-four representations of the
Lorentz group.

Let us consider the Minkowskian space-time four-vector

(t, z, x, y) (62)

where
(
t2 − z2 − x2 − y2) remains invariant under Lorentz transformations. The Lorentz group

consists of four-by-four matrices performing Lorentz transformations in the Minkowski space.
In order to give physical interpretations to the three two-by-two matrices given in Equations (44)–(46),

we consider rotations around the y axis, boosts along the x axis, and boosts along the z
axis.The transformation is restricted in the three-dimensional subspace of (t, z, x). It is then
straight-forward to construct those four-by-four transformation matrices where the y coordinate remains
invariant. They are given in Table 1. Their generators also given. Those four-by-four generators satisfy the
Lie algebra given in Equation (43).

Table 1. Matrices in the two-by-two representation, and their corresponding four-by-four generators
and transformation matrices.

Matrices Generators Four-by-Four Transform matrices

R(θ) J2 = 1
2

(
0 −i
i 0

) ⎛
⎜⎜⎝

0 0 0 0
0 0 −i 0
0 i 0 0
0 0 0 0

⎞
⎟⎟⎠

⎛
⎜⎜⎝

1 0 0 0
0 cos θ − sin θ 0
0 sin θ cos θ 0
0 0 0 1

⎞
⎟⎟⎠

B(η) K3 = 1
2

(
i 0
0 −i

) ⎛
⎜⎜⎝

0 i 0 0
i 0 0 0
0 0 0 0
0 0 0 0

⎞
⎟⎟⎠

⎛
⎜⎜⎝

cosh η sinh η 0 0
sinh η cosh η 0 0

0 0 1 0
0 0 0 1

⎞
⎟⎟⎠

S(λ) K1 = 1
2

(
0 i
i 0

) ⎛
⎜⎜⎝

0 0 i 0
0 0 0 0
i 0 0 0
0 0 0 0

⎞
⎟⎟⎠

⎛
⎜⎜⎝

cosh λ 0 sinh λ 0
0 1 0 0

sinh λ 0 cosh λ 0
0 0 0 1

⎞
⎟⎟⎠

308



Symmetry 2014, 6, 473–515

4. Internal Space-Time Symmetries

We have seen that there corresponds a two-by-two matrix for each four-by-four Lorentz
transformation matrix. It is possible to give physical interpretations to those four-by-four matrices.
It must thus be possible to attach a physical interpretation to each two-by-two matrix.

Since 1939 [1] when Wigner introduced the concept of the little groups many papers have been
published on this subject, but most of them were based on the four-by-four representation. In this
section, we shall give the formalism of little groups in the language of two-by-two matrices. In so
doing, we provide physical interpretations to the Bargmann and Wigner decompositions introduced
in Section 3.2.

4.1. Wigner’s Little Groups

In [1], Wigner started with a free relativistic particle with momentum, then constructed subgroups
of the Lorentz group whose transformations leave the four-momentum invariant. These subgroups
thus define the internal space-time symmetry of the given particle. Without loss of generality, we
assume that the particle momentum is along the z direction. Thus rotations around the momentum
leave the momentum invariant, and this degree of freedom defines the helicity, or the spin parallel to
the momentum.

We shall use the word “Wigner transformation” for the transformation which leaves the
four-momentum invariant:

1. For a massive particle, it is possible to find a Lorentz frame where it is at rest with zero
momentum. The four-momentum can be written as m(1, 0, 0, 0), where m is the mass. This
four-momentum is invariant under rotations in the three-dimensional (z, x, y) space.

2. For an imaginary-mass particle, there is the Lorentz frame where the energy component
vanishes. The momentum four-vector can be written as p(0, 1, 0, 0), where p is the magnitude of
the momentum.

3. If the particle is massless, its four-momentum becomes p(1, 1, 0, 0). Here the first and second
components are equal in magnitude.

The constant factors in these four-momenta do not play any significant roles. Thus we write
them as (1, 0, 0, 0), (0, 1, 0, 0), and (1, 1, 0, 0) respectively. Since Wigner worked with these three specific
four-momenta [1], we call them Wigner four-vectors.

All of these four-vectors are invariant under rotations around the z axis. The rotation matrix is

Z(φ) =

⎛
⎜⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 cos φ − sin φ

0 0 sin φ cos φ

⎞
⎟⎟⎟⎠ (63)

In addition, the four-momentum of a massive particle is invariant under the rotation around the y
axis, whose four-by-four matrix was given in Table 1. The four-momentum of an imaginary particle is
invariant under the boost matrix S(λ) given in Table 1. The problem for the massless particle is more
complicated, but will be discussed in detail in Section 7. See Table 2.
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Table 2. Wigner four-vectors and Wigner transformation matrices applicable to two space-like and one
time-like dimensions. Each Wigner four-vector remains invariant under the application of its Wigner
matrix.

Mass Wigner Four-Vector Wigner Transformation

Massive (1, 0, 0, 0)

⎛
⎜⎜⎝

1 0 0 0
0 cos θ − sin θ 0
0 sin θ cos θ 0
0 0 0 1

⎞
⎟⎟⎠

Massless (1, 1, 0, 0)

⎛
⎜⎜⎝

1 + γ2/2 −γ2/2 γ 0
γ2/2 1 − γ2/2 γ 0
−γ γ 1 0
0 0 0 1

⎞
⎟⎟⎠

Imaginary mass (0, 1, 0, 0)

⎛
⎜⎜⎝

cosh λ 0 sinh λ 0
0 1 0 0

sinh λ 0 cosh λ 0
0 0 0 1

⎞
⎟⎟⎠

4.2. Two-by-Two Formulation of Lorentz Transformations

The Lorentz group is a group of four-by-four matrices performing Lorentz transformations on the
Minkowskian vector space of (t, z, x, y), leaving the quantity

t2 − z2 − x2 − y2 (64)

invariant. It is possible to perform the same transformation using two-by-two matrices [7,14,19].
In this two-by-two representation, the four-vector is written as

X =

(
t + z x − iy

x + iy t − z

)
(65)

where its determinant is precisely the quantity given in Equation (64) and the Lorentz transformation
on this matrix is a determinant-preserving, or unimodular transformation. Let us consider the
transformation matrix as [7,19]

G =

(
α β

γ δ

)
, and G† =

(
α∗ γ∗

β∗ δ∗

)
(66)

with
det (G) = 1 (67)

and the transformation
X′ = GXG† (68)

Since G is not a unitary matrix, Equation (68) not a unitary transformation, but rather we call this
the “Hermitian transformation”. Equation (68) can be written as(

t′ + z′ x′ − iy′

x + iy t′ − z′

)
=

(
α β

γ δ

)(
t + z x − iy

x + iy t − z

)(
α∗ γ∗

β∗ δ∗

)
(69)

It is still a determinant-preserving unimodular transformation, thus it is possible to write this as a
four-by-four transformation matrix applicable to the four-vector (t, z, x, y) [7,14].

Since the G matrix starts with four complex numbers and its determinant is one by Equation (67),
it has six independent parameters. The group of these G matrices is known to be locally isomorphic

310



Symmetry 2014, 6, 473–515

to the group of four-by-four matrices performing Lorentz transformations on the four-vector (t, z, x, y).
In other words, for each G matrix there is a corresponding four-by-four Lorentz-transform matrix [7].

The matrix G is not a unitary matrix, because its Hermitian conjugate is not always its inverse.
This group has a unitary subgroup called SU(2) and another consisting only of real matrices called
Sp(2). For this later subgroup, it is sufficient to work with the three matrices R(θ), S(λ), and B(η)
given in Equations (44)–(46) respectively. Each of these matrices has its corresponding four-by-four
matrix applicable to the (t, z, x, y). These matrices with their four-by-four counterparts are tabulated in
Table 1.

The energy-momentum four vector can also be written as a two-by-two matrix. It can be written
as

P =

(
p0 + pz px − ipy

px + ipy p0 − pz

)
(70)

with
det (P) = p2

0 − p2
x − p2

y − p2
z (71)

which means
det (P) = m2 (72)

where m is the particle mass.
The Lorentz transformation can be written explicitly as

P′ = GPG† (73)

or (
p′0 + p′z p′x − ip′y
p′x + ip′y E′ − p′z

)
=

(
α β

γ δ

)(
p0 + pz px − ipy

px + ipy p0 − pz

)(
α∗ γ∗

β∗ δ∗

)
(74)

This is an unimodular transformation, and the mass is a Lorentz-invariant variable. Furthermore, it
was shown in [7] that Wigner’s little groups for massive, massless, and imaginary-mass particles can
be explicitly defined in terms of two-by-two matrices.

Wigner’s little group consists of two-by-two matrices satisfying

P = WPW† (75)

The two-by-two W matrix is not an identity matrix, but tells about the internal space-time symmetry
of a particle with a given energy-momentum four-vector. This aspect was not known when Einstein
formulated his special relativity in 1905, hence the internal space-time symmetry was not an issue at
that time. We call the two-by-two matrix W the Wigner matrix, and call the condition of Equation (75)
the Wigner condition.

If determinant of W is a positive number, then P is proportional to

P =

(
1 0
0 1

)
(76)

corresponding to a massive particle at rest, while if the determinant is negative, it is proportional to

P =

(
1 0
0 −1

)
(77)
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corresponding to an imaginary-mass particle moving faster than light along the z direction, with
a vanishing energy component. If the determinant is zero, P is

P =

(
1 0
0 0

)
(78)

which is proportional to the four-momentum matrix for a massless particle moving along the z direction.
For all three cases, the matrix of the form

Z(φ) =

(
e−iφ/2 0

0 eiφ/2

)
(79)

will satisfy the Wigner condition of Equation (75). This matrix corresponds to rotations around
the z axis.

For the massive particle with the four-momentum of Equation (76), the transformations with the
rotation matrix of Equation (44) leave the P matrix of Equation (76) invariant. Together with the Z(φ)
matrix, this rotation matrix leads to the subgroup consisting of the unitary subset of the G matrices.
The unitary subset of G is SU(2) corresponding to the three-dimensional rotation group dictating the
spin of the particle [14].

For the massless case, the transformations with the triangular matrix of the form(
1 γ

0 1

)
(80)

leave the momentum matrix of Equation (78) invariant. The physics of this matrix has a stormy history,
and the variable γ leads to a gauge transformation applicable to massless particles [8,9,20,21].

For a particle with an imaginary mass, a W matrix of the form of Equation (45) leaves the
four-momentum of Equation (77) invariant.

Table 3 summarizes the transformation matrices for Wigner’s little groups for massive, massless,
and imaginary-mass particles. Furthermore, in terms of their traces, the matrices given in this
subsection can be compared with those given in Section 2.3 for the damped oscillator. The comparisons
are given in Table 4.

Of course, it is a challenging problem to have one expression for all three classes. This problem
has been discussed in the literature [12], and the damped oscillator case of Section 2 addresses the
continuity problem.

Table 3. Wigner vectors and Wigner matrices in the two-by-two representation. The trace of the matrix
tells whether the particle m2 is positive, zero, or negative.

Particle Mass Four-Momentum Transform Matrix Trace

Massive
(

1 0
0 1

) (
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)
less than 2

Massless
(

1 0
0 0

) (
1 γ
0 1

)
equal to 2

Imaginary mass
(

1 0
0 −1

) (
cosh(λ/2) sinh(λ/2)
sinh(λ/2) cosh(λ/2)

)
greater than 2
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Table 4. Damped Oscillators and Space-time Symmetries. Both share Sp(2) as their symmetry group.

Trace Damped Oscillator Particle Symmetry

Smaller than 2 Oscillation Mode Massive Particles
Equal to 2 Transition Mode Massless Particles

Larger than 2 Damping Mode Imaginary-mass Particles

5. Lorentz Completion of Wigner’s Little Groups

So far we have considered transformations applicable only to (t, z, x) space. In order to study the
full symmetry, we have to consider rotations around the z axis. As previously stated, when a particle
moves along this axis, this rotation defines the helicity of the particle.

In [1], Wigner worked out the little group of a massive particle at rest. When the particle gains
a momentum along the z direction, the single particle can reverse the direction of momentum, the spin,
or both. What happens to the internal space-time symmetries is discussed in this section.

5.1. Rotation around the z Axis

In Section 3, our kinematics was restricted to the two-dimensional space of z and x, and thus
includes rotations around the y axis. We now introduce the four-by-four matrix of Equation (63)
performing rotations around the z axis. Its corresponding two-by-two matrix was given in
Equation (79). Its generator is

J3 =
1
2

(
1 0
0 −1

)
(81)

If we introduce this additional matrix for the three generators we used in Sections 3 and 3.2, we end
up the closed set of commutation relations

[Ji, Jj] = iεijk Jk, [Ji, Kj] = iεijkKk, [Ki, Kj] = −iεijk Jk (82)

with
Ji =

1
2

σi, and Ki =
i
2

σi (83)

where σi are the two-by-two Pauli spin matrices.
For each of these two-by-two matrices there is a corresponding four-by-four matrix generating

Lorentz transformations on the four-dimensional Lorentz group. When these two-by-two matrices
are imaginary, the corresponding four-by-four matrices were given in Table 1. If they are real,
the corresponding four-by-four matrices were given in Table 5.
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Table 5. Two-by-two and four-by-four generators not included in Table 1. The generators given
there and given here constitute the set of six generators for SL(2, c) or of the Lorentz group given in
Equation (82).

Generator Two-by-Two Four-by-Four

J3
1
2

(
1 0
0 −1

) ⎛
⎜⎜⎝

0 0 0 0
0 0 0 0
0 0 0 −i
0 0 i 0

⎞
⎟⎟⎠

J1
1
2

(
0 1
1 0

) ⎛
⎜⎜⎝

0 0 0 0
0 0 0 i
0 0 0 0
0 −i 0 0

⎞
⎟⎟⎠

K2
1
2

(
0 1
−1 0

) ⎛
⎜⎜⎝

0 0 0 i
0 0 0 0
0 0 0 0
i 0 0 0

⎞
⎟⎟⎠

This set of commutation relations is known as the Lie algebra for the SL(2, c), namely the group of
two-by-two elements with unit determinants. Their elements are complex. This set is also the Lorentz
group performing Lorentz transformations on the four-dimensional Minkowski space.

This set has many useful subgroups. For the group SL(2, c), there is a subgroup consisting only of
real matrices, generated by the two-by-two matrices given in Table 1. This three-parameter subgroup
is precisely the Sp(2) group we used in Sections 3 and 3.2. Their generators satisfy the Lie algebra
given in Equation (43).

In addition, this group has the following Wigner subgroups governing the internal space-time
symmetries of particles in the Lorentz-covariant world [1]:

1. The Ji matrices form a closed set of commutation relations. The subgroup generated by these
Hermitian matrices is SU(2) for electron spins. The corresponding rotation group does not change
the four-momentum of the particle at rest. This is Wigner’s little group for massive particles.
If the particle is at rest, the two-by-two form of the four-vector is given by Equation (76).
The Lorentz transformation generated by J3 takes the form(

eiφ/2 0
0 e−iφ/2

)(
1 0
0 1

)(
e−iφ/2 0

0 eiφ/2

)
=

(
1 0
0 1

)
(84)

Similar computations can be carried out for J1 and J2.
2. There is another Sp(2) subgroup, generated by K1, K2, and J3. They satisfy the commutation relations

[K1, K2] = −i J3, [J3, K1] = iK2, [K2, J3] = iK1. (85)

The Wigner transformation generated by these two-by-two matrices leave the momentum
four-vector of Equation (77) invariant. For instance, the transformation matrix generated by K2

takes the form

exp (−iξK2) =

(
cosh(ξ/2) i sinh(ξ/2)
i sinh(ξ/2) cosh(ξ/2)

)
(86)

and the Wigner transformation takes the form(
cosh(ξ/2) i sinh(ξ/2)

−i sinh(ξ/2) cosh(ξ/2)

)(
1 0
0 −1

)(
cosh(ξ/2) i sinh(ξ/2)

−i sinh(ξ/2) cosh(ξ/2)

)
=

(
1 0
0 −1

)
(87)

Computations with K2 and J3 lead to the same result.
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Since the determinant of the four-momentum matrix is negative, the particle has an imaginary
mass. In the language of the four-by-four matrix, the transformation matrices leave the
four-momentum of the form (0, 1, 0, 0) invariant.

3. Furthermore, we can consider the following combinations of the generators:

N1 = K1 − J2 =

(
0 i
0 0

)
, and N2 = K2 + J1 =

(
0 1
0 0

)
(88)

Together with J3, they satisfy the the following commutation relations.

[N1, N2] = 0, [N1, J3] = −iN2, [N2, J3] = iN1 (89)

In order to understand this set of commutation relations, we can consider an x y coordinate
system in a two-dimensional space. Then rotation around the origin is generated by

J3 = −i
(

x
∂

∂y
− y

∂

∂x

)
(90)

and the two translations are generated by

N1 = −i
∂

∂x
, and N2 = −i

∂

∂y
(91)

for the x and y directions respectively. These operators satisfy the commutations relations given
in Equation (89).

The two-by-two matrices of Equation (88) generate the following transformation matrix.

G(γ, φ) = exp [−iγ (N1 cos φ + N2 sin φ)] =

(
1 γe−iφ

0 1

)
(92)

The two-by-two form for the four-momentum for the massless particle is given by Equation (78). The
computation of the Hermitian transformation using this matrix is(

1 γe−iφ

0 1

)(
1 0
0 0

)(
1 0

γeiφ 1

)
=

(
1 0
0 0

)
(93)

confirming that N1 and N2, together with J3, are the generators of the E(2)-like little group for massless
particles in the two-by-two representation. The transformation that does this in the physical world is
described in the following section.

5.2. E(2)-Like Symmetry of Massless Particles

From the four-by-four generators of K1,2 and J1,2, we can write

N1 =

⎛
⎜⎜⎜⎝

0 0 i 0
0 0 i 0
i −i 0 0
0 0 0 0

⎞
⎟⎟⎟⎠ , and N2 =

⎛
⎜⎜⎜⎝

0 0 0 i
0 0 0 i
0 0 0 0
i −i 0 0

⎞
⎟⎟⎟⎠ (94)
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These matrices lead to the transformation matrix of the form

G(γ, φ) =

⎛
⎜⎜⎜⎝

1 + γ2/2 −γ2/2 γ cos φ γ sin φ

γ2/2 1 − γ2/2 γ cos φ γ sin φ

−γ cos φ γ cos φ 1 0
−γ sin φ γ sin φ 0 1

⎞
⎟⎟⎟⎠ (95)

This matrix leaves the four-momentum invariant, as we can see from

G(γ, φ)

⎛
⎜⎜⎜⎝

1
1
0
0

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

1
1
0
0

⎞
⎟⎟⎟⎠ (96)

When it is applied to the photon four-potential

G(γ, φ)

⎛
⎜⎜⎜⎝

A0

A3

A1

A2

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

A0

A3

A1

A2

⎞
⎟⎟⎟⎠+ γ (A1 cos φ + A2 sin φ)

⎛
⎜⎜⎜⎝

1
1
0
0

⎞
⎟⎟⎟⎠ (97)

with the Lorentz condition which leads to A3 = A0 in the zero mass case. Gauge transformations
are well known for electromagnetic fields and photons. Thus Wigner’s little group leads to gauge
transformations.

In the two-by-two representation, the electromagnetic four-potential takes the form(
2A0 A1 − iA2

A1 + iA2 0

)
(98)

with the Lorentz condition A3 = A0. Then the two-by-two form of Equation (97) is(
1 γe−iφ

0 1

)(
2A0 A1 − iA2

A1 + iA2 0

)(
1 0

γeiφ 1

)
(99)

which becomes (
A0 A1 − iA2

A1 + iA2 0

)
+

(
2γ (A1 cos φ − A2 sin φ) 0

0 0

)
(100)

This is the two-by-two equivalent of the gauge transformation given in Equation (97).
For massless spin-1/2 particles starting with the two-by-two expression of G(γ, φ) given in

Equation (92), and considering the spinors

u =

(
1
0

)
, and v =

(
0
1

)
(101)

for spin-up and spin-down states respectively,

Gu = u, and Gv = v + γe−iφu (102)

This means that the spinor u for spin up is invariant under the gauge transformation while v is not.
Thus, the polarization of massless spin-1/2 particle, such as neutrinos, is a consequence of the gauge
invariance. We shall continue this discussion in Section 7.

316



Symmetry 2014, 6, 473–515

5.3. Boosts along the z Axis

In Sections 4.1 and 5.1, we studied Wigner transformations for fixed values of the four-momenta.
The next question is what happens when the system is boosted along the z direction, with the
transformation (

t′

z′

)
=

(
cosh η sinh η

sinh η cosh η

)(
t
z

)
(103)

Then the four-momenta become

(cosh η, sinh η, 0, 0), (sinh η, cosh η, 0, 0), eη(1, 1, 0, 0) (104)

respectively for massive, imaginary, and massless particles cases. In the two-by-two representation,
the boost matrix is (

eη/2 0
0 e−η/2

)
(105)

and the four-momenta of Equation (104) become(
eη 0
0 e−η

)
,

(
eη 0
0 −e−η

)
,

(
eη 0
0 0

)
(106)

respectively. These matrices become Equations (76)–(78) respectively when η = 0.
We are interested in Lorentz transformations which leave a given non-zero momentum invariant.

We can consider a Lorentz boost along the direction preceded and followed by identical rotation
matrices, as described in Figure 1 and the transformation matrix as(

cos(α/2) − sin(α/2)
sin(α/2) cos(α/2)

)(
cosh χ − sinh χ

− sinh χ cosh χ

)(
cos(α/2) − sin(α/2)
sin(α/2) cos(α/2)

)
(107)

which becomes (
(cos α) cosh χ − sinh χ − (sin α) cosh χ

− sinh χ + (sin α) cosh χ (cos α) cosh χ

)
(108)
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   (a)    (b)

Figure 1. Bargmann and Wigner decompositions. (a) Bargmann decomposition; (b) Wigner
decomposition. In the Bargmann decomposition, we start from a momentum along the z direction. We
can rotate, boost, and rotate to bring the momentum to the original position. The resulting matrix is the
product of one boost and two rotation matrices. In the Wigner decomposition, the particle is boosted
back to the frame where the Wigner transformation can be applied. Make a Wigner transformation
there and come back to the original state of the momentum. This process also can also be written as the
product of three simple matrices.

Except the sign of χ, the two-by-two matrices of Equations (107) and (108) are identical with those
given in Section 3.2. The only difference is the sign of the parameter χ. We are thus ready to interpret
this expression in terms of physics.

1. If the particle is massive, the off-diagonal elements of Equation (108) have opposite signs,
and this matrix can be decomposed into(

eη/2 0
0 e−η/2

)(
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)(
eη/2 0

0 e−η/2

)
(109)

with

cos(θ/2) = (cosh χ) cos α, and e2η =
cosh(χ) sin α + sinh χ

cosh(χ) sin α − sinh χ
(110)

and
e2η =

p0 + pz

p0 − pz
(111)

According to Equation (109) the first matrix (far right) reduces the particle momentum to zero.
The second matrix rotates the particle without changing the momentum. The third matrix boosts
the particle to restore its original momentum. This is the extension of Wigner’s original idea to
moving particles.

2. If the particle has an imaginary mass, the off-diagonal elements of Equation (108) have the
same sign, (

eη/2 0
0 e−η/2

)(
cosh(λ/2) − sinh(λ/2)
sinh(λ/2) cosh(λ/2)

)(
eη/2 0

0 e−η/2

)
(112)
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with

cosh(λ/2) = (cosh χ) cos α, and e2η =
sinh χ + cosh(χ) sin α

cosh(χ) sin α − sinh χ
(113)

and
e2η =

p0 + pz

pz − p0
(114)

This is also a three-step operation. The first matrix brings the particle momentum to the
zero-energy state with p0 = 0. Boosts along the x or y direction do not change the
four-momentum. We can then boost the particle back to restore its momentum. This operation
is also an extension of the Wigner’s original little group. Thus, it is quite appropriate to call the
formulas of Equations (109) and (112) Wigner decompositions.

3. If the particle mass is zero with

sinh χ = (cosh χ) sin α (115)

the η parameter becomes infinite, and the Wigner decomposition does not appear to be useful.
We can then go back to the Bargmann decomposition of Equation (107). With the condition of
Equations (115) and (108) becomes (

1 −γ

0 1

)
(116)

with
γ = 2 sinh χ (117)

The decomposition ending with a triangular matrix is called the Iwasawa decomposition [16,22]
and its physical interpretation was given in Section 5.2. The γ parameter does not depend on η.

Thus, we have given physical interpretations to the Bargmann and Wigner decompositions given
in Section (3.2). Consider what happens when the momentum becomes large. Then η becomes large
for nonzero mass cases. All three four-momenta in Equation (106) become

eη

(
1 0
0 0

)
(118)

As for the Bargmann-Wigner matrices, they become the triangular matrix of Equation (116), with γ =

sin(θ/2)eη and γ = sinh(λ/2)eη , respectively for the massive and imaginary-mass cases.
In Section 5.2, we concluded that the triangular matrix corresponds to gauge transformations.

However, particles with imaginary mass are not observed. For massive particles, we can start with
the three-dimensional rotation group. The rotation around the z axis is called helicity, and remains
invariant under the boost along the z direction. As for the transverse rotations, they become gauge
transformation as illustrated in Table 6.

Table 6. Covariance of the energy-momentum relation, and covariance of the internal space-time
symmetry. Under the Lorentz boost along the z direction, J3 remains invariant, and this invariant
component of the angular momentum is called the helicity. The transverse component J1 and J2 collapse
into a gauge transformation. The γ parameter for the massless case has been studied in earlier papers
in the four-by-four matrix formulation of Wigner’s little groups [8,21].

Massive, Slow Covariance Massless, Fast

E = p2/2m Einstein’s E = mc2 E = cp
J3 Helicity

Wigner’s Little Group
J1, J2 Gauge Transformation
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5.4. Conjugate Transformations

The most general form of the SL(2, c) matrix is given in Equation (66). Transformation operators
for the Lorentz group are given in exponential form as:

D = exp

{
−i

3

∑
i=1

(θi Ji + ηiKi)

}
(119)

where the Ji are the generators of rotations and the Ki are the generators of proper Lorentz boosts.
They satisfy the Lie algebra given in Equation (43). This set of commutation relations is invariant
under the sign change of the boost generators Ki. Thus, we can consider “dot conjugation” defined as

Ḋ = exp

{
−i

3

∑
i=1

(θi Ji − ηiKi)

}
(120)

Since Ki are anti-Hermitian while Ji are Hermitian, the Hermitian conjugate of the above expression is

D† = exp

{
−i

3

∑
i=1

(−θi Ji + ηiKi)

}
(121)

while the Hermitian conjugate of G is

Ḋ† = exp

{
−i

3

∑
i=1

(−θi Ji − ηiKi)

}
(122)

Since we understand the rotation around the z axis, we can now restrict the kinematics to the
zt plane, and work with the Sp(2) symmetry. Then the D matrices can be considered as Bargmann
decompositions. First, D and Ḋ, and their Hermitian conjugates are

D(α, χ) =

(
(cos α) cosh χ sinh χ − (sin α) cosh χ

sinh χ + (sin α) cosh χ (cos α) cosh χ

)
(123)

Ḋ(α, χ) =

(
(cos α) cosh χ − sinh χ − (sin α) cosh χ

− sinh χ + (sin α) cosh χ (cos α) cosh χ

)
(124)

These matrices correspond to the “D loops” given in Figure 2a,b respectively. The “dot” conjugation
changes the direction of boosts. The dot conjugation leads to the inversion of the space which is called
the parity operation.

We can also consider changing the direction of rotations. Then they result in the Hermitian
conjugates. We can write their matrices as

D†(α, χ) =

(
(cos α) cosh χ sinh χ + (sin α) cosh χ

sinh χ − (sin α) cosh χ (cos α) cosh χ

)
(125)

Ḋ†(α, χ) =

(
(cos α) cosh χ − sinh χ + (sin α) cosh χ

− sinh χ − (sin α) cosh χ (cos α) cosh χ

)
(126)

From the exponential expressions from Equation (119) to Equation (122), it is clear that

D† = Ḋ−1, and Ḋ† = D−1 (127)

The D loop given in Figure 1 corresponds to Ḋ. We shall return to these loops in Section 7.
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(b)      (a)

(d)     (c)

Figure 2. Four D-loops resulting from the Bargmann decomposition. (a) Bargmann decomposition
from Figure 1; (b) Direction of the Lorentz boost is reversed; (c) Direction of rotation is reversed; (d)
Both directions are reversed. These operations correspond to the space-inversion, charge conjugation,
and the time reversal respectively.

6. Symmetries Derivable from the Poincaré Sphere

The Poincaré sphere serves as the basic language for polarization physics. Its underlying
language is the two-by-two coherency matrix. This coherency matrix contains the symmetry of SL(2, c)
isomorphic to the the Lorentz group applicable to three space-like and one time-like dimensions [4,6,7].

For polarized light propagating along the z direction, the amplitude ratio and phase difference of
electric field x and y components traditionally determine the state of polarization. Hence, the polarization
can be changed by adjusting the amplitude ratio or the phase difference or both. Usually, the optical
device which changes amplitude is called an “attenuator” (or “amplifier”) and the device which changes
the relative phase a “phase shifter”.

Let us start with the Jones vector:(
ψ1(z, t)
ψ2(z, t)

)
=

(
a exp [i(kz − ωt)]
a exp [i(kz − ωt)]

)
(128)
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To this matrix, we can apply the phase shift matrix of Equation (79) which brings the Jones vector to(
ψ1(z, t)
ψ2(z, t)

)
=

(
a exp [i(kz − ωt − iφ/2)]
a exp [i(kz − ωt + iφ/2)]

)
(129)

The generator of this phase-shifter is J3 given Table 5.
The optical beam can be attenuated differently in the two directions. The resulting matrix is

e−μ

(
eη/2 0

0 e−η/2

)
(130)

with the attenuation factor of exp (−μ0 + η/2) and exp (−μ − η/2) for the x and y directions
respectively. We are interested only the relative attenuation given in Equation (46) which leads
to different amplitudes for the x and y component, and the Jones vector becomes(

ψ1(z, t)
ψ2(z, t)

)
=

(
aeμ/2 exp [i(kz − ωt − iφ/2)]

ae−μ/2 exp [i(kz − ωt + iφ/2)]

)
(131)

The squeeze matrix of Equation (46) is generated by K3 given in Table 1.
The polarization is not always along the x and y axes, but can be rotated around the z axis using

Equation (79) generated by J2 given in Table 1.
Among the rotation angles, the angle of 45◦ plays an important role in polarization optics. Indeed,

if we rotate the squeeze matrix of Equation (46) by 45◦, we end up with the squeeze matrix of
Equation (45) generated by K1 given also in Table 1.

Each of these four matrices plays an important role in special relativity, as we discussed in
Sections 3.2 and 6. Their respective roles in optics and particle physics are given in Table 7.

Table 7. Polarization optics and special relativity share the same mathematics. Each matrix has its clear
role in both optics and relativity. The determinant of the Stokes or the four-momentum matrix remains
invariant under Lorentz transformations. It is interesting to note that the decoherence parameter (least
fundamental) in optics corresponds to the (mass)2 (most fundamental) in particle physics.

Polarization Optics Transformation Matrix Particle Symmetry

Phase shift by φ

(
e−iφ/2 0

0 eiφ/2

)
Rotation around z.

Rotation around z
(

cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)
Rotation around y.

Squeeze along x and y
(

eη/2 0
0 e−η/2

)
Boost along z.

Squeeze along 45◦
(

cosh(λ/2) sinh(λ/2)
sinh(λ/2) cosh(λ/2)

)
Boost along x.

a4 (sin ξ)2 Determinant (mass)2

The most general form for the two-by-two matrix applicable to the Jones vector is the G matrix of
Equation (66). This matrix is of course a representation of the SL(2, c) group. It brings the simplest
Jones vector of Equation (128) to its most general form.

322



Symmetry 2014, 6, 473–515

6.1. Coherency Matrix

However, the Jones vector alone cannot tell us whether the two components are coherent with
each other. In order to address this important degree of freedom, we use the coherency matrix defined
as [3,23]

C =

(
S11 S12

S21 S22

)
(132)

where

< ψ∗
i ψj >=

1
T

∫ T

0
ψ∗

i (t + τ)ψj(t)dt (133)

where T is a sufficiently long time interval. Then, those four elements become [4]

S11 =< ψ∗
1 ψ1 >= a2, S12 =< ψ∗

1 ψ2 >= a2(cos ξ)e−iφ (134)

S21 =< ψ∗
2 ψ1 >= a2(cos ξ)e+iφ, S22 =< ψ∗

2 ψ2 >= a2 (135)

The diagonal elements are the absolute values of ψ1 and ψ2 respectively. The angle φ could be different
from the value of the phase-shift angle given in Equation (79), but this difference does not play any
role in the reasoning. The off-diagonal elements could be smaller than the product of ψ1 and ψ2, if the
two polarizations are not completely coherent.

The angle ξ specifies the degree of coherency. If it is zero, the system is fully coherent, while the
system is totally incoherent if ξ is 90◦. This can therefore be called the “decoherence angle.”

While the most general form of the transformation applicable to the Jones vector is G of
Equation (66), the transformation applicable to the coherency matrix is

C′ = G C G† (136)

The determinant of the coherency matrix is invariant under this transformation, and it is

det(C) = a4(sin ξ)2 (137)

Thus, angle ξ remains invariant. In the language of the Lorentz transformation applicable to the
four-vector, the determinant is equivalent to the (mass)2 and is therefore a Lorentz-invariant quantity.

6.2. Two Radii of the Poincaré Sphere

Let us write explicitly the transformation of Equation (136) as(
S′

11 S′
12

S′
21 S′

22

)
=

(
α β

γ δ

)(
S11 S12

S21 S22

)(
α∗ γ∗

β∗ δ∗

)
(138)

It is then possible to construct the following quantities,

S0 =
S11 + S22

2
, S3 =

S11 − S22

2
(139)

S1 =
S12 + S21

2
, S2 =

S12 − S21

2i
(140)

These are known as the Stokes parameters, and constitute a four-vector (S0, S3, S1, S2) under the
Lorentz transformation.

In the Jones vector of Equation (128), the amplitudes of the two orthogonal components are equal.
Thus, the two diagonal elements of the coherency matrix are equal. This leads to S3 = 0, and the
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problem is reduced from the sphere to a circle. In the resulting two-dimensional subspace, we can
introduce the polar coordinate system with

R =
√

S2
1 + S2

2 (141)

S1 = R cos φ (142)

S2 = R sin φ (143)

The radius R is the radius of this circle, and is

R = a2 cos ξ (144)

The radius R takes its maximum value S0 when ξ = 0◦. It decreases as ξ increases and vanishes
when ξ = 90◦. This aspect of the radius R is illustrated in Figure 3.

R

0S

Figure 3. Radius of the Poincaré sphere. The radius R takes its maximum value S0 when the
decoherence angle ξ is zero. It becomes smaller as ξ increases. It becomes zero when the angle
reaches 90◦.

In order to see its implications in special relativity, let us go back to the four-momentum matrix of
m(1, 0, 0, 0). Its determinant is m2 and remains invariant. Likewise, the determinant of the coherency
matrix of Equation (132) should also remain invariant. The determinant in this case is

S2
0 − R2 = a4 sin2 ξ (145)

This quantity remains invariant under the Hermitian transformation of Equation (138), which is a
Lorentz transformation as discussed in Sections 3.2 and 6. This aspect is shown on the last row of
Table 7.

The coherency matrix then becomes

C = a2

(
1 (cos ξ)e−iφ

(cos ξ)eiφ 1

)
(146)
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Since the angle φ does not play any essential role, we can let φ = 0, and write the coherency matrix as

C = a2

(
1 cos ξ

cos ξ 1

)
(147)

The determinant of the above two-by-two matrix is

a4
(

1 − cos2 ξ
)
= a4 sin2 ξ (148)

Since the Lorentz transformation leaves the determinant invariant, the change in this ξ variable is
not a Lorentz transformation. It is of course possible to construct a larger group in which this variable
plays a role in a group transformation [6], but here we are more interested in its role in a particle
gaining a mass from zero or the mass becoming zero.

6.3. Extra-Lorentzian Symmetry

The coherency matrix of Equation (146) can be diagonalized to

a2

(
1 + cos ξ 0

0 1 − cos ξ

)
(149)

by a rotation. Let us then go back to the four-momentum matrix of Equation (70). If px = py = 0,
and pz = p0 cos ξ , we can write this matrix as

p0

(
1 + cos ξ 0

0 1 − cos ξ

)
(150)

Thus, with this extra variable, it is possible to study the little groups for variable masses, including
the small-mass limit and the zero-mass case.

For a fixed value of p0, the (mass)2 becomes

(mass)2 = (p0 sin ξ)2 , and (momentum)2 = (p0 cos ξ)2 (151)

resulting in
(energy)2 = (mass)2 + (momentum)2 (152)

This transition is illustrated in Figure 4. We are interested in reaching a point on the light cone
from mass hyperbola while keeping the energy fixed. According to this figure, we do not have to make
an excursion to infinite-momentum limit. If the energy is fixed during this process, Equation (152) tells
the mass and momentum relation, and Figure 5 illustrates this relation.
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         (a)        (b)

Figure 4. Transition from the massive to massless case. (a) Transition within the framework of the
Lorentz group; (b) Trasnsition allowed in the symmetry of the Poincaré sphere. Within the framework
of the Lorentz group, it is not possible to go from the massive to massless case directly, because it
requires the change in the mass which is a Lorentz-invariant quantity. The only way is to move to
infinite momentum and jump from the hyperbola to the light cone, and come back. The extra symmetry
of the Poincaré sphere allows a direct transition

Momentum

M
a

s
s

Energ
y

ξangle

Figure 5. Energy-momentum-mass relation. This circle illustrates the case where the energy is fixed,
while the mass and momentum are related according to the triangular rule. The value of the angle ξ

changes from zero to 180◦. The particle mass is negative for negative values of this angle. However, in
the Lorentz group, only (mass)2 is a relevant variable, and negative masses might play a role for
theoretical purposes.

Within the framework of the Lorentz group, it is possible, by making an excursion to infinite
momentum where the mass hyperbola coincides with the light cone, to then come back to the
desired point. On the other hand, the mass formula of Equation (151) allows us to go there directly.
The decoherence mechanism of the coherency matrix makes this possible.
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7. Small-Mass and Massless Particles

We now have a mathematical tool to reduce the mass of a massive particle from its positive value
to zero. During this process, the Lorentz-boosted rotation matrix becomes a gauge transformation for
the spin-1 particle, as discussed Section 5.2. For spin-1/2 particles, there are two issues.

1. It was seen in Section 5.2 that the requirement of gauge invariance lead to a polarization of
massless spin-1/2 particle, such as neutrinos. What happens to anti-neutrinos?

2. There are strong experimental indications that neutrinos have a small mass. What happens to
the E(2) symmetry?

7.1. Spin-1/2 Particles

Let us go back to the two-by-two matrices of Section 5.4, and the two-by-two D matrix. For a
massive particle, its Wigner decomposition leads to

D =

(
cos(θ/2) −e−η sin(θ/2)

eη sin(θ/2) cos(θ/2)

)
(153)

This matrix is applicable to the spinors u and v defined in Equation (101) respectively for the spin-up
and spin-down states along the z direction.

Since the Lie algebra of SL(2, c) is invariant under the sign change of the Ki matrices, we can
consider the “dotted” representation, where the system is boosted in the opposite direction, while the
direction of rotations remain the same. Thus, the Wigner decomposition leads to

Ḋ =

(
cos(θ/2) −eη sin(θ/2)

e−η sin(θ/2) cos(θ/2)

)
(154)

with its spinors

u̇ =

(
1
0

)
, and v̇ =

(
0
1

)
(155)

For anti-neutrinos, the helicity is reversed but the momentum is unchanged. Thus, D† is the
appropriate matrix. However, D† = Ḋ−1 as was noted in Section 5.4. Thus, we shall use Ḋ for
anti-neutrinos.

When the particle mass becomes very small,

e−η =
m
2p

(156)

becomes small. Thus, if we let

eη sin(θ/2) = γ, and e−η sin(θ/2) = ε2 (157)

then the D matrix of Equation (153) and the Ḋ of Equation (154) become(
1 − γε2/2 −ε2

γ 1 − γε2

)
, and

(
1 − γε2/2 −γ

ε2 1 − γε2

)
(158)

respectively where γ is an independent parameter and

ε2 = γ

(
m
2p

)2
(159)
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When the particle mass becomes zero, they become(
1 0
γ 1

)
, and

(
1 −γ

0 1

)
(160)

respectively, applicable to the spinors (u, v) and (u̇, v̇) respectively.
For neutrinos, (

1 0
γ 1

)(
1
0

)
=

(
1
γ

)
, and

(
1 0
γ 1

)(
0
1

)
=

(
0
1

)
(161)

For anti-neutrinos, (
1 −γ

0 1

)(
1
0

)
=

(
1
0

)
, and

(
1 −γ

0 1

)(
0
1

)
=

(
−γ

1

)
(162)

It was noted in Section 5.2 that the triangular matrices of Equation (160) perform gauge
transformations. Thus, for Equations (161) and (162) the requirement of gauge invariance leads to
the polarization of neutrinos. The neutrinos are left-handed while the anti-neutrinos are right-handed.
Since, however, nature cannot tell the difference between the dotted and undotted representations,
the Lorentz group cannot tell which neutrino is right handed. It can say only that the neutrinos and
anti-neutrinos are oppositely polarized.

If the neutrino has a small mass, the gauge invariance is modified to(
1 − γε2/2 −ε2

γ 1 − γε2/2

)(
0
1

)
=

(
0
1

)
− ε2

(
1

γ/2

)
(163)

and (
1 − γε2/2 −γ

ε2 1 − γε2

)(
1
0

)
=

(
1
0

)
+ ε2

(
−γ/2

1

)
(164)

respectively for neutrinos and anti-neutrinos. Thus the violation of the gauge invariance in both cases
is proportional to ε2 which is m2/4p2.

7.2. Small-Mass Neutrinos in the Real World

Whether neutrinos have mass or not and the consequences of this relative to the Standard Model
and lepton number is the subject of much theoretical speculation [24,25], and of cosmology [26],
nuclear reactors [27], and high energy experimentations [28,29]. Neutrinos are fast becoming an
important component of the search for dark matter and dark radiation [30]. Their importance within
the Standard Model is reflected by the fact that they are the only particles which seem to exist with
only one direction of chirality, i.e., only left-handed neutrinos have been confirmed to exist so far.

It was speculated some time ago that neutrinos in constant electric and magnetic fields would
acquire a small mass, and that right-handed neutrinos would be trapped within the interaction field [31].
Solving generalized electroweak models using left- and right-handed neutrinos has been discussed
recently [32]. Today these right-handed neutrinos which do not participate in weak interactions are
called “sterile” neutrinos [33]. A comprehensive discussion of the place of neutrinos in the scheme of
physics has been given by Drewes [30]. We should note also that the three different neutrinos, namely
νe, νμ, and ντ , may have different masses [34].
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8. Scalars, Four-Vectors, and Four-Tensors

In Sections 5 and 7, our primary interest has been the two-by-two matrices applicable to spinors for
spin-1/2 particles. Since we also used four-by-four matrices, we indirectly studied the four-component
particle consisting of spin-1 and spin-zero components.

If there are two spin 1/2 states, we are accustomed to construct one spin-zero state, and one
spin-one state with three degeneracies.

In this paper, we are confronted with two spinors, but each spinor can also be dotted. For this
reason, there are 16 orthogonal states consisting of spin-one and spin-zero states. How many spin-zero
states? How many spin-one states?

For particles at rest, it is known that the addition of two one-half spins result in spin-zero and
spin-one states. In this paper, we have two different spinors behaving differently under the Lorentz
boost. Around the z direction, both spinors are transformed by

Z(φ) = exp (−iφJ3) =

(
e−iφ/2 0

0 eiφ/2

)
(165)

However, they are boosted by

B(η) = exp (−iηK3) =

(
eη/2 0

0 e−η/2

)
(166)

Ḃ(η) = exp (iηK3) =

(
e−η/2 0

0 eη/2

)
(167)

applicable to the undotted and dotted spinors respectively. These two matrices commute with each
other, and also with the rotation matrix Z(φ) of Equation (165). Since K3 and J3 commute with each
other, we can work with the matrix Q(η, φ) defined as

Q(η, φ) = B(η)Z(φ) =

(
e(η−iφ)/2 0

0 e−(η−iφ)/2

)
(168)

Q̇(η, φ) = Ḃ(η)Ż(φ) =

(
e−(η+iφ)/2 0

0 e(η+iφ)/2

)
(169)

When this combined matrix is applied to the spinors,

Q(η, φ)u = e(η−iφ)/2u, Q(η, φ)v = e−(η−iφ)/2v (170)

Q̇(η, φ)u̇ = e−(η+iφ)/2u̇, Q̇(η, φ)v̇ = e(η+iφ)/2v̇ (171)

If the particle is at rest, we can construct the combinations

uu,
1√
2
(uv + vu), vv (172)

to construct the spin-1 state, and
1√
2
(uv − vu) (173)

for the spin-zero state. There are four bilinear states. In the SL(2, c) regime, there are two dotted spinors.
If we include both dotted and undotted spinors, there are 16 independent bilinear combinations.
They are given in Table 8. This table also gives the effect of the operation of Q(η, φ).
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Table 8. Sixteen combinations of the SL(2, c) spinors. In the SU(2) regime, there are two spinors
leading to four bilinear forms. In the SL(2, c) world, there are two undotted and two dotted spinors.
These four spinors lead to 16 independent bilinear combinations.

Spin 1 Spin 0

uu, 1√
2
(uv + vu), vv, 1√

2
(uv − vu)

u̇u̇, 1√
2
(u̇v̇ + v̇u̇), v̇v̇, 1√

2
(u̇v̇ − v̇u̇)

uu̇, 1√
2
(uv̇ + vu̇), vv̇, 1√

2
(uv̇ − vu̇)

u̇u, 1√
2
(u̇v + v̇u), v̇v, 1√

2
(u̇v − v̇u)

After the Operation of Q(η, φ) and Q̇(η, φ)

e−iφeηuu, 1√
2
(uv + vu), eiφe−ηvv, 1√

2
(uv − vu)

e−iφe−η u̇u̇, 1√
2
(u̇v̇ + v̇u̇), eiφeη v̇v̇, 1√

2
(u̇v̇ − v̇u̇)

e−iφuu̇, 1√
2
(eηuv̇ + e−ηvu̇), eiφvv̇, 1√

2
(eηuv̇ − e−ηvu̇)

e−iφu̇u, 1√
2
(u̇v + v̇u), eiφ v̇v, 1√

2
(e−η u̇v − eη v̇u)

Among the bilinear combinations given in Table 8, the following two are invariant under rotations
and also under boosts.

S =
1√
2
(uv − vu), and Ṡ = − 1√

2
(u̇v̇ − v̇u̇) (174)

They are thus scalars in the Lorentz-covariant world. Are they the same or different? Let us consider
the following combinations

S+ =
1√
2

(
S + Ṡ

)
, and S− =

1√
2

(
S − Ṡ

)
(175)

Under the dot conjugation, S+ remains invariant, but S− changes its sign.
Under the dot conjugation, the boost is performed in the opposite direction. Therefore it is the

operation of space inversion, and S+ is a scalar while S− is called the pseudo-scalar.

8.1. Four-Vectors

Let us consider the bilinear products of one dotted and one undotted spinor as uu̇, uv̇, u̇v, vv̇,
and construct the matrix

U =

(
uv̇ vv̇
uu̇ vu̇

)
(176)

Under the rotation Z(φ) and the boost B(η) they become(
eηuv̇ e−iφvv̇
eiφuu̇ e−ηvu̇

)
(177)

Indeed, this matrix is consistent with the transformation properties given in Table 8, and transforms
like the four-vector (

t + z x − iy
x + iy t − z

)
(178)

This form was given in Equation (65), and played the central role throughout this paper. Under the
space inversion, this matrix becomes (

t − z −(x − iy)
−(x + iy) t + z

)
(179)
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This space inversion is known as the parity operation.
The form of Equation (176) for a particle or field with four-components, is given by (V0, Vz, Vx, Vy).

The two-by-two form of this four-vector is

U =

(
V0 + Vz Vx − iVy

Vx + iVy V0 − Vz

)
(180)

If boosted along the z direction, this matrix becomes(
eη (V0 + Vz) Vx − iVy

Vx + iVy e−η (V0 − Vz)

)
(181)

In the mass-zero limit, the four-vector matrix of Equation (181) becomes(
2A0 Ax − iAy

Ax + iAy 0

)
(182)

with the Lorentz condition A0 = Az. The gauge transformation applicable to the photon four-vector
was discussed in detail in Section 5.2.

Let us go back to the matrix of Equation (180), we can construct another matrix U̇. Since the dot
conjugation leads to the space inversion,

U̇ =

(
u̇v v̇v
u̇u v̇u

)
(183)

Then

u̇v � (t − z), v̇u � (t + z) (184)

v̇v � −(x − iy), u̇u � −(x + iy) (185)

where the symbol � means “transforms like”.
Thus, U of Equation (176) and U̇ of Equation (183) used up 8 of the 16 bilinear forms. Since there

are two bilinear forms in the scalar and pseudo-scalar as given in Equation (175), we have to give
interpretations to the six remaining bilinear forms.

8.2. Second-Rank Tensor

In this subsection, we are studying bilinear forms with both spinors dotted and undotted.
In Section 8.1, each bilinear spinor consisted of one dotted and one undotted spinor. There are
also bilinear spinors which are both dotted or both undotted. We are interested in two sets of three
quantities satisfying the O(3) symmetry. They should therefore transform like

(x + iy)/
√

2, (x − iy)/
√

2, z (186)

which are like
uu, vv, (uv + vu)/

√
2 (187)

respectively in the O(3) regime. Since the dot conjugation is the parity operation, they are like

− u̇u̇, −v̇v̇, −(u̇v̇ + v̇u̇)/
√

2 (188)

In other words,
(uu)̇ = −u̇u̇, and (vv)̇ = −v̇v̇ (189)
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We noticed a similar sign change in Equation (184).
In order to construct the z component in this O(3) space, let us first consider

fz =
1
2
[(uv + vu)− (u̇v̇ + v̇u̇)] , gz =

1
2i

[(uv + vu) + (u̇v̇ + v̇u̇)] (190)

where fz and gz are respectively symmetric and anti-symmetric under the dot conjugation or the parity
operation. These quantities are invariant under the boost along the z direction. They are also invariant
under rotations around this axis, but they are not invariant under boost along or rotations around the
x or y axis. They are different from the scalars given in Equation (174).

Next, in order to construct the x and y components, we start with g± as

f+ =
1√
2
(uu − u̇u̇) g+ =

1√
2i

(uu + u̇u̇) (191)

f− =
1√
2
(vv − v̇v̇) g− =

1√
2i

(vv + v̇v̇) (192)

Then

fx =
1√
2
( f+ + f−) =

1
2
[(uu − u̇u̇) + (vv − v̇v̇)] (193)

fy =
1√
2i

( f+ − f−) =
1
2i

[(uu − u̇u̇)− (vv − v̇v̇)] (194)

and

gx =
1√
2
(g+ + g−) =

1
2i

[(uu + u̇u̇) + (vv + v̇v̇)] (195)

gy =
1√
2i

(g+ − g−) = −1
2
[(uu + u̇u̇)− (vv + v̇v̇)] (196)

Here fx and fy are symmetric under dot conjugation, while gx and gy are anti-symmetric.
Furthermore, fz, fx, and fy of Equations (190) and (193) transform like a three-dimensional

vector. The same can be said for gi of Equations (190) and (195). Thus, they can grouped into the
second-rank tensor

T =

⎛
⎜⎜⎜⎝

0 −gz −gx −gy

gz 0 − fy fx

gx fy 0 − fz

gy − fx fz 0

⎞
⎟⎟⎟⎠ (197)

whose Lorentz-transformation properties are well known. The gi components change their signs under
space inversion, while the fi components remain invariant. They are like the electric and magnetic
fields respectively.

If the system is Lorentz-booted, fi and gi can be computed from Table 8. We are now interested
in the symmetry of photons by taking the massless limit. According to the procedure developed in
Section 6, we can keep only the terms which become larger for larger values of η. Thus,

fx → 1
2
(uu − v̇v̇) , fy → 1

2i
(uu + v̇v̇) (198)

gx → 1
2i

(uu + v̇v̇) , gy → −1
2
(uu − v̇v̇) (199)

in the massless limit.
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Then the tensor of Equation (197) becomes

F =

⎛
⎜⎜⎜⎝

0 0 −Ex −Ey

0 0 −By Bx

Ex By 0 0
Ey −Bx 0 0

⎞
⎟⎟⎟⎠ (200)

with

Bx � 1
2
(uu − v̇v̇) , By � 1

2i
(uu + v̇v̇) (201)

Ex =
1
2i

(uu + v̇v̇) , Ey = −1
2
(uu − v̇v̇) (202)

The electric and magnetic field components are perpendicular to each other. Furthermore,

Ex = By, Ey = −Bx (203)

In order to address this question, let us go back to Equation (191). In the massless limit,

B+ � E+ � uu, B− � E− � v̇v̇ (204)

The gauge transformation applicable to u and v̇ are the two-by-two matrices(
1 −γ

0 1

)
, and

(
1 0
−γ 1

)
(205)

respectively as noted in Sections 5.2 and 7.1. Both u and v̇ are invariant under gauge transformations,
while u̇ and v do not.

The B+ and E+ are for the photon spin along the z direction, while B− and E− are for the opposite
direction. In 1964 [35], Weinberg constructed gauge-invariant state vectors for massless particles
starting from Wigner’s 1939 paper [1]. The bilinear spinors uu and and v̇v̇ correspond to Weinberg’s
state vectors.

8.3. Possible Symmetry of the Higgs Mechanism

In this section, we discussed how the two-by-two formalism of the group SL(2, c) leads the
scalar, four-vector, and tensor representations of the Lorentz group. We discussed in detail how the
four-vector for a massive particle can be decomposed into the symmetry of a two-component massless
particle and one gauge degree of freedom. This aspect was studied in detail by Kim and Wigner [20,21],
and their results are illustrated in Figure 6. This decomposition is known in the literature as the group
contraction.

The four-dimensional Lorentz group can be contracted to the Euclidean and cylindrical groups.
These contraction processes could transform a four-component massive vector meson into a massless
spin-one particle with two spin components, and one gauge degree of freedom.

Since this contraction procedure is spelled out detail in [21], as well as in the present paper,
its reverse process is also well understood. We start with one two-component massless particle with
one gauge degree of freedom, and end up with a massive vector meson with its four components.

The mathematics of this process is not unlike the Higgs mechanism [36,37], where one massless
field with two degrees of freedom absorbs one gauge degree freedom to become a quartet of bosons,
namely that of W, Z± plus the Higgs boson. As is well known, this mechanism is the basis for the
theory of electro-weak interaction formulated by Weinberg and Salam [38,39].
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Figure 6. Contractions of the three-dimensional rotation group. (a) Contraction in terms of the
tangential plane and the tangential cylinder [20]; (b) Contraction in terms of the expansion and
contraction of the longitudinal axis [21]. In both cases, the symmetry ends up with one rotation around
the longitudinal direction and one translational degree along the longitudinal axis. The rotation and
translation corresponds to the helicity and gauge degrees of freedom.

The word “spontaneous symmetry breaking” is used for the Higgs mechanism. It could be
an interesting problem to see that this symmetry breaking for the two Higgs doublet model can be
formulated in terms of the Lorentz group and its contractions. In this connection, we note an interesting
recent paper by Dée and Ivanov [40].

9. Conclusions

The damped harmonic oscillator, Wigner’e little groups, and the Poincaré sphere belong to the
three different branches of physics. In this paper, it was noted that they are based on the same
mathematical framework, namely the algebra of two-by-two matrices.

The second-order differential equation for damped harmonic oscillators can be formulated in
terms of two-by-two matrices. These matrices produce the algebra of the group Sp(2). While there
are three trace classes of the two-by-two matrices of this group, the damped oscillator tells us how to
make transitions from one class to another.

It is shown that Wigner’s three little groups can be defined in terms of the trace classes of the
Sp(2) group. If the trace is smaller than two, the little group is for massive particles. If greater than
two, the little group is for imaginary-mass particles. If the trace is equal to two, the little group is for
massless particles. Thus, the damped harmonic oscillator provides a procedure for transition from one
little group to another.

The Poincaré sphere contains the symmetry of the six-parameter SL(2, c) group. Thus, the sphere
provides the procedure for extending the symmetry of the little group defined within the Lorentz group
of three-dimensional Minkowski space to its full Lorentz group in the four-dimensional space-time.
In addition, the Poincaré sphere offers the variable which allows us to change the symmetry of a
massive particle to that of a massless particle by continuously decreasing the mass.

In this paper, we extracted the mathematical properties of Wigner’s little groups from the damped
harmonic oscillator and the Poincaré sphere. In so doing, we have shown that the transition from one
little group to another is tangentially continuous.

This subject was initiated by Inönü and Wigner in 1953 as the group contraction [41]. In their
paper, they discussed the contraction of the three-dimensional rotation group becoming contracted to
the two-dimensional Euclidean group with one rotational and two translational degrees of freedom.
While the O(3) rotation group can be illustrated by a three-dimensional sphere, the plane tangential at
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the north pole is for the E(2) Euclidean group. However, we can also consider a cylinder tangential at
the equatorial belt. The resulting cylindrical group is isomorphic to the Euclidean group [20]. While the
rotational degree of freedom of this cylinder is for the photon spin, the up and down translations on
the surface of the cylinder correspond to the gauge degree of freedom of the photon, as illustrated in
Figure 6.

It was noted also that the Bargmann decomposition of two-by-two matrices, as illustrated in
Figure 1 and Figure 2, allows us to study more detailed properties of the little groups, including
space and time reflection reflection properties. Also in this paper, we have discussed how the
scalars, four-vectors, and four-tensors can be constructed from the two-by-two representation in
the Lorentz-covariant world.

In addition, it should be noted that the symmetry of the Lorentz group is also contained in the
squeezed state of light [14] and the ABCD matrix for optical beam transfers [18]. We also mentioned
the possibility of understanding the mathematics of the Higgs mechanism in terms of the Lorentz
group and its contractions.
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by Sibel Başkal and Young S. Kim. The two-by-two formulation of the damped oscillator in Section 2
was jointly developed by Sibel Başkal and Yound S. Kim during the summer of 2012. Marilyn E. Noz
developed the idea of the symmetry of small-mass neutrinos in Section 7. The limiting process in the
symmetry of the Poincaré sphere was formulated by Young S. Kim. Sibel Başkal initially constructed
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Abstract: Wigner’s little groups are the subgroups of the Lorentz group whose transformations leave
the momentum of a given particle invariant. They thus define the internal space-time symmetries
of relativistic particles. These symmetries take different mathematical forms for massive and for
massless particles. However, it is shown possible to construct one unified representation using a
graphical description. This graphical approach allows us to describe vividly parity, time reversal,
and charge conjugation of the internal symmetry groups. As for the language of group theory,
the two-by-two representation is used throughout the paper. While this two-by-two representation is
for spin-1/2 particles, it is shown possible to construct the representations for spin-0 particles, spin-1
particles, as well as for higher-spin particles, for both massive and massless cases. It is shown also
that the four-by-four Dirac matrices constitute a two-by-two representation of Wigner’s little group.
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1. Introduction

In his 1939 paper [1], Wigner introduced subgroups of the Lorentz group whose transformations
leave the momentum of a given particle invariant. These subgroups are called Wigner’s little groups
in the literature and are known as the symmetry groups for internal space-time structure.

For instance, a massive particle at rest can have spin that can be rotated in three-dimensional space.
The little group in this case is the three-dimensional rotation group. For a massless particle moving
along the z direction, Wigner noted that rotations around the z axis do not change the momentum.
In addition, he found two more degrees of freedom, which together with the rotation, constitute a
subgroup locally isomorphic to the two-dimensional Euclidean group.

However, Wigner’s 1939 paper did not deal with the following critical issues.

1. As for the massive particle, Wigner worked out his little group in the Lorentz frame where the
particle is at rest with zero momentum, resulting in the three-dimensional rotation group. He could
have Lorentz-boosted the O(3)-like little group to make the little group for a moving particle.

2. While the little group for a massless particle is like E(2), it is not difficult to associate the rotational
degree of freedom to the helicity. However, Wigner did not give physical interpretations to the
two translation-like degrees of freedom.

3. While the Lorentz group does not allow mass variations, particles with infinite momentum should
behave like massless particles. The question is whether the Lorentz-boosted O(3)-like little group
becomes the E(2)-like little group for particles with infinite momentum.

Symmetry 2017, 9, 97 338 www.mdpi.com/journal/symmetry
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These issues have been properly addressed since then [2–5]. The translation-like degrees of
freedom for massless particles collapse into one gauge degree of freedom, and the E(2)-like little
group can be obtained as the infinite-momentum limit of the O(3)-like little group. This history is
summarized in Figure 1.
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Figure 1. O(3)-like and E(2)-like internal space-time symmetries of massive and massless particles.
The sphere corresponds to the O(3)-like little group for the massive particle. There is a plane tangential
to the sphere at its north pole, which is E(2). There is also a cylinder tangent to the sphere at its
equatorial belt. This cylinder gives one helicity and one gauge degree of freedom. This figure thus
gives a unified picture of the little groups for massive and massless particles [5].

In this paper, we shall present these developments using a mathematical language more
transparent than those used in earlier papers.

1. In his original paper [1], Wigner worked out his little group for the massive particle when its
momentum is zero. How about moving massive particles? In this paper, we start with a moving
particle with non-zero momentum. We then perform rotations and boosts whose net effect
does not change the momentum [6–8]. This procedure can be applied to the massive, massless,
and imaginary-mass cases.

2. By now, we have a clear understanding of the group SL(2, c) as the universal covering group of the
Lorentz group. The logic with two-by-two matrices is far more transparent than the mathematics
based on four-by-four matrices. We shall thus use the two-by-two representation of the Lorentz
group throughout the paper [5,9–11].

The purpose of this paper is to make the physics contained in Wigner’s original paper more
transparent. In Section 2, we give the six generators of the Lorentz group. It is possible to write them
in terms of coordinate transformations, four-by-four matrices, and two-by-two matrices. In Section 3,
we introduce Wigner’s little groups in terms of two-by-two matrices. In Section 4, it is shown possible
to construct transformation matrices of the little group by performing rotations and a boost resulting
in a non-trivial matrix, which leaves the given momentum invariant.

Since we are more familiar with Dirac matrices than the Lorentz group, it is shown in Section 5 that
Dirac matrices are a representation of the Lorentz group, and his four-by-four matrices are two-by-two
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representations of the two-by-two representation of Wigner’s little groups. In Section 6, we construct
spin-0 and spin-1 particles for the SL(2,c) spinors. We also discuss massless higher spin particles.

2. Lorentz Group and Its Representations

The group of four-by-four matrices, which performs Lorentz transformations on the four-dimensional
Minkowski space leaving invariant the quantity

(
t2 − z2 − x2 − y2), forms the starting point for the

Lorentz group. As there are three rotation and three boost generators, the Lorentz group is a six-parameter
group.

Einstein, by observing that this Lorentz group also leaves invariant
(
E, pz, px, py

)
, was able to derive

his Lorentz-covariant energy-momentum relation commonly known as E = mc2. Thus, the particle mass
is a Lorentz-invariant quantity.

The Lorentz group is generated by the three rotation operators:

Ji = −i

(
xj

∂

∂xk
− xk

∂

∂xj

)
, (1)

where i, j, k = 1, 2, 3, and three boost operators:

Ki = −i
(

t
∂

∂xi
+ xi

∂

∂t

)
. (2)

These generators satisfy the closed set of commutation relations:

[
Ji, Jj

]
= iεijk Jk,

[
Ji, Kj

]
= iεijkKk,

[
Ki, Kj

]
= −iεijk Jk, (3)

which are known as the Lie algebra for the Lorentz group.
Under the space inversion, xi → −xi, or the time reflection, t → −t, the boost generators Ki

change sign. However, the Lie algebra remains invariant, which means that the commutation relations
remain invariant under Hermitian conjugation.

In terms of four-by-four matrices applicable to the Minkowskian coordinate of (t, z, x, y),
the generators can be written as:

J3 =

⎛
⎜⎜⎜⎝

0 0 0 0
0 0 0 0
0 0 0 −i
0 0 i 0

⎞
⎟⎟⎟⎠ , K3 =

⎛
⎜⎜⎜⎝

0 i 0 0
i 0 0 0
0 0 0 0
0 0 0 0

⎞
⎟⎟⎟⎠ , (4)

for rotations around and boosts along the z direction, respectively. Similar expressions can be written
for the x and y directions. We see here that the rotation generators Ji are Hermitian, but the boost
generators Ki are anti-Hermitian.

We can also consider the two-by-two matrices:

Ji =
1
2

σi, and Ki =
i
2

σi, (5)

where σi are the Pauli spin matrices. These matrices also satisfy the commutation relations given in
Equation (3).

There are interesting three-parameter subgroups of the Lorentz group. In 1939 [1], Wigner considered
the subgroups whose transformations leave the four-momentum of a given particle invariant. First of all,
consider a massive particle at rest. The momentum of this particle is invariant under rotations in
three-dimensional space. What happens for the massless particle that cannot be brought to a rest
frame? In this paper we shall consider this and other problems using the two-by-two representation of
the Lorentz group.
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3. Two-by-Two Representation of Wigner’s Little Groups

The six generators of Equation (5) lead to the group of two-by-two unimodular matrices of the form:

G =

(
α β

γ δ

)
, (6)

with det(G) = 1, where the matrix elements are complex numbers. There are thus six independent
real numbers to accommodate the six generators given in Equation (5). The groups of matrices of this
form are called SL(2, c) in the literature. Since the generators Ki are not Hermitian, the matrix G is not
always unitary. Its Hermitian conjugate is not necessarily the inverse.

The space-time four-vector can be written as [5,9,11]:

(
t + z x − iy

x + iy t − z

)
, (7)

whose determinant is t2 − z2 − x2 − z2, and remains invariant under the Hermitian transformation:

X′ = G X G†. (8)

This is thus a Lorentz transformation. This transformation can be explicitly written as:

(
t′ + z′ x′ − iy′

x′ + iy′ t′ − z′

)
=

(
α β

γ δ

)(
t + z x − iy

x + iy t − z

)(
α∗ γ∗

β∗ δ∗

)
. (9)

With these six independent real parameters, it is possible to construct four-by-four matrices for
Lorentz transformations applicable to the four-dimensional Minkowskian space [5,12]. For the purpose
of the present paper, we need some special cases, and they are given in Table 1.

Table 1. Two-by-two and four-by-four representations of the Lorentz group.

Generators Two-by-Two Four-by-Four

J3 = 1
2

(
1 0
0 −1

) (
exp (iφ/2) 0

0 exp (−iφ/2)

) ⎛
⎝1 0 0 0

0 1 0 0
0 0 cos φ − sin φ
0 0 sin φ cos φ

⎞
⎠

K3 = 1
2

(
i 0
0 −i

) (
exp (η/2) 0

0 exp (−η/2)

) ⎛
⎝cosh η sinh η 0 0

sinh η cosh η 0 0
0 0 1 0
0 0 0 1

⎞
⎠

J1 = 1
2

(
0 1
1 0

) (
cos(θ/2) i sin(θ/2)
i sin(θ/2) cos(θ/2)

) ⎛
⎝1 0 0 0

0 cos θ 0 sin θ
0 0 1 0
0 − sin θ 0 cos θ

⎞
⎠

K1 = 1
2

(
0 i
i 0

) (
cosh(λ/2) sinh(λ/2)
sinh(λ/2) cosh(λ/2)

) ⎛
⎝cosh λ 0 sinh λ 0

0 1 0
sinh λ 0 cosh λ 0

0 0 0 1

⎞
⎠

J2 = 1
2

(
0 −i
i 0

) (
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

) ⎛
⎝1 0 0 0

0 cos θ − sin θ 0
0 sin θ cos θ 0
0 0 0 1

⎞
⎠

K2 = 1
2

(
0 1
−1 0

) (
cosh(λ/2) −i sinh(λ/2)
i sinh(λ/2) cosh(λ/2)

) ⎛
⎝cosh λ 0 0 sinh λ

0 1 0 0
0 0 1 0

sinh λ 0 0 cosh λ

⎞
⎠
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Likewise, the two-by-two matrix for the four-momentum takes the form:

P =

(
p0 + pz px − ipy

px + ipy p0 − pz

)
, (10)

with p0 =
√

m2 + p2
z + p2

x + p2
2. The transformation property of Equation (9) is applicable also to this

energy-momentum four-vector.
In 1939 [1], Wigner considered the following three four-vectors.

P+ =

(
1 0
0 1

)
, P0 =

(
1 0
0 0

)
, P− =

(
1 0
0 −1

)
. (11)

whose determinants are 1, 0, and −1, respectively, corresponding to the four-momenta of massive,
massless, and imaginary-mass particles, as shown in Table 2.

Table 2. The Wigner momentum vectors in the two-by-two matrix representation together with the
corresponding transformation matrix. These four-momentum matrices have determinants that are
positive, zero, and negative for massive, massless, and imaginary-mass particles, respectively.

Particle Mass Four-Momentum Transform Matrix

Massive
(

1 0
0 1

) (
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)

Massless
(

1 0
0 0

) (
1 −γ
0 1

)

Imaginary mass
(

1 0
0 −1

) (
cosh(λ/2) sinh(λ/2)
sinh(λ/2) cosh(λ/2)

)

He then constructed the subgroups of the Lorentz group whose transformations leave these
four-momenta invariant. These subgroups are called Wigner’s little groups in the literature. Thus, the
matrices of these little groups should satisfy:

W Pi W† = Pi, (12)

where i = +, 0,−. Since the momentum of the particle is fixed, these little groups define the internal
space-time symmetries of the particle. For all three cases, the momentum is invariant under rotations
around the z axis, as can be seen from the expression given for the rotation matrix generated by J3

given in Table 1.
For the first case corresponding to a massive particle at rest, the requirement of the subgroup is:

W P+ W† = P+. (13)

This requirement tells that the subgroup is the rotation subgroup with the rotation matrix around
the y direction:

R(θ) =

(
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)

)
. (14)

For the second case of P0, the triangular matrix of the form:

Γ(ξ) =

(
1 −ξ

0 1

)
, (15)

342



Symmetry 2017, 9, 97

satisfies the Wigner condition of Equation (12). If we allow rotations around the z axis, the expression becomes:

Γ(ξ, φ) =

(
1 −ξ exp (−iφ)
0 1

)
. (16)

This matrix is generated by:

N1 = J2 − K1 =

(
0 −i
0 0

)
, and N2 = J1 + K2 =

(
0 1
0 0

)
. (17)

Thus, the little group is generated by J3, N1, and N2. They satisfy the commutation relations:

[N1, N2] = 0, [J3, N1] = iN2, [J3, K2] = −iN1. (18)

Wigner in 1939 [1] observed that this set is the same as that of the two-dimensional Euclidean
group with one rotation and two translations. The physical interpretation of the rotation is easy to
understand. It is the helicity of the massless particle. On the other hand, the physics of the N1 and N2

matrices has a stormy history, and the issue was not completely settled until 1990 [4]. They generate
gauge transformations.

For the third case of P−, the matrix of the form:

S(λ) =

(
cosh(λ/2) sinh(λ/2)
sinh(λ/2) cosh(λ/2)

)
, (19)

satisfies the Wigner condition of Equation (12). This corresponds to the Lorentz boost along the x
direction generated by K1 as shown in Table 1. Because of the rotation symmetry around the z axis,
the Wigner condition is satisfied also by the boost along the y axis. The little group is thus generated
by J3, K1, and K2. These three generators:

[J3, K1] = iK2, [J3, K2] = −iK1, [K1, K2] = −i J3 (20)

form the little group O(2, 1), which is the Lorentz group applicable to two space-like and one
time-like dimensions.

Of course, we can add rotations around the z axis. Let us Lorentz-boost these matrices along the z
direction with the diagonal matrix:

B(η) =

(
exp (η/2) 0

0 exp (−η/2)

)
. (21)

Then, the matrices of Equations (14), (15), and (19) become:

B(η)R(θ)B(−η) =

(
cos(θ/2) −eη sin(θ/2)

e−η sin(θ/2) cos(θ/2)

)
, (22)

B(η)Γ(ξ)B(−η) =

(
1 −eηξ

0 1

)
, (23)

B(η)S(−λ)B(−η) =

(
cosh(λ/2) −eη sinh(λ/2)

−e−η sinh(λ/2) cosh(λ/2)

)
, (24)

respectively. We have changed the sign of λ for future convenience.

343



Symmetry 2017, 9, 97

When η becomes large, θ, ξ, and λ should become small if the upper-right elements of the these
three matrices are to remain finite. In that case, the diagonal elements become one, and all three
matrices become like the triangular matrix:

(
1 −γ

0 1

)
. (25)

Here comes the question of whether the matrix of Equation (24) can be continued from
Equation (22), via Equation (23). For this purpose, let us write Equation (22) as:

(
1 − (γε)2/2 −γ

γε2 1 − (γε)2/2

)
, (26)

for small θ = 2γε, with ε = e−η . For Equation (24), we can write:

(
1 + (γε)2/2 −γ

−γε2 1 + (γε)2/2

)
, (27)

with λ = −2γε. Both of these expressions become the triangular matrix of Equation (25) when ε = 0.
For small values of ε, the diagonal elements change from cos(θ/2) to cosh(λ/2) while sin(θ/2)

becomes − sinh(λ/2). Thus, it is possible to continue from Equation (22) to Equation (24).
The mathematical details of this process have been discussed in our earlier paper on this subject [13].

We are then led to the question of whether there is one expression that will take care of all three
cases. We shall discuss this issue in Section 4.

4. Loop Representation of Wigner’s Little Groups

It was noted in Section 3 that matrices of Wigner’s little group take different forms for massive,
massless, and imaginary-mass particles. In this section, we construct one two-by-two matrix that
works for all three different cases.

In his original paper [1], Wigner constructs those matrices in specific Lorentz frames. For instance, for a
moving massive particle with a non-zero momentum, Wigner brings it to the rest frame and works out the
O(3) subgroup of the Lorentz group as the little group for this massive particle. In order to complete the
little group, we should boost this O(3) to the frame with the original non-zero momentum [4].

In this section, we construct transformation matrices without changing the momentum. Let us
assume that the momentum is along the z direction; the rotation around the z axis leaves the
momentum invariant. According to the Euler decomposition, the rotation around the y axis, in
addition, will accommodate rotations along all three directions. For this reason, it is enough to study
what happens in transformations within the xz plane [14].

It was Kupersztych [6] who showed in 1976 that it is possible to construct a momentum-preserving
transformation by a rotation followed by a boost as shown in Figure 2. In 1981 [7], Han and Kim
showed that the boost can be decomposed into two components as illustrated in Figure 2. In 1988 [8],
Han and Kim showed that the same purpose can be achieved by one boost preceded and followed by
the same rotation matrix, as shown also in Figure 2. We choose to call this loop the “D loop” and write
the transformation matrix as:

D(α, χ) = R(α)S(−2χ)R(α). (28)
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Figure 2. Evolution of the Wigner loop. In 1976 [6], Kupersztych considered a rotation followed by
a boost whose net result will leave the momentum invariant. In 1981 [7], Han and Kim considered
the same problem with simpler forms for boost matrices. In 1988, Han and Kim [8] constructed the
Lorentz kinematics corresponding to the Bargmann decomposition [10] consisting of one boost matrix
sandwiched by two rotation matrices. In the present case, the two rotation matrices are identical.

The D matrix can now be written as three matrices. This form is known in the literature as the
Bargmann decomposition [10]. This form gives additional convenience. When we take the inverse or
the Hermitian conjugate, we have to reverse the order of matrices. However, this particular form does
not require re-ordering.

The D matrix of Equation (28) becomes:

D(α, χ) =

(
(cos α) cosh χ − sinh χ − (sin α) cosh χ

− sinh χ + (sin α) cosh χ (cos α) cosh χ

)
. (29)

If the diagonal element is smaller than one with ((cos α) cosh χ) < 1, the off-diagonal elements
have opposite signs. Thus, this D matrix can serve as the Wigner matrix of Equation (22) for massive
particles. If the diagonal elements are one, one of the off-diagonal elements vanishes, and this
matrix becomes triangular like Equation (23). If the diagonal elements are greater than one with
((cos α) cosh χ) > 1, this matrix can become Equation (24). In this way, the matrix of Equation (28) can
accommodate the three different expressions given in Equations (22)–(24).

4.1. Continuity Problems

Let us go back to the three separate formulas given in Equations (22)–(24). If η becomes infinity,
all three of them become triangular. For the massive particle, tanh η is the particle speed, and:

tanh η =
p
p0

, (30)

where p and p0 are the momentum and energy of the particle, respectively.
When the particle is massive with m2 > 0, the ratio:

lower-left element
upper-right element

, (31)

is negative and is:

− e−2η =
1 −

√
1 + m2/p2

1 +
√

1 + m2/p2
. (32)
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If the mass is imaginary with m2 < 0, the ratio is positive and:

e−2η =
1 −

√
1 + m2/p2

1 +
√

1 + m2/p2
. (33)

This ratio is zero for massless particles. This means that when m2 changes from positive to
negative, the ratio changes from −e−2η to e−2η . This transition is continuous, but not analytic.
This aspect of non-analytic continuity has been discussed in one of our earlier papers [13].

The D matrix of Equation (29) combines all three matrices given in Equations (22)–(24) into one
matrix. For this matrix, the ratio of Equation (31) becomes:

tanh χ − sin α

tanh χ + sin α
=

1 −
√

1 + (m/p)2

1 +
√

1 + (m/p2)
. (34)

Thus,
m2

p2 =

(
sin α

tanh χ

)2
− 1. (35)

For the D loop of Figure 2, both tanh χ and sin α range from 0–1, as illustrated in Figure 3.
For small values of the mass for a fixed value of the momentum, this expression becomes:

− m2

4p2 . (36)

Thus, the change from positive values of m2 to negative values is continuous and analytic.
For massless particles, m2 is zero, while it is negative for imaginary-mass particles.

We realize that the mass cannot be changed within the frame of the Lorentz group and that both α

and η are parameters of the Lorentz group. On the other hand, their combinations according to the D
loop of Figure 2 can change the value of m2 according to Equation (35) and Figure 3.

fig.a fig.b

Figure 3. Non-Lorentzian transformations allowing mass variations. The D matrix of Equation (29)
allows us to change the χ and α analytically within the square region in (a). These variations allow the
mass variations illustrated in (b), not allowed in Lorentz transformations. The Lorentz transformations
are possible along the hyperbolas given in this figure.

4.2. Parity, Time Reversal, and Charge Conjugation

Space inversion leads to the sign change in χ:

D(α,−χ) =

(
(cos α) cosh χ sinh χ − (sin α) cosh χ

sinh χ + (sin α) cosh χ (cos α) cosh χ

)
, (37)
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and time reversal leads to the sign change in both α and χ:

D(−α,−χ) =

(
(cos α) cosh χ sinh χ + (sin α) cosh χ

sinh χ − (sin α) cosh χ (cos α) cosh χ

)
. (38)

If we space-invert this expression, the result is a change only in the direction of rotation,

D(−α, χ) =

(
(cos α) cosh χ − sinh χ + (sin α) cosh χ

− sinh χ − (sin α) cosh χ (cos α) cosh χ

)
. (39)

The combined transformation of space inversion and time reversal is known as the “charge conjugation”.
All of these transformations are illustrated in Figure 4.

Time Reflection

S
p

a
c

e
 I

n
v

e
rs

io
n

   Time 

Reversal

Parity Charge

Conjugation

Figure 4. Parity, time reversal, and charge conjugation of Wigner’s little groups in the loop representation.

Let us go back to the Lie algebra of Equation (3). This algebra is invariant under Hermitian
conjugation. This means that there is another set of commutation relations,

[
Ji, Jj

]
= iεijk Jk,

[
Ji, K̇j

]
= iεijkK̇k,

[
K̇i, K̇j

]
= −iεijk Jk, (40)

where Ki is replaced with K̇i = −Ki. Let us go back to the expression of Equation (2). This transition to
the dotted representation is achieved by the space inversion or by the parity operation.

On the other hand, the complex conjugation of the Lie algebra of Equation (3) leads to:

[
J∗i , J∗j

]
= −iεijk J∗k ,

[
J∗i , K∗

j

]
= −iεijkK∗

k ,
[
K∗

i , K∗
j

]
= iεijk J∗k . (41)
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It is possible to restore this algebra to that of the original form of Equation (3) if we replace J∗i by
−Ji and K∗

i by −Ki. This corresponds to the time-reversal process. This operation is known as the
anti-unitary transformation in the literature [15,16].

Since the algebras of Equations (3) and (41) are invariant under the sign change of Ki and K∗
i ,

respectively, there is another Lie algebra with J∗i replaced by −Ji and K∗
i by −K̇i. This is the parity

operation followed by time reversal, resulting in charge conjugation. With the four-by-four matrices
for spin-1 particles, this complex conjugation is trivial, and J∗i = −Ji, as well as K∗

i = −Ki.
On the other hand, for spin 1/2 particles, we note that:

J∗1 = J1, J∗2 = −J2, J∗3 = J3,

K∗
1 = −K1, K∗

2 = K2, K∗
3 = −K3. (42)

Thus, J∗i should be replaced by σ2 Jiσ2, and K∗
i by -σ2Kiσ2.

5. Dirac Matrices as a Representation of the Little Group

The Dirac equation, Dirac matrices, and Dirac spinors constitute the basic language for spin-1/2
particles in physics. Yet, they are not widely recognized as the package for Wigner’s little group. Yes,
the little group is for spins, so are the Dirac matrices.

Let us write the Dirac equation as:

(p · γ − m)ψ(�x, t) = λψ(�x, t). (43)

This equation can be explicitly written as:

(
−iγ0

∂

∂t
− iγ1

∂

∂x
− iγ2

∂

∂y
− iγ3

∂

∂z
− m

)
ψ(�x, t) = λψ(�x, t), (44)

where:

γ0 =

(
0 I
I 0

)
, γ1 =

(
0 σ1

−σ1 0

)
, γ2 =

(
0 σ2

−σ2 0

)
, γ3 =

(
0 σ3

−σ3 0

)
, (45)

where I is the two-by-two unit matrix. We use here the Weyl representation of the Dirac matrices.
The Dirac spinor has four components. Thus, we write the wave function for a free particle as:

ψ(�x, t) = U± exp [i (�p ·�x − p0t)], (46)

with the Dirac spinor:

U+ =

(
u
u̇

)
, U− =

(
v
v̇

)
, (47)

where:

u = u̇ =

(
1
0

)
, and v = v̇ =

(
0
1

)
. (48)

In Equation (46), the exponential form exp [i (�p ·�x − p0t)] defines the particle momentum, and the
column vector U± is for the representation space for Wigner’s little group dictating the internal
space-time symmetries of spin-1/2 particles.

In this four-by-four representation, the generators for rotations and boosts take the form:

Ji =
1
2

(
σi 0
0 σi

)
, and Ki =

i
2

(
σi 0
0 −σi

)
. (49)
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This means that both dotted and undotted spinor are transformed in the same way under rotation,
while they are boosted in the opposite directions.

When this γ0 matrix is applied to U±:

γ0U+ =

(
0 I
I 0

)(
u
u̇

)
=

(
u̇
u

)
, and γ0U− =

(
0 I
I 0

)(
v
v̇

)
=

(
v̇
v

)
. (50)

Thus, the γ0 matrix interchanges the dotted and undotted spinors.
The four-by-four matrix for the rotation around the y axis is:

R44(θ) =

(
R(θ) 0

0 R(θ)

)
, (51)

while the matrix for the boost along the z direction is:

B44(η) =

(
B(η) 0

0 B(−η)

)
, (52)

with:

B(±η) =

(
e±η/2 0

0 e∓η/2

)
. (53)

These γ matrices satisfy the anticommutation relations:

{
γμ, γν

}
= 2gμν, (54)

where:

g00 = 1, g11 = g22 = g22 = −1,

gμν = 0 if μ �= ν. (55)

Let us consider space inversion with the exponential form changing to exp [i (−�p ·�x − p0t)].
For this purpose, we can change the sign of x in the Dirac equation of Equation (44). It then becomes:

(
−iγ0

∂

∂t
+ iγ1

∂

∂x
+ iγ2

∂

∂y
+ iγ3

∂

∂z
− m

)
ψ(−�x, t) = λψ(−�x, t). (56)

Since γ0γi = −γiγ0 for i = 1, 2, 3,(
−iγ0

∂

∂t
− iγ1

∂

∂x
− iγ2

∂

∂y
− iγ3

∂

∂z
− m

)
[γ0ψ(−�x · �p, p0t)] = λ[γ0ψ(−�x · �p, p0t)]. (57)

This is the Dirac equation for the wave function under the space inversion or the parity operation.
The Dirac spinor U± becomes γ0U±, according to Equation (50). This operation is illustrated in Table 3
and Figure 4.

Table 3. Parity, charge conjugation, and time reversal in the loop representation.

Start Time Reflection

Start Start with
R(α)S(−2χ)R(α)

Time Reversal
R(−α)S(2χ)R(−α)

Space
Inversion

Parity
R(α)S(2χ)R(α)

Charge Conjugation
R(−α)S(−2χ)R(−α)
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We are interested in changing the sign of t. First, we can change both space and time variables,
and then, we can change the space variable. We can take the complex conjugate of the equation first.
Since γ2 is imaginary, while all others are real, the Dirac equation becomes:

(
iγ0

∂

∂t
+ iγ1

∂

∂x
− iγ2

∂

∂y
+ iγ3

∂

∂z
− m

)
ψ∗(�x, t) = λψ∗(�x, t). (58)

We are now interested in restoring this equation to the original form of Equation (44). In order to
achieve this goal, let us consider (γ1γ3) . This form commutes with γ0 and γ2 and anti-commutes with
γ1 and γ3. Thus,(

−iγ0
∂

∂t
− iγ1

∂

∂x
− iγ2

∂

∂y
− iγ3

∂

∂z
− m

)
(γ1γ3)ψ∗(�x,−t) = λ (γ1γ3)ψ∗(�x,−t). (59)

Furthermore, since:

γ1γ3 =

(
iσ2 0
0 iσ2

)
, (60)

this four-by-four matrix changes the direction of the spin. Indeed, this form of time reversal is
consistent with Table 3 and Figure 4.

Finally, let us change the signs of both�x and t. For this purpose, we go back to the complex-conjugated
Dirac equation of Equation (43). Here, γ2 anti-commutes with all others. Thus, the wave function:

γ2ψ(−�x · �p,−p0t), (61)

should satisfy the Dirac equation. This form is known as the charge-conjugated wave function, and it
is also illustrated in Table 3 and Figure 4.

5.1. Polarization of Massless Neutrinos

For massless neutrinos, the little group consists of rotations around the z axis, in addition to Ni
and Ṅi applicable to the upper and lower components of the Dirac spinors. Thus, the four-by-four
matrix for these generators is:

N44(i) =

(
Ni 0
0 Ṅi

)
. (62)

The transformation matrix is thus:

D44(α, β) = exp
(
−iαN44(1) − iβN44(2)

)
=

(
D(α, β) 0

0 Ḋ(α, β)

)
, (63)

with:

D(α, β) =

(
1 α − iβ
0 1

)
, Ḋ(α, β)

(
1 0

−α − iβ 1

)
. (64)

As is illustrated in Figure 1, the D transformation performs the gauge transformation on massless
photons. Thus, this transformation allows us to extend the concept of gauge transformations
to massless spin-1/2 particles. With this point in mind, let us see what happens when this D
transformation is applied to the Dirac spinors.

D(α, β)u = u, Ḋ(α, β)v̇ = v̇. (65)

Thus, u and v̇ are invariant gauge transformations.
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What happens to v and u̇?

D(α, β)v = v + (α − iβ)u, Ḋ(α, β)u̇ = u̇ − (α + iβ)v̇. (66)

These spinors are not invariant under gauge transformations [17,18].
Thus, the Dirac spinor:

Uinv =

(
u
v̇

)
, (67)

is gauge-invariant while the spinor

Unon =

(
v
u̇

)
, (68)

is not. Thus, gauge invariance leads to the polarization of massless spin-1/2 particles. Indeed, this is
what we observe in the real world.

5.2. Small-Mass Neutrinos

Neutrino oscillation experiments presently suggest that neutrinos have a small, but finite mass [19].
If neutrinos have mass, there should be a Lorentz frame in which they can be brought to rest with
an O(3)-like SU(2) little group for their internal space-time symmetry. However, it is not likely that
at-rest neutrinos will be found anytime soon. In the meantime, we have to work with the neutrino
with a fixed momentum and a small mass [20]. Indeed, the present loop representation is suitable for
this problem.

Since the mass is so small, it is appropriate to approach this small-mass problem as a departure
from the massless case. In Section 5.1, it was noted that the polarization of massless neutrinos is a
consequence of gauge invariance. Let us start with a left-handed massless neutrino with the spinor:

v̇ =

(
0
1

)
, (69)

and the gauge transformation applicable to this spinor:

Γ̇(γ) =

(
1 0
γ 1

)
. (70)

Since: (
1 0
γ 1

)(
0
1

)
=

(
0
1

)
, (71)

the spinor of Equation (69) is invariant under the gauge transformation of Equation (70).
If the neutrino has a small mass, the transformation matrix is for a rotation. However, for a small

non-zero mass, the deviation from the triangular form is small. The procedure for deriving the Wigner
matrix for this case is given toward the end of Section 3. The matrix in this case is:

Ḋ(γ) =

(
1 − (γε)2/2 −γε2

γ 1 − (γε)2/2

)
, (72)

with ε2 = m/p, where m and p are the mass and momentum of the neutrino, respectively. This matrix
becomes the gauge transformation of Equation (70) for ε = 0. If this matrix is applied to the spinor of
Equation (69), it becomes:

˙D(γ)v̇ =

(
−γε2

1

)
. (73)
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In this way, the left-handed neutrino gains a right-handed component. We took into account that
(γε)2 is much smaller than one.

Since massless neutrinos are gauge independent, we cannot measure the value of γ. For the
small-mass case, we can determine this value from the measured values of m/p and the density of
right-handed neutrinos.

6. Scalars, Vectors, and Tensors

We are quite familiar with the process of constructing three spin-1 states and one spin-0 state from
two spinors. Since each spinor has two states, there are four states if combined.

In the Lorentz-covariant world, for each spin-1/2 particle, there are two additional two-component
spinors coming from the dotted representation [12,21–23]. There are thus four states. If two spinors
are combined, there are 16 states. In this section, we show that they can be partitioned into

1. scalar with one state,
2. pseudo-scalar with one state,
3. four-vector with four states,
4. axial vector with four states,
5. second-rank tensor with six states.

These quantities contain sixteen states. We made an attempt to construct these quantities in our
earlier publication [5], but this earlier version is not complete. There, we did not take into account the
parity operation properly. We thus propose to complete the job in this section.

For particles at rest, it is known that the addition of two one-half spins result in spin-zero and
spin-one states. Hence, we have two different spinors behaving differently under the Lorentz boost.
Around the z direction, both spinors are transformed by:

Z(φ) = exp (−iφJ3) =

(
e−iφ/2 0

0 eiφ/2

)
. (74)

However, they are boosted by:

B(η) = exp (−iηK3) =

(
eη/2 0

0 e−η/2

)
,

Ḃ(η) = exp (iηK3),=

(
e−η/2 0

0 eη/2

)
, (75)

which are applicable to the undotted and dotted spinors, respectively. These two matrices commute
with each other and also with the rotation matrix Z(φ) of Equation (74). Since K3 and J3 commute with
each other, we can work with the matrix Q(η, φ) defined as:

Q(η, φ) = B(η)Z(φ) =

(
e(η−iφ)/2 0

0 e−(η−iφ)/2

)
,

Q̇(η, φ) = Ḃ(η)Ż(φ) =

(
e−(η+iφ)/2 0

0 e(η+iφ)/2

)
. (76)

When this combined matrix is applied to the spinors,

Q(η, φ)u = e(η−iφ)/2u, Q(η, φ)v = e−(η−iφ)/2v,

Q̇(η, φ)u̇ = e−(η+iφ)/2u̇, Q̇(η, φ)v̇ = e(η+iφ)/2v̇. (77)

352



Symmetry 2017, 9, 97

If the particle is at rest, we can explicitly construct the combinations:

uu,
1√
2
(uv + vu), vv, (78)

to obtain the spin-1 state and:
1√
2
(uv − vu), (79)

for the spin-zero state. This results in four bilinear states. In the SL(2, c) regime, there are two dotted
spinors, which result in four more bilinear states. If we include both dotted and undotted spinors,
there are sixteen independent bilinear combinations. They are given in Table 4. This table also gives
the effect of the operation of Q(η, φ).

Table 4. Sixteen combinations of the SL(2, c) spinors. In the SU(2) regime, there are two spinors
leading to four bilinear forms. In the SL(2, c) world, there are two undotted and two dotted spinors.
These four-spinors lead to sixteen independent bilinear combinations.

Spin 1 Spin 0

uu, 1√
2
(uv + vu), vv, 1√

2
(uv − vu)

u̇u̇, 1√
2
(u̇v̇ + v̇u̇), v̇v̇, 1√

2
(u̇v̇ − v̇u̇)

uu̇, 1√
2
(uv̇ + vu̇), vv̇, 1√

2
(uv̇ − vu̇)

u̇u, 1√
2
(u̇v + v̇u), v̇v, 1√

2
(u̇v − v̇u)

After the operation of Q(η, φ) and Q̇(η, φ)
e−iφeηuu, 1√

2
(uv + vu), eiφe−ηvv, 1√

2
(uv − vu)

e−iφe−η u̇u̇, 1√
2
(u̇v̇ + v̇u̇), eiφeη v̇v̇, 1√

2
(u̇v̇ − v̇u̇)

e−iφuu̇, 1√
2
(eηuv̇ + e−ηvu̇), eiφvv̇, 1√

2
(eηuv̇ − e−ηvu̇)

e−iφu̇u, 1√
2
(u̇v + v̇u), eiφ v̇v, 1√

2
(e−η u̇v − eη v̇u)

Among the bilinear combinations given in Table 4, the following two equations are invariant
under rotations and also under boosts:

S =
1√
2
(uv − vu), and Ṡ = − 1√

2
(u̇v̇ − v̇u̇). (80)

They are thus scalars in the Lorentz-covariant world. Are they the same or different? Let us
consider the following combinations

S+ =
1√
2

(
S + Ṡ

)
, and S− =

1√
2

(
S − Ṡ

)
. (81)

Under the dot conjugation, S+ remains invariant, but S− changes sign. The boost is performed in
the opposite direction and therefore is the operation of space inversion. Thus, S+ is a scalar, while S−
is called a pseudo-scalar.

6.1. Four-Vectors

Let us go back to Equation (78) and make a dot-conjugation on one of the spinors.

uu̇,
1√
2
(uv̇ + vu̇), vv̇,

1√
2
(uv̇ − vu̇),

u̇u,
1√
2
(u̇v + v̇u), v̇v,

1√
2
(u̇v − v̇u). (82)
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We can make symmetric combinations under dot conjugation, which lead to:

1√
2
(uu̇ + u̇u) ,

1
2
[(uv̇ + vu̇) + (u̇v + v̇u)],

1√
2
(vv̇ + v̇v), for spin 1,

1
2
[(uv̇ − vu̇) + (u̇v − v̇u)], for spin 0, (83)

and anti-symmetric combinations, which lead to:

1√
2
(uu̇ − u̇u) ,

1
2
[(uv̇ + vu̇)− (u̇v + v̇u)],

1√
2
(vv̇ − v̇v), for spin 1,

1
2
[(uv̇ − vu̇)− (u̇v − v̇u)], for spin 0. (84)

Let us rewrite the expression for the space-time four-vector given in Equation (7) as:

(
t + z x − iy

x + iy t − z

)
, (85)

which, under the parity operation, becomes

(
t − z −x + iy

−x − iy t + z

)
. (86)

If the expression of Equation (85) is for an axial vector, the parity operation leads to:

(
−t + z x − iy
x + iy −t − z

)
, (87)

where only the sign of t is changed. The off-diagonal elements remain invariant, while the diagonal
elements are interchanged with sign changes.

We note here that the parity operation corresponds to dot conjugation. Then, from the expressions
given in Equations (83) and (84), it is possible to construct the four-vector as:

V =

(
uv̇ − v̇u vv̇ − v̇v
uu̇ − u̇u u̇v − vu̇

)
, (88)

where the off-diagonal elements change their signs under the dot conjugation, while the diagonal
elements are interchanged.

The axial vector can be written as:

A =

(
uv̇ + v̇u vv̇ + v̇v
uu̇ + u̇u −u̇v − vu̇

)
. (89)

Here, the off-diagonal elements do not change their signs under dot conjugation, and the diagonal
elements become interchanged with a sign change. This matrix thus represents an axial vector.

6.2. Second-Rank Tensor

There are also bilinear spinors, which are both dotted or both undotted. We are interested in two
sets of three quantities satisfying the O(3) symmetry. They should therefore transform like:

(x + iy)/
√

2, (x − iy)/
√

2, z, (90)
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which are like:
uu, vv, (uv + vu)/

√
2, (91)

respectively, in the O(3) regime. Since the dot conjugation is the parity operation, they are like:

− u̇u̇, −v̇v̇, −(u̇v̇ + v̇u̇)/
√

2. (92)

In other words,
(uu)̇ = −u̇u̇, and (vv)̇ = −v̇v̇. (93)

We noticed a similar sign change in Equation (86).
In order to construct the z component in this O(3) space, let us first consider:

fz =
1
2
[(uv + vu)− (u̇v̇ + v̇u̇)] , gz =

1
2i

[(uv + vu) + (u̇v̇ + v̇u̇)] . (94)

Here, fz and gz are respectively symmetric and anti-symmetric under the dot conjugation or the
parity operation. These quantities are invariant under the boost along the z direction. They are also
invariant under rotations around this axis, but they are not invariant under boosts along or rotations
around the x or y axis. They are different from the scalars given in Equation (80).

Next, in order to construct the x and y components, we start with f± and g± as:

f+ =
1√
2
(uu − u̇u̇) , f− =

1√
2
(vv − v̇v̇) ,

g+ =
1√
2i

(uu + u̇u̇) , g− =
1√
2i

(vv + v̇v̇) . (95)

Then:

fx =
1√
2
( f+ + f−) =

1
2
[(uu + vv)− (u̇u̇ + v̇v̇)] ,

fy =
1√
2i

( f+ − f−) =
1
2i

[(uu − vv)− (u̇u̇ − v̇v̇)] , (96)

and:

gx =
1√
2
(g+ + g−) =

1
2
[(uu + vv) + (u̇u̇ + v̇v̇)] ,

gy =
1√
2i

(g+ − g−) =
1
2i

[(uu − vv) + (u̇u̇ − v̇v̇)] . (97)

Here, fx and fy are symmetric under dot conjugation, while gx and gy are anti-symmetric.
Furthermore, fz, fx and fy of Equations (94) and (96) transform like a three-dimensional vector. The same

can be said for gi of Equations (94) and (97). Thus, they can be grouped into the second-rank tensor:

⎛
⎜⎜⎜⎝

0 − fz − fx − fy

fz 0 −gy gx

fx gy 0 −gz

fy −gx gz 0

⎞
⎟⎟⎟⎠ , (98)

whose Lorentz-transformation properties are well known. The gi components change their signs under
space inversion, while the fi components remain invariant. They are like the electric and magnetic
fields, respectively.
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If the system is Lorentz-boosted, fi and gi can be computed from Table 4. We are now interested
in the symmetry of photons by taking the massless limit. Thus, we keep only the terms that become
larger for larger values of η. Thus,

fx → 1
2
(uu − v̇v̇) , fy → 1

2i
(uu + v̇v̇) ,

gx → 1
2i

(uu + v̇v̇) , gy → −1
2
(uu − v̇v̇) , (99)

in the massless limit.
Then, the tensor of Equation (98) becomes:

⎛
⎜⎜⎜⎝

0 0 −Ex −Ey

0 0 −By Bx

Ex By 0 0
Ey −Bx 0 0

⎞
⎟⎟⎟⎠ , (100)

with:

Ex � 1
2
(uu − v̇v̇) , Ey � 1

2i
(uu + v̇v̇) ,

Bx =
1
2i

(uu + v̇v̇) , By = −1
2
(uu − v̇v̇) . (101)

The electric and magnetic field components are perpendicular to each other. Furthermore,

Bx = Ey, By = −Ex. (102)

In order to address symmetry of photons, let us go back to Equation (95). In the massless limit,

B+ � E+ � uu, B− � E− � v̇v̇. (103)

The gauge transformations applicable to u and v̇ are the two-by-two matrices:

(
1 −γ

0 1

)
, and

(
1 0
γ 1

)
, (104)

respectively. Both u and v̇ are invariant under gauge transformations, while u̇ and v are not.
The B+ and E+ are for the photon spin along the z direction, while B− and E− are for the

opposite direction.

6.3. Higher Spins

Since Wigner’s original book of 1931 [24,25], the rotation group, without Lorentz transformations,
has been extensively discussed in the literature [22,26,27]. One of the main issues was how to construct
the most general spin state from the two-component spinors for the spin-1/2 particle.

Since there are two states for the spin-1/2 particle, four states can be constructed from two spinors,
leading to one state for the spin-0 state and three spin-1 states. With three spinors, it is possible to
construct four spin-3/2 states and two spin-1/2 states, resulting in six states. This partition process is
much more complicated [28,29] for the case of three spinors. Yet, this partition process is possible for
all higher spin states.

In the Lorentz-covariant world, there are four states for each spin-1/2 particle. With two spinors,
we end up with sixteen (4 × 4) states, and they are tabulated in Table 4. There should be 64 states for
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three spinors and 256 states for four spinors. We now know how to Lorentz-boost those spinors. We
also know that the transverse rotations become gauge transformations in the limit of zero-mass or
infinite-η. It is thus possible to bundle all of them into the table given in Figure 5.

Figure 5. Unified picture of massive and massless particles. The gauge transformation is a
Lorentz-boosted rotation matrix and is applicable to all massless particles. It is possible to construct
higher-spin states starting from the four states of the spin-1/2 particle in the Lorentz-covariant world.

In the relativistic regime, we are interested in photons and gravitons. As was noted in
Sections 6.1 and 6.2, the observable components are invariant under gauge transformations. They are also
the terms that become largest for large values of η.

We have seen in Section 6.2 that the photon state consists of uu and v̇v̇ for those whose spins are
parallel and anti-parallel to the momentum, respectively. Thus, for spin-2 gravitons, the states must be
uuuu and v̇v̇v̇v̇, respectively.

In his effort to understand photons and gravitons, Weinberg constructed his states for massless
particles [30], especially photons and gravitons [31]. He started with the conditions:

N1|state >= 0, and N2|state >= 0, (105)

where N1 and N2 are defined in Equation (17). Since they are now known as the generators of gauge
transformations, Weinberg’s states are gauge-invariant states. Thus, uu and v̇v̇ are Weinberg’s states
for photons, and uuuu are v̇v̇v̇v̇ are Weinberg’s states for gravitons.

7. Concluding Remarks

Since the publication of Wigner’s original paper [1], there have been many papers written on the
subject. The issue is how to construct subgroups of the Lorentz group whose transformations do not
change the momentum of a given particle. The traditional approach to this problem has been to work
with a fixed mass, which remains invariant under Lorentz transformation.

In this paper, we have presented a different approach. Since, we are interested in transformations
that leave the momentum invariant, we do not change the momentum throughout mathematical
processes. Figure 3 tells the difference. In our approach, we fix the momentum, and we allow transitions
from one hyperbola to another analytically with one transformation matrix. It is an interesting future
problem to see what larger group can accommodate this process.

Since the purpose of this paper is to provide a simpler mathematics for understanding the physics
of Wigner’s little groups, we used the two-by-two SL(2, c) representation, instead of four-by-four
matrices, for the Lorentz group throughout the paper. During this process, it was noted in Section 5
that the Dirac equation is a representation of Wigner’s little group.

We also discussed how to construct higher-spin states starting from four-component spinors
for the spin-1/2 particle. We studied how the spins can be added in the Lorentz-covariant world,
as illustrated in Figure 5.
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