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Jarosław Chećko, Tomasz Urych, Małgorzata Magdziarczyk and Adam Smoliński
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Preface to ”Solid Fuels Technology and Applications”

We are delighted to deliver the “Solid Fuels Technology and Applications” Special Issue of

Energies. This Special Issue aims to promote research and technological development on the

integration and exploitation of solid fuels and their by-products. Solid fuels are still a key factor

in energy production, having been enhanced through recent developments. Under the current trend

of climate change and the necessity to mitigate greenhouse gas emissions, high efficiency is more than

ever a prerequisite for low financial and environmental cost production.

The seven papers selected in the current Special Issue present novel applications that bring

forward the current state-of-the-art on solid fuels utilization. Multi-faceted solutions to a challenging

environment are delivered to the readers of this unique collection of articles that combine innovative

applications to emerging problems and needs.

In this Special Issue, O’Brien et al. [1] developed a research model that addresses both the

sustainability and the profitability of bioethanol production due to synergy with the torrefaction

of DDGS and using produced biochar as a marketable fuel. Their results clearly demonstrated the

relationship between reduction in environmental footprint ( 24% reduction in CO2 emissions) and the

introduction of comprehensive on-site valorization of dried distillers’ grains with solubles (DDGS).

Wu et al. [2] found that the increased OH/H ratio in staged O2/CO2 combustion offsets part of their

reproducibility, resulting in the final NOx emissions being higher than those in air combustion under

similar conditions.

Where are the potential sites for underground energy and CO2 storage in Greece? Arvanitis

et al. [3] provided a geological and petrological research approach that can serve as a basis for future

research and deployment of promising areas. The use of mechanically activated serpentinite was

considered by Petrounias et al. [4] to remove Cu(II) from industrial wastewaters. It was proposed that

the higher mechanical activation of the studied serpentinites (being subjected to a 1500 revolutions

LA test) is related to their higher capability of performing Cu removal. Chećko et al. [5] presented

an assessment of the resources of methane, considered as the main phase in the prospective areas

of the Upper Silesian Coal Basin, Poland. The results of the numerical simulations confirm that the

application of multilateral well systems combined with hydraulic fracturing considerably improves

the efficiency of CBM extraction from seams characterized by low coal permeability. Nazos et al.

[6] dealt with the treatment of barley straw by acid-catalyzed wet torrefaction (ACWT) in a Parr 4553

3.75 L batch reactor (autoclave). The findings indicated that the composition changes of the straw due

to ACWT had a significant effect on the HHV of the pretreated material. The petrographic features

of sandstones in Central Greece were examined by Petrounias et al. [7] to evaluate their behavior

in construction and in energy storage applications. Petrographic methodologies were combined

with the quantification of modal composition (GIS proposed method) and 3D depictions of their

petrographic features (3D Builder software).

The guest editors are confident that readers will enjoy the articles presented in this beneficiary

Special Issue of “Solid Fuels Technology and Applications”.

Nikolaos Koukouzas, Pavlos Tyrologou, Petros Koutsovitis

Editors
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Abstract: Underground geological energy and CO2 storage contribute to mitigation of anthropogenic
greenhouse-gas emissions and climate change effects. The present study aims to present specific
underground energy and CO2 storage sites in Greece. Thermal capacity calculations from twenty-two
studied aquifers (4× 10−4–25× 10−3 MJ) indicate that those of Mesohellenic Trough (Northwest Greece),
Western Thessaloniki basin and Botsara flysch (Northwestern Greece) exhibit the best performance.
Heat capacity was investigated in fourteen aquifers (throughout North and South Greece) and three
abandoned mines of Central Greece. Results indicate that aquifers present higher average total
heat energy values (up to ~6.05 × 106 MWh(th)), whereas abandoned mines present significantly
higher average area heat energy contents (up to ~5.44 × 106 MWh(th)). Estimations indicate that the
Sappes, Serres and Komotini aquifers could cover the space heating energy consumption of East
Macedonia-Thrace region. Underground gas storage was investigated in eight aquifers, four gas fields
and three evaporite sites. Results indicate that Prinos and South Kavala gas fields (North Greece) could
cover the electricity needs of households in East Macedonia and Thrace regions. Hydrogen storage
capacity of Corfu and Kefalonia islands is 53,200 MWh(e). These values could cover the electricity
needs of 6770 households in the Ionian islands. Petrographical and mineralogical studies of sandstone
samples from the Mesohellenic Trough and Volos basalts (Central Greece) indicate that they could
serve as potential sites for CO2 storage.

Keywords: underground; energy storage; natural gas; carbon storage; hydrogen; thermal energy; CO2

1. Introduction

The use of fossil fuels as energy sources is one of the major contributors of anthropogenic
greenhouse gas emissions that include CO2 [1–3]. To mitigate the effects of global warming the
implementation of CO2 Capture and Storage (CCS) practices is considered as a state-of-the-art
technology that aims to reduce emissions of CO2 into our living atmosphere [4]. To achieve efficient
and sustainable energy management it is important to promote practices that aim to reduce the carbon
footprint through utilisation of renewable energy resources (wind, biomass, solar and geothermal
energy) in Greece with integration of energy storage concepts [5]. This can be achieved with gradual
transition to eco-friendly energy systems that promote energy production with the inclusion of
Renewable Energy Sources utilisation. This energy transition presents significant and important

Energies 2020, 13, 2707; doi:10.3390/en13112707 www.mdpi.com/journal/energies1
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developments, such as the geothermal energy exploitation in Kenya [6]. However, their global
contribution in total renewable energy production is small. This is attributed to the obvious difficulties
that are linked with the supply of renewable sources. In the current stage, even more countries tend to
adapt and promote the use and research on renewable energy sources [7].

More specifically, energy storage applications as a concept aim to provide technologies that convert
energy into storable forms [8]. It also balances energy consumption with production by storing excess
energy for long and/or short periods [9]. Despite the cover of energy demands (i.e., seasonal, daily),
energy storage provides additional benefits such as: decrease of operational costs, integration of variable
energy sources (such as wind, solar, natural gas and geothermal energy) and reduction of environmental
effects (low carbon energy supply). Supplementary energy conversion processes are often required,
depending on the source type and the implemented storage technology. Energy storage systems
can be distinguished into mechanical, chemical, biological, magnetic, thermal and thermochemical
types [10]. The choice of the appropriate storage technology depends on the storage purpose,
the type of energy source the available storage capacity cost, lifetime and environmental impact [8].
Energy storage systems are distinguished into ground (ground-based ex-situ) and underground
(geological in-situ) types. Underground energy storage requires suitable geological reservoirs such as:
depleted hydrocarbon reservoirs, rock bodies with appropriate lithotypes (ultramafic rocks, basalts and
sandstones), deep saline aquifers, salt caverns and abandoned mines.

Underground Thermal energy storage systems (UTES) provide the opportunity to store thermal
energy, by utilising the heat capacity of underground soil and/or rock volumes [11]. To date,
the best-established types of seasonal UTES systems [12,13] are aquifer storage (ATES), borehole storage
(BTES), cavern storage (CTES), pit storage (PTES) and seasonal tank storage (TTES). There are many
specific localities with potential for underground energy storage in Greece [14]. Aquifers for seasonal
underground heat or natural gas storage are in sedimentary basins of the Greek mainland (such as
Thessaloniki basin; North Greece), as well as in the Aegean islands (such as Evia, Lesvos, Chios and
Rhodes). Natural gas can be sufficiently stored in depleted natural gas reservoirs that exist in Greece
(Figure 1), which are selected on the basis of a sufficiently large volume of pore space, preferably high
permeability of reservoir rocks and the absence of gas admixtures such as hydrogen sulphides.
Hydrocarbon reservoirs that could serve as potential sites for underground gas storage include those
of Epanomi (Thessaloniki, North Greece), Katakolo (South Greece) and Prinos (North Greece) [14].

Apart from the aforementioned, hydrogen is considered nowadays as an important key source
for clean, secure and affordable energy, since it can improve efficiency of power systems and reduce
environmental impact of power production [15]. Hydrogen can be stored into porous reservoir
rocks such as depleted natural gas or petroleum deposits [16] and salt caverns [16,17]. In Greece,
the most suitable formations for considering hydrogen storage (Figure 1) are the caverns in salt/evaporite
formations due to the fact that they allow higher injection and withdrawal rates compared to other means
of storage [18] thus resulting in high energy deliverability to the energy grid. Evaporite formations of
Heraklion (Crete Island; South Aegean) are suitable for underground gas storage, whereas Corfu and
Kefallonia Islands (Ionian Sea) could serve as sites for underground hydrogen storage. The abandoned
mines of Mandra and Chaidari regions (Attica; Central Greece), as well as the Aliveri mine (Evia Island;
Central Greece) could be exploited for underground heat storage purposes.
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Figure 1. Main proposed high capacity energy and CO2 storage sites (hydrogen storage: 26,600 MWh[e];
Thermal Capacity: 2930–4651 MJ; Gas Storage Capacity: 928,097–4,826,105 MWh[e]; CO2 storage:
27,600 t [3] to 1350 Mt [19].

Several research studies have developed effective methods for carbon capture, by utilising
technologies such as membranes, adsorption-based separation of CO2 [20]. There are many options for
Geological CO2 storage such as deep saline formations [21], abandoned coal mines [22], salt caverns [23],
coal seams [24] and depleted hydrocarbon fields [25]. In many cases, CO2 storage can be combined
with extraction of crude oil (CO2-Enhacned Oil Recovery [26]) or natural gas from hydrocarbon
reservoirs (CO2-Enhanced Gas Recovery). Mineralisation is an alternative option of CO2 sequestration.
Several rock types have been considered as potential underground reservoirs for mineral storage of
carbon, or to withhold for a relatively short period of time specific amounts of CO2. These include:
(a) basalts with high porosity, silica undersaturated nature, abundance of plagioclase and feldspars and
low alteration grade (recent age) [3,27,28], (b) sandstones [29,30] and (c) serpentinite bodies [31,32].

The most common parameters that must be considered prior to the implementation of CO2

storage in the aforementioned formations include, the storage capacity, porosity and permeability of the
reservoir rock. In addition, the possibility of CO2 leakage or defects associated with cement degradation
must be examined prior to CO2 storage in cases of depleted hydrocarbon reservoirs [33]. The possibility
of migration of the injected CO2 and/or brine into the drinking water zones is a major concern that must
be taken into account in the case of deep saline aquifers [21].The absence of lateral communication
with other mines and/or with the surface (to avoid gas leakage), as well as the minimum depth of
the mine top are crucial parameters for CO2 storage in abandoned coal mines [34]. Regarding the
CO2-mineralisation in rocks, the abundance of Ca–Fe–Mg bearing minerals significantly affects the
amount of carbonate minerals produced during reaction of the rock with the injected CO2 [3].

3
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At the current stage Greece has not developed and adopt significant CO2 storage sites and
policies, while there are only few studies concerning the application of Carbon Capture and
Storage (CCS) technologies in this region [35]. In Greece, the regions of Volos (Figure 1) [3],
the Mesohellenic Trough [29], the Prinos oil and gas field (Kavala; North Greece) and also parts
of Western Greece [36] encompass the appropriate rock types that could serve as potential sites for
CO2 storage. Preliminary estimations of CO2 storage in Volos basalts indicate storage capacity of
~43,200 tons CO2 at 300 m depth [3]. Calculations conducted by [37] present high storage capacity of
CO2 in the Pentalofos and Eptachori sedimentary formations of the Mesohellenic Trough at 2 and 3 km
depths, respectively. Calculations of CO2 storage at Klepa-Nafpaktia sandstones in Western Greece
indicate storage capacity of 18 × 105 tons of CO2 at 500 m depth [36]. Additional study indicates that
ultramafic rocks from Vourinos ophiolite complex (Western Macedonia; North Greece) could be used
for CO2 sequestration purposes [38].

The present study aims to present, map and investigate specific underground energy storage
sites that can be considered to potentially utilise Underground Thermal Energy Storage (UTES),
Underground Gas Storage (UGS), Hydrogen and CO2 underground storage practices in Greece. For this
purpose, we considered data derived from petrological and geochemical assessments, field observations
and referenced data from extensive literature review, but also through the application of energy storage
calculations that take into consideration the physicochemical properties of the potential reservoirs.
In this framework, we aim to revise and upgrade preliminary research results provided by [39].

2. Analytical Techniques

Preliminary results of the selective surface rock samples from several parts of the Mesohellenic
Trough and the region of Volos have been examined regarding their petrographic properties.
Four sandstone samples were collected from the regions between Deskati and Doxiana near Grevena
and one sandstone sample was collected from the Lignite Center of Western Macedonia near Ptolemais.
Three basaltic rock samples were examined from the regions of Microthives and Porphyrio near Volos.
XRD analyses were conducted at CERTH’s (Centre for Research and Technology, Hellas) Laboratories,
using a Philips X’Pert Panalytical X-ray diffractometer (Malvern Panalytical, Malvern, UK) that operates
with Cu radiation at 40 kV, 30 mA, 0.020 step size and 1.0 s step time. Interpretation of XRD results,
was accomplished by deploying the DIFFRAC.EVA software v.11 (Bruker, MA, USA), which is based
on the ICDD (International Center for Diffraction Data) Powder Diffraction File (2006). Sandstone and
basaltic rock samples were examined through petrographic observations in polished thin sections
using a Zeiss Axioskop-40 (Zeiss, Oberkochen, Germany), equipped with a Jenoptik ProgRes CF Scan
microscope camera at the Laboratories of CERTH. The modal composition of pores was calculated
based upon ~1000-point counts on each thin section. Quantification of modal composition was
accomplished by using microphotography of SEM images at CERTH’s Laboratories with a SEM–EDS
(Scanning Electron Microscopy with Energy Dispersive Spectroscopy) JEOL JSM-5600 scanning electron
microscope (Jeol, Tokyo, Japan), equipped with an automated energy dispersive analysis system
Link Analytical L300 (Oxford Instruments, Abington, UK), with the following operating conditions:
20 kV accelerating voltage, 0.5 nA beam current, 20 s time of measurement, and 5 μm beam diameter.
The petrographic description of the sandstone and basaltic rock samples coupled with data provided
by extensive literature review are presented below.

3. Geological Background and Petrological Investigation of Rock Types Considered for Storage

3.1. Evaporite Formations

In the Ionian and Pre-Apulian geotectonic zones, evaporites exhibit Triassic and Triassic–Lower
Jurassic ages, respectively. The thrust boundary between the Ionian and pre-Apulian zones is marked by
intrusion of evaporite occurrences, mostly after the effects of diapirism [40,41]. In the regions of Epirus
and Akarnania (Western Greece), Triassic evaporites occur in various localities and in the central part
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of the Corfu Island [42]. These occurrences provide proof that in the External Hellenides the evaporites
represent the lowest detachment level of individual overthrust sheets [43]. Their thickness varies but in
most cases is about 2–3 km, although locally it can reach up to 4 km [44–46]. Diapiric forms are usually
observed in local scale, resulting in the deformation of the adjacent sedimentary rocks including those
of Zavrohon diapir, that has also been confirmed by drilling boreholes [44]. Evaporite formations
from Agios Sostis and Laganas regions in Zakynthos island (Western Greece) are represented by the
Messinian evaporite unit [47]. These formations consist of nodular and banded evaporate minerals
often being in contact with turbidite successions, whereas their formation is associated with present-day
active tectonics [44,47].

The principal evaporite mineral phases that have been identified in the Greek evaporite
formations are gypsum, halite and anhydrite [40,48]. On their upper stratigraphic levels,
dolomite occasionally participates in the form of breccias, which is mostly observed in the Triassic
formations. Accessory mineral phases include bassanite and celestite that are not always present.
In Northwestern Greece, the porosity of evaporitic formations ranges widely from relatively
impermeable to very permeable attributed to local karstification processes [49].

Triassic evaporites from the regions of Anthoussa and Agios Ioannis (West Greece) [50] indicate
that these can be distinguished into two main types (Type-23 and Type-24) of Standard Microfacies
based on the Flugel classification [51]. Both types are rich in dolomite and solution collapse breccia,
whereas calcite, gypsum and anhydrite appear in notable but lower amounts [50]. Type-23 evaporites
are laminated by layers of gypsum, anhydrite and dolomite. Dolomite ranges between 40%–60%,
evaporite crystals are often calcified and form lenses and rosettes within the mudstone groundmass,
whereas relic sparite and evaporite minerals are also observed [50]. Their secondary porosity
ranges between 20%–30%. Type-24 evaporites are classified as dolomites and dolomitic limestones.
Their depositional texture corresponds to mudstone-grainstone types [50]. Micritic cement is highly
but not totally dolomitised, whereas sparitic material usually occurs as cementitious material [50].
Dolomite is present in high amounts reaching 80% [50]. Evaporite minerals reach ~20% and usually
form rosette and lenses within the groundmass [50]. Secondary porosity ranges between 15%–40% [50].

Evaporite samples studied from different drilling depths at the region of Kristallopigi
(Igoumenitsa; Western Greece) [49] include claystones and siltstones in the upper parts and
organic rich evaporites with claystone intercalations in the lower parts. Their mineralogical
composition is distinguished into evaporitic and non-evaporitic, including the following assemblages
gypsum–anhydriten–bassanite–celestite and quartz–feldspar–calcite–dolomite–magnesite clays,
respectively [49]. Clay minerals are classified as kaolinite, illite, smectite and mixed phases [49].
Regarding the evaporitic minerals gypsum is stressed and deformed presenting topotactic relation with
bassanite crystals [49]. Bassanite is isolated or forms aggregates, whereas celestite is sub-idiotropic to
tabular or prismatic forming aggregates or isolated crystals [49]. Porosity measurements show high
variation between 0.31%–52.98% for the studied samples [49].

3.2. Sedimentary Basins

The Eocene-Miocene Mesohellenic Trough is an elongated sedimentary basin of 200 km length
and 30–40 km width, located in NW Greece [52,53] between the Apulian (non-metamorphic) and the
Pelagonian (metamorphic) microcontinental plates [54]. It is a back-arc sedimentary basin evolved
during the Upper Oligocene to Miocene period [52,55–57], being superimposed on the Olonos-Pindos
external and Pelagonian internal geotectonic units. It is the largest and most important molassic basin
formed during the last Alpine orogenic stage of the Hellenides, which occurred between the Mid-Upper
Eocene and the Mid-Upper Miocene, extending from Albania in the Northern parts, towards the Thessaly
region in Greece at the South. The Mesohellenic Trough comprises of the following four main formations
from downwards to surface: Eptachorio, Pentalofo, Tsotillio and Burdigalian [58]. The base of the
Eptachorio Formation consists of clastic Upper Eocene to Lower Oligocene sediments (conglomerates,
sandstones), as well as base deposits. The upper part of Eptachorio Formation (Figure 2a,b) is located
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in Taliaros Mountain (Grevena-Kastoria; West Macedonia) and appears in the form of local sedimentary
phases comprising of sandstones, marls and limestones. The sequence presents thickness varying from
1000 to 1500 m. The Upper Oligocene to Lower Miocene Pentalofos Formation (Figure 2a,b) includes
two types of clastic sedimentary rocks separated by marl–sandstone intercalations. Their thickness
ranges from 2250 to 4000 m. The Tsotillio Formation (Lower to Middle Miocene) consists of marls
accompanied by conglomerates, sandstones and limestones of variable thickness (200 to 1000 m).
The Burdigalian Formation comprises of various phases of sediments such as sandy and silty marls,
sand clays, sandstones, conglomerates and limestones [37,52,54]. These sediments are deposited in the
form of sedimentary wedges. The aforementioned formations are covered from: (a) Upper Eocene to
Middle Miocene alluvial, lacustrine and terrestrial sediments and (b) Pliocene to Lower Pleistocene,
fluvial and lacustrine clays, sands and loose conglomerates hosting lignite horizons, which in cases
were deposited locally in the Mesohellenic Trough.

 

Figure 2. (a) Geological map of the Mesohellenic Trough region, WGS’84 and (b) Cross section
displaying the potential site for energy storage purposes.

The widespread distribution of Mesohellenic Trough sandstones is usually favoured by their
high permeability and geochemical characteristics that provide the potential for long-term pH buffer
capacity [59]. High volume sandstones are deformed in open anticline structures representing possible
porous reservoir rocks [60]. Sedimentary basins of comparable geological features including the
Mesohellenic Trough were considered (Table 1) in the current study. In this frame, all of the other
sights examined include a suitable geological reservoir consisting of sandstones that are overlain by
Tsotyli formation) caprock [61]. Preliminary investigations were conducted in these sights combined
with fieldwork and referenced data provided from the literature. These results showed that all the
sandstone formations exhibit comparable textural and mineralogical features, presenting restricted
variations in terms of porosity.

Their texture ranges from fine grained to medium grained, displaying variable amounts of
sub-angular to sub-rounded lithic fragments and straight to suture grain contacts. It also ranges from
poor to moderate sorted presenting high amounts of siliceous cement and local patches of calcareous
cement material. Their mineralogical assemblage is composed mainly by quartz, alkali-feldspars,
calcite (Figure 3), lithic fragments, mica (mostly muscovite and less frequently biotite) and chlorite
(Figure 4c,d). Fragments are mostly composed by quartz and feldspar, as well as by clasts of magmatic
origin. Quartz appears in the form of monocrystalline angular or polycrystalline sub-angular to
sub-round grains. Quartz contacts are straight, suture or interlocking. K-feldspar occurs in the form of
variable sized euhedral to subhedral crystals affected from different weathering degrees. Mica and
chlorite appear within the sandstone matrix in the form of scarce occurrences developed intergranular
between quartz and feldspar crystals.
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Table 1. Thermal Capacity properties of Aquifers from selected localities.

Aquifers Considered Thermal Capacity (MJ) Productivity (m3/day) Heat in Place (MJ)

Sappes 3.370 353 3 × 10−3

Agioi Theodoroi-Komotini 2.930 1193 3 × 10−3

Mitrikou lake 3.009 788 9 × 10−4

Serres 2.435 11,169 1 × 10−3

W. Thessaloniki Shallow
Thermal 2.382 162 4 × 10−4

W. Thessaloniki-Alexandria 3.577 1516 1 × 10−3

Mesohellenic Trough_ South
Grevena 3.700 57,709 25 × 10−3

Flysch Botsara syncline 3.822 64,304 18 × 10−3

Aliveri Evia 2.703 405 1 × 10−3

Megalopoli 2.291 109 4 × 10−4

Thimiana Chios 3.021 80 5 × 10−4

Lesbos-Thermi 2.885 44.5 2 × 10−3

Kos 2.394 404 1 × 10−3

Samos 2.461 37.5 7 × 10−4

Limnos 2.692 38.5 1 × 10−3

Rhodes 2.249 832 9 × 10−4

Mesohellenic Trough_Felio 4.175 92,747 18 × 10−3

W. Thessaloniki_ SG 3.93 11,082 7 × 10−3

W. Thessaloniki_ DG 4.651 3253 1 × 10−3

Fili landfill_Attica 2.589 4352 1 × 10−3

North Mesohellenic
basin_ SG 3.700 43,282 22 × 10−3

North Mesohellenic
basin_ DG 4.006 93,778 3 × 10−3

(Data was collected on potential and possible locations for various underground energy storage technologies
in aquifers—see Supplementary Table S1 for more details).

Figure 3. XRD patterns of Mesohellenic Trough sandstone sample (West Macedonia).

3.3. Pleistocene Alkaline Basalt Occurrences

In Greece, these types of rocks are mostly of Triassic age, having been formed at the stage of
oceanic rifting. Localities of these basaltic occurrences include Pindos (NW Greece) [62], Koziakas [63],
Othris [64], Argolis [65], the South Aegean [66–68], Volos [3] and Evia Island [69]. Alkaline basalt
occurrences of relatively recent age (Pleistocene) appear only in the form of scattered outcrops
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mostly in the Aegean Sea (Central Greece). These occurrences outcrop between North Evoikos
and Pagasitikos gulfs (Central Greece) and were formed during Pleistocene by extensional back-arc
processes associated with the activity of Northern Anatolia Fault [70–72]. These rocks crop out in the
islands of Achilleio, Lichades and Agios Ioannis and consist of massive lavas and pyroclastic rocks [3].
In addition, extensional related basaltic rocks also crop out in the regions of Volos, Kamena Vourla and
Psathoura (Central Greece) and they are classified as basaltic trachyandesites and trachyandesites [3].
The aforementioned rock types can serve as potential sites for applications of CO2 storage, which is
further enhanced by their relatively low alteration grade. These volcanic centers are not genetically
associated with those developed in the South Aegean arc, which resulted from the subduction of the
African plate beneath the Eurasia [3,73,74].

 

Figure 4. (a,b) Mesohellenic Trough sandstone photomicrographs including feldspar fragments (Fsp)
within quartz (Qz) rich groundmass. Calcite (Cc) and muscovite (Ms) appear in the form of accessory
minerals. (c,d) Basaltic rock samples presenting porphyritic textures composed by plagioclase (Pl)
rich groundmass and clinopyroxene (Cpx) phenocrysts. Gas vesicles have been partially filled with
secondary calcite (Cc).

Basaltic rocks from the region of Volos present fine grained holocrystalline trachytic or aphanitic
groundmass, characterised from porphyritic vesicular textures (Figure 4a,b) Their mineralogial
assemblage is composed mainly by subhedral to euhedral clinopyroxene and olivine phenocrystals
(Figure 4a,b). Their groundmass is predominantly composed by needle to lath shaped plagioclase and
clinopyroxene crystals (~60%). Accessory minerals include orthopyroxene, alkali-feldspar, amphibole,
calcite within gas vesicles, pyrite and opaque oxide minerals such as ilmenite and magnetite.

Clinopyroxene is classified mainly as diopside presenting quite high FeO (FeO: 5.37–8.17 wt.%) and
variable TiO2 and Al2O3 contents [3]. Olivine is classified as forsterite presenting higher MgO contents
compared to those of FeO, whereas Mg# ranges highly [3]. Plagioclase of the basaltic groundmass is
CaO rich classified as bytownite or labradorite, whereas the glassy part is characterised by high SiO2

and Al2O3 and total alkali (Na2O + K2O) contents [3].
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The vast majority of basaltic samples present porosity within the range of 15%–23% corresponding
to 18% average porosity of the studied suite [3]. Their porosity is highly affected from the occurrence
of gas vesicles that present variable size range and are usually filled with secondary calcite.

4. Types of Energy and CO2 Storage Considered

4.1. Underground Thermal Energy Storage (UTES)

4.1.1. Thermal Capacity Properties of Aquifers

The Aquifer Thermal Energy Storage (ATES) is an open loop system that uses permeable water
rock layers as means for storing thermal energy and water. Energy can be transferred into or extracted
from aquifers using one or more injection and production wells connected with hydraulic pumps and
heat exchangers [75]. This technology also can be combined with Geothermal Heat Pumps (GHP).
ATES presents the highest energy efficiency compared to other geothermal technologies but strongly
depends on the physical properties of the aquifer (thickness, heat capacity). It is also favourable for
large-scale energy storage, such as seasonal storage.

In cases where they are overlain by impermeable sedimentary cap rocks (such as siltstones
and shales), aquifers can serve as appropriate formations for thermal storage purposes due to their
high porosity. In the current study twenty-two geological formations that present the necessary
geological, petrological, mineralogical and textural features have been considered for implementation
of underground thermal energy storage (Table 1). Thermal capacity, productivity and heat in place are
parameters strongly associated with the pore volume and the physicochemical properties of an aquifer
media (Table 1). Thermal energy capacity calculations in the studied aquifers was based on the
following equation [76] (see Appendix A Table A1):

q = (Cp · rho)rock · (1 − ϕ) + (Cp · rho)water · ϕ (1)

Based on referenced data specifications [76] a heat capacity value of 0.19 m (mineral matrix) and
an average density of 1.41 kg/m3 were considered as appropriate values for the sandstone aquifers.
Results of the current research study indicate that porosity ranges from 8% to 22%, with an average
value of 14%. Therefore, the specific thermal capacity per cubic meter for the aquifers considered in
the current study is calculated as follows: q = 2.36 × 10−5 MJ/m3·◦C.

The parameters that have been taken into consideration in order to make our energy storage
calculations are transmissivity (Table 2), productivity, porosity, aquifer thickness and permeability.
In particular, transmissivity is the product of the aquifer thickness (D) and the average value of
hydraulic conductivity (K). It is expressed in m2/day of aquifer thickness [77]. Transmissivity describes
an aquifer’s capacity to transmit water.

T = K · D (2)

The productivity of an aquifer depends on its ability to store and transmit water, as well as on the
physicochemical characteristics of the geological formation [78]. Productivity is significantly associated
with the porosity type, which is classified into primary and secondary [78,79]. In the first case, water is
stored within the interstices between grains, whereas secondary porosity refers to the water stored
and/or flowing through fractures. Estimation of productivity provides a way to compare the quality of
wells from reservoirs with similar properties. Simplified versions of the equations are listed below [80]
(see Appendix A Table A1):

Qo = KV1 · Kh · (PF − PS)/VISO (3)

Qg = KV2 · Kh · ((PF − PS)2)/(T + KT2) (4)

Heat in place refers to the assessment of the stored heat within a geothermal reservoir. The heat
pump potential of geothermal systems can be assessed by estimating the recoverable heat from the total
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thermal energy stored in a significant volume of porous and permeable reservoir [81–83]. The thermal
extraction rate of a specific reservoir is highly associated with its heat transfer properties affected from
the fracture network of the rock mass, as well as the flow regime for heat transfer. The energy stored
within a geothermal reservoir is calculated by the following equation [84]:

E = ρ · c · V · (TR − Tref) (5)

An alternative calculation for the available heat in place (H) expressed in Joule is provided
according to the following equation [85]:

H = Vrock · Prock · Cprock · (Tz − Tr) (6)

Heat injection temperature is associated with the amounts of Underground Thermal Energy
storage, as well as with the heat and thermal energy recovery [86]. In the current study, a scenario of
injecting 70 ◦C was considered. The decrease rate of the initially achieved temperature was controlled
by two major factors. The first factor includes the temperature distribution in association with the
ratio distance of the media, whereas the second concerns the heat loss resulted from the thermal
conduction [86,87]. The latter strongly depends on the time period and the initial temperature of the
aquifer within the sandstone reservoir. Taking these into consideration, a 70 ◦C temperature scenario
was implemented in every case. The average temperature parameters were applied in Equation (6)
also considering the local aquifer and injection temperatures. The expected temperature of an aquifer
after the injection of 70 ◦C is estimated to be ~10 ◦C warmer. In the case of the “Sappes” aquifer the
temperature is 33 ◦C (Supplementary Table S1). Thus, the temperature to be applied in Equation (1) is
estimated 43 ◦C, which equals to 3.370 MJ thermal capacity.

Table 2. Transmissivity properties of the studied aquifers (see Supplementary Table S1 for
more properties).

Aquifers Considered Transmissivity (m2)

Aquifer Sappes 6.9 × 10−14

Aquifer Agioi Theodoroi-Komotinis 2.21 × 10−13

Aquifer Mitrikou lake 1.77 × 10−13

Aquifer Serres 4.14 × 10−13

Aquifer Western Thessaloniki_Shallow Thermal 5.92 × 10−14

Aquifer_Western Thessaloniki_Alexandria 1.18 × 10−13

Aquifer_Mesohellenic Trough_South Grevena 1.97 × 10−12

Aquifer Flysch Botsara syncline 2.96 × 10−13

Aquifer Aliveri Evia 3.45 × 10−13

Aquifer Megalopoli 7.89 × 10−14

Aquifer Thimiana Chios 7.4 × 10−14

Aquifer Lesbos-Thermi island 5.92 × 10−15

Aquifer Kos island 6.9 × 10−13

Aquifer Samos island 2.96 × 10−14

Aquifer Limnos island 2.96 × 10−14

Aquifer Rhodes 1.18 × 10−13

Aquifer_Mesohellenic Trough_Felio 1.48 × 10−12

Aquifer_Western Thessaloniki_SG 2.96 × 10−13

Aquifer_Western Thessaloniki_DG 8.29 × 10−14

Aquifer_Fili landfill_Attica 2.24 × 10−13

North Mesohellenic basin_SG 1.97 × 10−12

North Mesohellenic basin_DG 1.48 × 10−12

A storage system can potentially include more than one reservoir rocks characterised from
different physicochemical properties. The content of a reservoir rock can be estimated through direct or
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indirect techniques. This can be accomplished via laboratory measurements on core rock samples [88].
The assessment of an explored rock reservoir strongly depends on its mineralogical and chemical
composition, coupled with its morphological and sedimentological properties [89].

The studied aquifers of the current research, present thermal capacity values that range between
2.249 and 4.651 MJ. Aquifers of Mesohellenic Trough, Western Thessaloniki basin, as well as the aquifer
of Botsara flysch display the best performance regarding their thermal capacity properties (Figure 5).
In particular, Mesohellenic Trough aquifers present thermal capacity contents ranging from 3.7 MJ to
4.175 MJ (Table 1). Similar values correspond to the studied aquifers of North Mesohellenic Trough
ranging from 3.7 to 4.006 MJ. The aforementioned results indicate that Mesohellenic Trough aquifers
exhibit homogeneity regarding their thermal energy properties throughout their whole geographic
distribution. On the other hand, aquifers of Western Thessaloniki basin (Figure 5), exhibit a wide range
of thermal capacity contents from 2.382 to 4.651 MJ (Table 1).

 

Figure 5. Thermal capacity column chart of the studied Greek aquifers.

4.1.2. UTES Heat Capacity Properties

Underground thermal energy storage (UTES) systems cover a wide range of different technologies
including: (a) sensible heat storage that transfers heat to the storage medium or liquid, (b) latent heat
storage, where heat is absorbed or released by a phase transition and (c) thermo-chemical storage,
in which energy is stored or released through thermochemical reactions.

Assessment of the stored heat is based on numerical-simulation models, providing the potential
to address the dynamic changes to the thermal energy as they are affected by recharge and injection
processes [90]. The resource volume can change as it shrinks or expands by injection or hot/cold
recharge [90]. To quantify these resources it is necessary to determine the amount of the available
heat and physicochemical properties of the geothermal rock reservoir [91]. Geothermal resources
assessment is based on a volumetric heat content model for porous reservoirs. The heat stored within
the rock matrix (index m) and pore water (index w) is calculated by the following equation [92] (see
Appendix A Table A1).

H = [(1 − P) · ρm · Cm + P · ρw · Cw] · (Tt − To) · A · Δz (7)
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The Area Heat Energy Capacity is calculated by dividing the amount of the Total Heat Energy
Capacity with the surface area according to the following equation:

Area Heat Energy Capacity
(
MWh[th]/km2

)
=

Total Heat Energy Capacity
(
MWh[th]

)
Total Area

(
km2
) (8)

Research results of the current study indicate that the Serres, Komotini and Sappers aquifers
exhibit the highest average values of total heat energy (Figure 6). In particular, the Serrese aquifer
exhibits the highest potential of 6,052,932 MJ, followed by the Komitini (Agioi Theodoroi) and Sappes
aquifers with 4,076,831 and 2,172,617 MJ, respectively (Table 3). Comparison between aquifers and
abandoned mines in the studied regions indicates that in general aquifers present significantly higher
total heat energy capacity compared to that of the abandoned mines. The abandoned coal mine
of Aliver (Evia Island; Central Greece) shows the highest potential for underground heat storage
(723,255 MJ) compared to that of Chaidari and Mandra in Attica (Central Greece).

 

Figure 6. Average total heat energy column chart of the studied Greek aquifers and abandoned mines.

Considering the area average heat values of the studied regions (Table 3), the aquifers tend to
exhibit lower values compared to those of abandoned mines, which are significantly higher (Figure 7).
In particular, the aquifer average area heat energy ranges from 227,864 to 1,365,479 MJ. The highest
values in the studied aquifers correspond to those of Sappes and Komotini (Agioi Theodoroi) regions.
Regarding the abandoned mines their average area heat energy ranges from 1,181,993 to 5,440,280 MJ,
with the Aliveri abandoned coal mine presenting the highest potential.

The aforementioned results (Table 3) indicate that Aquifer Thermal Energy Storage is one of the
most promising technological options that provides large storage capacities [93,94]. By utilising the
subsurface space in these sites, Underground Thermal Energy Storage systems potentially provide
sustainable heating and cooling energy for different building types. Thus the ATES integration in
a district or urban level can be more efficient compared to a conventional separate heating and cooling
generation technology [94,95].

The East Macedonia-Thrace region consumes 3765 kWh per household for electricity needs [96].
In Greece 40% of the total energy consumption corresponds to electricity needs, whereas the 60%
corresponds to space heating [97]. Thus, in East Macedonia-Thrace the thermal energy consumption
is 5647.5 kWh. Taking these into consideration, it is suggested that the Sappes, Serres and Komotini
(Agioi Theodoroi) aquifers (Table 3) could cover the space heating energy consumption of this region.
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Table 3. Underground Thermal energy storage systems (UTES) Capacity in selected sites (see
Supplementary Table S2 for additional details).

Sites Considered (* Aquifer,
** Abandoned Mine)

Avgerage Total Heat Energy
Storage Capacity (MWh[th])

Average Area Heat Energy
Storage Capacity (MWh[th])

Sappes * 2,172,617 1,284,404
Agioi Theodoroi Komotinis * 4,076,831 1,365,479

Mitrikou lake * 1,335,808 448,048
Serres * 6,052,932 793,685

W. Thessaloniki Shallow
Thermal * 13,232 249,200

Aliveri Evia * 723,255 691,274
Megalopoli * 384,557 227,864

Thimiana Chios * 9599 256,027
Lesbos-Thermi * 509,167 1,024,109

Kos * 847,815 836,356
Samos * 21,801 384,041
Limnos * 767,700 473,650
Rhodes * 162,278 477,918

Fili landfill_Attica * 673,119 621,720
Mandra Attica ** 34,543 2,997,653

Aliveri ** 936,938 5,440,280
Chaidari ** 65,198 1,181,993

 

Figure 7. Average area heat energy column chart of the studied Greek aquifers and abandoned mines.

4.2. Underground Gas Storage Potential

Underground gas storage is currently regarded as a mature and widely implemented technology
in a global scale. The choice of the appropriate gas reservoir strongly depends on many factors
such as [98]: (a) porosity, permeability and storage capacity of the host rock, (b) cap rock occurrence,
(c) depth of capture and (d) the physicochemical properties of the underground water.

There are three types of underground natural gas storage at the current stage and these include
depleted oil and gas reservoirs, salt-caves and aquifers. Natural gas is injected into the storage regions
during the slack season of gas usage (mainly summer) and is produced during the busy season (mainly
winter) from storage reservoirs [99]. In depleted natural gas and oil reservoirs conversion of gas/oil field
(from production to storage stage) benefits from the existing infrastructure (wells, gathering systems,
and pipeline connections), as well as on the massive societal acceptance. These are the most commonly
used underground storage types due to their wide availability [100]. The amount of the stored natural
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gas strongly depends on the formation porosity and permeability, which affect the natural gas flow
rate. The flow rate subsequently affects the rate of injection and withdrawal of working gas [101].

Predictions suggest an increasing energy demand within the following years.
Therefore, planned infrastructure projects, in which Greece involves as a transit country, will be
developed. These projects include the Trans Adriatic Pipeline (TAP) [102–104] the IGB (Interconnector
Greece Bulgaria) gas interconnector between Greece-Bulgaria [103,104] and the EastMed gas
pipelines [103] to improve security and diversity of Europe’s energy.

Results of the current study (Table 4) indicate that potential sites for implementation of
underground gas storage technologies in Greece include gas fields, aquifers and evaporites. In particular,
the Prinos and South Kavala gas fields present significantly higher storage capacities compared to
the other types presented (aquifers and evaporites; Figure 8). These results further confirm the high
storage potential of South Kavala gas field for natural gas storage purposes. The South Kavala Gas
field (North Greece) is a promising case for underground gas storage in Greece (Table 4). It is a site
with proven feasibility and is expected to be deployed in the following years. The available data show
that the cumulative gas production to date is approximately 847 Mm3 (million m3) (Recovery Factor
RF 85%) and the estimated remaining gas volume is 148 Mm3, respectively [105]. Evaporite formations
are the second most important types presenting storage capacity values ranging from 649,668 to
757,327 MWh(e). Regarding the studied aquifers, those included in the sedimentary formations of
Western Thessaloniki basin and Mesohellenic Trough exhibit the highest potential for underground
gas storage.

Taking into consideration that the electricity consumption per household is 3765 kWh for East
Macedonia and Thrace [96], it is concluded that the Prinos and S. Kavala gas fields (Table 4) could
cover the electricity needs for the households in this region.

Table 4. Underground gas storage (UGS) Capacity in selected sites (see Supplementary Table S3 for
additional details).

Sites Considered
(* Gas Field, ** Aquifer,

*** Salt Structure)

Total Gas
Volume (Mm3)

Working Gas
Volume (Mm3)

Cushion Gas
Volume (Mm3)

Energy Storage
Capacity
(MWh[e])

South Kavala * 847 720 127 2,672,920
Epanomi * 500 250 250 928,097
Katakolo * 300 150 150 556,858

Prinos * 2280 1300 980 4,826,105
Western

Thessaloniki_ Alexandria ** 3 1 2 3712

Mesohellenic
Trough_ South Grevena ** 44 13 31 48,261

Flysch Botsara syncline ** 33 10 23 37,123
Mazarakia *** 281 175 106 649,668
Heraklion *** 328 204 124 757,327

Mesohellenic Trough Filio ** 25 8 17 29,699
Western Thessaloniki SG ** 136 41 95 152,208
Western Thessaloniki DG ** 29 93 20 345,252
North Mesohellenic basin

SG ** 130 39 91 144,783

North Mesohellenic basin
DG ** 214 64 150 237,593

Delvinaki *** 218 175 106 649,668
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Figure 8. Average energy storage capacity (MWh[e]) column chart of the studied Greek aquifers,
evaporites and abandoned mines.

4.3. Hydrogen Storage Potential

According to the geological data considered, the potential sites for the development of underground
hydrogen storage practices are those of Trifos, Achira (Aitoloakarnania Central-Western Greece),
as well as the Kefalonia and Corfu islands. These locations have been already deployed for
on-shore wind energy production, whose excess energy can be used to produce hydrogen within
an environmentally friendly framework. In order to modelise the potential of storing hydrogen within
the aforementioned storage sites a capsule-shaped cavern is assumed as a case scenario. This particular
shape is proposed because research studies have shown that these are more stable in terms of stress
risks compared to other shapes considered for cavern development [106]. A capsule cavern of elliptical
shape was assumed [106]. The cavern volume is 550,000 m3, with diameter of 60 and 300 m height,
at a depth of 650 m. The average temperature of hydrogen stored in such evaporite cavern is calculated
using Equation (9) [17]:

Taverage = 288 + 0.025 × (depth − cavern height/2) (9)

which is calculated at 27 ◦C, taking into consideration the geothermal gradient. In this equation,
Taverage stands for average gas temperature of 15 ◦C, depth in meters and cavern height in meters.

Based on reference data considerations [17,106], an amount of 367,000 m3 as the average working
hydrogen volume and an amount of 183,000 m3 for cushion volume were estimated. The working
volume refers to the maximum usable storage capacity expressed in energy content. The storage
capacity can also be expressed in energy terms and significantly by calculating it in MWh(e). Our case
scenario presents comparable features with an already existing hydrogen storage site in Chevron,
Texas (USA), which enables the storage of 580,000 m3 hydrogen volume, at 83,300 MWh(th) energy
storage capacity and ~850–1150 m depth [106]. Based on this site specifications it is estimated that
our case study presents the potential for 80,000 MWh(th) energy storage capacity for 650 m depth and
550,000 m3 hydrogen volume Considering that 1 MWh(e) = 1/3 MW(th) [107], the aforementioned value
corresponds to 26,600 MWh(e). This scenario applies for all the above-mentioned sites (Trifos, Achira,
Kefalonia and Corfu) that could potentially be deployed.

Taking into consideration that the average electricity consumption of Ionian islands is 3929 kWh
per household [96] and the islands of Kefalonia and Corfu can store up to 53,200 MWh(e), it is concluded
that hydrogen could cover the electricity needs of 6770 households.
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4.4. Recommended CO2 Storage Sites

Geological CO2 storage within permeable rock types such as basalts (CarbFix project,
Iceland) [27,28] and sandstones [29,30,108] is one of the most efficient technologies for mitigating
anthropogenic CO2 emissions. Enhanced oil recovery provides a crucial option for secure CO2 storage
in oil fields. In this framework several high impact EOR (Enhanced Oil Recovery) projects have been
implemented [26,109]. Specific rock types (basalts, sandstones and evaporites) from many Greek
regions were considered in the current study regarding their potential for CO2 storage.

There is a detailed literature regarding the potential of selected Greek regions. Pleistocenic alkaline
basaltic outcrops in the region of Volos is considered as a promising site to apply carbon storage [3].
Their abundance in Ca-bearing minerals, low alteration grade and high porosity provide the
appropriate physicochemical properties for the implementation of CO2 storage via mineralisation.
Preliminary calculations indicate a storage potential of 82,800 and 27,600 tons of CO2 maximum
mass [3]. The aforementioned indications for implementation of carbon storage are further supported
by the indications of enhanced heat based on calculations of groundwater temperatures from irrigation
wells. Similar elevated temperatures have been calculated in adjacent regions of Kamena Vourla
(Central Greece; East Thessaly) and Lichades Islands (Central Greece; North Evoikos Gulf) [110].

Based on geochemical simulations conducted by [29], presenting reactions within the sandstone
brine system of the Mesohellenic Trough it is concluded that the Pentalofos and Tsotyli sedimentary
formations could serve as potential sites for long term CO2 storage produced by the adjacent
power plants [29]. The potential of CO2 storage within sandstone formations is highly affected
from the abundance of feldspars and plagioclase crystals [36,111]. Research studies indicate that
K-feldspars react with the injected CO2 producing clay minerals (kaolinite, illite), NaAlCO3(OH)2

and K2CO3 [36]. Kaolinite precipitation is further enhanced from plagioclase dissolution which also
produces considerable amounts of calcite [36]. Further estimations on CO2 capacity in the Mesohellenic
Trough indicate that Pentalofos formation is a geological reservoir formation capped by Tsotylli
formation which serves as a cap-rock [37].

Additional sites with potential of CO2 storage in Greece include the Miocene sandstones of
the Prinos and South Kavala regions, at ~1600 m depth with 35 Mt CO2 storage capacity [19].
The offshore-Prinos basin can host 30 Mt CO2 within oil reservoirs, as well as 1350 Mt CO2 in deep
saline Miocene aquifers at 2400 m depth [19]. The Epanomi gas field (Figure 1) presents 2 Mt CO2

capacity within limestones at 2600 m depth, whereas the deep saline aquifers within sedimentary
formations of Thessaloniki basin present 640 Mt CO2 storage capacity at 900–2400 m depth [19].
In South Greece the Katakolo oil and gas field could serve as potential site for CO2 storage purposes
within the Cretaceous-Eocene limestones presenting 3.2 Mt CO2 capacity [19].

Based on the aforementioned literature data, in combination with additional key parameters
guidelines are proposed suggesting which perspective sites are most suitable for CO2 storage:
(a) Mesohellenic Trough sandstones, (b) Volos basalts, (c) Western Thessaloniki saline aquifers and
(d) depleted gas field of Prinos. These parameters include the geographical distribution of the
regions, the CO2 storage techniques that can be implemented, as well as the possibility to develop
cost-effective scenarios.

The Volos basalts, the Mesohellenic Trough and the Western Thessaloniki basin are located close
to industrial regions, indicating that CO2 storage can be favoured by reduced costs of transport.
These industrial regions include the cities of (a) Volos (10 km distance from the corresponding basalt
occurrences), (b) Grevena, Ptolemais, Kozani (which lie close to the Mesohellenic Trough sandstones)
and (c) Thessaloniki (which is located at the geographical boundaries of Western Thessaloniki basin).
The implementation of CO2 storage within Mesohellenic Trough sandstones through combination of
geological storage (within the permeable Tsotilli and Pentalofos formations), or carbon mineralisation,
provides significant advantages compared to the other regions.

Concerning the case of the depleted oil reservoir in the off-shore Prinos basin, the relatively high
storage capacity coupled with the use of existing infrastructures, suggests that storage of CO2 can
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be implemented in a cost-effective framework. In addition, the capability of such reservoirs to host
hydrocarbons deposits for long time periods minimises risks for safety hazards associated with CO2

containment compared to other sites [112]. Deep saline aquifers often include water of unsuitable
quality for agricultural and drinking water usage [21]. Thus, the aquifers of Western Thessaloniki
basin present significant advantage to be exploited for CO2 storage.

5. Conclusions

This study presents, maps and investigates several Greek regions regarding their capacity on
underground thermal energy storage (UTES), underground gas storage (UGS), hydrogen storage
and CO2 storage. To achieve that preliminary results and petrographical data were presented and
compared with literature data. The main concluding remarks are:

• Thermal energy capacity was examined in 22 sandstone aquifers throughout several regions
of Northern, Central Greece and Aegean islands. Research results indicate that the aquifers of
Mesohellenic Trough, Western Thessaloniki basin and those of Botsara flysch exhibit the highest
thermal capacity values, which can reach up to 4175 MJ.

• Heat capacity was investigated in 14 aquifers throughout the Northern and Southern Greece,
as well as on three abandoned mines from Attica region and Aliveri regions (Central Greece).
In general, the aquifers tend to present higher average total heat energy values that reach up
to ~6.05 × 106 MWh(th) compared to those of the abandoned mines. In particular, the Sappes,
Serres and Komotini (Agioi Theodoroi) aquifers could cover the space heating energy consumption
of East Macedonia-Thrace region.

• Underground gas storage technologies present better performance in the gas fields of South Kavala
and Prinos basins compare to the studied evaporite formations and aquifers. These two gas fields
could cover the electricity needs of the households in the region of East Macedonia and Thrace.

• Hydrogen storage capacity was based on a capsule-shaped cavern scenario in Trifos and Achira
regions (Central-Western Greece), as well as in Kefalonia and Corfu islands. Calculations indicate
storage capacity of 26,600 MWh(e) for each of the studied regions. These calculated hydrogen
capacity values for Corfu and Kefalonia islands, could efficiently cover the electricity needs of
6770 households in the Ionian Sea region.

• Petrological studies of the Mesohellenic trough sandstones coupled with basaltic rocks from Volos
region (Central Greece) indicate that these rocks could serve as potential sites for CO2 storage via
CO2-mineralisation. This is attributed to their high porosity, low alteration grade and abundance
on Fe–Mg–Ca–K silicate minerals.

• Based on CO2 capacity data provided by the literature, geographical distribution criteria,
potential for implementation of CO2 storage techniques and cost-considerations, we recommend
the: (a) Volos basalts, (b) Mesohellenic trough sandstones, (c) saline aquifers of Western
Thessaloniki basin and (d) the oil reservoir of Prinos basin, as the most promising sites for
CO2 storage in Greece.
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Appendix A

Table A1. Symbology, description of symbols and units used in equations presented in this study.

Symbol Description Unit

Cp heat capacity MJ/kg·◦C
rho dry bulk density kg/m3

phi porosity %
T transmissivity m2/day
K hydraulic conductivity m/day
D aquifer thickness m

Kh permeability-thickness product m2-m
PFa average formation pressure Pa

T temperature ◦C
VISO oil viscosity mm2/s

Qg productivity gas m3/day
c volumetric specific heat of the reservoir rock MJ/kg·◦C
V volume of the reservoir m3

TR the characteristic reservoir temperature ◦C
TREF the reference temperature ◦C

H heat in place MJ
Vrock the denoting rock volume m3

Prock the rock density kg/m3

H total heat energy storage capacity MJ
P effective porosity %
ρm density of the rock matrix kg/m3

ρw density of water kg/m3

cm specific heat capacity of the rock matrix MJ/kg·◦C
cw specific heat capacity of water MJ/kg·◦C
Tt mean temperature of the compartment ◦C
A surface area under consideration m2

Δz aquifer thickness m
Taverage average temperature of stored hydrogen ◦C

depth depth m
cavernHeight height of the cavern m

KV1 = 7.5 × 10−6 m3/day
KV2 = 1 × 10−5 m3/day

Density of water: 997 kg/m3

Density of rock matrix (e.g., sandstone): 2323 kg/m3
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Abstract: This study investigates how the petrographic features of Klepa Nafpaktias sandstones
affect their behavior in construction applications such as concrete, in environmental applications
such as energy storage as well as whether they are suitable for the above uses. For achieving this
goal, sandstones (ten samples) were collected in order to study their petrographic characteristics
using petrographic microscope and GIS software, as well as their basic physical, mechanical and
physicochemical properties were also examined. Concrete specimens (C25/30) were made according
to international standards including the investigated aggregate rocks in various grain sizes. Various
sandstones were tested and classified in three district groups according to their physicomechanical
features as well as to their petrographic and microtopographic characteristics. Concrete strength’s
results determined the samples into three groups which are in accordance with their initial classification
which was relative to their grain size (coarse to fine-grained). As the grain size decreases their
physicomechanical and physicochemical properties get better resulting in higher concrete strength
values (25 to 32 MPa). Furthermore, the proposed ratio C/A (crystals/mm2) seems to influence the
aggregate properties which constitute critical factors for the final concrete strength, presenting the
more fine-grained sandstones as the most suitable for concrete aggregates. Concerning the use of
Klepa Nafpaktias sandstones as potential energy reservoirs, the studied sandstones presented as
suitable for CO2 storage according to their physicomechanical characteristics.

Keywords: petrographic characteristics; sandstones; physicomechanical properties; concrete
petrography; CO2 storage

1. Introduction

Applied petrography constitutes an essential tool for the assessment of natural rocks or recycling
materials for different useful applications such as concrete and energy storage. Petrography, generally,
using a combination of methods such as microscopic observations (polarizing and scanning electron
microscope) and chemical analysis examines the nature of each given rock/material showing the main
relationship of texture, structure, composition and alteration degree [1–9]. Through these relationships,
petrography may explain the physicomechanical and physicochemical properties of materials/rocks as
well as the relationships among them. It is well-known that the already above-mentioned properties
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are the critical ones that define the particular use of each given material/rock either construction or
environmental applications.

Concrete is one of the most important and useful composite material, which is made from a
mixture of cement, aggregates, water and sometimes admixtures in required proportions [10–13].
Cement and water bonded with aggregates constitute the concrete. Aggregates constitute the main
components of concrete and occupy between 70% and 80% of the concrete volume [10]. Nevertheless,
concrete performance depends on the aggregate particles quality [11–14]. Crushed rocks derived
from various geological sources are the natural aggregates [15]. Critical factors for the suitability of
aggregates in construction use are their physicomechanical behavior. This behavior is affected by the
mineralogical and textural features of aggregates which play critical role in its strength and therefore
in concrete strength. The most common types of rocks used in concrete production are classified into
igneous, sedimentary and metamorphic rocks. Aggregates can be expected to have an important
influence on the concrete’s properties [16]. Such rocks are mainly limestone, granite, sandstone,
quartzite, dolomite, marble, dacite etc. Each of these rock types is more or less suitable for uses as
concrete aggregates, based on their petrographic characteristics and therefore on physicomechanical
properties which contribute to reinforcing the strength of the concrete.

Sandstone is a widespread aggregate presenting various construction applications such as
concrete. The physicomechanical properties of the aforementioned rock lithotype are quite different
and aggregates such as quartzite, subarcose and greywacke can produce various behaviors of hardened
concrete. Thus, it can be seen that these sandstone aggregates can obviously be characterized to
acquire relatively predictable aggregate and concrete performances [17]. Sandstone used as aggregate
of variable sizes within concrete may result in influencing the corresponding strength. In addition,
it is regarded as significant for these aggregates to be graded when applied for concrete production.
Moreover, it is well-known that sandstone is vastly affected by moisture content which results in the
decrease of the identified mechanical property behavior in brittle construction material. Additionally,
these sedimentary rocks have the tendency to display smaller strength compared to conventional
aggregate material such as limestones. Sandstone performance behavior under anhydrous conditions
is regarded as being good, which is not in the case of hydrous conditions since it is regarded as poor
behavior especially in sandstones that are not well cemented [18,19]. Quartz content in concrete
prepared by sandstone aggregates determines the concrete application [20]. Yilmaz and Tugrul [21]
reported that concretes produced by comparable qualities and quantities cements exhibit variability
in strength values depending on: mineralogy assemblage of aggregate, type of cement, textural and
physico-mechanic characteristics.

Many researchers have investigated the correlations between the percentages of specific mineralogical
compositions of aggregates and the final compressive concrete strength. Petrounias et al. [22,23] when
investigating igneous rocks from Greece concluded that the alteration products of serpentinite-bearing
rocks and andesitic-intermediate rocks have a profound impact on their mechanical behavior, that
apparently affect their ability to be characterized as suitable concrete aggregate material. On the other
hand, Yılmaz and Tugrul [21] evaluated sandstone aggregates from Turkey based on the parameters that
include: physical properties, mechanical properties and compositional variations. They concluded that
concretes produced by comparable qualities and quantities of cements present variabilities in the obtained
strength values regarding mineralogy assemblage, the textural and physico-mechanic characteristics of
the tested sandstones used in the size of aggregate.

During the last decades, only a few attempts to combine the database and visualization facilities
of Geographic Information System (GIS) software and petrographic features of rocks have been carried
out. In these studies, polarizing microscope images have been used in order to identify and visualize
rock textures on microscopic scale. Li et al. [24] using GIS software to segment and analyze boundaries
in the perimeters of grains, proposed a procedure to be applied on examined samples. Barraud [25] has
used GIS techniques to process vectorized textural features, whereas Fernandez et al. [26] used the same
application to parametrize single grain crystals through map development methods. An innovative
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methodology combining GIS and petrographic characteristics of various rocks has been applied by
Tarquini [27].

Economic growth and a rising global population means that the worldwide demand of energy
will be rising with very fast pace. This increases concerns that the extensive use of fossil-fuels should
be mitigated, allowing space for further development of renewable energy sources. The problem that
arises with the use of the latter is that most of these sources are intermittent and therefore energy
storage applications are necessary to make them available around-the-clock for uninterrupted power
supply [28]. Suitable subsurface geological formations can serve as energy storage reservoirs depending
on the storage purpose and the type of energy source. Energy storage systems include that of thermal
energy, CO2, compressed air, hydrogen storage, natural gas and underground pumping of water.

Rocks consisting geological formations must fulfill certain criteria to be considered as a candidate
reservoir for potential thermal-energy storage (TES), compressed air energy storage (CAES) and carbon
capture and storage (CCS) applications. These criteria have been noted by researchers (e.g., [28–30])
stating that rocks should display high values of thermal conductivity, specific heat capacity, and density
to enable high storage efficiency. Low porosity values correlate positively with high values of bulk
density and uniaxial compressive strength, which are necessary to ensure not only the optimum energy
storage criteria but to avoid fracture development and disintegration [28]. Research conducted by
Allen et al. [31] and Tiskatine et al. [32] suggest that formations consisting of sandstones may serve as
proper energy storage reservoirs, provided that they meet compositional (e.g., calcium-or silica-rich),
textural and structural and also not having been significantly affected secondary alteration processes.

Aim of this study is to highlight the effect of petrographic characteristics of sandstones from Klepa
Nafpaktias (central western Greece) as a decisive factor in the final strength of the produced concrete
specimens by sandstones aggregates and also to examine their potential use as geological reservoir for
carbon capture and storage (CCS) applications.

2. Geological Setting

The study area is Klepa Nafpaktias that geographically belongs to the regional unit of Aitolia
and Akarnania and geologically to the Pindos Geotectonic Zone, which comprises an intricate thrust
belt with allochthonous Mesozoic and Tertiary deep-water tectono-stratigraphic units [33], which
are developing along the central Western Greece (Figure 1) and extend into Albania and former
Yugoslavia to the north [34] and Crete, Rhodes [35] and Turkey [36,37], toward the south and southeast.
The Pindos Zone sedimentary sequence was deposited in an extended oceanic rift related basin
that likely was created during the Middle Triassic era, located in the Apulia extensive marginal
platform [38] and more specifically in the Gavrovo-Tripolis sedimentary platform [33,39] that emerged
periodically, and now lies westwards of Pindos, and the Pelagonian continental block in the east [40–43].
The progressive closure of the Pindos oceanic basin were initiated during the end of Maastrichtian,
as recorded by the gradual alteration, from predominantly carbonates intercalating with radiolaria
to siliciclastic/turbiditic lithofacies (Paleocene flysch deposition) derived from the north and east
sectors [33,39,44]. The complete closure of the Pindos Ocean during the Eocene led to the detachment
of the deep-sea sedimentary cover from the accretionary oceanic prism, which was later overthrusted
in a westward direction onto the Pelagonian geotectonic platform, forming multiple layers of thrust
sheets [38,42].

The sedimentary alternating strata of Pindos Zone consist of deep-water carbonate, siliciclastic and
siliceous rocks of Late Triassic to Eocene age [38,39,42], mainly including the following units (Figure 1):
(1) Ophiolite complex of Pindos (Jurassic age); (2) Limestones of Orliakas (Late Cretaceous age); (3) A
Mélange formation, namely that of the Avdella (Late Triassic to Late Jurassic age), (4) the Sediments of
deep water type, namely that of Dio Dendra (Late Jurassic to Late Cretaceous age); and (5) a thick flysch
formation assigned to the Pindos zone (Late Cretaceous to Tertiary age) according to Jones et al. [45].
More extensively, the Pindos flysch consists of thin- to thick-bedded sandstones and mudstones in
alteration with marly-oolitic limestones and cherts (reference). According to Konstantopoulos and
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Zelilidis [46], the sandstones of the Pindos Flysch were possibly cited within an accretionary prism
located close to an active marginal basin, supplied by predominantly basic/ultra-basic and less felsic
material. Furthermore, Faupl et al. [47] conducted a heavy mineral examination, suggesting that the
clastic material of the Pindos flysch has an eastwards origin, while a petrographic and geochemical
study by Vakalas et al. [48] on sandstone samples from Epirus and Akarnania regions suggests a
granitic source and a supply from the Pelagonian Zone correspondingly. Detrital modes of sandstone
suites reveal the lithological composition of source terranes and the tectonostratigraphic level reached
by erosion in space and time.

Figure 1. Geological map of the Klepa Nafpaktias [49] (Central Western Greece) region (modified after
fieldwork mapping by using ArcMap 10.1).
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3. Materials and Methods

3.1. Materials

Ten samples from different type of sandstones (coarse-grained and fine-grained) were
collected from the studied area. These samples were tested for their petrographic characteristics,
physicomechanical and physicochemical properties in order to be classified for their suitability as
concrete aggregates. Normal Portland cement (CEM II 32.5N) was used in this study, which conformed
to EN 197-1 [50] standard with the collected aggregates in order to produce concrete. For the mixing
as well as for the curing of concrete, a potable water with pH = 7, characterized as free of clay, salt,
organic matter and silt was chosen to be used. The same volume of aggregate per m3 of the mixture
was retained for keeping consistent composition in all the produced specimens. The proportions used
for cement, aggregates and water ratio were those of 1/6/0.63. The same collected sandstones were also
investigated for their potential use as reservoir for thermal-energy storage (TES) and compressed air
energy storage (CAES) applications.

3.2. Methods

3.2.1. Rock Material Tests

Polished thin sections of the collected sandstones were first tested via a petrographic microscope
(EN 932-3 [51]) for identifying their mineralogical and textural characteristics. The used microscope
was of the type of Leitz Ortholux II POL-BK Ltd., Midland, ON, Canada one. In a further stage,
their petrographic characteristics were investigated as well as the quantification of their mineralogical
composition was calculated using the ArcMap 10.1 software, in which six representative thin sections
of the studied groups (two per sample) were investigated.

Secondary electron images (SEI) were used for the identification of the microtopography of the
aggregates (BS 812 Part 1 [52], whereas six qualitative categories were outlined (porous, honeycomb,
crystalline, rough, granular, smooth and glassy).

A hammer was used in order to crush the studied sandstones into smaller pieces. Then, a laboratory
jaw crusher was used for extra fractioning of the samples. For the preparation of the cylindrical
specimens with diameters varying from 50 to 54 mm and with ratio of length to diameter varying from
2.2 to 2.4 mm, laboratory core drill combined with saw machines were used.

The investigated physicomechanical and physicochemical properties of this study were the total
porosity (nt) (ISRM 1981 standard [53]), the magnesium sulfate (MgSO4) (S) (EN 1367-2 [54]), the water
absorption (wa) (EN 1097-6 [55]), the resistance in abrasion and attrition-Los Angeles (LA) (ASTM
C-131 [56]), and the uniaxial compressive strength (UCS) (ASTM D 2938-95 [57]), properties crucial for
further quality of the aggregates.

3.2.2. Concrete Tests

Twenty normal concrete cube specimens having dimensions of 150 × 150 mm were produced by
the ten investigated sandstone aggregates (ACI-211.1-91) (Table 1) [58]. For all the produced concrete
specimens, the used parameters retained fixed. The aggregates were crushed and sieved via standard
sieves and separated to achieve the sizes: 2.00–4.75, 4.45–9.5 and 9.5–19.1 mm. After 24 h, the samples
were transferred from the mold and for 28 days they were cured in water at 20 ± 3 ◦C. A compressive
testing machine, having an increasing rate of load of 140 kg/cm2 per minute, was used in order to
calculate the concrete strength by the division of the value of the load at the moment of failure over the
area of specimen. The concrete strength was calculated via BS EN 12390-3:2009 standard [59].

In this stage, the examination of the concrete textural features was carried out when using polished
thin sections in a petrographic microscope (ASTM C856–17) [60]. A 3D depiction of the petrographic
characteristics of the concrete as well as of the studied sandstone aggregates was carried out by the 3D
Builder software using thin sections.
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Table 1. Quantification of the modal composition of the representative investigated groups of sandstones.

Modal Composition Ratio

Samples Quartz K-Feldspars Plagioclase Calcite Muscovite Total Cement C/A

Group I K.L5 24.96 29.20 0.53 1.43 1.60 42.28 11.61

K.L9 26.00 28.34 0.51 1.43 1.58 42.14 11.59

Group II K.L1 25.56 16.82 0.50 8.40 1.37 47.35 21.40

K.L3 25.52 16.81 0.65 8.05 1.33 47.64 20.80

Group III K.L7 29.50 6.64 0.20 2.46 4.12 57.08 56.50

K.L10 29.10 6.62 0.26 2.44 1.41 57.44 55.70

4. Results

4.1. Test Results of Aggregates

4.1.1. Petrographic Features of Aggregates Using Petrographic Microscope

The studied sandstones derived from Klepa area have been divided according to the petrographic
analysis into three district groups. These groups are based on the grain size of the collected sandstones
and they were characterized as coarse to fine-grained ones.

Group I: Coarse-grained sandstones (KL.5, KL.9)
These sandstones comprise sub-angular to angular grains (Figure 2a,b). They are generally

moderate to poor sorted. The mineralogical composition mainly includes quartz, K-feldspars,
plagioclase, calcite, mica and in minor amounts muscovite, chlorite and biotite as well as lithic
fragments (Table 1). These sandstones present mainly siliceous cement. Quartz is mostly displayed
as undulose monocrystalline and less as polycrystalline grains. The monocrystalline quartz grains
vary from sub-angular to angular, while the polycrystallines range from sub-angular to sub-round.
The grain contacts presented as straight to suture. K-feldspars grains vary in size, from small to
large with euhedral to subhedral shape, whereas plagioclase is observed in smaller grains. In general,
the fragments are sub-rounded and sub-angular to angular and they are mainly comprised of clasts of
quartz, feldspars as well as by rock-fragments of basalt and gabbro. Traces of carbonate fossils are also
observed in several samples (e.g., KL.5).

Group II: Medium-grained sandstones (KL.1, KL.2, KL.3, KL.6)
The medium-grained sandstones can be classified as quartz sandstones. They are moderately

sorted and their grains are sub-angular to sub-round. The main mineralogical composition includes
quartz which forms monocrystalline and polycrystalline grains, K-feldspars, calcite and muscovite
(Figure 2c). Polycrystalline quartz shows interlocking texture. Feldspars (mainly microcline) are
presented in lesser amounts, including the weathered varieties (Table 1). Cement is mainly siliceous
and locally calcareous.

Group III: Fine-grained sandstones (KL.4, KL.7, KL.8, KL.10)
In the fine-grained quartz sandstones, framework grains are mainly sub-angular to sub-round.

They are characterized as well sorted quartz sandstones. The modal composition mostly comprises of
quartz, K-feldspars, calcite, and mica (mainly muscovite) which is presented in bigger amounts in
contrast to the other two groups. Cementing material is mainly siliceous (Table 1).
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Figure 2. Photomicrograph of textural characteristics of sandstone aggregates (Nicols+) and 3D
depiction of the studied sandstones respectively: (a) clastic texture presented in a coarse-grained quartz
sandstone with quartz (Qz), K-feldspars (K-Fs), plagioclase (Plg), muscovite (Ms) and calcite (Cc);
(b) 3D depiction of coarse-grained sandstone; (c) clastic texture presented in a coarse-grained sandstone
containing large particles of carbonate fossils; (d) 3D depiction of coarse grained sandstone; (e) clastic
texture presented in a medium-grained quartz sandstone with quartz (Qz), K-feldspars (K-Fs) and
calcite (Cc); (f) 3D depiction of coarse-grained sandstone; (g) clastic texture presented in a fine-grained
quartz sandstone with muscovite (Ms); (h) 3D depiction of fine-grained sandstone.

4.1.2. Petrographic Features of Aggregates Using GIS Method

In this paper, GIS method was used as a new approach for petrographic analysis of the investigated
sandstones. For this reason, six thin sections, representative of the investigated sandstones (two
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sections for each group) were used in order to be analyzed via GIS method. More specifically, a part
of the same size and in the same site of the thin section has been chosen to be digitized via ArcMap
10.1 software. Each digitized polygon corresponds to a different grain of the sandstone. The result of
that process is the creation of a map that shows the modal composition of the tested rocks as well as
their textural characteristics such as the grain size (Figure 3). In a next stage, the semi-quantification
of the mineralogical composition of the studied sandstones was carried out, showing that Group III
presents higher content of quartz than the other two groups, Group I displays intense higher content
of feldspars in contrast to Group II and III (Table 1), while Group II is presented as more enriched in
calcite (Table 1). Furthermore, Group III displays significant high content of muscovite. Concerning
the containing cement, Group III presents higher content of silica cement in contrary to the other two
groups (Table 1). After the petrographic analysis via the GIS proposed method, the ratio C/A was
calculated (Table 1). C/A (crystals/mm2) is the ratio of the sum of the measured crystals to the measured
area (mm2). As can be seen in Table 1, Group I, which contains the coarser grains, presents an average
of C/A 11.60 in contrast to samples of Group III which presents values of C/A from 55.70 to 56.50 and
this group consists of the smallest size grains.

Figure 3. Representative images from the studied groups derived from the ArcMap 10.1 software
showing: (a) The part of the thin section of the coarse-grained sandstone which has been analyzed;
(b) the output after the digitalization of the investigated part of each thin section where each mineral
phase has been attributed by different colors; (c) the part of the thin section of the medium-grained
sandstone which has been analyzed; (d) the output after the digitalization of the investigated part
of each thin section where each mineral phase has been attributed by different colors; (e) the part
of the thin section of the fine-grained sandstone which has been analyzed; (f) the output after the
digitalization of the investigated part of each thin section where each mineral phase has been attributed
by different colors.
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4.1.3. Microtopographic Characteristics of the Tested Sandstones

The surface textural characteristics of the examined sandstone particles were used to classify
the quartz sandstones in groups consistent with the above mentioned Groups I to III, as it is shown
in Figure 4. The abundance of the coarse size grains of quartz, feldspars and carbonate fossils in
the poor sorted sandstone (Group I) is responsible for the smooth surfaces. Sandstones of Group,
II constituting medium-grained rocks, are characterized by rough surface texture. The surface of Group
III samples can be characterized as rougher in contrast to the other two groups because of the existence
of higher content of evenly distributed mica and quartz expressing topographic low areas combined
with feldspars which express lower topographic areas.

Figure 4. Secondary electron images (SEI) depicting the microtopography of representative
sandstone samples observed to their textural and mineralogical characteristics: (a) coarse-grained;
(b) medium-grained; (c) fine-grained sandstone.

4.1.4. Physicomechanical Properties of Aggregates

Three distinct groups of sandstones were determined following the results of their
physicomechanical properties (Table 2). The calculated mechanical as well as the calculated physical
results of the examined rocks present quite wide range. These results have classified the investigated
sandstones into groups which are in agreement with those derived from their petrographic study.
Group I includes coarse-grained sandstones, which presented the worst values of mechanical properties
among all the studied rock samples. Among the examined sandstone aggregates of Group I, sample
KL.5, owing to its lower content in quartz, led to a lowest value of total porosity (nt) as well
as in resistance in abrasion. Group II was composed of medium-grained sandstones presented
variable physicomechanical performance relative to their mineralogical composition. Group III
included fine-grained sandstones, which displayed high physicomechanical parameters among all the
determined groups. The fine-grained sandstones, such as KL.4 and KL.8, presented better mechanical
characteristics against the coarse-grained sandstones such as KL.5 and KL.9.

Table 2. The results of the physicomechanical properties of the tested sandstones.

Samples Lithotype Particle Size
Los Angeles

(LA %)
Uniaxial Compressive

Strength of Rocks (UCS MPa)
nt (%) Wa (%) S (%)

KL.1 Sandstone
Medium
grained

(Group II)
20.0 115.0 4.50 2.10 20.00

KL.2 Sandstone
Medium
grained

(Group II)
21.0 105.0 4.80 1.80 18.00

KL.3 Sandstone
Medium
grained

(Group II)
22.0 89.0 5.30 2.21 19.00
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Table 2. Cont.

Samples Lithotype Particle Size
Los Angeles

(LA %)
Uniaxial Compressive

Strength of Rocks (UCS MPa)
nt (%) Wa (%) S (%)

KL.4 Sandstone Fine grained
(Group III) 16.0 112.0 3.50 1.55 13.00

KL.5 Sandstone
Coarse
grained

(Group I)
29.0 77.0 9.50 3.30 48.00

KL.6 Sandstone
Medium
grained

(Group II)
19.0 105.0 3.70 2.18 17.00

KL.7 Sandstone Fine grained
(Group III) 13.0 115.0 2.30 0.90 15.00

KL.8 Sandstone Fine grained
(Group III) 15.0 113.0 2.90 1.50 12.00

KL.9 Sandstone
Coarse
grained

(Group I)
33.0 75.0 19.50 2.80 38.00

KL.10 Sandstone Fine grained
(Group III) 15.0 112.0 3.10 1.60 20.00

4.2. Concrete Test Results

4.2.1. Uniaxial Compressive Strength of Concrete

Uniaxial compressive strength test was carried out for the produced specimens, whereas their
results can be observed in Table 3. These values varied from 24 to 32 MPa after 28 days of curing. The
concrete strength results are in relevant accordance with the strength of their aggregates. Concrete
specimens displayed the lowest strength values that have been made by sandstones of Group I as
aggregate particles (Tables 2 and 3). More specifically, the coarse-grained sandstone that contains
carbonate fossils of big size displays the worst strength value (24 MPa), value which is below the
permitted limit for the concrete class C25/30. The concrete specimens, made by medium grained
aggregates from Group II, displayed variety on strength values (26 to 31 MPa), whereas on the other
hand those made with the finer grained aggregates from Group III showed the highest compressive
strength values (30 to 32 MPa).

Table 3. Uniaxial compressive strength test results of the concrete specimens.

Samples Lithotype Particle Size
Uniaxial Compressive Strength of

Concrete Specimens (UCScon (MPa))

KL.1 Sandstone Medium grained (Group II) 31.0
KL.2 Sandstone Medium grained (Group II) 28.0
KL.3 Sandstone Medium grained (Group II) 26.0
KL.4 Sandstone Fine grained (Group III) 30.0
KL.5 Sandstone Coarse grained (Group I) 25.0
KL.6 Sandstone Medium grained (Group II) 27.0
KL.7 Sandstone Fine grained (Group III) 32.0
KL.8 Sandstone Fine grained (Group III) 32.0
KL.9 Sandstone Coarse grained (Group I) 24.0
KL.10 Sandstone Fine grained (Group III) 31.0

4.2.2. Petrographic Characteristics of the Investigated Concretes

Careful microscopic analysis of the thin sections of the tested concrete specimens which were
studied by using polarizing microscope as well as through the 3D depiction of the same thin sections
showed, in general, satisfied cohesion between the aggregate particles and the cement paste among all
the concrete specimens produced by the coarse-grained, the medium-grained as well as the fine-grained
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sandstones (Figure 5). The existence of intense content of silica cement may enhance the bonding
between the sandstone aggregates and the cement paste. Even neither in concrete specimens produced
by aggregates of Group I nor in those produced by aggregates of Group II and III, loss of material can
be observed nor extensive interaction zones.

Figure 5. Photomicrographs of representative tested concrete specimens produced by: (a) Coarse-
grained sandstone aggregate; (c) medium-grained sandstone aggregate; (e) fine-grained sandstone
aggregate and 3D depiction of representative tested concrete specimens produced by: (b) coarse-grained
sandstone aggregate; (d) medium-grained sandstone aggregate; (f) fine- grained sandstone aggregate.

5. Discussion

5.1. The Impact of Petrographic Characteristics on the Sandstone Aggregate Properties and on the Quality
of Concrete

Petrographic characteristics such as mineralogical composition, texture, particle size, alteration
and weathering degree of rocks which are used as aggregate materials, constitutes the main factors
influencing their properties that are critical for their suitability in various construction and industrial
applications [61]. Numerous researchers have correlated physical and mechanical properties of rocks
used as aggregates [62–64] giving clear interpretations of the relationships between them which are
based on the type of the contained minerals and on their size. Petrounias et al. [65] have proved that
the type of the secondary phyllosilicate minerals contained in mafic, ultramafic and intermediate
and acidic volcanic rocks is the critical factor that predominately determines the physico mechanical
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properties of the studied rocks. Additionally, Tugrul and Zarif [66] have reported that the mean grain
size is presented as a primary factor influencing the mechanical behavior of the granites which are
used as concrete aggregates. More specifically, they have proved that as the mean grain size decreases,
the strength of the rock increases respectively. The statistical method that is widely used to determine
the relationships between different engineering parameters of rocks is the regression analysis [66–68].
In this paper, where sandstones from Klepa Nafpaktias were studied, strong relationships between the
physical and mechanical parameters as well as among mechanical, physical, and physicochemical ones
were observed using regression analysis. These correlations as they presented in Figure 6 are mainly
dependent on the grain size and lesser on the mineralogical composition and on the amount of the
cement. The diagrams of Figure 6 indicates that as the grain size of the investigated sandstone increases,
the values of their physical properties increase while the values of their mechanical properties decrease
respectively. For example from the diagram of Figure 6a we can observe that Group I, as it is classified
after petrographic analysis through the petrographic microscope and verified after the new proposed
petrographic analysis via GIS method and is characterized as the more coarse-grained group, presents
ratio C/A 11.60 on average and higher values of porosity (nt) (Table 2) and lower resistance in abrasion
and attrition (LA). Likewise in the diagram of Figure 6b Group I presented as more capable to absorb
water (wa) and with lower values of uniaxial compressive strength (UCS). Diagrams of Figure 6a,b
show the interaction between the physical and mechanical properties which are directly depended
on the grain size of the similar mineralogical composition tested sandstones. The lower value of the
mechanical strength of the coarse-grained sandstones may be a result of the low, and maybe because
of the microtopography, internal attrition between the grains combined with the small percentage of
cement, which leads to small angles of attrition relative to the density.

Figure 6. (a) LA vs. total porosity (nt) of rocks; (b) compressive strength (UCS) vs. water absorption
(wa) of rocks; (c) LA vs. the compressive strength (UCS) of rocks; (d) water absorption (wa) vs. the
soundness test (S) of rocks.

In contrast to the comparatively finer grained sandstones, molecular internal forces are developed
during the loading presenting better cohesion and bonding among the grains. Furthermore, the porosity
(nt) as well as the water absorption (wa) seems to significantly be increased in the coarse sandstone
rocks against the fine ones, which indicates that larger grains exhibiting weaker cohesion in contrast to
the smaller are capable to adsorb more percentage of water around each grain mainly in the form of a
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surface layer. The diagram in Figure 6c illustrates the interaction of the mechanical properties LA and
UCS directly dependent on the grain size. Several researchers have also reported similar relationships
between these properties [23,65,69,70] when studying various types of rocks. In this diagram, it seems
obvious that the mechanical characteristics of sandstones vary in a similar way under different type
of mechanical loadings. For example, rocks of Group I (coarse-grained) present lower resistance in
abrasion and attrition and lower compressive strength in contrast to those of Group III (fine-grained)
which presented more resistance in abrasion and attrition and with higher strength values. In the
diagram of Figure 6d, the relationship between the Soundness test (S) and the water absorption (wa) is
presented, the trend of which is similar to other reported relationships between the Soundness test and
physical properties by several researchers [61]. The interpretation given above regarding the ability of
coarse-grained sandstones to adsorb water in their structure in contrast to the fine-grained sandstones
has a strong effect on their resistance to temperature changes. All of the above theories regarding the
effect of grain size on the physicomechanical properties of rocks are quantified and presented below in
Figure 7. More specifically, the quantification of the number of minerals per mm2 (C/A) (calculated
via GIS) seems to be strongly correlated with the physicomechanical properties of the sandstones.
In Figure 7a, it can be seen that as the C/A increases, the strength of the rocks increases (Figure 7a)
and their resistance in abrasion and attrition increases respectively (Figure 7b), whereas the number
of minerals per mm2 increases as their porosity decreases (Figure 7c). It is noticeable that the above
mentioned relationships display high coefficient of correlation (R2 = 0.72 and R2 = 0.71) (Table 4) a
fact that shows that the grain size constitutes the principal but not the unique factor that influences
these properties. This happens because the mineralogical composition of rocks also determines their
physicomechanical properties.

Figure 7. (a) compressive strength (UCS) of rocks vs. the ratio C/A; (b) LA of rocks vs. the ratio C/A;
(c) total porosity (nt) of rocks vs. the ratio C/A.

The results from the investigated sandstone concretes shows that they present satisfactory values
of compressive strength (24.00 to 32.00 MPa) relative to other concrete specimens that have been made
by andesites and serpentinites as aggregate particles [22]. These satisfactory strength results may
attributed to the generally high microtopography of coarse-grained, medium-grained, as well as of
fine-grained sandstones relative to the microtopography of other used rocks [22] (Figure 2b,d,f,h and
Figure 4). The microtopography of the aggregates constitutes a crucial factor for the mechanical quality
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of the aggregate rocks and consequently for the quality of the produced concrete as it influences the
cohesion and the bonding between the cement paste and the aggregate particles [1,22,23]. The only
studied concrete specimen that displays lower strength (25 MPa) than the standard states is the specimen
in which the used aggregate was the enriched in carbonate fossils coarse grained sandstone (Figure 2c).
This fact may be the result of the lower resistance of the fossils which tend to be broken during
the mechanical loading, combined with the low microtopography which they promote (Figure 3d).
However, although all the investigated concrete specimens revealed satisfactory strength results, small
differences in their values appeared to be dependent on the grain size of the sandstones. The diagrams
in Figure 8 indicate that the aggregate properties, which are determined by the size and the number of
the grains, as it is shown in Figure 7, determine the final strength of the produced concrete specimens.

Figure 8. (a) Total porosity (nt) of rocks vs. concrete strength (UCScon); (b) compressive strength of
rocks vs. concrete strength (UCScon); (c) water absorption (wa) of rocks vs. concrete strength (UCScon);
(d) LA of rocks vs. concrete strength (UCScon).

Table 4. Correlation equations of diagrams of Figures 6–8.

Diagram R2 Equation

6a 0.97 nt = 0.658 × 100.0972LA

6b 0.74 wa = −0.0381UCS + 5.8771

6c 0.86 UCS = −2.2626LA + 147.73

6d 0.76 S = 14.776wa − 7.4628

7a 0.72 C/A = 1.1038 × 100.0317UCS

7b 0.90 C/A = 162.49 × 10−0.087LA

7c 0.71 C/A = −22.81ln(nt) + 68.975

8a 0.57 UCScon = −0.4369nt + 31.182

8b 0.86 UCScon = 0.1783UCS + 10.449

8c 0.73 UCScon = −3.7077wa + 35.993

8d 0.82 UCScon = −9.138ln(LA) + 55.735
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During the petrographic analysis of the tested concrete specimens, no significant failures and loss
of material were observed in those produced by coarse-grained sandstones and nor extensive reaction
zones, which typically occur in igneous high porosity aggregates. One possible interpretation that can
be attributed is that the lower mechanical strength of concrete aggregates may depend on the higher
porosity of the coarse-grained sandstones in contrast to the fine-grained ones (Table 2) which result in
the greater adsorption of water which is useful during the 28 days of curing for the achievement of the
optimum cohesion between the cement paste and the aggregate particles. However, such extensive
areas of incomplete hydration of the cement around the grains were not observed during petrographic
examination of the concrete using polarizing microscope. This may have happened because of the
even distribution of the mineralogical composites of rocks as can be seen in the 3D depiction via GIS.
This resulted in the even adsorption of water and consequently these zones cannot be easily perceived.

5.2. A Potential Scenario for Storage of CO2 in Sandstones from Klepa Nafpaktias

The studied area presents an appropriate geological basin environment for applying CO2 capture
and storage (CCS) applications. It is well-known that the permeability of flysch formations is regarded
as being generally low because of the presence of marl and clay intercalations within this type of
formation. This practically impermeable sedimentary formation lies stratigraphically above the
sandstones, thus providing an excellent seal caprock to keep the buoyant CO2 within the reservoir rock.
This case presents many similarities with that described for the Mesohellenic Trough (NW Greece),
which examined the potential of CO2 storage within porous sandstones that are overlaid be a less
permeable cap rock formation [71–73]. In the latter case, a depth of over 800 m was regarded as
suitable for trapping CO2 under supercritical conditions [73–75]. The sandstone samples provided
from our study are highly comparable in terms of composition with sandstones from the Pentalofos
formation of the Mesohellenic Trough [72]. Petrographic and mineral modal examinations reveal
that the sandstones (Groups I–III) from Klepa Nafpaktias display the following modal compositions:
Quartz = 24–29%; K-feldspar = 7–29%; Calcite = 1–8%; Muscovite = 1–4%; Plagioclase~0.5%; Siliceous
and Calcite-bearing Cement = 42–57% (Figure 2, Table 1).

These results show that the sandstones examined include relatively higher quartz contents and
less calcite compared to those located in the Mesohellenic Trough [73]. Furthermore, effective porosity
of the Klepa Nafpaktias sandstones, as it was calculated through the total porosity, which is about
6% for the Group I presents higher values of effective porosity in contrast to the other two sandstone
groups and tend to be lower than the Pentalofos sandstones of the Mesohellenic Trough ~ 9%.

Despite the relatively smaller storage potential presented in the region of Klepa Nafpaktias,
the rather higher silica contents offers the ability of avoiding undesirable fracture development and
disintegration phenomena. This is because CO2 is expected to react with calcite hosted within the
sandstones; however, this would result in the formation of unstable bicarbonates, which would
hinder their ability for permanent CO2 storage. Recent studies on CO2 geological storage within
sandstone formations reveal the importance of feldspar and plagioclase minerals for permanent CO2

trapping [75–78].
The mineralogical composition of the studied sandstones of Group I as well as their general

petrographic characteristics enhances their capacity for CO2 storage as the sufficient amounts of
K-feldspars can react with injected supercritical CO2 with the following reactions (1)–(4):

2KAlSi3O8 (K-feldspar) + CO2 + 2H2O⇒ Al2(Si2O5)(OH)4 (kaolinite) + 4SiO2 + K2CO3 (1)

3KAlSi3O8 (K-feldspar) + H2O + CO2 ⇒ KAl3Si3O10(OH)2 (illite) + 6SiO2 + K2CO3 (2)

2NaAlSi3O8 (albite) + 2CO2 + 3H2O⇒ Al2(Si2O5)(OH)4 (kaolinite) + 4SiO2 + 2Na+ + 2HCO−3 (3)

NaAlSi3O8 (albite) + CO2 + H2O⇒ NaAlCO3(OH)2 (dawsonite) + 3SiO2 (4)
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Thus, the dissolution of alkali feldspars will lead to the precipitation of clay minerals and silica
(in the form of quartz). Plagioclase, although present in smaller amounts, is also expected to produce
kaolinite, as well as calcite through the successive reactions (5) and (6):

CaAl2Si2O8 (anorthite) + 2CO2 + 3H2O⇒ Al2(Si2O5)(OH)4(kaolinite) + Ca2+ + 2HCO−3 (5)

CaAl2Si2O8 (anorthite) + H2CO3+ H2O⇒ Al2Si4O5(OH)4(kaolinite) + CaCO3 (6)

We provide preliminary calculations that estimate the CO2 that could be stored in the frames of a
potential pilot project in the studied region. For this aim, we implement this function:

CO2 Storage Capacity = Σ(V × φ × Rρ × ε)

With V symbolizing the sandstone reservoir volume (under the flysch cap rock); φ denoting the
effective porosity; ρ specifying the sCO2 specific gravity properties; whereas ε stands for the sCO2

storage ratio capability. We undertake a likely scenario of a test pilot project, in which we assume
a volume of 5000 m (the length) × 3000 m (the width) × 500 m (the depth) = 75 × 108. Based upon
the estimations of Jin et al. [75] and with reference to the statistical values of USGS modeling, we can
consider the CO2 storage ratio for sandstones to be 1%. The application of this discount factor is
necessary in order to obtain a realistic estimation of the sandstone reservoir storage potential. Taking
the aforementioned value into consideration, as well as additional parameters that include the average
sandstone effective porosity values from our studied site (6%) and the specific gravity considered for
CO2 under supercritical conditions (a value of 400 kg/m3 in pressure and temperature conditions of
10 MPa and 50 ◦C respectively [79]), it is assessed that the demarcated area could potentially store an
amount of 18 × 105 tons of CO2.

We also consider Equation (12) of Jin et al. [75] to calculate the quantity of CO2 trapped by feldspars
(K-feldspar and plagioclase minerals, where these amounts K-feldspar = 23–34%; Plagioclase = ~1%
resulted from the reduction of the initial amounts without the cement):

mCO2 Feldspar = [pFeldspar × V × (1 − ϕ) × XFeldspar ×MCO2 × R]/MFeldspar

With V symbolizing the sandstone reservoir volume, φ denoting the effective porosity, pFeldspar

expresses the feldspar density (2.55–2.67 × 103, 2.55–2.60 × 103 and 2.75–2.76 × 103 kg/m3 for K-feldspar,
albite and anorthite respectively), MFeldspar is molecular weight (279.07, 262.96 and 278.94 for K-feldspar,
albite and anorthite respectively) R is the ratio of feldspar mineral to CO2 0.5, 1 and 1 for K-feldspar,
albite and anorthite respectively), XFeldspar the proportions of feldspar minerals, MCO2 is the total CO2

storage capacity of mineral trapping. By applying this equation upon alkali feldspars and plagioclase
the results calculated for the CO2 that can be permanently trapped within the sandstone formation is
~6 × 105 tons, which is less by almost approximately 1/3 of the storage potential calculated with the
previous method. This is due to the fact that the latter equation does not consider calcite crystallization
as a stable mineral phase. Nevertheless, considering both cases, it is evident that the sandstones of the
Klepa Nafpaktias region are capable of storing sufficient amounts of CO2. This is even more evident
taking into consideration that region’s sandstones and flysch formations encompasses an even wider
area and thus could allow for the deployment of larger-scale CO2 storage projects, provided that the
proposed pilot test is deployed successfully.

6. Conclusions

In this paper, sandstones of various petrographic characteristics derived from Klepa Nafpaktias
were examined in order to evaluate their suitability in construction (concrete) and environmental
applications (CO2 storage). For the first time, the petrographic study of rocks such as of those
sandstones were carried out by using classic petrographic methods (observation through polarizing
microscope) combined with modern tools of quantification of modal composition (GIS proposed
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method) and 3D depictions of their petrographic features (3D Builder software). The above mentioned
study leads to the following concluding remarks:

• Three groups of sandstones were detected according to their petrographic features regarding the
grain size (coarse, medium and fine-grained size).

• The above classification of rocks was retained in their physicomechanical and physicochemical
properties as well as in the final strength of the produced concrete specimens.

• The petrographic observation of thin sections of the concrete specimens combined with the
results of their mechanical strength revealed that the studied sandstones are suitable for concrete
aggregates (Groups I–III) except one coarse-grained sample (K.L9 (Group I)) which contains
intense amount of carbonate fossils presenting lower concrete strength than the standard states.

• The proposed ratio C/A (crystals/mm2) seems to influence the aggregate properties which constitute
critical factors for the final concrete strength, presenting the more fine-grained sandstones as the
most suitable for concrete aggregates.

• The petrographic characteristics of the sandstones from Klepa Nafpaktias and their porosity
values reveal that the coarse-grained samples (Group I) is more capable for potential CO2 storage.

• Preliminary calculations suggest that a potential pilot project can store an amount of up to
18 × 105 tons CO2. The size of the sandstones formation provides the necessary basis for
examining the deployment of an even larger scale pilot test that suggested from the present study.
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Abstract: In the present study, the possibility of improving the higher heating value (HHV) of
lignocellulosic biomass, especially barley straw, was examined. The research deals with the treatment
of barley straw by acid-catalyzed wet torrefaction (ACWT), also called acid hydrolysis, in a batch
reactor (autoclave) Parr 4553 3.75 L. In this case, two different simulation approaches were applied:
(i) combined severity factor (CSF) and (ii) response surface methodology (RSM) based on Box–Behnken
design of experiments (DoE). Sulfuric acid (SA) concentration, temperature and time were the ACWT
parameters examined herein. An oxygen bomb calorimeter was used for the HHV measurement.
The findings indicated that the composition changes of the straw due to ACWT had a significant
effect on the HHV of the pretreated material. In this study, treatment conditions were 10–35 mM SA,
160–200 ◦C and an isothermal reaction time 0–40 min (preheating period not included in these values).
In conclusion, there was a significant increase in the HHV up to 24.3 MJ/kg for the ACWT barley
straw, compared to 17.5 MJ/kg for the untreated straw, at optimal conditions of 200 ◦C for 25 min
(isothermal period) and 35 mM SA. This resulted in a 1.39 enhancement factor (EF) and 68% energy
yield (EY).

Keywords: acid-catalyzed wet torrefaction; acid hydrolysis; barley straw; combined severity factor;
enhancement factor; energy yield; higher heating value; response surface methodology

1. Introduction

The increase in worldwide energy demand has a significant effect on the fossil fuel contribution to
environmental pollution and climate change, provoking a global interest in the use of environmentally
friendly, renewable fuels [1,2]. Renewable biomass is one of the emerging energy resources with high
potentials that can balance CO2 emissions [3]. Lignocellulosic biomass is currently a major energy
source for fossil fuel partial substitution [4–6]. Biomass contributes about 10% of the global annual
energy production [7,8]. Thus, biomass attracts considerable research interest in order to meet the
increasing future sustainable energy demand [9]. Biomass is widely available in nature and accounts
for around 100 billion tons per year [6]. Heat, electricity, fuel, chemicals and other high added value
products can be produced from biomass [7,9].

Moreover, biomass disadvantages include heterogeneity in structure, low density, high humidity,
low higher heating values (HHVs) and flexibility, all of which limit the use of biomass as a fuel [7,10].
These disadvantages make the production of heat and energy from biomass more complicated. They result
in the increased cost of processing, transporting and storing of biomass fuels. Consequently, we need
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to process the fuel and upgrade it through processes like the torrefaction process. Combined with
understanding and studying the mechanisms of the biomass reaction through the torrefaction process,
it will be easier to develop the technologies for thermal utilization of biomass [7,11–15].

There are mainly two torrefaction categories in the recent literature: dry torrefaction (DT) and wet
torrefaction (WT). Both these techniques produce biomass fuels with improved chemical and physical
qualities compared to the untreated biomass characteristics [7]. No references were found with regard
to acid-catalyzed wet torrefaction (ACWT) but it could be considered as a subcategory of WT which
uses, e.g., SA as catalyst (not autocatalyzed by organic acids produced during WT). On the other hand,
acid hydrolysis was examined for production of fermentable to bioethanol sugars from lignocellulosic
biomass [16,17]. However, DT has been extensively studied for decades and significant references
appear in the international literature [13–15] while WT appeared later, and is associated with concepts
such as autohydrolysis, hydrothermal carbonization, hydrothermal pretreatment, etc. In recent years,
research on WT has increased compared to investigation on DT [7,18,19].

WT is the treatment of biomass with hydrothermal media at 180–260 ◦C with pressures at 0.9–4.6 MPa,
respectively [4,7,20,21]. WT seems to be a promising technology to produce low cost high quality solid
biomass fuels from agricultural wastes. WT is synonymous with “hydrothermal carbonization” or
“hydrothermal conversion” [22] or “hydrothermal treatment” [23]. Sometimes WT and hydrothermal
carbonization terminologies are used alternatively. Although WT is applied to produce advanced solid
fuels, hydrothermal carbonization is primarily used for coal production. WT gives fuels with an increased
HHV, as well as low carbon emissions, which can also be considered as moderate biomass pyrolysis at
200–300 ◦C [24]. WT produces solid fuels with enhanced properties at comparatively milder conditions
with regard to time and temperature [25]. Furthermore, WT was considered to be a low cost and thus
cost-effective prefabrication method with promising equipment corrosion-limiting properties and simple
operation [4,7]. After All, WT or hydrothermal pretreatment has attracted an interest, being an effective
way to convert high moisture biomass [26]. Recently, Gan et al. [27] developed microwave-assisted ACWT
(using various acids as catalysts) of microalgae for simultaneous production of char and sugars.

According to He et al. [4], issues associated with operating cost, pollutant emissions, re-design of
industrially scale reactor, and system integration with downstream applications must be solved in
order to make WT environmentally and commercially sustainable. The most critical issues deal with
(i) requirements of reactor materials withstanding high temperature, moderate pressure and severe
corrosion; (ii) clogging issues caused by inorganic precipitates; (iii) post-treatment of wastewater and
downstream application of WT material; and (iv) heat recovery to minimize energy consumption.

Furthermore, in ACWT the recovery and recycling of the used acid (e.g., sulfuric acid) is crucial.
According to Gan et al. [27] the corrosive nature of sulfuric acid requires a high capital cost for the
pretreatment reactor, as well as high safety and handling measures due to using acid. Moreover,
the generated byproducts inhibit bioethanol production from the sugars in the ACWT liquid phase
and requires costly downstream waste treatment.

In our recently published work [28], the effect of DT in a muffle furnace on barley straw HHV was
simulated using the combined severity factor (CSF) methodology (incorporating the effect of reaction
time and temperature). In this study, in an effort to optimize the HHV of barley straw, the feasibility of
ACWT was examined. Thus, the subject of this research is the modification of barley straw by acid
hydrolysis using a batch reactor (autoclave). The pretreatment conditions were time, temperature and
acid concentration. Moreover, two approaches were used to simulate the HHV enhancement during
the performed experiments. These approaches were (i) the response surface methodology (RSM) based
on a Box–Behnken design of experiments (DoE) and (ii) CSF. The HHV of the ACWT barley straw was
compared to that of the untreated material. Afterwards, the ACWT conditions were optimized for
maximizing the HHV of modified barley straw.
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2. Materials and Methods

2.1. Material Development

The experiments performed using barley straw, originated in the Kapareli village of Thebes,
Greece (38◦14′8” N 23◦12′59” E). The original straw was manually cut to particles of 2 and 3 cm.
The specific fraction was considered to be suitable because in this way homogeneity could be achieved
when the ACWT procedure was over. The untreated straw moisture was 6.0% w/w measured according
to the procedure UNE-EN ISO 18134-1: 2015. Moreover, the barley straw used for the experiments in
this work was the same raw material used in an earlier study of our team on DT [28].

2.2. ACWT Process

To carry out the ACWT treatment, a Parr 4553 batch reactor 3.75 L was used, being capable
of reaching working temperatures up to 250 ◦C, while the planned experiments require a constant
prevailing temperature of 160 or 180 or 200 ◦C. For each temperature level, there was a set of experiments
which combine different acid concentration and reaction time. More specifically, the different SA
concentrations tested herein were 0.01, 0.0225 and 0.035 M over 0, 20 or 40 min of reaction time each
(isothermal reaction periods, not including the preheating and cooling period). When the sample has
remained in the reactor vessel for the planned time, the cooling process kicks in, cooling the vessel to
approximately 25 ◦C. It should be noted that throughout each experiment, the liquid/solid solution
was stirred at 150 rpm, while the vessel preheating and the duration of the cooling process is neglected.
The ACWT process was followed by a separation and drying process. In particular, the samples
were extracted from the liquid solution using a No. 3 Whatman filter, washed and finally dried at
105 ◦C using an oven. The solid residue yield (SRY) was estimated by comparing the substrate weight,
before and after the ACWT process, i.e., as the fraction substrate used for torrefaction.

2.3. Bomb Calorimeter

A Parr 1341 Plain Jacket Bomb Calorimeter was used for the HHV measurements. The original
barley straw and modified barley straw samples produced by ACWT were tested for HHV determination
according to the method ISO 1928:2009 “Solid mineral fuels—Determination of gross calorific value by
the bomb calorimetric method and calculation of net calorific value”. More details are given in a recent
work of our team [28].

2.4. Proximate and Ultimate Analysis

The moisture content, the volatile matter (VM), the fixed carbon (FC), the ash, the carbon,
the hydrogen, the nitrogen, the sulfur and the oxygen (by difference) of untreated and ACWT
pretreated samples was determined by proximate and ultimate analysis.

2.5. Scanning Electron Microscopy

Scanning electron microscopy (SEM) was used to examine the surface topology changes of
the untreated barley straw compared to the ACWT treated barley straw. For this purpose, a FEI
INSPECT SEM equipped with an EDAX super ultra-thin window analyzer for energy-dispersive X-ray
spectroscopy (EDS) was used.

2.6. Combined Severity Factor

In order to incorporate the effect of reaction conditions (SA concentration, time and temperature)
into a single ordinate we applied the CSF. The CSF concept was based on the “P factor” or “reaction
ordinate” presented by Brasch and Free [29] in 1965 and Overend and Chornet [30] in 1987:

P factor = [exp((T − 100)/14.75] · t (1)
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where T represents the temperature and t is the time of the procedure.
In 1990, Chum et al. [31], and in 1992, Abatzoglou et al. [32] expanded this abovementioned formula,

including the effects induced by how acidic or basic the solution is, according to the following equation:

R′0 = 10−pH·t· exp[(T − 100)/14.75] (2)

The CSF concept enables the comparison and\or unifications of different pretreatments. CSF has
been widely used. For instance, it was used on acid hydrolysis (used as a first step before enzymatic
saccharification) for softwood and corn stover samples, in the study Lloyd and Wyman [33], as well as
for samples of wheat straw by Kabel et al. [34]. However, the latter study is the only one characterized
by low CSF, to the best of our knowledge. In particular, CSF in the study of Kabel et al. ranges from
−1.7 to 1.5, while in contrast Lloyd and Wyman’s CSF ranges from 0.4 to 2.7.

CSF also can be used for non-isothermal acid treatment, based on previous studies [35–37], with the
major difference from Equation (2) laying in expressing with more detail the change of temperature
over time (including preheating and cooling period over the commonly used isothermal period):

R∗0 = e−pH
∫ t

0
exp(

(T − 100)
14.45

)dt (3)

The pH was measured in the liquid phase derived after ACWT (i.e., acid hydrolysis pretreatment).
In the present work, the CSF is R∗0 as expressed by Equation (3).

2.7. Statistical Method

As a second method (additional to CSF), the RSM is used to incorporate the effect of the ACWT
variables (temperature, residence time and SA concentration) into the modified barley straw HHV.
The RSM was based on the Box–Behnken DoE (BBD). This particular design is considered more efficient
than other designs, such as central composite design (CCD) and three-level full factorial design [38].
The CCD is a five-level fractional factorial design, which comprises of a two-level factorial design,
central designs and two axial designs. On the other hand, the BBD is a spherical, rotatable second-order
design. It is based on a three-level incomplete factorial design, which consists of the center point and
middle points like the edge of a cube. Although BBD can be derived from a cube, it can be represented
spherically, making the vertices of the cube not covered by the design. It can be considered as three
interlocking factorial designs along with center points. The BBD is said to be a more economical and
viable tool than the CCD, because its design matrix is usually generated with a fewer number of
experimental runs. BBD requires an experiment number according to N = 2k(k − 1) + cp, where k is
the number of factors and cp is the number of the central points, while CCD requires N = k2 + 2k + cp.
More specifically, CCD requires experiment number N = 18 while BBD requires only N = 15 for k = 3
and cp = 3.

The BBD method is advantageous over other common experimental or optimization methods
since it requires a relatively small number of experiments while it also enables the exploration of the
interactive effects over the considered observables, hence enabling to depict the effects of each one [38].

The experiments are planned with Quantum XL (SigmaZone) software and are presented in
Table 1. It should be noted that each of the 15 experiments was performed twice, with Table 1 containing
the averaged outcomes.
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Table 1. Box–Behnken experimental design.

Run
T

(◦C)
t

(min)
SA

(mol/m3)
pH

before
pH

after

1 160 0 22.50 1.74 2.37
2 200 0 22.50 1.74 2.05
3 160 40 22.50 1.74 2.30
4 200 40 22.50 1.74 2.40
5 180 0 10.00 3.31 4.02
6 180 0 35.00 1.75 1.80
7 180 40 10.00 2.49 3.64
8 180 40 35.00 1.79 1.90
9 160 20 10.00 2.8 3.97

10 160 20 35.00 1.79 1.93
11 200 20 10.00 3.31 3.53
12 200 20 35.00 1.73 1.89
13 180 20 22.50 1.88 2.60
14 180 20 22.50 2.14 2.63
15 180 20 22.50 2.14 2.65

Performing a polynomial regression with the method of least squares as described from Box and
Wilson [39], enables the prediction of optimum conditions through RSM. More accurately, in order to
draw a three-dimensional graph (the RSM) that will facilitate the identification of the optimum
data, the most important steps include the determination of influencing variables and their range,
the selection of a random point on sample as representative of input, encoding of the variables,
implementation of the analysis of variance (ANOVA) technique and the lack-of-fit test.

The experiments outcome (A: temperature, B: time and C: SA concentration) fitted to the
following equation:

HHV = a + a1A + a2B + a3C + anA2 + a22B2 + a33C2 + a12AB + a13AC + a23BC (4)

where a, axx are the model’s constant and coefficients, respectively.

3. Results and Discussion

3.1. Simulation Based on CSF

The pH before and after ACWT of barley straw depending mostly on the concentration of SA is
given in Table 1. Furthermore, the HHV and the SRY of barley straw after ACWT are presented in
Table 2. According to the results, ACWT had a mild effect on barley straw SRY. Moreover, in Table 2,
the HHV as affected by the ACWT treatment conditions is presented. These findings indicate that
there was a serious increase in HHV for high temperature and the maximum SA concentration while
untreated barley straw HHV was measured and its average rate was 17.6 MJ/Kg. This was the average
result of two HHV measurements.

The CSF of the present study incorporates the effect of temperature, time and SA concentration.
In Figure 1a the reaction temperature profile vs. the reaction time is presented. The isothermal period
was 40 min at 160, 180 and 200 ◦C. In Figure 1b the reaction pressure profile vs. time for the same
experiments is presented. Table 2 shows the CSF values estimated for the specific ACWT conditions.
The CSF in logarithmic form ranged from −0.70 to 2.61, incorporating the effect of temperature,
time and SA concentration. Combined increase in temperature, time and SA concentration leads to
higher values of the CSF. Relevant research on straw pretreatment [40] shows that severe hydrolytic
conditions leads to the degradation of cellulose and hemicelluloses, breaks the lignocellulosic matrix,
decreases the ash content and changes the elemental composition of the modified material. In another
relevant work, Angles et al. [41] used the CSF (also called gravity factor) for the softwood vapor
explosion at 176 to 231 ◦C for 2.5 to 5.5 min hydrolysis. In their work the CSF varied from logR0

* = 2.6
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to logR0
* = 4.6. Moreover, in the Chornet and Overend [30] study CSF was 2.6–4.2. Decreased sugar

yield and degree of polymerization for severe hydrolytic conditions were reported. Toussaint et al. [42]
and Heitz et al. [43] proved that a higher reaction temperature and time (i.e., increased CSF) results in
enhanced cellulose recovery, accessibility and digestibility in combination with higher lignin removal.
This was followed by increased hemicellulose degradation.

Table 2. Combined severity factor (CSF) in logarithmic form (logR0
*), higher heating value (HHV) and

solid residue yield (SRY) of barley straw treated by acid-catalyzed wet torrefaction (ACWT).

Run
T

(◦C)
t

(min)
SA

(mol/m3)
logR0

* SRY
% wt.

HHV
(MJ/kg)

1 160 0 22.5 0.36 60.50 19.17
2 200 0 22.5 1.89 47.40 20.10
3 160 40 22.5 1.22 50.30 20.13
4 200 40 22.5 2.30 44.70 22.17
5 180 0 10.0 −0.70 59.20 19.53
6 180 0 35.0 1.55 47.40 19.71
7 180 40 10.0 0.47 48.00 20.47
8 180 40 35.0 2.21 49.50 20.42
9 160 20 10.0 −0.64 54.00 19.43

10 160 20 35.0 1.42 56.60 21.78
11 200 20 10.0 0.97 47.50 23.44
12 200 20 35.0 2.61 31.60 24.27
13 180 20 22.5 1.31 47.00 20.48
14 180 20 22.5 1.28 50.10 20.28
15 180 20 22.5 1.28 48.20 20.43

 

Figure 1. The ACWT pretreatment’s temperature (a) and pressure (b) profiles vs. time (isothermal period
40 min at 160, 180 and 200 ◦C, respectively).

Demirbas [44] reported that the HHV of a lignocellulosic fuel depends on lignin, cellulose and
hemicellulose percentage. He found that holocellulose HHV was 18.60 MJ/kg, while lignin HHV was
23.26–25.58 MJ/kg. Consequently, the HHV of lignocellulosic fuels is improved when the lignin content
is increased.

Changes in the elemental composition of lignocellulosics due to ACWT affects the HHV of the solid
residue. According to Semhaoui et. al. [45] hemicelluloses solubilization depends on the severity of
treatment and becomes significant for positive CSF values. The results of CSF show that the concentration
of acid that led to negative levels CSF value was insufficient for hemicelluloses solubilization.

In the present work, the correlation between logR0
* and SRY % w/w (dry basis) was found by

applying a nonlinear regression, fitting the equation

SRY = 3.857exp(−1.480x) + 47.92 (5)
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where x = logR0
*, and the standard error of the estimate (SEE) was equal to 2.885. In Figure 2, the SRY

percentage decreases significantly when the CSF increases. This decrease becomes negligible for
relatively high logR0

* values. The SRY shows higher values for logR0
* approximately 0.36 while the

most sever conditions, 2.30 < logR0
* < 2.60, gave lower SRY values. The SRY decrease can be attributed

to the fast hydrolysis of hemicelluloses of barley straw while this decrease is limited by resisting
the hydrolysis lignin fraction and the slow hydrolysis of the crystalline cellulose fraction. Moreover,
some of the produced soluble sugar degradation products (furfural and 5-hydroxymethylo-furfural)
can be further degraded to insoluble byproducts (humic substances, etc.).

 

Figure 2. SRY of the ACWT-treated material as affected by the CSF.

In Table 2 the HHV and SRY values are presented, while the relationship between HHV and
ACWT severity using a second-order polynomial function is shown in Figure 3. The equation with the
best fighting among many others was as follows:

HHV = 0.5028x2 + 0.0087x + 19.613 (6)

where x = logR0
*. The correlation coefficient was R = 0.7891 and the SEE was 5.097. The increase in the

HHV can be explained by the increase of the carbon content in the ACWT material, as well as by the
ash percentage decreasing. In addition, it can be explained by the lignin percentage increase and the
hemicelluloses percentage decreasing with regard to the pretreated barley straw.

Table 3 shows total ash content of ACWT barley straw compared to the untreated one. A decrease
in ash content was observed from 8.4 for the untreated straw to 5.5% wt. for the treated one. At this
point, the CSF of the ACWT was logR0

* = 2.87. Öhman et al. [46] also observed the decrease in
ash content of hydrolysis residue. In addition, Jenkins et al. [47] also recognized that water-leaking
biomass has decreased ash concentration. Acid hydrolysis disrupts the structure of lignocellulose.
As a result, minerals presented in the biomass were released into the soluble processing fluid. Therefore,
the decrease in ash content can be attributed to the disordered cell structure and the water treatment.
A reduction in the total ash content can be accomplished by applying acid hydrolysis to dissolve the
minerals during the process.
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Figure 3. HHV vs. CSF in logarithmic form.

Table 3. Proximate and ultimate analysis of the original and ACWT-treated (at optimized conditions
based on HHV) barley straw.

Original Barley Straw
(% wt. Dry Basis)

ACWT Barley Straw at Optimized
Conditions Based on HHV

(% wt. Dry Basis)
Methods

Proximate
analysis

Moisture 6.00 5.10 ISO 18134-1
Volatile Matter 74.30 72.30 ISO 18123

Ash 8.40 5.50 ISO 18122
Fixed Carbon 17.3 22.2 by difference

Ultimate
analysis

C 45.53 52.51 ISO 16948
H 5.50 5.79 ISO 16948
N 0.99 0.85 ISO 16948
S 0.12 0.14 ISO 16994
O 47.86 40.71 by difference

In the present work, sulfur content increased after pretreatment, from 0.11% for untreated barley
straw to 0.14 for the pretreated one (see Table 3). The difference is not significant, so acid hydrolysis
can be applied for high sulfur containing lignocellulosics like barley straw [47].

The enhancement factor (EF) is defined by the following equation:

EF = HHVt/HHVo (7)

where HHVt represents the HHV for ACWT barley straw and HHVo the HHV for original straw.
The energy yield (EY) can be calculated as follows:

EY = EF · SRY (8)

In Figure 4, the EF and the EY of ACWT barley straw vs. the CSF in logarithmic form are presented.
The curves representing the calculated values of EF and EY (i.e., the theoretical values) occurred
from the application of Equations (5) and (6), respectively, using the same parameters as in Figure 3.
Moreover, in Figure 4a we can notice that the EF increases when the CSF increases. On the other hand,
in Figure 4b, EY demonstrates improved values either for low CSF values or for higher CSF values,
but not for moderate conditions. It must be observed that taking into account both Figures 3 and 4,
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we get high HHV, EF and EY only for high CSF values, i.e., severe conditions. The increase in EF is a
result of the increase in HHV, as can be seen from Equation (7). The initial decreasing of the EY can be
explained by the significant decreasing of SRY and the insignificant increasing of EF for relatively low
CSF values. On the other hand, the consequent increasing of EY can be explained by the significant
increase of EF compared to the negligible SRY decreasing for higher CSF values.

  

Figure 4. ACWT barley straw (a) enhancement factor (EF) and (b) energy yield (EY) vs. CSF in
logarithmic form.

3.2. Ultimate and Proximate Analysis Results

Ultimate and proximate analysis results of the barley straw compositions are presented in Table 3.
The purpose of the analysis was mainly to determine whether carbon appeared during the ACWT
process. In the untreated barley straw, carbon and oxygen were 45.53% and 47.86%, respectively.
After ACWT pretreatment (200 ◦C, 0.0035 N SA concentration, 25 min), the carbon content increased to
52.51% (optimal conditions) and the oxygen decreased to 40.71%. Zanzi et al. [48], Angles et al. [40]
and Iroba et al. [49] obtained similar results from the ultimate analysis of the WT-treated lignocellulosic
biomass feedstock. The C content of their steam-exploded samples increases while lignin condenses
and carbonizes. The lignin condensation was with loss of H2O and reduction of O content. H and
O losses were also reported due to the formation of H2O, CO and CO2. The observed increased N
content was dropped by the increasing temperature and time of WT. The change in C, H and O content
was significant. Reactions occurring during hydrolytic treatment generally produce volatiles and gases
with a low energy density until they evaporate, increasing the energy density of the residue material
by making it rich. The results obtained from the present ultimate and proximate analysis are consistent
with the above literature results, demonstrating that carbonization occurs at higher temperatures and
times in combination with degradation of holocellulose and destruction of the lignocellulosic matrix.

The increase in the HHV of the pretreated straw relative to the increase in its values of hydrogen,
carbon and sulfur, as well as the reduction of oxygen, are in agreement with previous studies [44].
In the present work, the HHV of the ACWT-treated barley straw samples were calculated using the
C, H and N results presented in Table 3. The following Friedl et al. [50] equation was used for these
calculations:

HHV = 3.55C2 − 232C − 2230H + 51.2C·H + 131N + 20600 (9)

The HHV for the untreated and ACWT-treated barley straw, estimated by Equation (9), was 18.1
and 21.0 MJ/kg, respectively. The experimentally measured HHV was 17.5 of untreated barley straw
and 24.3 MJ/kg for ACWT-treated material. Consequently, the estimated HHV was sufficiently close
to the experimental measurements. Moreover, the estimated EF was 1.16, also not so close to the
experimental one that was 1.39.
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3.3. Simulation Based on RSM

In this work we performed 15 experimental trials as the Box–Behnken scheme demands. The results
were fitted by an RSM model using a second-order polynomial equation. The model variables, where A
temperature, B time and C SA concentration. The suggested polynomial was fitted to the ACWT
experimental data. The equation parameters were estimated by multiple linear regressions analysis.
The confidence level was 99%. The optimal conditions for ACWT of barley straw were found.
The polynomial equation used herein was as follows:

HHV = 20.397 + 1.18A + 0.585B + 0.4138C + 0.2775AB − 0.38AC − 0.0575BC +
1.0967A2 − 1.1008B2 + 0.7367C2 (10)

By solving this model using a partial differential equation (PDE), three 3D graphs were developed.
In Table 4 the effect of the three independent A, B and C variables on the response variables P,

T and F is presented by ANOVA of the RSM. The coefficient of determination (R2) equaled 0.9035,
showing sufficient fitting of Equation (9) to the experimental data. Joglekar and May [51] demands
R2 > 0.80 for the reliable model based on its parameters. The R2 of the model presented herein has
shown that it adequately represents the true relationship between the predicted and observed values of
the variables under consideration. When the R2 value is 0.9035 it indicates that 90.3% of the volatility
is explained by the model and only 9.70% is due to luck. Model regression analysis showed that the
effect of the temperature variable was significant, while the time and SA concentration variable had no
effect on ACWT.

Table 4. RSM coefficients and P, T and F-values for the polynomial model.

Factor Name Coefficients P T F

Const Constant 20.40 0.0000 45.76 -
A Temperature 1.184 0.0075 4.336 18.81
B Time 0.5850 0.0850 * 2.143 4.593

C SA
concentration 0.4137 0.1900 * 1.515 2.230

AB - 0.2775 0.5044 * 0.7189 0.5168
AC - −0.3800 0.3701 * −0.9844 0.9691
BC - −0.0575 0.8874 * −0.149 0.0222
AA - 1.097 0.0413 2.729 7.450
BB - −1.101 0.0408 −2.739 7.507
CC - 0.7366 0.1262 * 1.833 3.361

* not significant.

ANOVA of the performance index, including the probability value P-value, the value on the
F distribution F-statistic or F-value, as well as the value of the T-distribution, T-statistic or T-value,
shows that the high value of F indicates that the proposed model is valid and low P values indicate that
the model is significant. Given the F value for the temperature, which was higher compared to the other
two, it implies that the increase in the reaction temperature has very strong effect on the experiment.
The appropriate T value (4.3368) gives the signal to noise ratio and when the value is greater than 4 is
generally desirable [52]. When P becomes less than 0.05, it also indicates the significance of the model
terms. On the other hand, values above 0.10 means that these terms are not significant. In addition,
the RSM provided a sum of squares (SS) of 27.90, degrees of freedom (DF) for the regression of 9 and
5 for the residual; a mean square (MS) of 3.100 for the regression and 0.5960 for the residual, and a
significance of F (SigF) of 0.0421. ANOVA analysis produced values within the range of experimental
values, confirming that the RSM model can simulate the HHV of ACWT-treated barley straw.

In Figure 5, three 3D-graphs illustrate the RSM results as a function of two of the independent
variables, while the third variable remains constant. The conditions 180 ◦C, 20 min and 22.5 mM
SA concentration were chosen as constant values as their combination gives a moderate HHV value.
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The relationships between the time and temperature, temperature and SA concentration and the time
and SA concentration are presented in Figure 5a–c, respectively. There was no significant effect of the
combination of variables individually, namely the reaction time and the concentration of sulfate on the
response value.

3.4. Optimization

The optimal conditions for ACWT of barley straw were determined by using Quantum XL
commercial software. The findings were comparable to those of CSF methodology. The highest
value of the HHV experimentally achieved at the expected by the Quantum XL software set point
and it is achieved when relatively severe pretreatment conditions (200 ◦C, 20 min and 35 mol/m3 SA
concentration) were used (Table 5). Under these optimal conditions, logR0

* = 2.87 and SRY = 38%
were estimated. The experimental result agreed with the optimal values predicted by the RSM model
giving HHV = 25.5 MJ/kg. Both simulation approaches (CSF methodology and RSM) provided useful
information on CSF and exact experimental parameters to optimize the HHV of ACWT-treated material.

Table 5. Optimal conditions (set point) for maximized HHV predicted by the RSM polynomial model.

Name Factor
Range

Set Point
Low High

Temperature A 160 200 200
Time B 0 40 25

SA concentration C 10 35 35

3.5. SEM Results

The surface of the solid residue of untreated barley straw (Figure 6a,c,e) and the ACWT-treated
one Figure 6b,d,f) was observed by a SEM, in the order to observe the physical changes in the structure
of barley straw. The porous structure of the surface of solid residue is created during the ACWT
process due to the production of volatile substances. As the process continues, the pores and cracks are
appearing on the surface of the solid residue. The porous structure and the cracks of solid residue
can be clearly shown on the SEM images. When the temperature increases at 200 ◦C, the hydrolysis
process enters the second phase and most of organic materials are released gradually, resulting from a
great loss of mass and the formation of the major hydrolysis products.

As the temperature rises, the volatile matter gradually evaporates, creating pores and transforming
the surface of solid residue to be concave. The surface of straw is found to have more irregular porous
structures in the higher hydrolysis temperature, and changes in surface morphology is observed
(Figure 6b,d,f). This evidence indicates that the structure of the torrefied biofuel is downgraded or lit
due to high temperature.

This results in the formation of an irregular structure of solid residue, destroying its uniformity.
The solid residue, created from high temperature, is more fragile compared to the untreated straw and
it cannot withstand the pressure due to its fragile structure.
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Figure 5. HHV vs. temperature–time (a), temperature–SA concentration (b) and SA concentration–time (c).
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Figure 6. SEM results of original barley straw at (a) ×750, (c) ×7500 and (e) ×20,000 magnification,
and ACWT-treated material at (b) ×750, (d) ×7500 and (f) ×20,000 magnification.
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4. Conclusions

In this study, it was shown that ACWT has the potential to convert biomass such as barley straw
into biofuel with enhanced thermal, chemical and physical fuel properties compared to raw barley
straw. The results were obtained by ACWT treatment of barley straw, in a batch reactor, showing
significant improvements, such as an increased HHV and lower ash content. In addition, the ACWT is
appropriate for cleaner fuels production from lignocellulosic residues. Within the biorefinery concept,
during the fermentable sugars production via acid hydrolysis, ACWT barley straw with enhanced
HHV can be obtained as a solid byproduct. Two simulation methodologies were successfully applied
for ACWT process: (i) the combined severity factor approach and (ii) the response surface methodology.
The first methodology gives the CSF R0

* or R0
* (which can be achieved by various combinations of time,

temperature and acid concentration) for optimized HHV, EF and EY, while the second methodology
determines exactly the optimal experimental conditions (time, temperature and acid concentration).
The pretreatment conditions were optimized for modified barley straw production with a maximum
HHV equal to 24.3 MJ/kg, EF = 1.39 and EY = 68% wt. dry basis. The optimal ACWT temperature,
time and SA concentration were 200 ◦C, 25 min (with regard to the isothermal period only) and a 35 mM
SA concentration of the solution. The above presented simulation method, which is the combination of
two methodological approaches, can be possibly used in modelling/simulation and optimization of
various processes of biomass thermal, chemical and thermochemical treatment.
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Abstract: The paper presents the assessment of the resources of methane considered as the main
mineral in the most prospective selected areas of the Upper Silesian Coal Basin, Poland in the region
of undeveloped deposits. The methane resources were estimated by means of a volumetric method
at three depth levels, 1000, 1250, and 1500 m. A part of the Studzienice deposit comprising three
coal seams, 333, 336, and 337, located in a methane zone was chosen for the numerical modeling
of simulated methane production. The presented static 3D model has been developed using Petrel
Schlumberger software. The total resources of methane in the area amount to approximately
446.5 million of Nm3. Numerical simulations of methane production from the selected coal seams
with hydraulic fracturing were conducted by means of Schlumberger ECLIPSE reservoir simulator.
Based on the simulations, it was concluded that, in the first six months of the simulations, water is
produced from the seams, which is connected with the decrease in the rock mass pressure. The process
prompts methane desorption from the coal matrix, which in turn results in a total methane production
of 76.2 million of Nm3 within the five-year period of the simulations, which constitutes about 17%
of total methane resources (GIP). The paper also presents a detailed analysis of Polish legislation
concerning the activities aimed at prospecting, exploring, and extracting the deposits of hydrocarbons.

Keywords: coal seams; methane resources; numerical simulations; legal issues

1. Introduction

Coal bed methane (CBM) is a natural gas created as a result of the transformations of organic matter
into bituminous coal, which, due to the sorption phenomena, was accumulated in different ranks of
coal [1]. The sorption capacity of coal depends on various parameters, i.e., thermodynamic conditions
within the coal seams, moisture, and petrographic content of coals, as well as the composition of
the adsorbed gas [2–6]. The global geological resources of coal bed methane are estimated to range
from 100 to 216 billion m3 with the recoverable CBM resources estimated at 24–42 billion m3 [7,8].
In the United States, both the recognition of exploitable resources and the production of CBM are
well-developed. The recoverable resources of coal bed methane in the United States account for
9%–29% of the geological resources, whereas the exploitable ones constitute only 14% of the recoverable
resources [9]. The CBM resources are subject to the same procedures concerning the prospecting,
exploring, documenting, and production as the resources of conventional hydrocarbons. The feature
that makes coal bed methane resources different from the conventional ones is connected with large
variability of the parameters used to estimate the resources, which in consequence translates into a
high level of uncertainty concerning the reported statistics. The application of deterministic methods
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to assess the resources is encumbered with errors; therefore, it is recommended to use probabilistic
forecasting, which takes into consideration the statistical variability of parameters—for example,
Monte Carlo methods [10]. Companies which carry on exploration and production activities, as well as
those which produce reports on CBM resources, most often apply the petroleum resource management
system (PRMS) introduced in 2007 under the auspices of international oil industry companies [11].
The PRMS classification of hydrocarbons resources allows for the assessment of the range of uncertainty
concerning the predicted volume of hydrocarbons, as well as the risk assessment of commerciality.
In Poland, the classification of CBM as the main mineral is based on the criteria of recoverability
stipulated by the Regulation of the Minister of Environment on the geological and investment report
of a hydrocarbon deposit [12].

Pre-mine drainage of methane from coal seams is an important issue concerning the safety of
coal miners in operating coal mines. In recent years, there have been some works associated with the
pre-mining methane extraction from coal seams using surface directional wells [13–15].

New prospects regarding the utilization of coal bed methane in Poland started to appear in the
1990s when AMOCO, TEXACO, Metanel, and Pol-Tex Methane initiated in the period of 1991–1998
intensified works on CBM extraction in the Upper Silesian Coal Basin within the framework of their
concessions [16]. The extraction method consisted in simultaneous opening out of multiple gas-bearing
coal seams by means of vertical wells with perforation and the use of hydraulic fracturing technology.
The method proved to be unprofitable in the case of the Upper Silesian Coal Basin due to the small
capacity of methane production during the tests, which did not guarantee the project cost effectiveness.
The most important geological factor responsible for the poor performance was the low permeability
of the coal seams in the Upper Silesian Coal Basin [16].

Previous research was carried out by means of vertical wells, whereas currently there is a trend of
applying the technology of directional (horizontal) drilling for the opening out of gas-bearing coal
seams. Particularly good results were obtained for directional drilling combined with under-balanced
drilling [17]. The horizontal drilling ensures large drainage area, whereas under-balanced drilling
allows preventing the damage of the near-well zone [18]. Thanks to the application of the above
drilling methods in the United States, Australia, and Canada, it has been possible to produce gas from
poorly permeable coal seams whose exploitation, similarly to the CBM production in the Upper Silesian
Coal basin, was previously considered uneconomical [19]. The first evaluations of CBM resources in
the Upper Silesian Coal Basin were made in the early 1990s [20]. The underlying reason to provide
such evaluation was the process of granting concessions for the CBM resources in Poland. The in-situ
resources of methane were estimated by means of the volumetric method, which is commonly applied
in the United States [21].

In consecutive years, various institutions (Table 1) recalculated the estimates of CBM resources.
All the estimates encompassed in situ resources and were performed using the volumetric method;
in the subsequent estimates, only the boundary conditions were changed.

Table 1. Coal bed methane (CBM) resources in the Upper Silesian Coal Basin.

Institution CBM Resources (Million Nm3)

Polish Geological Institute [20] 365
Katowice Geological Company [22] no less than 300–320

Central Mining Institute [23] 442

Methane resources were estimated for the basic zone of methane-bearing coal seams according
to the current criteria of recoverability, i.e., up to the depth of 1500 m for coal seams of a minimal
thickness of 0.6 m and an average methane content higher than 2.5 m3/Mgdaf. Yet another verification
of the resources of coal bed methane, considered as the main mineral, took place in 2006. In this report,
the resources of CBM were estimated at 124.5 billion m3, including the areas of operating coal mines
below the depth of 1000 m, the closed seams, and undeveloped areas (Table 2).
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Table 2. Estimated recoverable CBM resources within the boundaries of the selected area.

Type of Seam CBM Resources (Million Nm3)

Seams in operating coal mines 42,050.2
Seams in closed coal mines 7184.2

Undeveloped seams 61,958.0
Separated areas 13,347.7

Total 124,540.2

In Table 2, methane resources were estimated according to the volumetric method (GIP)-based on
the verification of methane resources in active coal mines (coal mine methane—CMM), undeveloped
coal deposits (coal bed methane—CBM), and abandoned coal mines (AMM). Due to the fact that, in
Poland, the geological criteria for the estimation of CMM are different from those for CBM, the methane
resources in Table 2 take into account different boundary conditions for resource estimation: (a) for
CBM—the depth of 1500 m, seams with thickness >0.6 m, methane capacity >4.5 m3/Mgdaf; and (b) for
CMM—the depth of documented coal seams in the mine area, thickness >0.2 m, and methane capacity
of 2.5 m3/Mgdaf.

Three-dimensional geological modeling of hydrocarbon resources plays a prominent role in the
processes of prospecting, exploring, developing, and exploiting hydrocarbon accumulations. In this
respect, Schlumberger Petrel software constitutes a tool for developing geological-structural models
that enable the integration of geological and geophysical data, as well as the information concerning
reservoir engineering. The package of petrel reservoir engineering core modules, combined with
an ECLIPSE industry-reference simulator, provides a set of numerical solutions for forecasting the
dynamic reservoir processes and for designing plans for the exploration, development, and production.
The modeling of bituminous coal seams using Schlumberger Petrel software enables to perform
numerical simulations of coal bed methane extraction by means of directional drilling from the
surface [19,20], as well as computer simulations of enhanced methane recovery combined with injecting
CO2 into the coal seams-enhanced coal bed methane (ECBM) [24–31].

The aim of this article is the evaluation of the resources of coal bed methane considered as the
main mineral for 19 undeveloped seams within the area of the Upper Silesian Coal Basin, as well
as the selection of the most prospective areas in terms of methane resources and the estimation of
in-place methane resources (GIP) at several depth intervals. Additionally, the study encompasses the
development of numerical simulations of methane extraction from selected coal deposits in order to
estimate the recoverable methane resources and calculate the possible value of recovery factor.

The methane resources were estimated by means of the volumetric method (GIP—Gas In Place).
Three areas of the Upper Silesian Coal Basin were selected as the most prospective. The analysis allowed
assessing the distribution of CBM resources in the vertical profile in the adopted intervals (a) from the
roof of the zone to 1000 m, (b) 1000–1250 m, and (c) 1250–1500 m for the three prospective areas. The total
recoverable reserves of CBM considered as the main mineral in the first region equal 17,243.3 million
Nm3, in the second region—12,447.4 million Nm3, and in the third region—3887 million Nm3.

The Studzienice deposit was selected for the numerical modeling of CBM extraction. A structural
parameter model of the coal-bearing Upper Carboniferous formations was developed, and the reservoir
parameters were analyzed. The static model was supplemented with detailed reservoir parameters,
as well as the thermodynamic properties of reservoir gases and fluids.

Within the framework of the study, numerical simulations have been performed for the process of
methane extraction from selected coal seams by means of a multilateral well combined with hydraulic
fracturing to enhance the production. In addition, numerical simulations of methane extraction using
directional wells drilled from the surface were carried out, and a numerical model of the selected coal
deposits was developed.
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2. Materials and Methods

2.1. The Estimation of Coal Bed Methane Resources

The resources of coal bed methane considered as the main mineral were estimated for
19 undeveloped seams within the area of the Upper Silesian Coal Basin. The resources were estimated
for the designated boundaries of the seams areas, similar to the resources of methane as an accessory
mineral within the seams of operating coal mines. The total recoverable resources of methane as the
main mineral amount to 60,125 million Nm3 [32]. For the purpose of the estimates of CBM resources,
the following boundary conditions were adopted:

• the thickness of the seams >0.3 m,
• the depth—1600 m, and
• the methane content >4.5 m3/Mgdaf—only in the basic zone of methane-bearing coal seams.

The methane resources were estimated by means of the volumetric method (GIP—Gas In Place) at
three depth levels—1000, 1250, and 1500 m (see Figure 1).

The volumetric method is one of the simplest methods of estimating resources; it requires the
relatively smallest recognition of the deposit, especially in terms of identifying reservoir parameters;
however, it is generally used only to calculate geological resources and, after adopting geological
criteria, also the anticipated economic and subeconomic ones. The calculation of CBM gas resources
(GIP—Gas In Place) using the volumetric method is based on the following formula:

GIP = A · H ·Mavg · γ (1)

where

GIP =methane resources (m3),
A = calculation area of methane resources (m2),
H = thickness of dry ash free coal (m),
Mavg = average content of hydrocarbons (m3/Mgdaf), and
γ = density (Mg/m3).

For the purposes of further research, three areas of the Upper Silesian Coal Basin were selected as
the most prospective in terms of methane resources. The analysis will allow assessing the distribution
of CBM resources in the vertical profile in the adopted intervals for estimating resources (a) from
the roof of the zone to 1000 m, (b) 1000–1250 m, and (c) 1250–1500 m for the three prospective areas.
Next, a numerical model of the selected coal deposit was developed, and numerical simulations of the
methane extraction using directional wells drilled from the surface to assess the potential developed
resources were carried out.
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(a)

(b)

Figure 1. Cont.
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(c)

Figure 1. Maps of coal bed methane (CBM) resources occurring in undeveloped areas of the Upper
Silesian Coal Basin, Poland for three depths: (a) up to 1000 m, (b) 1000–1250 m, and (c) 1250–1500 m.

2.2. Numerical Modeling of CBM Extraction

The ECLIPSE Simulator allows for the double porosity in the model. The model consists of two
interconnected systems representing the coal matrix and the cleat system. Methane is stored by means
of sorption in a poorly permeable coal matrix characterized by varied porosity in comparison to the
cleat system where the phenomenon of desorbed gas flow takes place. Accordingly, in double-porosity
models, the number of layers is doubled, whereas the calculations during the simulation are conducted
for a double number of cells.

The model of gas adsorption on coal for the different components is described in ECLIPSE 300
by means of the extended Langmuir isotherm [33]. The adsorption capacity is a function of the
pressure and free-gas phase composition. For each of the gases, it is required to introduce Langmuir
isotherm parameters, i.e., the Langmuir volume constant Vi and the Langmuir pressure constant Pi.
These parameters are typically determined based on experiments. Different isotherms can be used in
different regions of the field. The multicomponent adsorption capacity is calculated by means of the
following equation:

L(p, y1, y2, . . .)i = θ
Ps

RTs

⎛⎜⎜⎜⎜⎜⎜⎝Vi
yi

p
Pi

1 +
∑nc

j=1 yj
p
Pj

⎞⎟⎟⎟⎟⎟⎟⎠ (2)

where
θ = scaling factor,
Ps = pressure at standard conditions,
R = universal gas constant,
Ts = temperature at standard conditions,
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Vi = Langmuir volume constant for component i,
Pi = Langmuir pressure constant for component i,
yi = hydrocarbon mole fraction in the gas phase for component i, and
p = pressure.
For the special case of a single component, the extended Langmuir isotherm is identical to the

usual Langmuir isotherm giving the storage capacity as a function of pressure only:

L(p) = θ
Ps

RTs

⎛⎜⎜⎜⎜⎝V
p
P

1 + p
P

⎞⎟⎟⎟⎟⎠ (3)

where V is the maximum storage capacity for the gas, referred to as the Langmuir volume constant,
and P is the Langmuir pressure constant. The constants used in the extended Langmuir formulation
can hence be estimated from a series of single-component gas experiments.

Time-dependent diffusion in ECLIPSE 300, i.e., the diffusive flow between the matrix and the
fracture, is given by:

Fi = DIFFMF · Dc, i · Sg · RFi · (mi − ρc Li) (4)

where
mi =molar density in the coal matrix, and
DIFFMF =matrix fracture (or multi-porosity) diffusivity.
It is possible to scale the adsorption capacity, keyword LANGMULT, by a factor for each cell in

the grid. Typically, this can be used to account for differences in ash or moisture contents.

ρc = rock density (coal density),
Dc,I = diffusion coefficient (coal) component i,
RFi = readsorption factor component i,
Sg = gas saturation for a desorption value of unity is used, and
ρc Li = equilibrium molar density of adsorbed gas.

The matrix-fracture diffusivity is given by:

DIFFMF = DIFFMMF · VOL · σ (5)

where
DIFFMMF is the multiplying factor input,
VOL is the coal volume, and
σ is the factor to account for the matrix-fracture interface area per unit volume.
Often the component’s sorption time is a quantity that is easier to obtain than the diffusion

coefficients. For desorption, we write the flow as:

Fi = (VOL/τi) (mi − ρc Li) (6)

where
τi = 1/(Dc,i · DIFFMMF · σ) is called the sorption time.
The parameter controls the time lag before the released gas enters the coal fracture system.
The sorption times are given by the diffusion coefficients, DIFFCBM, and the matrix-fracture

interface area, SIGMA, together with the multiplying factor DIFFMMF. If the sorption times are known,
a value of unity can be assigned to σ and DIFFMMF. The diffusion coefficients can then be assigned to
the reciprocal of the sorption times [33].

Simulator ECLIPSE 300 requires predetermining the initial gas concentration in the coal by means
of inputting the gas volume to the mass of the base rock (sm3/kg). The ECLIPSE software defines the
sm3/kg unit as a cubic meter of gas (pressure of 1 atm = 1013.25 hPa and temperature of 15.56 ◦C) per
one kilogram of coal under in-situ conditions.
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The presented static 3D model has been developed using Petrel Schlumberger 2010.1 software [34].
The above model constituted the foundation for creating a dynamic model encompassing the simulations
of the process of CBM extraction by means of directional drilling technology combined with hydraulic
fracturing of the rock mass to enhance methane production. The numerical simulations were performed
by means of the 2011.3 compositional version of the ECLIPSE simulator with the option of coal bed
methane [33]. The numerical model was constructed for the selected area of research encompassing the
region of an undeveloped Studzienice deposit. During the first phase of the study, a static model of the
whole Studzienice play, displaying the following documented seams: 211, 213/1, 214/1, 214/1-2, 215/2,
301, 303, 308, 310, 312, 315, 318, 320/1, 321, 324, 328, 333, 336, and 337 and taking into consideration
the occurrence of potential faults, was constructed. Within the model, the coal-bearing formations of
productive carboniferous demonstrate considerable a tectonic engagement of the rock mass (Figure 2).

Figure 2. Structural model of bituminous coal seams.

The area of the modeled region equals 55.5 km2. The static model was used for developing
dynamic simulation models for the selected seams 333, 336, and 337 of the high-methane content zone.
Within one tectonic block, the exploration and production wells were located. The first designed well,
Studzienice V, was a vertical one and performed the function of an exploration well by means of which
the analyzed coal seams were drilled. The next well consisted of three branched directional boreholes
(Studzienice 1H, Studzienice 2H, and Studzienice 3H) drilled from a vertical section of the well, which
enabled the simulation of methane exploitation processes. The depths of the deposition of the seams
within the selected model block were in the ranges of 925–1023 m, 1007–1102 m, and 1021–1116 m for
seams 333, 336, and 337, respectively. Figure 3 presents the deposition of seam 337 within the selected
tectonic block.
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Figure 3. The deposition of seam 337 within the selected tectonic block.

The area of the modeled region equals 2.62 km2. The thickness of the modeled region ranges
from 70.5 to 113 m. A horizontal resolution of a 10 × 10-m interpolation grid was applied. Figure 4
demonstrates the developed model, which comprises 5 layers and 219,375 cells. The parameters of the
numerical model are listed in Table 3.

Figure 4. Simulation model of CBM extraction from seams 333, 336, and 337.
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Table 3. Structural parameters of the simulation model for CBM extraction.

Calculation Interval
(Depth, M)

Recoverable Reserves of CBM
Considered as the Main Mineral (Million Nm3)

Average coal seam thickness (m) 1.5
The area of the model (km2) 2.62

Horizontal resolution of the interpolation grid (m) 10 × 10
Vertical resolution of the model (m) 1.5

Fracture porosity (%) 0.5
Permeability X, Y, and Z (mD) 1.5

In the developed numerical model, a series of numerical simulations have been performed for
the process of methane extraction from selected coal seams by means of a multilateral well combined
with hydraulic fracturing to enhance production. For the purpose of simulating the process of CBM
extraction, a compositional version of ECLIPSE simulator with the option of coal bed methane was
used. This version of the simulator takes into consideration the major mechanisms responsible for the
flow of water and gas within the coal seam, namely, the desorption of gas from the coal matrix into the
cleat system, diffusion in the coal matrix according to Fick law, and Darcy’s flow in the fractures [33].
The ECLIPSE 300 Simulator used in the study allows for the double porosity in the model. Therefore,
the model consists of two interconnected systems representing the coal matrix and the cleat system.
Methane is stored by means of sorption in a poorly permeable coal matrix characterized by varied
porosity in comparison to the cleat system where the phenomenon of desorbed gas flow takes place.
Additionally, gas adsorption isotherms described in ECLIPSE 300 by means of an extended Langmuir
isotherm are applied in the model [30]. Besides the parameters of the extended Langmuir isotherm,
the developed model also incorporates the coal density, methane diffusion coefficient, and minimum
production pressure. The ECLIPSE software defines the sm3/kg unit as a cubic meter of gas (at the
pressure of 1 atm = 1013.25 hPa and temperature of 15.56 ◦C) per one kilogram of coal under in-situ
conditions [33].

In the developed model, laboratory data obtained during the execution of the Reduction of CO2

emission by means of CO2 storage in coal seams in the Silesian Coal Basin of Poland (RECOPOL)
project and a pilot CBM project executed by TEXACO were used [16,34–37]. Detailed parameters for
developing the model are compiled in Table 4.

Table 4. Parameters used for modeling the CBM extraction.

Parameter Seams 333, 336, and 337

Coal density, kg/m3 1330.00
CH4 Diffusion coefficient, m2/d 0.0000685

Initial pressure, bar 115–120
Min. Production pressure, bar 5.00

333 coal seam depth, m 925–1023
336 coal seam depth, m 1007–1102
337 coal seam depth, m 1021–1116

Extended Langmuir Isotherm Parameters

CH4 volume VL, sm3/kg 0.0205
CH4 pressure PL, bar 42.00

CO2 volume VL, sm3/kg 0.0320
CO2 pressure PL, bar 19.03

3. Legal Aspects of the Activities Concerning the Prospection, Exploration, and Extraction of
CBM in Light of the Act on Geological and Mining Law

Under the provisions of the Act of 9 June 2011, Geological and Mining Law (i.e., of 4 April
2019, the Journal of Laws of 2019, item 868; hereafter: Geological and Mining Law), the deposits of
hydrocarbons—including, in particular, coal bed methane—constitute mining ownership regardless
of the place of their occurrence. The deposits of hard coal, methane as an associated mineral, lignite,
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metal ores, excluding bog iron ores, native metals, radioactive ores, native sulfur, rock salt, sylvinite,
potassium-magnesium salts, gypsum and anhydrite, precious stones, rare-earth elements, noble gases,
as well as the deposits of curative water, thermal water, and brine are covered by mineral rights
wherever they occur. Mineral rights are exercised solely by the State Treasury. Under the provisions of
legal acts, the State Treasury may, to the exclusion of other persons, use the object of the mineral rights
or dispose of its rights solely by establishing a mining usufruct which shall be established by way of an
agreement in writing. In light of the said Act, the activity consisting in the prospection, exploration,
and production of hydrocarbon deposits may be carried on exclusively after obtaining a concession.
Due to the character of the State Treasury, the entitlements of the State Treasury provided by mineral
rights with respect to the above activities are exercised by competent concession-granting authorities,
i.e., bodies entitled by law to grant decisions on the basis of which it is possible to undertake an activity
which requires a concession. According to the legislator, the prospection of hydrocarbon deposits means
performing geological development works with a view to establishing and preliminarily documenting
the existence of a deposit. The exploration of hydrocarbon deposits means carrying out geological
development works in the area of preliminarily documented hydrocarbon deposits. The extraction of
hydrocarbons from deposits means conducting the hydrocarbon extraction, as well as preparing the
extracted hydrocarbons for transport and their transport within the area of a mining plant. The legislator
devoted a separate chapter in the Act on Geological and Mining Law to provide regulations concerning
the issue of granting concessions for the prospection, exploration, and production of hydrocarbon
deposits (Act on Geological and Mining Law, Chapter III). The procedure of applying for concessions
for the prospection, exploration, and production of hydrocarbon deposits, unlike in the case of other
concessions, is preceded by an eligibility procedure to assess the ability of the interested entity to carry
out the activities in the scope of the prospecting for and exploration of hydrocarbon deposits and the
extraction of hydrocarbons from deposits. Within the framework of the eligibility procedure that is
carried out by the Minister of the Environment, it is determined whether the entity intending to apply
for a concession for the prospecting for and exploration of a hydrocarbon deposit and the extraction of
hydrocarbons from a deposit, or a concession for the extraction of hydrocarbons from a deposit, remains
under corporate control of a third-party state, entity, or citizen of a third-party state, and, if so, if such
control can pose a threat to national security. In such a case, a third-party state is understood to be any
state other than a Member State of the European Union, Member State of the European Free Trade
Agreement (EFTA), or a Member State of the North Atlantic Treaty Organization. Corporate control is
interpreted as all forms of obtaining, directly or indirectly, entitlements, which, separately or jointly,
given all legal and factual circumstances, make it possible for the entity to exert decisive influence
on the entity interested in conducting activities within the scope of prospecting for and exploration
of a hydrocarbon deposit and the extraction of hydrocarbons from a deposit or a concession for the
extraction of hydrocarbons from a deposit. An example of circumstances that enable to exert influence
on the entity interested in conducting said activities is the case where the said entity holds, directly or
indirectly, a majority of votes at the general meeting or is entitled to appoint or dismiss a majority of the
members of the management board or supervisory board. The aforementioned eligibility procedure is
conducted upon the application of the entity interested in conducting activities within the scope of
prospecting for and exploration of a hydrocarbon deposit and the extraction of hydrocarbons from
a deposit or a concession for the extraction of hydrocarbons from a deposit. The legislator requires
from the minister responsible for the environment to keep a list of the entities to which a decision on
the positive assessment in the eligibility procedure has been issued. It should be underlined that the
decision on the positive assessment in the eligibility procedure constitutes a mandatory prerequisite
that entitles the entity to which it has been issued to submit a tender in the tender procedure for
obtaining a concession to prospect for and explore hydrocarbon deposits and to extract hydrocarbons
from deposits or a concession to extract hydrocarbons from deposits. A concession to prospect for and
explore hydrocarbon deposits and to extract hydrocarbons from deposits or a concession to extract
hydrocarbons from deposits may be granted by way of a tender procedure but also upon the request of
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the interested entity. The tender procedure should have an objective and nondiscriminatory character,
and it should give priority to the best systems of prospecting for and the exploration of hydrocarbon
deposits or the extraction of hydrocarbons from deposits.

The legislator cautioned that the tender procedure should be based on the following criteria:

(1) experience in the activity concerning the prospecting for and the exploration of hydrocarbon
deposits or the extraction of hydrocarbons from deposits in order to ensure the safety of the
conducted activities in terms of the protection of human and animal life and health, as well as the
protection of the environment;

(2) technical capabilities to carry out the activity in the scope of prospecting for and the exploration
of hydrocarbon deposits and the extraction of hydrocarbons from deposits or the extraction
of hydrocarbons from deposits, respectively, and, in particular, having relevant technical,
organizational, logistics, and staff resources, including the cooperation in the development
and implementation of innovations in prospecting for, exploring, and extracting hydrocarbons
from deposits with scientific institutions dealing with the exploration of the geological structure
of Poland, as well as analytics, technology, and methodology of prospecting for deposits that take
into consideration the specificity of Polish geological conditions and apply to these conditions;

(3) financial capabilities providing due guarantee of performing the activity of prospecting for and
the exploration of hydrocarbon deposits and the extraction of hydrocarbons from deposits or the
extraction of hydrocarbons from deposits, respectively, and, in particular, the sources and manners
of financing the intended activities, including the share of own funds and funds originating from
third-party capital;

(4) proposed technology of performing geological development works, including geological works
or mining works;

(5) scope and schedule of the proposed geological development works, including geological works
or mining works; and

(6) scope and schedule of the obligatory sampling resulting from geological works, including
drilling cores.

The amount of the fee for the establishment of the mining usufruct, due at the stage of prospecting
and exploring, may constitute an additional criterion when two or more tenders submitted by the
entities interested in prospecting for and the exploration of hydrocarbon deposits or the extraction of
hydrocarbons from deposits obtain the same score.

The concession for prospecting for and the exploration of a hydrocarbon deposit and the extraction
of hydrocarbons from a deposit or the concession for the extraction of hydrocarbons from a deposit
should define at least the following issues:

(1) the type and the manner of performing the indented activity;
(2) the area within which the intended activity is to be pursued;
(3) the period of the concession validity;
(4) the date of the commencement of the activities covered by the concession and the specific

conditions—in particular, those pertaining to public safety and health, environmental protection,
or rational management of the deposit;

(5) the boundaries of the mining district and mining area; and
(6) the minimum degree of the utilization of the deposit resources and the measures necessary for

the purpose of the rational management of the deposit.

The concession to prospect for, to explore hydrocarbon deposits, and to extract hydrocarbons from
deposits is granted for a fixed period; however, not shorter than 10 years and not longer than 30 years.
Under the provisions of the concession, the entrepreneur is granted an exclusive right to carry out the
activities covered with the concession in the area defined therein. In addition, the concession granting
authority concludes a mining usufruct agreement with the entity.
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It is worth noting that one of the obligations imposed by the legislator on the entrepreneur who
has been granted the concession for prospecting for, exploring hydrocarbon deposits, and extracting
hydrocarbons from deposits is to provide the state geological service with current parameters of
the extraction of hydrocarbons from the deposit and to notify the concession granting authority of
such communication.

4. Results and Discussion

4.1. The Estimation of Coal Bed Methane Resources

The first of the selected prospective areas is located between the fault zone of
Żory-Suszec-Jawiszowice in the North and the fault zone of Bzie-Czechowice in the South of
Poland. Within the boundaries of the designated area, there are the undeveloped deposits
Warszowice-Pawłowice Północ and Pawłowice-rej, the sub-marginal deposits Studzionki-Mizerów
and the Southern section of the Kobiór-Pszczyna deposit. The region is considered to be relatively
well-recognized in terms of methane conditions. The fact that, within the said region, there occur CBM
resources in the zone of secondary methane accumulation estimated at 5.18 billion Nm3 that constitutes
an additional argument in favor of regarding the region as the most promising one [38]. Sixty-five
wells are located in the area; the wells were used to make tests concerning the methane content of the
seams by means of a one-phase vacuum degassing in the so-called ball containers, a method designed
by Katowice Geological Company (Katowickie Przedsiębiorstwo Geologiczne). Another eight wells located
in the same region were used to perform the tests of free desorption using the US Bureau of Mine
(USBM) method developed in the United States, which enables to measure the content of residual
methane and to estimate the volume of desorbable methane. The roof of the basic zone of methane
bearing seams (the roof of the series) of methane content >4.5 m3/Mgdaf is deposited at the depth of
approximately 750 m in the East up to the depth of 1200 m in the region of the Pawłowice deposit.
The estimated recoverable reserves in the first area (Figure 5) are presented in Table 5.

Figure 5. Prospective regions in terms of methane production using directional drilling from the surface
set against the undeveloped areas of the Upper Silesian Coal Basin.
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Table 5. Recoverable reserves of CBM considered as the main mineral in the first prospective region.

Calculation Interval
(Depth, M)

Recoverable Reserves of CBM
Considered as the Main Mineral (Million Nm3)

From the roof of the zone to 1000 m 1050.3
1000–1250 m 8361.6
1250–1500 m 7831.4

Total 17,243.3

In Tables 5–7, methane resources were estimated according to the volumetric method (GIP,
Gas-In-Place) in the adopted intervals for estimating resources (a) from the roof of the zone to
1000 m, (b) 1000–1250 m, and (c) 1250–1500 m for three perspective areas taking into account the
following boundary conditions: depth 1500 m, thickness of coal seams >0.6 m, and methane capacity
>4.5 m3/Mgdaf.

Table 6. Recoverable reserves of CBM considered as the main mineral in the second prospective region.

Calculation Interval
(Depth, M)

Recoverable Reserves of CBM
Considered as the Main Mineral (Million Nm3)

From the roof of the zone to 1000 m 2674.4
1000–1250 m 4034.8
1250–1500 m 5738.1

Total 12,447.4

Table 7. Recoverable reserves of CBM considered as the main mineral in the third prospective region.

Calculation Interval
(Depth, M)

Recoverable Reserves of CBM
Considered as the Main Mineral (Million Nm3)

From the roof of the zone to 1000 m 28.4
1000–1250 m 1123.7
1250–1500 m 2734.9

Total 3887.0

The second prospective area is located in the hanging wing of the fault zone
Żory-Suszec-Jawiszowice (Figure 5). The area encompasses the Międzyrzecze deposit and the
Southern section of the Studzienice deposit, as well as the Central section of the Kobiór-Pszczyna
deposit. The region is considered to be most prospective in the Eastern part (Międzyrzecze deposit),
which is indicated by a considerable dynamic of methane desorption. There are 35 wells located in the
area to perform tests concerning the methane content of the seams by means of the above-described
method developed by the Katowice Geological Company and another four wells to perform the tests
using the USBM method. The roof of the zone lies at depths of the order of 750–1000 m. The estimated
recoverable reserves in the second prospective area are compiled in Table 6.

The third selected prospective area encompasses the documented CBM deposit Lędziny and the
Northern section of the Studzienice deposit (Figure 5). There are 15 wells located in the area to perform
tests concerning the methane content of the seams by means of the method developed by the Katowice
Geological Company and another three wells to perform the tests using the USBM method. The roof of
the CBM zone lies at the depth interval ranging from 950 to over 1100 m.

The estimated recoverable reserves in the third prospective area are shown in Table 7.

4.2. Numerical Simulation of CBM Extraction

In all of the simulation scenarios examined, hydraulic fracturing combined with directional
drilling and casing string perforation was applied. The purpose of the casing string perforation was to
achieve the maximum production rate of the well. The particular scenarios differed in terms of the
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hydraulic fracturing. For all of the production wells, hydraulic fracturing simulations were carried out
for a number of depth intervals within the period of six to eight months from the commencement of
the injection.

During the first six months, it was clearly observed for each of the simulations that, predominantly,
water was produced from the seams. In this period, it was found that the rock mass pressure decreases,
which is caused by water production from the seam. The process prompts methane desorption from
the coal matrix. The simulation covered the period of five years; the daily production rates of methane
and water are presented in Figure 6. The simulated methane extractions from seams 333, 336, and 337
are facilitated by means of horizontal wells in particular seams—Studzienice 1H, Studzienice 2H,
and Studzienice 3H, respectively. The Studzienice 5V well performs the function of monitoring the
depth of the coal seam deposition and, thus, constitutes a benchmark for the horizontal wells. Due to
the low value of coal seams’ permeability of the analyzed deposit, a multilateral production well was
used in the model.

Figure 6. Daily production rates of water and methane during the simulated extraction of CBM for the
entire model of the deposit using three directional wells.

Multilateral directional drilling is a technology developed and applied for the first time in the
United States in order to improve the production flow and increase the efficiency of production
rates of single wells. The system of branched multilateral wells drilled into the coal seam facilitates
the extraction of approximately 85%–90% of gas contained in a 5-km2 play over a period of about
30 months [39]. So far, the systems of branched multilateral wells have been successfully applied in the
development of CBM technology in Alberta Basin, Canada and San Juan Basin, the United States, as
well as in Bowen/Sydney Basin, Australia [40–43]. Branched multilateral wells constitute an effective
solution to achieve high production rates of the CBM extraction process. The application of the system
of branched multilateral wells is beneficial for the CBM technology due to the larger extent of drainage
zone. Moreover, such a system enables to achieve the maximum rate of methane production in a
relatively short time, along with the decrease in water drainage from the coal seam [44].
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Figure 7 presents the distribution of multilateral wells in the simulation model and the changes in
the distribution of coal seam pressure during the simulation of methane extraction. The considerable
decrease in the rock mass pressure was caused by the extraction of water and methane from the
coal seams.

(a)

(b)

Figure 7. Distribution of pressure in coal seams (a) before the simulation and (b) after 5 years of
methane extraction (end of the simulation).

For the assumed parameters of the deposit, the aggregate methane production rate from coal
seams 333, 336, and 337 totaled approximately 76.2 million Nm3. The rates of methane production for
the particular horizontal wells are presented in Table 8, whereas Figure 8 shows the comparison of the
aggregate methane production rate in the wells during the simulation.

Table 8. Rates of methane production for the particular wells.

Production Well Methane Production Rate (Nm3)

Studzienice-1H 23,633,812
Studzienice-2H 27,043,441
Studzienice-3H 25,513,001

Total 76,190,254
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Figure 8. The comparison of the changes in methane production rates in the particular wells.

The results of the numerical simulations demonstrate that the aggregate volume of methane
extracted from three coal seams totals 76.2 million Nm3 in the five-year period of the simulation. Due to
the low permeability of coal in the deposit (the assumed coal permeability in the numerical model
equals 1.5 mD), the technology of multilateral wells was decided to be incorporated into the simulation
model. The aggravate methane production rate for each of the branches of the multilateral well—in
particular, coal seams—was in the range of 23.6–27.0 million Nm3, whereas the average daily methane
production rates ranged from 12,900 to 14,800 thousand Nm3/d. The obtained results of the numerical
simulations can be compared with the results of experimental works carried out in the Upper Silesian
Coal Basin in the period of 2016–2018 within the framework of a research project Geo-Metan [45,46].
Geo-Metan was a pilot project executed in the area of an undeveloped coal deposit Międzyrzecze
whose main objective was the development and refinement of Polish technologies of CBM exploration
and pre-mining extraction. Within the test phase, which covered the period of 145 days, the directional
well drilled into a coal seam of 0.2–0.8-mD permeability achieved a maximum flow of methane of
10,000 Nm3/d after a hydraulic fracking procedure was applied. With the completion of water drainage,
the daily production rate of methane stabilized at the level of approximately 5000 Nm3/d. The lower
values of the daily production rates achieved in the experimental works, as compared to the results
of numerical simulations, may be caused by different reservoir parameters of the analyzed deposits,
especially coal permeability.

5. Conclusions

The paper presents the assessment of the resources of methane considered as the main mineral
in the most prospective selected areas of the Upper Silesian Coal Basin, Poland in the region of
undeveloped deposits. The methane resources were estimated by means of the volumetric method
(GIP) at three depth levels—1000, 1250, and 1500 m.

Three areas of the Upper Silesian Coal Basin were selected as the most prospective in terms of
methane resources. The analysis allowed assessing the distribution of CBM resources in the vertical
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profile in the adopted intervals for estimating resources: (a) from the roof of the zone to 1000 m,
(b) 1000–1250 m, and (c) 1250–1500 m for three prospective areas.

The total recoverable reserves of CBM considered as the main mineral in the first prospective
region equal 17,243.3 million Nm3, in the second region—12,447.4 million Nm3, and in the third
region—3887 million Nm3. The Studzienice deposit was selected for the numerical modeling of CBM
extraction. A structural parameter model of the coal-bearing Upper Carboniferous formations was
developed, and the reservoir parameters were analyzed. The static model was supplemented with
detailed reservoir parameters, as well as the thermodynamic properties of reservoir gases and fluids.
Next, numerical simulations of methane extraction from the selected seams were carried out.

The above analyses were possible to perform by means of ECLIPSE software with the CBM option.
The software compatibility with the petrel reservoir engineering package enabled to simulate the
process of CBM extraction. The results concerning the changes in the average rock mass pressure
during the simulated methane extraction were presented. The findings concerning the efficiency of a
multilateral well system extracting methane from three selected coal seams were discussed.

The total resources of methane in the area amounted to approximately 446.5 million Nm3. Based on
the simulations, it was concluded that, in the first six months, water is produced from the seams, which
is connected with the decrease in the rock mass pressure. The process prompts methane desorption
from the coal matrix, which, in turn, results in a total methane production of 76.2 million Nm3 within
the 5five-year period of the simulations, which constitutes about 17% of total methane resources (GIP).

The results of numerical simulations confirm that the application of multilateral well systems
combined with hydraulic fracturing considerably improves the efficiency of CBM extraction from seams
characterized by low coal permeability. In comparison with the conventional wells, the multilateral
well systems provide the possibility of optimizing the economic and technical performance of CBM
extraction. In addition, the paper also presents an in-depth analysis of Polish legislation concerning
the activities aimed at prospecting, exploring, and extracting the deposits of hydrocarbons in light of
the binding regulations stipulated by the Act on Geological and Mining Law.
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Wtórnego Nagromadzenia Metanu Sorbowanego Południowej Części Niecki Głównej; CAG Państwowy Instytut
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14. Wojtacha-Rychter, K.; Smoliński, A. Multi-component gas mixture transport through porous structure of
coal. Fuel 2018, 233, 37–44. [CrossRef]
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Abstract: We investigate with this study the effectiveness of mechanically activated serpentinite
in capturing Cu (II) from the multi-constituent acidic wastewater of the pit lakes of the Agios
Philippos mine (Greece), proposing specific areas with serpentinites suitable for such environmental
applications. For this purpose ultramafic rock samples that are characterized by variable degrees
of serpentinization from ophiolitic outcrops exposed in the regions of Veria-Naousa and Edessa
have been examined regarding their capacity to remove the toxic load of Cu (II) from wastewater
after having been mechanically activated through a Los Angeles (LA) machine (500, 1000 and
1500 revolutions). The more serpentinized and mechanically activated samples, as they have been
characterized after a combination of various mineralogical, petrographic, geochemical analyses as
well as after different stresses of abrasion and attrition, seem to be more effective in Cu removal than
the less serpentinized ones. Selective removal of Cu (II) in the wroewolfeite phase was obtained
by using the mechanically activated highly serpentinized ultramafic rocks. Furthermore, areas
with highly serpentinized ultramafic rocks defined after petrographic mapping, using GIS method,
which can potentially be used as filters for the effective Cu (II) removal from industrial wastewater
are suggested.

Keywords: removal of Cu; mechanical activation of serpentinite; sustainability; wastewater treatment

1. Introduction

Today, societies are vastly affected by negative changes in the quality of water, air, and soil as a
result of human activities. More specifically, large volumes of wastewater present within lakes, river or
in industries, put intense pressure on mankind. Among the different types of pollutants, non-organic
ones have a high-risk factor and are characterized as being harmful [1]. Mitigation of toxicity factors
identified within water considered as waste that has been produced by industrial activities is a
main concern in modern-day societies. Wastewater produced from industrial and human activities,
must be brought back the societies as well as to Nature, which includes rivers, lakes and land [2].
More specifically, acidic drainage or pit lakes produced by past mining activities are held as being
responsible for numerous problems associated with degraded water quality of which is responsible for
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limited access to water, especially for people living in surrounding regions with high poverty rates,
raising risk factors for both conflicts and environmental reduction potentials for natural regeneration
processes to occur [3–6]. Pit lakes are often acidic (pH 2–3), containing elevated concentrations of
metals and metalloids showing a potential for the formation of highly acidic conditions, due to the fact
that they exhibit relatively low buffer capacity levels [7–9]. Heavy metals are considered as high risk
pollutants which are present in wastewater, including those originated from mining operations and
industries which produce plants, batteries, paints and pigments, which also include industries that
produce glass and ceramic materials. Wastewater often incorporates elements such as Cr, Pb, Cd, Zn,
Cu and Ni [9]. When these metals are exposed to the environmental conditions, it is observed that
ions are accumulated within humans, a process that will take place by consumption in the whole food
chain cycle, thereby creating toxic concentrations of metals characterized as heavy that must not reach
the environment [10].

Several applications have been proposed to achieve the removal of the toxic load, which include
coagulation, chemical precipitation, filtration, ion exchange and solvent extraction, as well as
enablement of evaporation and membrane methodologies [11]. Adsorption of heavy metals can
be realized with conventional materials such as activated carbon which is often used effectively in
various applications and also the use of carbon formed by organic materials (carbonized). Low cost
carbon-containing materials have been used for the adsorption of inorganic pollutant materials
and the removal of heavy metals, such as agricultural wastes (wool, rice, rice hulls, peat moss,
cork biomass, untreated coffee grounds), modified biopolymers and industrial by-products [12,13].
Recent studies [14,15] state that peat can be regarded as highly effective in removing several heavy
metals (like Hg) derived from water solutions by the performance of two types of experiments (batch
and column). Peat produced by sphagnum plant moss accumulation is very effective at absorbing and
removing Cd hypochlorite and oxidized Cd(CN)2 plant waste, Cr6+ derived from aqueous solutions,
and also Pb, Ni, Cu, Zn and Cd from waters considered as waste [16–19]. Biochar can be formed from
various sources that include, for example: straw, shells, crop residues, wood, stover, bark, rubber,
sludge, litter and peat [20–23]. Biochars produced from peat moss using pyrolysis procedures with
variable carbonization conditions have raised research interest for heavy metal adsorption [24].

Numerous researchers have mentioned the use of many different rock lithotypes that include
dolomite, magnesite, limestone, andesite, serpentinite and dunite not only in order to increase the
pH value of industrial wastewater but also to capture heavy metals such as Cu [25,26]. Most of the
aforementioned rock types are broadly used combined with other rocks as aggregate materials in a
large number of construction and industrial applications while producing a vast number of sterile
materials [27]. Therefore, it is important to investigate methods in order to dispose of these sterile
aggregates, in accordance with the principals of sustainability, recycling, alternative use of materials, by
concurrently reducing the necessity of additional energy for mineral and rock extraction. The sustainable
use of natural rocks in removing heavy metals constitutes a Nature-based self-purification function,
focusing on achieving “zero wastes” and “zero emissions” goals.

Serpentinite has been used as an adsorbent of Cu from industrial wastewater [26] despite the fact
that the risk exists for the leaching of Cr and Ni. Its abundance in several ophiolite complexes, its wide
range of construction and industrial applications combined with its particular textural characteristics
make it particularly attractive for such applications.
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It is widely accepted by the broad scientific community that different hydrated silicate minerals
and especially clay minerals (that encompass serpentine), demonstrate abilities in the adsorption of
undesirable heavy metal elements. Serpentine constitutes a group of high-Mg 1:1 layered trioctahedral
minerals, with its structural formula being Mg6(Si4O10)(OH)8. It is characterized as chemically simple
but from the view of texture can be present in various forms. The serpentine mineral group occurs in
three polymorphs: the high pressure antigorite and the low pressure chrysotile and lizardite. Lizardite
in particular displays an ideal layered topology and on the other hand chrysotile has a bent structure
and antigorite is often modulated [28,29]. Serpentine polymorphs belong to the phyllosilicate mineral
group that displays a 1:1 layered structure, which comprises tetrahedral and octahedral sheets [28].
Four distinct O-H chain groups were identified in serpentine minerals. These are classified into two
distinct topologies based on their (OH) positioning. Three of the four O-H groups are situated on the
inner surface amongst two layers, whereas the third is located within the layer. The primitive unit
serpentinite cell is held responsible for the cohesive attachment of the two successive layers that form
hydrogen bonds [28,30].

When serpentinite is attached through the application of mechanical force activation (e.g., ball
impact), this results in structural changes that mostly affect the OH groups that could potentially
be brought to a looser state in the octahedral positions, enhancing the dispersal of the latter by the
effects of water. When the serpentine structure is damaged through grinding, it becomes incapable of
maintaining atom arrangements in a proper order to preserve its crystallinity. Scientists like Huang [31]
have used activated serpentine in order to remove Cu from wastewater. The raw serpentine without
grinding operation adsorbs less Cu than the chemo-mechanically-activated serpentine.

The aim of this study is the selective capture of Cu (II) within the crystalline structure of serpentine
from tmechanically activated serpentinized ultramafic rocks from the acidic wastewater of a pit lake of
the Agios Philippos mine (Greece). The suggestion of specific areas in Greece that present serpentinized
ultramafic rocks suitable for Cu capture is a supplementary goal of this study.

2. Geological Description of Rock Materials Sources

Representative serpentinized rocks deriving from the Veria-Naousa and Edessa ophiolite complex
(Greece) have been selected for studying their effectiveness in the removal of Cu from industrial
wastewater after having been mechanically activated. The Veria-Naousa ophiolite belongs to the
Almopias subzone (Axios geotectonic zone) in northern Greece. Its sequence consists of intense and
highly tectonized serpentinized lherzolite and harzburgite of 46.76 km2 total surface area (calculated
via ArcMap 10.1), penetrated by scarce pyroxenitic dykes [32], and from gabbro, diabase and pillow
basalt (Figure 1).

Remnants of oceanic lithosphere (Upper Jurassic to Late Cretaceous) constitute the Edessa ophiolite
complex which was thrust out of one or more ocean basins [34–36]. This complex presents intense
tectonization and consists of several tectonic units [37,38] such as serpentinized ultramafic rocks
(lherzolite and harzburgite) of 50.34 km2 total surface area (calculated via ArcMap 10.1). Moreover,
diabase is the main mafic lithotype of the complex, whereas gabbro, basalt as well as diorite are less
frequent (Figure 2).

85



Energies 2020, 13, 2228

Figure 1. Modified geological map of Veria-Naousa ophiolite complex [33] after fieldwork and mapping
using ArcMap 10.1; the area of investigation is shown in the black rectangle; the green color shows the
serpentinized ultramafic rocks of the region.
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Figure 2. Modified geological map of Edessa ophiolite complex [39] after fieldwork and mapping
using ArcMap 10.1; the area of investigation is shown in the black rectangle; the green color shows the
serpentinized ultramafic rocks of the region.
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3. Materials and Methods

Taking into account how effective the serpentinite was in removing Cu from the wastewater
from the pit lake from the Agios Phillippos Kirkis mine [26], four serpentinites, derived from the
aforementioned ophiolite complexes and presenting different degree of serpentinization were used after
their mechanical activation to various degrees to examine the mechanism through which serpentinite
can become more effective in the removal of Cu.

3.1. Characterization of the Studied Rock Materials

The first stage for the characterization of the investigated rocks is their petrographic examination
(mineralogical and textural features) with the aid of a Leitz polarizing optical microscope (Leica
Microsystems, Wetzlar, Germany). The modal composition of the investigated serpentinites was also
identified using powder X-ray diffraction (XRPD) analysis, with a Bruker D8 Advance Diffractometer
(Bruker, Billerica, MA, USA), with Ni-filtered CuKα radiation. The scanning area for bulk mineralogy
of the samples covered the 2θ interval 2–70◦, with a scanning angle step size of 0.015◦ and a time step
of 0.1 s. The modal composition was identified with the DIFFRACplus EVA 12® software (Bruker-AXS)
based on the ICDD Powder Diffraction File of PDF-2 2006. The mineral phases were semi-quantified
with the TOPAS 3.0 ® software (TOPAS MC Inc., Oakland, CA, USA), based on the Rietveld method
refinement routine. The routine is based on the calculation of a single mineral-phase pattern regarding
to the crystalline structure of each mineral, and the refinement of the pattern using a non-linear
least squares routine. According to the study by Bish and Post [40], the quantification errors were
calculated and they are estimated to be ~1%. Polished thin sections of the examined rock samples were
analyzed in scanning electron microscopes (SEM) in order to identify their mineralogical characteristics.
Serpentine minerals microanalyses were carried out in a JEOL JSM-6300 SEM equipped with energy
dispersive (EDS) using the INCA software (version). The scanning electron microscope used is located
in the Laboratory of Electron Microscopy and Microanalysis (University of Patras, Greece). Operating
conditions were accelerating voltage 25 kV and beam current 3.3 nA, with a 4 μm beam diameter.
The total counting time was 60 s and dead-time 40%. Synthetic oxides and natural minerals were
used as standards for the analyses, where the detection limits are ~0.1% and accuracy better than 5%
was obtained. Furthermore, an XRF (X-Ray fluorescence) spectrometer and a sequential spectrometer
(ICP-ES) were used for the determination of the major and trace elements of the studied samples,
which were carried out at Bureau Veritas Mineral Laboratories (Vancouver, BC, Canada).

3.2. Methodology for the Cu (II) Removal

The studied serpentinites were placed in the Los Angeles (LA) machine in order to become
mechanically activated after they have been sieved in the No. 14 sieve (1.40 mm). The Los Angeles
(LA) machine is a rotating drum which contains certain number of steel spheres. Los Angeles (LA) test
constitutes a basic test which indicates the mechanical quality of aggregates rocks by identifying their
resistance in abrasion and attrition. At this stage, serpentinite samples were rotated in the LA machine
for 500, 1000 and 1500 revolutions, respectively. Then, the samples were sieved appropriately in order
to reach the grain size of 0.8–0.6 mm which then used as filters in batch type columns. Serpentinites
that were not mechanically activated were also used as filters in the batch type columns after having
been sieved appropriately in order to reach a grain size between 0.8 and 0.6 mm.

The next stage included an experimental arrangement consisting of columns of borosilicate glass
of 20 mm diameter. In each column 70 gr of the different mechanically activated serpentinites (derived
from the different revolutions used in the LA machine) was used, and 300 mL of wastewater was
passed through each column four times. After this four pass procedure, wastewater samples were
further processed for geochemical analysis of Cu concentration, which was performed in the Institute
for Solid fuels Technology and Application of the National Centre for Research and Technology Hellas
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using conjugated plasma argon mass spectrometry. All the sorption experiments were carried out at
room temperature (25 ± 2 ◦C).

4. Results

4.1. Results of the Studied Rock Materials

4.1.1. Petrographic Features of the Studied Rock Materials

Two types of serpentinized ultramafic rocks regarding their degree of serpentinization were
collected from the studied areas. Their textural and mineralogical characteristics are analyzed below
in Figure 3.

 

Figure 3. Textural features of serpentinites from the investigated ophiolite complexes: (a) Photomicrograph
of mesh texture in serpentinized (srp) matrix (sample BE.01, +Nicols); (b) Back-scattered electron image
(BSE) of Cr-spinel (Cr-sp) with curved boundaries and thin rims of ferritchromit and magnetite as well
as mesh serpentine (srp) (sample ED.111); (c) Photomicrograph of an orthopyroxene (opx) porphyroclast
and clinopyroxene porphyroclast (cpx) surrounded by olivine neoblasts (ol) in serpentinized (srp)
matrix (sample BE.118, + Nicols); (d) Photomicrograph of orthopyroxene porphyroclast (opx) and
olivine grains (ol), subhedral Cr-spinel (Cr-sp) and ribbon serpentine (srp) (sample ED.86B, + Nicols).

(1) Highly-serpentinized (Group I)

The primary modal mineralogical assemblage of the highly serpentinized ultramafic rocks is
intensely altered, whereas relics of orthopyroxene and Cr-spinel were observed. The subhedral to
euhedral Cr-spinel are frequently crosscut by secondary veins and/or surrounded by thin rims of
magnetite and ferritchromit because of the effects of ocean floor alteration processes. Serpentine is
the main alteration phase which forms mesh, ribbon, bastite and hourglass textures. Moreover, less
chlorite and magnetite subsequently observe, likely being the result of retrograde metamorphism
during exhumation (Figure 3).
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(2) Medium-Serpentinized (Group II)

The primary assemblage of these serpentinized ultramafic rocks comprises of orthopyroxene,
olivine, less of clinopyroxene, olivine and Cr-spinel constituting less than 30% of the whole assemblage.
Porphyroclasts of orthopyroxene exhibit exsolution lamellae of clinopyroxene, typical characteristic
of mantle peridotites. Olivine displays porphyroclastic grains and smaller neoblasts. Locally, olivine
porphyroclasts show strain lamellae, undulose extinction, shearing and recrystallization (Figure 3).
Clinopyroxene appears as relict subhedral porphyroclasts. Crystals of Cr-spinel presented as subhedral to
euhedral and they display an irregular distribution of ferritchromit compositional areas. The boundary
between the Cr-spinel (either unaltered or altered) and the ferritchromit is curved and lobate. The main
secondary product is serpentine which predominantly displays ribbon and mesh textures, whereas
others are chlorite and magnetite. The modal composition of the investigated serpentinites was further
determined by XRPD analysis in Figure 4.

Figure 4. XRPD patterns of the examined serpentinites: (a) highly serpentinized ultramafic rock (sample:
BE.01); (b) highly serpentinized ultramafic rock (sample: ED.111B); (c) medium serpentinized ultramafic
rock (sample: BE.118); (d) medium serpentinized ultramafic rock (sample: ED.86B), (1: Serpentine,
2: Spinel, 3: Magnetite, 4: Clinopyroxene, 5: Orthopyroxene, 6: Olivine).

4.1.2. XRPD of Mineral Rock Materials

The X-ray diffraction enabled us to identify the crystalline phases of the tested ultramafic rocks
where higher picks of serpentine were observed in samples BE.01 and ED.111B whereas samples BE.118
and ED.86B display lower picks of serpentine (Figure 4). Serpentine content as well the content of
other mineralogical phases of the studied rock samples were calculated via Rietveld method and are
listed in the Table 1, where the sample BE.01 presents as the most serpentinized, while ED.86B presents
as the less serpentinized sample. The identification of the degree of serpentinization of the studied
rock samples through the petrographic analysis via polarizing microscope is in accordance with the
results of Rietveld method.
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Table 1. Semi-quantitative mineralogical assemblage of the tested serpentinites. The quantification
errors calculated for each phase according to Bish and Post [40] are estimated to be ~1% (ol: olivine,
opx: orthopyroxene, cpx: clinopyroxene, sp: spinel, mgt: magnetite, srp: serpentine, BE: Veria-Naousa
ophiolite, ED: Edessa ophiolite) (-: below detection limit).

Samples ol opx cpx sp mgt srp

BE.01 - 2.3 1.7 3.3 1.0 91.7
ED.111B - - 1.1 7.1 3.2 88.6
BE.118 3.0 14.0 7.0 4.5 1.5 70.0
ED.86B 11.5 15.5 11.0 3.0 - 59.0

4.1.3. Chemistry of Serpentine Minerals

Representative microanalyses of the serpentine minerals are shown in Table 2 and plotted in the
diagrams of Figure 5. Serpentine minerals from Veria-Naousa and Edessa ophiolite are composed of
SiO2 (42.02–46.27 wt.%), MgO (36.45–41.50 wt.%), Fe2O3 (1.10–6.53 wt.%) and less Al2O3, CaO and
TiO2. Serpentine minerals from Group I display higher SiO2, MgO, Fe2O3 and lower Al2O3, CaO
and TiO2 contents than those of Group II. NiO and Cr2O3 contents are wide (0.00–2.20 wt.% and
0.00–1.93 wt.%, respectively). This wide range of NiO and Cr2O3 content may be connected with the
nature of the replaced olivine in the case of Ni-rich serpentine and pyroxene as well as in the case of
Cr-rich serpentine.

 

Figure 5. (a) MgO vs. SiO2 plot and (b) FeO vs. MgO plot for the analyzed serpentine minerals in
serpentinites from Veria-Naousa and Edessa ophiolites. Fields of lizardite, chrysotile and antigorite are
from Singh & Singh [41].
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In the diagram of Figure 5a, the analyzed serpentine minerals from Group I are mostly antigorite,
while Group II are mostly lizardite and chrysotile and less antigorite. The similarity in characteristics
is consistent with the plot of MgO vs. FeO (Figure 5b). FeO was calculated by the Fe2O3 method in
order produce the diagram shown in Figure 5b.

4.1.4. Geochemical Features of Rock Materials

Major and trace elements data from the studied serpentinites, along with their loss on ignition
(LOI) values are listed in Table 3. LOI values vary significantly from 7.9% to 14.6% with the most
serpentinized sample (BE.01) presenting the higher LOI value, while the least serpentinized one
(ED.86B) presenting the lowest LOI value.

Table 3. Representative geochemical analyses of the studied serpentinites (-: below detection limit, total).

Group I Group II

Sample BE.01 ED.111B BE.118 ED.86B

Major elements (wt.%)

SiO2 39.82 40.21 40.17 42.01
TiO2 - - 0.01 0.13

Al2O3 1.01 0.44 1.48 3.57
Fe2O3 8.86 8.89 7.43 8.06
MnO 0.11 0.06 0.12 0.11
MgO 34.17 33.54 36.28 34.17
CaO 0.10 0.16 1.46 3.17

Na2O - - - 0.18
K2O - - - -
P2O5 - - 0.01 0.02
LOI 14.6 14.0 12.4 7.9
Total 98.67 99.30 99.36 99.32

Trace elements (ppm)

Cr 2963 2333 2292 2607
Co 91.1 88.4 100.7 92.9
Ni 2655.8 2958.7 2185.0 1812.2
Cu 12.9 8.2 5.8 5.1
Zn 8 30 24 15
Pb 21.7 0.8 0.6 0.3
As 7.2 2.6 - -
U 0.2 3.0 - -

4.2. Experimental Study Results

4.2.1. Chemical Analysis of the Wastewater

The wastewater from the selected pit lake of the Agios Philippos mine is characterized by an acidic
pH value (2.99) and was geochemically analyzed by Petrounias et al. [26]. These results are given in
Table 4. According to the results of Table 4, the wastewater contains an extremely high concentration
of Cu (8847.21 ppb).
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Table 4. Chemical analysis of wastewater (-: below detection limit) [26].

Elements (ppb) Concentrations

Ag 0.18
As -
Ba 20.54
Be 24.11
Cd 1717.73
Co 213.11
Cr -
Cs 13.70
Cu 8847.21
Ga 3.90
Li 25.96

Mn 70,982.00
Pb 812.77
Rb 60.42
Sr 520.57
V -
U 111.96
Zn 285,458.55
Se 24.91
Ni 1149.40
Fe 6149.02

4.2.2. Chemical Analysis of Wastewater after Having Penetrated 4 Times through Columns of
Batch Type

Table 5 displays the final results of the chemical analyses of wastewater after having been passed
four times through each column, in which the different mechanically activated serpentinites were
used as filters. As displayed in Table 5, high amounts of Cu have been trapped from the samples that
contain higher serpentinite contents.

Table 5. Chemical analysis of the wastewater.

Cu (ppb)

Samples/Revolutions 0 500 1000 1500

BE.01 4563.20 80.35 65.40 25.21
ED.111B 6380.51 121.30 85.47 35.30
BE.118 7500.46 3670.40 1670.40 320.48
ED.86B 8070.31 6120.00 2720.50 670.12

More specifically, the highly serpentinized sample (BE.01) seems to present a higher Cu
removal capacity in comparison to the other three rock samples, even when used without having
been mechanically activated, as well as when it was mechanically activated after 500, 1000 and
1500 revolutions, respectively.

4.2.3. Chemical X-ray Diffractometry of Serpentinites after the Experimental Study

The mechanically activated serpentinites (after 1500 revolutions), after having been used as filters
in the experimental arrangement of the batch type columns for the removal of Cu, were analyzed
by X-ray diffractometry. The corresponding X-ray diffraction patterns are given in Figure 6. In the
pattern of samples BE.01 and of ED.111B, which are the most serpentinized, the mineral wroewolfeite
[Cu4(SO4)(OH)62H2O] appears, in contrast to the other two samples which are characterized by lower
serpentinite contents (samples BE.118 and ED.86B).
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Figure 6. XRPD patterns of the investigated serpentinites: (a) highly serpentinized ultramafic rock (sample:
BE.01); (b) highly serpentinized ultramafic rock (sample: ED.111B); (c) medium serpentinized ultramafic
rock (sample: BE.118); (d) medium serpentinized ultramafic rock (sample: ED.86B), (1: Serpentine, 2: Spinel,
3: Magnetite, 4: Clinopyroxene, 5: Orthopyroxene, 6: Olivine, 7: Wroewolfeite).

5. Discussion

Several researchers have studied the individual use of minerals and of rocks materials in
various environmental applications and more specifically for the removal of toxic loads using these
materials [25,26]. Furthermore, quite many researchers have carried out mechanical, chemical and
mechanochemical activation of minerals and rocks in order to increase their effectiveness in removing
toxic loads from wastewater. Huang et al. [31] have concluded that mechanochemically activated
serpentine presents very satisfactory results concerning Cu (II) removal (to an almost complete degree),
allowing this type of removal to act as a way/method of recycling and reusing Cu derived from
various wastewater solutions. Mechanical activation constitutes a way of applying mechanical stress
to induce changes in the surface properties as well as in the crystalline structure of minerals [42–45].
Even though numerous studies relative to the understanding of the nature of the effect of mechanical
loads on structural changes in the structure of minerals have been carried out, the activation of low cost
phyllosilicate minerals, such as serpentine, has not yet been extensively investigated in environmental
metal neutralization uses.

Petrounias et al. [26] combined sterile raw materials by using sterile aggregates of the LA test, and
achieved significant removal of Cu from the Agios Philippos Kirkis mine (Greece). They attributed
the Cu removal to the existence of mechanically activated serpentinite. This was carried out under
pH 4 conditions, where precipitation of metal complexes is not favored [46]. In general, the pH of
the solution controls the adsorption of Cu in the laminated serpentine, mainly of tetrahedral silicate
during the ion exchange process.

This study, which is based on and expands the initial study of Petrounias et al. [26] attempted
to find out, more accurately, the mechanism as well as the necessary and sufficient conditions for a
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serpentinized ultramafic rock to work efficiently in selective Cu capture from wastewater. As presented
in Table 5, it is obvious that as the mechanical stress increases (through the LA test), which means that
as the loadings of abrasion and attrition increase, the capacity of the serpentinized rocks in capture Cu
increases regardless their degree of serpentinization. Thus, this increase may happen exclusively due
to the existence and the structure of serpentine. When serpentine is subjected to mechanical loading
there is structural change, especially in the OH− group, which may become more relaxed than in the
octahedral positions and easily circulate in solution when in contact with it [31]. When the structure of
serpentine is decomposed by the use of abrasive mechanical stresses, is is unable to retain its atom
structure and thus its crystallinity is altered. This change in the crystallinity of serpentine has been
cited as one of the major factors for copper adsorption [26,31]. It is understood that mechanical stress
may rupture the tetrahedral and octahedral sheets of serpentine. Moreover, intensively significant
index relative to the capacity of Cu capture seems to be the degree of serpentinization of the rock
materials used. More specifically, the more serpentinized ultramafic rocks (BE.01, ED.111B), as they
have been identified through the petrographic observation (Figure 3), the X-Ray diffractometry and
Rietveld method (Figure 4, Table 1) and the geochemical analysis given through the LOI index (Table 3),
seem more effective in Cu capture (Table 5) relative to those contained less serpentine (BE.118, ED.86B).
Moreover, the effectiveness, in the Cu capture, of the most serpentinized ultramafic rocks is indicated
by the presence of wroewolfeite in the structure of these rocks after their use as filters (Figure 6).

The amount of serpentine found in the studied rocks is presented as the determinant factor,
as through this, the rate of change of available crystalline meshes capable of Cu capture from the
studied solutions is determined. However, the combination of the abovementioned factors seems to
constitute the more crucial combination concerning the effectiveness of each serpentinized lithotypes
for the removal of Cu. More specifically, the highly serpentinized ultramafic rocks (BE.01, ED.111B
with 88.6–91.7% of serpentine contained) present faster and more efficient capture of Cu in contrast
to those characterized by lesser amounts of contained serpentine (BE.118, ED.86B with 59.0–70.0%
of serpentine).

Furthermore, the Cu capture capacity seems to be related to the type of serpentine and therefore
to the special texture characteristics of the studied serpentinites. More specifically, the serpentinized
samples of similar degree of serpentinization (Table 1) but with a variety in textural features (mesh,
ribbon) and in serpentine type (chrysotile, antigorite and lizardite), as shown in the corresponding
diagrams (Figure 5), display significant differences regarding their Cu capture effectiveness. Serpentine
from highly serpentinized ultramafic rocks (Group I) plotted in the field of antigorite (Figure 5) present
as more capable of removing Cu in contrast those of Group II (medium serpentinized ultramafic rocks)
whose serpentine is plotted in the field of lizardite and chrysotile. This may happen due to the different
capacity of lizardite, chrysotile and antigorite for retaining their crystallinity under mechanical stress.
Additionally, the petrographic characteristics such as texture may significantly influence the Cu capture.
More specifically, the mesh texture of serpentine in the most serpentinized sample (BE.01) is presented
as the most effective texture than the other textures of the rest studied rocks, a fact which may happen
due to surface adsorption of Cu2+ when CuOH− is simultaneously generated and adsorbed within
the microcells.

Proposed Areas with Serpentinites for Their Potential Use as Filters for Cu Removal

Nowadays, in the era of cyclical economy and climate change, the ability to recover and reuse metals
has been studied by many researchers [31,47]. Such research is fundamental to modern cutting-edge
studies. In this study, the amount of Cu captured using serpentinites from the Veria-Naousa and
Edessa ophiolite complexes suggest promising results to potentially recover copper accumulated
within the crystallinity of serpentine (Figure 6), by using a variety of physicochemical recovery
methods. The main object of the this work is to capture Cu within the crystallinity of serpentine from
serpentinized ultramafic rocks and also to examine this application in conjunction with the recovery of
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copper from wastewater, as well as to propose potential areas that encompass serpentinized ultramafic
rocks suitable for these applications (Figure 7).

Figure 7. Modified geological map of Veria-Naousa ophiolite complex [33] after fieldwork and mapping
using ArcMap 10.1; the area of investigation is shown in the black rectangle; the dark green color
shows the highly-serpentinized ultramafic rocks of the region and the light green color shows the
medium-serpentinized ultramafic rocks.

GIS-based petrographic mapping of serpentinites feasible to be used as raw materials for copper
capture are suggested. In the modified maps (see below) we have taken into account all of the
aforementioned factors and propose specific areas that are defined and measured from the examined
ophiolite complexes (Figures 7 and 8). Specifically, the areas marked with dark green color (zone
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A) constitute the suggested areas from the mentioned complexes with the suitable serpentinites.
These serpentinites can potentially be used as filters for Cu removal regarding their petrographic
characteristics (degree of serpentinization, textural features and serpentine type) and geochemical
characteristics (LOI index). The Veria-Naousa ophiolite complex comprises of highly-serpentinized
ultramafic rocks, and GIS-based calculations yield an area of 43.84 km2, whereas the Edessa ophiolite
complex is calculated to be 42.19 km2 (Figure 7). On the other hand, zone B, marked with light green
color, constitutes the lesser suitable areas for Cu capture, as they contain lower amounts of serpentine
and different mineralogical and petrographic characteristics than those of zone A.

Figure 8. Modified geological map of Edessa ophiolite complex [39] after fieldwork and mapping
using ArcMap 10.1; the area of investigation is shown in the black rectangle; the dark green color
shows the highly-serpentinized ultramafic rocks of the region and the light green color shows the
medium-serpentinized ultramafic rocks.
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Concerning the Veria-Naousa ophiolite complex, 2.93 km2 of highly serpentinized ultramafic rocks
was calculated using GIS method, whereas in the Edessa ophiolite complex 8.15 km2 was calculated
(Figure 8). Conclusively, the highly serpentinized ultramafic rocks from both ophiolite complexes are
present in higher volumes than those of the medium-serpentinized rocks. Additionally, through the
proposed maps, which are first introduced through this study, an extra use for these serpentinites
is proposed apart from aggregates for construction and environmental applications as has already
highlighted by Petrounias et al. [48,49].

6. Conclusions

In this paper, the selective capture of Cu (II) from acidic wastewater derived from the pit lakes of
the Agios Philippos mine (Greece) from mechanically activated serpentinite using a LA machine was
studied. The abovementioned study leads to the following conclusions:

• Two groups of serpentinized ultramafic rocks from the investigated ophiolite complexes which were
detected according to their petrographic observations were in accordance with their mineralogical,
chemical and geochemical analyses.

• The highly serpentinized rocks (Group I) are more effective in Cu removal in contrast to the
medium serpentinized rock samples (Group II).

• The higher mechanical activation of the studied serpentinites (after they have been subjected to a
1500 revolutions LA test) is related to their higher capability to perform Cu removal.

• Selective removal of Cu (II) in the form of the wroewolfeite phase was achieved by using
mechanically activated highly serpentinized ultramafic rocks.

Furthermore, areas with highly serpentinized ultramafic rocks that can potentially be used as
filters for the effective Cu (II) removal from industrial wastewater are suggested and more specifically
these are the 43.84 km2 areas from the Veria-Naousa ophiolite and the 42.19 km2 area from the
Edessa ophiolite.
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Abstract: Staged combustion is an effective technology to control NOx emissions for coal-fired boilers.
In this paper, the characteristics of NOx emissions under a high temperature and strong reducing
atmosphere conditions in staged air and O2/CO2 combustion were investigated by CHEMKIN.
A methane flame doped with ammonia and hydrogen cyanide in a tandem-type tube furnace
was simulated to detect the effects of combustion temperature and stoichiometric ratio on NOx

emissions. Mechanism analysis was performed to identify the elementary steps for NOx formation and
reduction at high temperatures. The results indicate that in both air and O2/CO2 staged combustion,
the conversion ratios of fuel-N to NOx at the main combustion zone exit increase as the stoichiometric
ratio rises, and they are slightly affected by the combustion temperature. The conversion ratios
at the burnout zone exit decrease with the increasing stoichiometric ratio at low temperatures,
and they are much higher than those at the main combustion zone exit. A lot of nitrogen compounds
remain in the exhaust of the main combustion zone and are oxidized to NOx after the injection
of a secondary gas. Staged combustion can lower NOx emissions remarkably, especially under a
high temperature (≥1600 ◦C) and strong reducing atmosphere (SR ≤ 0.8) conditions. Increasing
the combustion temperature under strong reducing atmosphere conditions can raise the H atom
concentration and change the radical pool composition and size, which facilitate the reduction of
NO to N2. Ultimately, the increased OH/H ratio in staged O2/CO2 combustion offsets part of the
reducibility, resulting in the final NOx emissions being higher than those in air combustion under the
same conditions.

Keywords: chemical simulation; NOx emission; staged combustion; high temperature; strong
reducing atmosphere

1. Introduction

Nitrogen oxides (NOx) are one of the most predominant pollutants in coal-fired boilers. Because
NOx can endanger human health severely and cause acid rain, there is an increasing public demand for
reducing NOx emissions. Many countries have promulgated new NOx emission limits [1–4]. In China,
the allowed NOx emissions should be below 100 mg of NO2/Nm3 (6% O2) for all coal-fired power
plants after 2014. In the European Union, the NOx emission limit is expected to be lowered to 200 mg
of NO2/Nm3 (6% O2) for power plants over 500 MWe by the year of 2016.

To achieve these stringent NOx emission limits, a combination of two or more NOx reduction
techniques has to be used [5,6]. Currently, commercially available NOx reduction techniques include
air staging, reburning, low-nitrogen burner [7], selective catalytic reduction (SCR) and selective
non-catalytic reduction (SNCR). Among them, air staging, reburning and low-nitrogen burner are low
NOx combustion techniques, whereas SCR and SNCR are post-combustion NOx reduction technologies
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employed to offer varying degrees of NOx control capability. Because of high capital and operating
costs, ammonia leakage, deactivation of the catalyst, and relatively narrow temperature windows for
post-combustion NOx-reduction technologies [8–13], it is more desirable in practice to remove as much
NOx as possible during combustion to alleviate the dependency on SCR and SNCR.

Air staging is the most widely used NOx control technique during combustion in pulverized coal
boilers, which employs a main combustion zone and a burnout zone within the furnace region (see
Figure 1) [5,14,15]. About 80% of air flow enters the main combustion zone where pulverized coal
burns under substoichiometric conditions, i.e., reducing atmosphere conditions. The balance of the
required air for complete combustion is introduced to the burnout zone through overfire air (OFA)
ports. In the main combustion zone, the deficiency of oxygen can accelerate CHm (with m = 1, 2, and 3)
and NHn (with n = 0, 1, and 2) to reduce generated NOx to N2 [16]. After the balance of oxygen is
supplied to the burnout zone, a small amount of fuel NOx will be formed here, as most of the fuel-N
has been converted into N2 or NOx. Meanwhile, the generation of thermal NOx is also inhibited. As a
result, lower emissions of NOx are achieved at the furnace exit.

 

Figure 1. Pulverized coal boiler air-staged combustion NOx control system.

Many research efforts have been devoted to the characteristics of NOx formation and reduction
in staged air combustion [1,3,16–22]. The results revealed that NOx emissions are mostly
determined by coal properties, combustion temperature, stoichiometric ratio (SR) and residence
time. Some investigators [17,22] reported that stoichiometric ratio can strongly affect the generation of
NOx, and the conversion ratio of fuel-N to NOx falls with the decreasing stoichiometric ratio under
reducing atmosphere conditions (SR < 1). Taniguchi et al. [1,19] detected the impact of combustion
temperature on NOx emissions in a drop-tube furnace system used to simulate the air-staged combustion
characteristics of actual pulverized coal boilers. They agreed that raising the temperature of the main
combustion zone under reducing atmosphere conditions helps the reduction of NOx. This viewpoint
is also supported by some other research work [21]. Thus, it is found that a high temperature or strong
reducing atmosphere in the main combustion zone can lower NOx emissions. In other words, to achieve
the minimal NOx emissions in staged air combustion, the combustion temperature should be raised as
high as possible and the stoichiometric ratio should be reduced as far as possible simultaneously in
the main combustion zone. Bai et al. [16] examined NOx emission levels of various coals under high
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temperature and strong reducing atmosphere conditions in a vertical tandem-type drop-tube furnace
system. Their results verified the NOx removal potential of this combustion method.

Creating high temperature and strong reducing atmosphere conditions in staged air combustion
to lower NOx emissions has a promising prospect. The slag-tap furnace is expected to be the most
appropriate application for the combustion method owing to the following two aspects: The first is the
high combustion temperature. For example, the gas temperature within the cyclone barrel is more than
1650 ◦C in cyclone-fired boilers [23]. The second is the decreased ash melting temperature under strong
reducing atmosphere conditions [24]. The slag-tap furnace prefers to fire the coals having low ash
melting temperatures without severe slagging. Moreover, there are also some other furnaces featuring
high combustion temperatures [5,21].

O2/CO2 combustion is one of the most promising CO2-capture technologies in thermal power
generation [25–28]. Studies have shown that staged combustion can also lower the NOx emissions in
O2/CO2 combustion [16,20,26,29]. Thus, NOx formation and reduction under high temperatures and
strong reducing atmosphere conditions in staged O2/CO2 combustion are also worthy being explored.

A number of researchers [4,6,20,30–35] have investigated the processes of NOx formation and
reduction in staged air and O2/CO2 combustion to date. However, these studies were performed under
the conditions of relatively low temperature or relatively high stoichiometric ratio. There are very few
studies on the reaction mechanisms for NOx under high temperatures and strong reducing atmosphere
conditions, which differ from those under conventional conditions of staged combustion. Meanwhile,
how to co-ordinate the combustion temperature and stoichiometric ratio to achieve the most suitable
conditions for NOx reduction is still unclear and insufficiently understood. Therefore, it is of great
significance to study how the high temperature and strong reducing atmosphere conditions influence
the NOx formation and reduction in staged combustion.

In the present study, the characteristics of NOx formation and reduction under high temperature
and strong reducing atmosphere conditions in staged air combustion were investigated numerically by
CHEMKIN. A methane flame doped with ammonia and hydrogen cyanide for fuel-N in a tandem-type
tube furnace was simulated to probe the effects of combustion temperature and stoichiometric ratio on
the NOx emissions. Based on the calculations, the elementary steps for NOx formation and reduction
at the high temperature were identified. In addition, NOx formation and reduction in staged O2/CO2

combustion were also examined.

2. Numerical Approach

2.1. Reactors and Models

The simulations were carried out for a tandem-type tube furnace consisting of two identical tube
reactors. The tube furnace is shown schematically in Figure 2a. The inside diameter and heating length
of the tube reactor are 38 mm and 600 mm, respectively. The heaters are arranged around the tube
reactors to control the reaction temperatures. The primary gas, which includes CH4, NH3, HCN and
air (O2/CO2), is introduced into the tube reactor 1 where methane burns under different temperatures
and stoichiometric conditions. Meanwhile, NH3 and HCN are converted into NO or N2. Subsequently,
the secondary gas, i.e., supplementary air or O2/CO2, is injected as OFA from the connection between
the tube reactor 1 and 2. The residual fuel burns out in the tube reactor 2. Therefore, the tube furnace
can be employed to describe the characteristics of NOx formation and reduction in staged combustion
with the tube reactor 1 and 2 regarded as the main combustion zone and the burnout zone, respectively.

Indeed, some key processes in real boilers such as strong turbulence, devolatilization,
char combustion and thermal radiation are simplified for the purpose of seeking elementary steps
for N conversion at high temperatures. During pulverized coal combustion, considerable fractions
of C and N conversion occur in the gas phase. When pulverized coal is ignited in the furnace, the
volatiles in coal are first released and then mixed with air for homogeneous combustion. Hydrocarbons
are the important components of the volatiles. Compared with the real combustion process of
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pulverized coal, the transformation of Char-N and heterogeneous reduction of NOx are not considered.
This simplification certainly brings deviation for direct prediction of NOx emissions in practice, and its
influence depends on the amount of the coal volatiles. In this study, although methane combustion
simulation cannot fully reflect the N conversion during coal combustion, it can still reveal NOx

formation and reduction in the homogeneous combustion.

 
Figure 2. Schematic diagram of simulation object: (a) tube furnace of staged combustion; (b) reaction
process modeling, 1—external source of inlet gas i, 2—plug flow reactor i, 3—external source of inlet
gas ii, 4—non-reactive gas mixer, 5—plug flow reactor ii, 6—outlet flow of reactor.

The simulations were performed using a chemical kinetics modeling code CHEMKIN. It provides
a feasible and powerful tool to understand reaction processes involving elementary gas-phase chemical
kinetics [30–32,34,36–38]. Proper models were chosen to simulate the tube furnace and a corresponding
reaction process diagram was developed in Figure 2b. Two external source of inlet gas models were
used to introduce the primary and secondary gases into the reaction system. Moreover, two plug flow
reactor (PFR) models were employed to describe the combustion processes in the tube reactor 1 and 2,
respectively. The PFR model assumes that no mixing occurs in the flow direction while perfect mixing
occurs in the direction perpendicular to the flow [39,40]. Many researchers have applied it to simulate
the complex physical and chemical phenomena in tube reactors. A non-reactive gas mixer model was
used to replace the connection between the two tube reactors. The reaction system ended up with an
outlet flow of reactor model. All the models above completely constituted the simulation object.

2.2. Reaction Mechanism

There are three mechanisms responsible for the NOx formation in combustion systems: thermal
NOx, prompt NOx and fuel NOx. In the present study, the production of NO is far more than those of
other nitrogen oxides, thus, only NO is taken into account in our results. The thermal NOx is formed
by the direct oxidation of nitrogen from the combustion air at a very high temperature (>1800 K).
This reaction process can be expressed by the extended Zeldovich mechanism as follows [41]:

N2+O → NO + N (1)

N + O2 → NO + O (2)

N + OH → NO + H (3)
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The prompt NOx are generated by the reaction of atmospheric nitrogen with hydrocarbon radicals
in fuel-rich conditions. The key reactions are written by [42]:

N2+CH → HCN + N (4)

N2+CH2 → HCN + NH (5)

Subsequently, these resultants are oxidized to NO quickly. The fuel NOx are produced by the
oxidation of nitrogen bound in the fuel and generally account for more than 80% of the total NOx

production in large pulverized coal boilers [41]. NH3 and HCN are the dominant intermediates during
the conversion of fuel-N to NO or N2. As a result, the overall reactions of the fuel NOx formation can
be given by:

NH3+O2 → NO+ . . . (6)

HCN + O2 → NO+ . . . (7)

In addition, the generated NO is also reduced to N2 simultaneously, which mainly depends on
the local environment. The final NOx emissions are the comprehensive result of these actions, and a
detailed reaction mechanism is needed to predict it.

A GRI-Mech 3.0 reaction mechanism was adopted in this paper, which involves 53 species and
325 elementary chemical reactions [43]. The purpose of this mechanism is to model natural gas
combustion, including NO formation and reduction and reburn chemistry. The three NOx formation
mechanisms above are all included in this mechanism. Species concentrations in reaction systems
are calculated from the net rate of production for each species by chemical reaction. Reaction rate
constants are determined by the modified Arrhenius expression [32]:

k = ATβ exp(−E/[RT]) (8)

where A is the pre-exponential factor, T is the reaction temperature, β is the correction factor, E is the
activation energy and R is the molar gas constant. The reverse reaction rate constants derive from
the forward reaction rate constants and appropriate equilibrium constants. Under this mechanism,
the rate of production (ROP) and first-order sensitivity analyses were used to interpret the kinetic
results [32,34,36,44]. The ROP analysis can provide the information of the rates of formation and
consumption for each species involved in the mechanism. The first-order sensitivity analysis is able to
obtain the first-order sensitivity coefficient defined as:

κ =
δYj/Yj

δAi/Ai
(9)

where Yj is the mole fraction for the jth species and Ai is the pre-exponential factor for the ith reaction.
The coefficient reflects the relative change in the predicted concentration for jth species caused by
increasing the reaction rate constant for the ith reaction.

3. Data Analysis and Simulation Conditions

The stoichiometric ratio (SR) is often used to express combustion conditions, which is represented
in this study by:

SR =
VO2 /VCH4(

VO2 /VCH4

)
st

(10)

where V is the volume flow rate and the subscript st denotes the stoichiometric condition. The
conversion ratio of fuel-N to NOx (NOx CR) is defined as:

NOx CR =
Exhaust NOx volume flow rate

Inflow fuel−N volume flow rate
(11)
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where the Inflow fuel-N volume flow rate is the sum of NH3 and HCN volume flow rates.
Nine different stoichiometric ratios in the main combustion zone (0.5–1.2, 2) were used to study

the effect of the SR on the characteristics of NOx emissions, as shown in Table 1. The C/N mole ratios
in these cases were all selected as 85. The reaction temperature in the main combustion zone varies
from 1200 to 1800 ◦C, while that in the burnout zone varies from 1100 to 1400 ◦C. To compare with
air-staged combustion, NOx emissions in staged O2/CO2 and O2/Ar combustion were also investigated
with the O2 concentrations set at the same value (21%).

Table 1. Simulation conditions for staged combustion in the tandem-type tube furnace.

SR (Main Combustion Zone)

0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 2

Primary gas (Ncm3/min):
CH4 735 612.5 525 459.4 408.3 367.5 334.1 306.2 183.8
O2 735 735 735 735 735 735 735 735 735

N2 (CO2 or Ar) 2765 2765 2765 2765 2765 2765 2765 2765 2765
NH3 3.46 2.88 2.47 2.16 1.92 1.73 1.57 1.44 0.86
HCN 5.19 4.32 3.71 3.24 2.88 2.59 2.36 2.16 1.30

Secondary gas (Ncm3/min):
O2 1029 735 525 367.5 245 147 66.8 0 0

N2 (CO2 or Ar) 3871 2765 1975 1382.5 921.7 553 251.4 0 0
SRglobal 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 2

Reaction temperature: 1200–1800 ◦C (Main combustion zone); 1100–1400 ◦C (Burnout zone)

4. Results and Discussion

4.1. Model Validation

In order to obtain creditable and reasonable simulation results, a comparison between different
reaction mechanisms and models was carried out in Figure 3. An updated reaction mechanism of
Glarborg et al. and a premixed flame model (PFM) were also taken into consideration in the present
study. The updated Glarborg reaction mechanism includes 97 species and 779 elementary chemical
reactions, and is able to predict the experimental results correctly [32]. The PFM can compute species
and temperature profiles in steady-state burner-stabilized premixed laminar flames. Figure 3 gives
the predicted results of three cases: PFR model and GRI-Mech 3.0 reaction mechanism, PFR model
and updated Glarborg reaction mechanism, PFM model and GRI-Mech 3.0 reaction mechanism [45].
The calculation was conducted under the SR of 0.7 and the reaction temperature varying from 1200 to
1800 ◦C; the other conditions are listed in Table 1. On the whole, the predicted volume flow rates of
NH3, HCN and NO at the main combustion zone exit show similar trends in the three cases. Although
there are some differences between the reaction mechanisms and models, these results are comparable.
Especially at high temperatures, a good agreement is observed. Therefore, the above-described
numerical approach is valid.

4.2. Characteristics of NOx Emissions in Staged Air Combustion

Figure 4 shows the NOx CRs at the main combustion zone and burnout zone exits in the staged
air combustion. The NOx CRs at the main combustion zone exit increase when the SR rises, and the
reaction temperature seems to have little influence on the NOx CRs. However, the NOx CRs at the
burnout zone exit are significantly affected by the SR and reaction temperature in the main combustion
zone. When the reaction temperature is low, the NOx CRs decrease with the increasing SR. Comparing
the NOx CRs of the main combustion zone exit and the burnout zone exit, a large quantity of NOx

is produced after the injection of secondary gas, which means a lot of nitrogen compounds exist
in the exhaust of the main combustion zone. This point will be proved and discussed in Figure 5.
The smaller the SR is, the higher the number of nitrogen compounds. Contrastingly, for the high
reaction temperature, the final NOx emission levels are quite low. A minimal difference is found in
the NOx CRs between the main combustion zone exit and the burnout zone exit, which means most
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of the fuel-N has been converted into NOx or N2 and few nitrogen compounds remain at the main
combustion zone exit. In addition, the lower NOx emission levels are found at a high temperature
(≥1600 ◦C) and strong reducing atmosphere (SR ≤ 0.8) conditions.

 
Figure 3. Comparison of different reaction mechanisms and models in staged air combustion: (a–c) are
the predicted volume flow rates of NH3, HCN and NO, respectively, at the main combustion zone exit
under the SR of 0.7.

The sums of NH3, HCN, and NOx at the main combustion zone and burnout zone exits in staged
air combustion are shown in Figure 5. At the main combustion zone exit, the NOx emissions are low,
while the sum of NH3, HCN, and NOx is quite high when the reaction temperature is set as 1200 ◦C.
A large amount of NH3 and HCN remain in the primary combustion exhaust. With the secondary
gas introduced, the remaining NH3 and HCN are almost entirely oxidized to NOx. Therefore, at the
burnout zone exit, very little NH3 and HCN exist, and the sum of NH3, HCN, and NOx is approximately
equal to the NOx emissions. The final NOx emissions depend on the sum of nitrogen compounds
in the primary combustion exhaust. To limit the NOx emissions as much as possible by air staging,
it is of great significance to obtain a minimum sum of NH3, HCN, and NOx in the main combustion
zone, i.e., converting more fuel-N to N2 in terms of N balance. With the reaction temperature in the
main combustion zone rising, the final NOx emissions decrease. When the temperature is higher than
1600 ◦C, the final NOx emissions attain a minimum level.
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(a) 

 
(b) 

Figure 4. Conversion ratio of fuel-N to NOx in staged air combustion (reaction temperature in the
burnout zone: 1100 ◦C): (a) main combustion zone exit; (b) burnout zone exit.

 
Figure 5. Sums of NH3, HCN and NOx at the exits in staged air combustion (reaction temperature in
the burnout zone: 1100 ◦C).

Figure 6 illustrates the NOx emissions under the oxidizing atmosphere condition (SR ≥ 1) in air
combustion. Considering the formation of the thermal NOx, a simulation of O2/Ar combustion was
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performed for comparison. Most of the fuel-N is easily oxidized to NOx by the excess O2. When the
combustion temperature is higher than 1500 ◦C, the thermal NOx begins to be markedly produced.
As the combustion temperature and SR rise, the emissions of the thermal NOx increase rapidly.

 
Figure 6. Comparison of NOx emissions between air combustion and O2/Ar combustion under
oxidizing atmosphere conditions.

The effect of the reaction temperature in the burnout zone (T2) on the NOx emissions in air staging
is shown in Figure 7. The reaction temperature in the main combustion zone (T1) is selected as 1500 ◦C.
There is minimal difference in the final NOx CR when T2 varies from 1100 to 1400 ◦C. In other words,
T2 nearly has no effect on the formation of NOx. Therefore, it is important to control the NOx formation
and reduction in the main combustion zone instead of the burnout zone.

 
Figure 7. Effect of reaction temperature in the burnout zone on the NOx emissions in staged
air combustion.

4.3. Characteristics of NOx Emissions in Staged O2/CO2 Combustion

Figure 8 presents the effects of the SR and combustion temperature on the NOx emissions in
the staged O2/CO2 combustion. The variation trends of the NOx CRs are similar to those in the
staged air combustion. However, a significant difference in the exact NOx emission value between
O2/CO2 combustion and air combustion is found due to the existence of a great deal of CO2. In the
O2/CO2 combustion, the CO2 concentration is so high that the chemical reaction 12 is observably
facilitated [30,37]:

H + CO2 → OH + CO (12)
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Here, CO2 cannot be considered as an inert gas anymore. The chemical reaction 12 diminishes
the H atom concentration and increases the concentration of OH radicals, which impacts the NOx

formation and reduction strongly. Compared with the staged air combustion, the NOx CR at the main
combustion zone exit increases markedly, and the range of the SR and combustion temperature (under
which a significant amount of NH3 and HCN remain in the primary combustion exhaust) is narrow.
At low temperatures (≤1400 ◦C), a significant amount of NH3 and HCN remain at the main combustion
zone exit. Their sum rises rapidly with the decreasing SR and combustion temperature. Similarly,
the lower final NOx emission levels appear at high temperatures (≥1500 ◦C), and the higher combustion
temperature and the smaller SR lead to lower NOx emissions. Furthermore, the final NOx emissions in
the staged O2/CO2 combustion are higher than those in the staged air combustion at the same high
temperature and strong reducing atmosphere conditions. This conclusion is consistent with Mendiara
et al.’s research results [32,36]. Because of the chemical reaction 12, the OH/H ratio increases, which is
equivalent to providing an oxidizing agent in the combustion atmosphere. Therefore, the oxidation of
NH3 and HCN to NOx is promoted.

 
(a) 

 
(b) 

Figure 8. Conversion ratio of fuel-N to NOx in staged O2/CO2 combustion (reaction temperature in the
burnout zone: 1100 ◦C): (a) main combustion zone exit; (b) burnout zone exit.

Figure 9 compares the NOx emissions of staged air and O2/CO2 combustion under different
atmosphere conditions. In O2/CO2 combustion, staged combustion is also able to decrease the NOx

emissions enormously, but the emission reduction is less than that in air staging. Under the oxidizing
atmosphere condition, the NOx emission levels are quite high in both air combustion and O2/CO2
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combustion. Moreover, CO2 can reduce the O/H radical pool and tends to inhibit the NOx formation
from fuel-N and, thus, the NOx emissions in O2/CO2 combustion are lower than those in air combustion.
When under the reducing atmosphere condition, as the SR falls, the NOx CR in O2/CO2 combustion
decreases while that in air combustion reduces first and then increases. The NOx CR of O2/CO2

combustion has a minimum of 7.1% at the SR of 0.5, while that of air combustion reaches a minimum
of 4.7% at the SR of 0.7. These results denote that staged air combustion is more practical for limiting
the NOx emissions than staged O2/CO2 combustion.

 
Figure 9. Comparison of NOx emissions between air combustion and O2/CO2 combustion under
different atmosphere conditions.

Another interesting finding in Figure 9 is that there are two reverse trends for staged air combustion
and O2/CO2 combustion at a smaller SR. The chemical reaction 12 can affect reducibility of combustion
atmosphere strongly. At a smaller SR, a certain amount of NH3 and HCN remain in the primary
combustion exhaust for staged air combustion when the temperature is not so high (here 1500 ◦C),
then the NOx CR increases after these NH3 and HCN are oxidized to NOx by the OFA. While for
staged O2/CO2 combustion, the atmosphere is much less reductive at the same SR; only a small amount
of NH3 and HCN remain when the temperature is 1500 ◦C. Moreover, the smaller SR is, the more
significant the effect of reducibility.

4.4. Mechanism Analysis

According to the ROP analysis, a reaction path diagram reflecting the main reaction pathways for
the conversion of NH3 and HCN to NO or N2 in staged air and O2/CO2 combustion is proposed in
Figure 10. The combustion temperature is 1600 ◦C and the SR is 0.7 during the calculation. The solid
lines represent reaction pathways important in air combustion, while the dashed lines express those
only significant in O2/CO2 combustion. It can be seen from the reaction path diagram that NO is
directly reduced to N2 mainly through the following reactions:

N + NO → N2+O (13)

NH + NO → N2+OH (14)

NCO + NO → N2+CO2 (15)

Besides, part of NO first forms nitrogen intermediates NNH and N2O, and they are then converted
into N2 by:

NH + NO → NNH + O (16)
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NNH + H → H2+N2 (17)

NNH + OH → H2O + N2 (18)

NNH → N2+H (19)

NH + NO → N2O + H (20)

NCO + NO → N2O + CO (21)

N2O + H → N2+OH (22)

N2O(+M) → N2+O(+M) (23)

 

Figure 10. Reaction path diagram for the fuel-N conversion under a high temperature and strong
reducing atmosphere conditions in staged air and O2/CO2 combustion.

Major reactions for NH3 consumption are the interactions with H, O and OH radicals:

NH3+H → NH2+H2 (24)

NH3+O → NH2+OH (25)

NH3+OH → NH2+H2O (26)

Main reactions for HCN removal are listed as follows:

HCN + OH → NH2+CO (27)

HCN + O → NH + CO (28)

HCN + O → NCO + H (29)

HCN + OH → HOCN + H (30)

HCN + OH → HNCO + H (31)

HCN + M → H + CN + M (32)
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HCN + OH → CN + H2O (33)

There are also some important nitrogen intermediates formed during the conversion of NH3

and HCN, such as NCO, NH, NH2, and HNO. Whether the fuel-N is finally converted into NO or
N2 depends on the formation and evolution of these nitrogen intermediates, which are significantly
affected by the presence of H, O and OH radicals in the reaction atmosphere. Determined by the
combustion temperature and SR, different concentrations of H, O and OH radicals lead to different
NOx emissions. Under the high temperature and strong reducing atmosphere conditions, the H atom
concentration is increased, and the OH/H ratio and O/H ratio are decreased correspondingly. As a
result, the reactions by which the nitrogen intermediates are oxidized to NO are inhibited, while those
promoting the NO reduction to N2 are enhanced. For O2/CO2 combustion, reaction 12 is considered to
be responsible for the impact of high CO2 concentration. It can compete with reaction 34 for H [30,37],
which changes the concentrations of H, O and OH radicals in the reaction atmosphere.

H + O2 → O + OH (34)

Figure 11 gives the results of a first-order sensitivity analysis for N2 at the SR of 0.7 in air
combustion. Here, the effect of temperature on N2 production is detected emphatically. The first-order
sensitivity coefficients of some reactions are negative at a low temperature, while they become positive
at a high temperature, which means that these reactions play important roles in the reduction of NOx

to N2. With the increasing temperature, the function of these reactions switches from inhibiting N2

production to facilitating it. This is because the increasing rate constant of each reaction induced by
the higher temperature changes the radical pool composition and size in the reaction atmosphere.
Moreover, N2 is mostly sensitive to the reactions that generate or consume H and CH3 radicals under
the high temperature and strong reducing atmosphere conditions. For instance, increasing the rate
of reaction 34 will promote NOx reduction. Similarly, Figure 12 displays the first-order sensitivity
analysis for N2 in O2/CO2 combustion. Due to reaction 12, some reactions for CH3 consumption
become bottlenecks in N2 formation, besides reaction 34.

 

Figure 11. First-order sensitivity analysis for N2 at different temperatures in air combustion (SR = 0.7).
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Figure 12. First-order sensitivity analysis for N2 at different temperatures in O2/CO2 combustion
(SR = 0.7).

5. Conclusions

In this study, a methane flame doped with ammonia and hydrogen cyanide for fuel-N in a
tandem-type tube furnace was simulated to investigate the characteristics of NOx emissions under a
high temperature and strong reducing atmosphere conditions in staged air and O2/CO2 combustion
by CHEMKIN. The effects of combustion temperature and stoichiometric ratio on the NOx emissions
were examined, and the elementary steps for NOx formation and reduction at high temperatures were
identified. The following conclusions can be drawn:

In both staged air and staged O2/CO2 combustion (SR < 1), the NOx CRs at the main combustion
zone exit increase as the SR rises, and they are slightly affected by the combustion temperature.
The NOx CRs at the burnout zone exit decrease with the increasing SR at low temperatures, and they
are much higher than those at the main combustion zone exit. Here, a lot of nitrogen compounds
remain in the exhaust of the main combustion zone and can be easily oxidized to NOx with the injection
of secondary gas. Staged combustion can lower the NOx emission levels significantly, especially under
a high temperature (≥1600 ◦C) and strong reducing atmosphere (SR ≤ 0.8) conditions. Increasing
the combustion temperature under strong reducing atmosphere conditions can raise the H atom
concentration and change the radical pool composition and size. Therefore, the reactions by which
NO is reduced to N2 are facilitated. In addition, the increased OH/H ratio through reaction 12 offsets
part of the reducibility in staged O2/CO2 combustion, resulting in the final NOx emissions in O2/CO2

combustion being higher than those in air combustion at the same high temperature and strong
reducing atmosphere conditions.
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Nomenclature

A pre-exponential factor (L/(mol·s))
E activation energy (kJ/mol)
k reaction rate constant (L/(mol·s))
NOx CR conversion ratio of fuel-N to NOx (%)
R molar gas constant (kJ/(mol·K))
SR stoichiometric ratio (-)
T reaction temperature (K)
V volume flow rate (Ncm3/min)
Y mole fraction (-)
β correction factor (-)
κ first-order sensitivity coefficient (-)
i index for reaction
j index for species
st stoichiometric condition
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Abstract: The bioethanol industry continues improving sustainability, specifically focused on plant
energy and GHG emission management. Dried distiller grains with solubles (DDGS) is a byproduct
of ethanol fermentation and is used for animal feed. DDGS is a relatively low-value bulk product that
decays, causes odor, and is challenging to manage. The aim of this research was to find an alternative,
value-added-type concept for DDGS utilization. Specifically, we aimed to explore the techno-economic
feasibility of torrefaction, i.e., a thermochemical treatment of DDGS requiring low energy input,
less sophisticated equipment, and resulting in fuel-quality biochar. Therefore, we developed a
research model that addresses both bioethanol production sustainability and profitability due to
synergy with the torrefaction of DDGS and using produced biochar as marketable fuel for the plant.
Our experiments showed that DDGS-based biochar (CSF—carbonized solid fuel) lower calorific value
may reach up to 27 MJ·kg−1 d.m. (dry matter) Specific research questions addressed were: What
monetary profits and operational cost reductions could be expected from valorizing DDGS as a source
of marketable biorenewable energy, which may be used for bioethanol production plant’s demand?
What environmental and financial benefits could be expected from valorizing DDGS to biochar and
its reuse for natural gas substitution? Modeling indicated that the valorized CSF could be produced
and used as a source of energy for the bioethanol production plant. The use of heat generated from
CSF incineration supplies the entire heat demand of the torrefaction unit and the heat demand of
bioethanol production (15–30% of the mass of CSF and depending on the lower heating value (LHV)
of the CSF produced). The excess of 70–85% of the CSF produced has the potential to be marketed for
energetic, agricultural, and other applications. Preliminary results show the relationship between the
reduction of the environmental footprint (~24% reduction in CO2 emissions) with the introduction of
comprehensive on-site valorization of DDGS. The application of DDGS torrefaction and CSF recycling
may be a source of the new, more valuable revenues and bring new perspectives to the bioethanol
industry to be more sustainable and profitable, including during the COVID-19 pandemic and other
shocks to market conditions.

Keywords: biofuel; biorenewables; corn; DDGS; ethanol; sustainability; torrefaction; waste-to-energy;
waste-to-carbon; CSF

1. Introduction

The production of bioethanol is a heat-consuming process. The heat demand for processing of
corn is ~1100 MJ·Mg−1 (corn), while the production of bioethanol requires 38,600 MJ·Mg−1 (bioethanol).
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Typically, this heat demand is supplied by the incineration of natural gas, a fossil fuel [1]. Therefore,
the production of bioethanol is not considered sustainable (e.g., due to net GHG production, [2]),
which is dependent on fluctuating prices of natural gas and subsidies. The bioethanol production
industry needs continued efforts to be profitable, sustainable, self-sufficient, and independent from the
volatile fuels market and resilient to changing policies.

We propose, for the first time, implementation of the new solution based on valorization and
waste recycling according to ‘waste to carbon’ and ‘waste to energy’ approaches. One of the bioethanol
industry waste is dried distiller grains with solubles (DDGS) accounting for ~30% [1] of the initial mass
of corn. Wet DDGS is usually used for animal feeding with relatively low revenues for the ethanol
plant. The wet (unprocessed) DDGS are prone to decay and are difficult to store without drying (and
additional energy input for drying is required) [3].

We propose the use of torrefaction (roasting at 200 to 600 ◦C in the absence of oxygen) of DDGS to
produce biochar. The biochar (i.e., carbonized DDGS, also known as carbonized solid fuel, CSF [4]) is
then used as a fuel to that covers the entire heat needs for a bioethanol plant. The biochar produced
from DDGS may reach the calorific value up to ~27 MJ·kg−1 d.m. (equivalent of high-quality coal,
anthracite) while the mass yield of the biochar is 60–90%.

The proposed solution is an innovative change in the bioethanol production scheme due to:
(i) addition of a torrefaction unit for thermochemical treatment of DDGS and production of biochar
(CSF) characterized by improved fuel properties; (ii) substitution of CSF for natural gas (currently used
as the heat source in a gas boiler) and incineration in a solid fuel boiler; (iii) use of heat generated from
CSF incineration in solid fuel boiler for covering entire heat demands of torrefaction unit and the heat
demand of bioethanol production process. The residual mass of CSF produced has the potential to be
marketed for energetic, agricultural, and other applications.

In this paper, we present a techno-economic analysis showing that the proposed valorization of
DDGS is profitable, i.e., it makes the bioethanol plant energy-neutral (for heat) while creating additional
revenue streams from CSF sold outside. A few techno-economic models for bioethanol plants were
developed. Kwiatkowski et al. created a model of the ethanol production system through the dry-grind
process [1]. The model was created with the goal of being applied to the evaluation of current and new
grain conversion technologies, to assist in the determination of how impactful alternative feedstocks
can be, and for sensitivity analysis of high impact economic factors. As such, the model was not based
on generic plant design. The model uses data from ethanol producers, manufacturers of the equipment,
suppliers, and engineers in this field. The Kwiatkowski et al. [1] model was created to simply be a
baseline for a standard ethanol production system.

Kalyian et al. [2] developed a model of a process that integrated torrefied corn stover into the
ethanol production system. The goal of this model was to assess whether there was the potential to
reduce greenhouse gas emissions through the integration of biomass torrefaction into industrial-scale
businesses. Our model has a different scope in comparison to Kalyian et al. [2] because the biomass we
propose as a feedstock for torrefaction is a direct byproduct of ethanol production. We are using DDGS
for biochar production, which, in turn, could potentially earn positive carbon abatement effects.

We aimed to explore the techno-economic feasibility of torrefaction, i.e., a thermochemical
treatment of DDGS requiring low energy input, less sophisticated equipment, and resulting in
fuel-quality biochar. Therefore, we developed a research model that addresses both bioethanol
production sustainability and profitability due to synergy with the torrefaction of DDGS and using
produced biochar as marketable fuel for the plant. Specific research questions addressed were:

1. What monetary profits and operational cost reductions could be expected from valorizing DDGS
as a source of marketable biorenewable energy?

2. What fraction of energy demand for bioethanol production could be supplied by CSF from DDGS?
3. What environmental and financial benefits could be expected from valorizing DDGS to CSF and

its reuse for natural gas substitution?

122



Energies 2020, 13, 4528

2. Materials and Methods

2.1. Techno-Economic Model

A techno-economic model was created to provide an initial evaluation of the proposed concept.
The model was based on data collected regarding ethanol production requirements and products [1].
Using these data, we were able to create a working model for a standard ethanol production system
that can work with some key inputs such as the mass of corn being used, or the capacity of the plant,
to generate information on the products and byproducts that would be produced as a result. What we
used this information for was to create a hands-on model of our own so that we could compare a generic
ethanol production system with our own proposed ethanol production system. The data in this paper
was critical in the creation of our mass and energy balances, which were used to determine the viability
of our proposed method. This whole model was created in Microsoft Excel (Supplementary Materials,
Technoeconomic Model.xlsx).

The document itself contains several tabs providing information on the system and what is
occurring in each step of the process. Among these tabs is a flowchart that provides not only a visual
representation of the ethanol production system but also a detailed look at the mass breakdown at
every step. A more detailed overview of what each tab contains can be seen in Table 1.

To make the model more user-friendly and organized, we used different colors to symbolize
different processes in the flowchart. For example, the corn cleaning process is highlighted in Figure 1.
The ‘Total Corn’ block is colored green as it is an input into the system, the ‘Cleaning’ block is colored
blue to signify that it is a process in the system, and the ‘Trash’ block is red to signify a byproduct
of the system that is not profitable. The only block not pictured is that of a profitable byproduct,
which is colored in orange. On top of the color-coded blocks, several cells are colored yellow or orange,
which yellow indicating values that are inputted and orange, indicating values that change as a result
of the values in yellow.

 

Figure 1. The cleaning process from the ‘Flowchart’ page in the Supplementary Materials
(Excel spreadsheet, Technoeconomic Model).

An example of the techno-economic model is given in Figure 2, presenting the part of the mass
balance of the bioethanol plant.

The developed techno-economic model was a source of the mass balance data for the simplified
economic analysis of bioethanol plants. For calculations, we used four main components of the
bioethanol plant:

- Corn prices as a cost.
- Natural gas prices as a cost.
- Ethanol prices as a revenue.
- DDGS prices as a revenue.

Additionally, in the scenario with the application of the torrefaction, we included the option
of selling the CSF on the market. We assumed that the price of revenue would be similar to the
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price of biochar available as a soil amendment. We determined the CSF threshold price above which
the bioethanol plant with implemented DDGS torrefaction starts to have higher profits than the
conventional one.

Table 1. Legend to the Technoeconomic Model (Excel spreadsheet in Supplementary Materials):
Bioethanol Plant Production Model.

Excel Tab (Name) Function Inputs Outputs

Introduction Brief explanation of what the file contains NA NA

Flowchart Visual representation of ethanol production
with the breakdown of the mass. NA

• Mass of trash
• Mass of ethanol
• Mass of DDGS
• Mass of CO2

Substrate-corn Provides information regarding the mass
composition of corn.

• Yearly plant working hours
• Annual cost of corn
• Current corn price
• Plant capacity

NA

Additives Summary of the mass of all additives during
the process.

• Water use NA

Cleaning Detailed description of the cleaning stage. NA NA

Grinding Brief description of grinding and its relation to
the mass balance. NA NA

Weigh Tank Brief description of the weigh tank phase and
its relation to the mass balance. NA NA

Slurry Tank Breakdown of how the mass changes into a
slurry and its resultant composition.

• Mass of α-amylase
• Ammonia
• Lime
• Water

NA

Liquefaction Brief overview of the liquefaction step and the
conversation of the starch to oligosaccharides. NA NA

Saccharification Brief overview of the saccharification step and
the conversation of oligosaccharides to glucose. NA NA

Fermentation Detailed look at the fermentation step and
conversion rates to ethanol and biomass. NA NA

Beer Column Brief overview of the routes the mass takes
from the beer column. NA NA

Centrifugation Description of centrifugation and assumptions
for centrifuge capacity. NA NA

Ethanol Purification Overview of the ethanol purification process as
well as steam use. NA • Ethanol produced

Evaporation Mass of water evaporated during purification. NA NA

NA—not applicable.

In our model, we used the most recent prices and costs given by the Hofstrand [5], which were
converted to the relative price to a ton of corn. In our economic model, we included following
components: Materials (Corn, Denaturant, Enzymes, Yeast, Chemicals, Other); Utilities (Electricity,
Water, Natural Gas); Fixed costs (Labor and Management, Repairs and Maintenance, Property Taxes,
Depreciation, Transportation, Interest); and Ethanol, DDGS, CSF.

All pricing data are given in Tables 2 and 3. The current price of biochar has been used to
characterize the economic value of the CSF [6]. On the base of price data and mass and energy balances,
we created the simplified economic model of these scenarios, which is available in the Supplementary
Materials as an Economic analysis.xlsx file.
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Figure 2. Information provided in the ‘Cleaning’ page from the Supplementary Material (Excel
spreadsheet, Technoeconomic Model).

Table 2. The economic analysis of the conventional bioethanol plant on the basis of the mass balance of
the main components and prices.

Bioethanol
Plant Model
Component

Reference

The Price Per Mass
Equivalent of

Model Component,
$·ton−1

The Price Per Mass
Equivalent of Corn of

the Model Component,
$·ton−1 Corn

Mass of Model
Component,

t·y−1
Costs, $·y−1 Revenues,

$·y−1

Materials

Corn [1,5] 122 - 358,250 43,705,866 -

Denaturant [5] - 5.14 - 1,840,306 -

Enzymes [5] - 3.69 - 1,322,967 -

Yeast [5] - 0.37 - 134,271 -

Chemicals [5] - 3.57 - 1,279,526 -

Other [5] - 2.20 - 789,831 -

Utilities

Electricity [5] - 4.33 - 1,552,736 -

Water [5] - 1.35 - 483,772 -

Natural Gas [1,5] 42.4 - 11,150 472,760 -

Fixed costs

Labor and
Management [5] - 4.19 - 1,502,115 -

Repairs and
Maintenance [5] - 2.76 - 987,289 -

Property Taxes [5] - 0.25 - 89,754 -

Depreciation [5] - 4.67 - 1,674,442 -

Transportation [5] - 0.83 - 2,96,187 -

Interest [5] - 6.99 - 2,502,742 -

Subtotal - - - - 58,634,563 -

Income

Ethanol [1,5] 398 - 124,000 - 49,344,040

DDGS [1,5] 127 - 114,200 - 14,505,432

Profit 5,214,909
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Calculation of Energy Demand for Torrefaction of DDGS

The results from the DSC analyses were used to calculate the actual energy demand in
processing dry DDGS (to heat DDGS from 20 ◦C to 260 ◦C) according to the procedure described by
Świechowski et al. [7]. It has been assumed that DDGS is dried, and energy is not spent on water
evaporation. The energy demand for DDGS drying is included in the natural gas demand of bioethanol
plant. The energy needed to DDGS torrefaction was calculated by Equation (1):

Q = m·ΔT·cp (1)

where:

Q—the total amount of heat needed to heat DDGS, GJ·y−1,
m—the mass of the DDGS, t·y−1,
ΔT—the temperature difference between ambient temperature (20 ◦C) and torrefaction point (260 ◦C),
under normal pressure conditions, ◦C,
cp—specific heat of DDGS, 1.6 kJ·(kg·◦C)−1.

2.2. Production of CSF

Corn DDGS originated from commercial provider [8] “Goświnowice” Ethanol Plant Głębinów,
Poland. DDGS torrefaction was done according to Syguła et al. [9] in a muffle furnace (SNOL 8.1/1100,
Utena, Lithuania). CO2, with a flow rate of 10 dm3·h−1, was supplied to create oxygen-free conditions.
The process was carried out under temperature 260 ◦C during 60 min retention time. The samples
were heated with a heating rate of 50 ◦C·min−1 from 20 ◦C to the torrefaction setpoint temperature.
Ten grams (±0.5 g) of the dry mass of the sample was placed in the steel crucible. The CSF was removed
from the muffle furnace when the interior temperature was lower than 200 ◦C (temperature was
monitored by an internal thermocouple and visualized on the screen of the furnace). The approximate
times of cooling from 260 ◦C to 200 ◦C was 29 min, respectively.

Table 3. The economic analysis of the bioethanol plant with implemented torrefaction of DDGS
on the base of the mass balance of the main components and prices of the main component of the
techno-economic model of bioethanol plant.

Bioethanol
Plant Model
Component

Reference

The Price Per Mass
Equivalent of

Model Component,
$·ton−1

The Price Per Mass
Equivalent of Corn of

the Model Component,
$·ton−1 Corn

Mass of Model
Component,

t·y−1
Costs, $·y−1 Revenues,

$·y−1

Materials

Corn [1,5] 122 - 358,250 43,705,866 -

Denaturant [5] - 5.14 - 1,840,306 -

Enzymes [5] - 3.69 - 1,322,967 -

Yeast [5] - 0.37 - 134,271 -

Chemicals [5] - 3.57 - 1,279,526 -

Other [5] - 2.20 - 789,831 -

Utilities

Electricity [5] - 4.33 - 1,552,736 -

Water [5] - 1.35 - 483,772 -

Natural Gas [1,5] 42.4 - 0 0 -

Fixed costs

Labor and
Management [5] - 4.19 - 1,502,115 -

Repairs and
Maintenance [5] - 2.76 - 987,289 -

Property Taxes [5] - 0.25 - 89,754 -

Depreciation [5] - 4.67 - 1,674,442 -
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Table 3. Cont.

Bioethanol
Plant Model
Component

Reference

The Price Per Mass
Equivalent of

Model Component,
$·ton−1

The Price Per Mass
Equivalent of Corn of

the Model Component,
$·ton−1 Corn

Mass of Model
Component,

t·y−1
Costs, $·y−1 Revenues,

$·y−1

Transportation [5] - 0.83 - 2,96,187 -

Interest [5] - 6.99 - 2,502,742 -

Subtotal - - - - 58,634,563 -

Income

Ethanol [1,5] 398 - 124,000 - 49,344,040

CSF [10] 2614 - 74,462 - 194,643,668

Profit 185,825,905

2.3. DDGS and CSF Analyses

The DDGS and CSF samples were tested in three replicates of high heating value (HHV) and lower
heating value (LHV), determined in accordance with [10], by means of the IKA C2000 calorimeter.
The dried samples of raw DDGS were tested by differential scanning calorimetry (DSC) analyses,
according to procedure and equipment described by Świechowski et al. [4] and the DDGS heat capacity
(cp, kJ·(kg·◦C)−1) was determined. The mass yield, energy densification ratio, and energy yield of CSF
were determined based on Equations (2)–(4) [11], respectively:

MY = mb/ma·100 (2)

where MY is the mass yield (%), ma is the mass of raw material before torrefaction (kg), and mb is the
mass of CSF after torrefaction (kg).

EDr = HHVb/HHVa (3)

where EDr is the energy densification ratio, HHVb is the high heating value of CSF (MJ·kg−1), and HHVa

is the high heating value of raw DDGS (MJ·kg−1).

EY =MY·EDr (4)

where EY is the energy yield (%), MY is the mass yield (%), and EDr is the energy densification ratio.

3. Results

3.1. CSF Properties

The DDGS torrefaction process carried under 260 ◦C and for 60 min was characterized by
high biomass conversion efficiency. The mean HHV and LHV of DDGS were 20.76 ± 0.45 and
19.53 ± 0.38 MJ·kg−1 d.m., respectively, while CSF was characterized by HHV and LHV at 27.03 ± 0.31
and 26.12 ± 0.27 MJ J·kg−1 d.m., respectively. The energy densification ratio was 1.3. The mass yield
was 77.3 ± 0.7%. In total, the energy yield reached 100.6%.

3.2. Conventional Bioethanol Plant Techno-Economic Model

The schematic below shows the simplified technological process of bioethanol production from
corn. It requires natural gas (for heat) and generates waste (a highly unstable, difficult to manage and
store byproduct, DDGS) (Figure 3).

Based on the model, ~358,245 tons of corn must be utilized per year to produce 123,984 tons per year
of denatured bioethanol. The corn is the main cost, accounting for ~$44M·y−1 (Table 2). The bioethanol
plant operation requires ~11,149 tons of natural gas to be utilized per year [1]. The cost of natural gas,
according to the current gas prices (Table 2), was ~$473K·y−1. The total costs of the bioethanol plant
production were ~$58.6M·y−1. The revenues from bioethanol was ~$49M·y−1 (Supplementary Materials,
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Economic analysis.xlsx, Table 2). Except for the bioethanol, DDGS is produced in the amount of
114,216 ton per year. Usually, it is consumed as an animal feed. According to current DDGS market
prices, the revenue value from selling the DDGS is ~$14.5M·y−1 (Table 2, Supplementary Materials,
Economic analysis.xlsx). Our calculations indicated that traditional bioethanol plant profit was about
$5M·y−1 (Table 2, Supplementary Materials, Economic analysis.xlsx).

 

Figure 3. A detailed breakdown of the processes in a conventional ethanol plant.

Concerning the environmental issues related to bioethanol production, the total emission of CO2

127,884 t CO2·y−1, consisting of the sum of natural gas use (30,659 t CO2·y−1) and fermentation process
(97,225 t CO2·y−1) (Supplementary Materials, Technoeconomic Model.xlsx).

3.3. Innovative Bioethanol Plant with the CSF Production Techno-Economic Model

We proposed to valorize DDGS by making fuel from it. Thus, the plant will become energy-neutral
by eliminating natural gas burning. An energy-neutral plant does not mean that there is zero additional
energy added to the system but rather that it is low and more sustainable, which is what our system
proposes. Usually, the bioethanol plant does not have its own electricity production unit and imports
the electricity from the grid. The new fuel produced (CSF) can be sold outside and create a new
revenue stream. Therefore, we proposed to apply the torrefaction process of DDGS, resulting in the
production of CSF, which can be reused for heating the bioethanol plant—‘heating’ for saccharification,
liquefaction, fermentation, ethanol distillation and WDGS drying (12.6% of CSF produced), and for
‘heating’ the torrefaction process (3.1% of CSF produced). The remainder 84.3% of CSF may be sold on
the solid fuel market and be a new source of revenues (Figure 4).
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Figure 4. A detailed breakdown of the processes in the proposed ethanol production system.

Accounting the mass yield of DDGS torrefaction 77.3%, the production of CSF should reach
88,289 t per year. The torrefaction of one ton of DDGS requires 624 MJ. It means that for the total mass of
DDGS, the energy demand on torrefaction is 71,270,784 MJ·y−1. Taking LHV of CSF to be 26.12 MJ·kg−1

d.m. to cover the DDGS energy demand, ~2729 t·y−1 of CSF must be utilized, i.e., as low as ~3.1%
of the total CSF production. Knowing that the bioethanol plant natural gas demand is 11,149 t·y−1

and that the LHV of natural gas is ~26 MJ·kg−1, ~11,098 t/year of CSF must be used to substitute
the natural gas, i.e., as low as ~12.6% of the total CSF production. Moreover, the substitution of
natural gas by CSF reduces CO2 emission by 30,659 t of CO2·y−1 (about 24% of the total CO2 emission).
Considering that CSF is a ‘green’ renewable fuel, the CO2 emission from CSF burning should not be
included in the CO2 balance. These calculations showed that ~84% (~74,462 t·y−1) of CSF might be
sold as a high-quality fuel. An additional benefit is that the savings from the natural gas substitution
by CSF reach ~$472K·y−1 (Table 3, Supplementary Materials, Economic analysis.xlsx).

Due to the very high biochar price used for calculations, the overall profit of the bioethanol plant
exceeded $185M.y−1, which is probably not realistic. Therefore, we estimated that the minimum price
for CSF above which the bioethanol plant has a similar level of profit as the conventional one is about
$188·t−1 (Supplementary Materials, Economic analysis.xlsx). The current market price for biochar is an
order of magnitude higher, exceeding $2600·t−1 [5]. It shows that new products such as CSF may allow
the replacement of natural gas and the creation of new, value-added products giving the perspectives
to be more profitable, therefore making the bioethanol industry more sustainable.

4. Discussion

Overall, the proposed solution increases the bioethanol production sustainability and profitability
due to synergy with the thermochemical treatment of DDGS (via torrefaction), reuse of part of the
produced CDDGS for covering all plant heat demand, replacing the need to purchase natural gas (fuel),
and creating a new revenue stream for a plant. The majority of biochar produced from DDGS can be
sold, and thus, be considered as a new revenue stream for a bioethanol plant.
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Ethanol plants are, therefore, faced with the question if the existing production line of the
bioethanol plant should be modified to include the DDGS torrefaction unit. The bioethanol industry
is a well-developed branch of the economy. However, it suffers from a frequent negative return rate
over the operating costs (Figure 5). That situation has been made worse by the COVID-19 pandemic,
when both bioethanol and corn prices dropped. Such a situation, when the existing system is suffering
from the significant drop of bioethanol and corn prices (lower revenues both for bioethanol plant and
farmers), is an opportunity for the implementation of innovations that under normal conditions would
not be considered by decisionmakers. There is also a question if such an innovative solution should be
integrated with the bioethanol plan or should be a separate unit.

 

Figure 5. Prices of ethanol (2015–2020) [12]. A red arrow indicates an example of the recent price drop
caused by the SARS-Cov-2 outbreak.

Haseli [13] created a model that can be used to provide a rough estimate of what the optimum
operating point and energy consumption is for a torrefaction plant. The goal was to create a tool that
could provide information on how to maximize net energy gain in a standalone and integrated model.
The data used was based on the study of two different types of wood, which is run in both scenarios and
used to determine what is the ideal energy consumption to produce the most mass of torrefied material.
Haseli [13] model of torrefaction integration with a power plant, suggest a downstream method that
requires a separate plant for the torrefaction. We are not proposing a downstream model like Haseli [13];
instead, we are proposing the direct modification of the original process of the dry-grind ethanol
production system, which would directly loop the torrefaction of the biological material into the system.
Therefore, by the implementation and integration of the torrefaction process with bioethanol plants,
there is a synergistic effect causing the increase of economic efficiency. Our model includes previous
research from our team on finding the ideal conditions for torrefaction, using DDGS instead of wood,
which would maximize the mass yield and calorific value of DDGS.

Kalyian et al. [2] developed a model of a process that integrated torrefied corn stover into the
ethanol production system. The goal was to assess whether there was the potential to reduce greenhouse
gas emissions through the integration of biomass torrefaction into industrial-scale businesses. Based on
the mass of corn stover collected in his model, which was 70% of corn stover per unit land area on
a biannual basis, it would be able to meet 42.8% of the steam demands of a dry-grind corn ethanol
plant in the US. It was found that this would result in a 40% reduction of greenhouse gas emission for
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corn-based ethanol when compared to gasoline. A paper by Kalyian et al. [2] has a primary focus on
the environmental impacts’ corn stover torrefaction provides.

Our idea differs from Kalyian et al. [2] in many instances. First and foremost is the choice of
biomass. Corn stover is known to be left in field post-harvest for the positive impact it has on the soil,
and this is addressed in [2]. Our choice of biomass (DDGS) would not be associated with concerns
about amending current agronomic practices that can have a comparably negative impact on soil.
In addition, we have found that with the amount of biochar produced from DDGS, we can cover the
total energy demands of an ethanol plant while maintaining a significant percentage of biochar left
over to be sold.

One of the challenges of the bioeconomy implementation is the overcoming of the problem of
high carbon footprint, sustainability, and energy efficiency of the biorefineries. This issue opens a
new niche for the ideas, interdisciplinary problem solving, and innovation in the wide field of the
bioeconomy. Schipfer and Kranzl [14] addressed the European Union to shift to a biobased system
as a means of reducing emissions and fossil fuel usage. The techno-economic evaluation of biomass
to the product uses two feedstocks, i.e., wood chips (beechwood) and wheat straw. This paper
addressed the possibility of integrating bioenergy into residential and industrial scales. Ortiz et al. [15]
performed a review of three different models for sugarcane-based biorefineries. The three options
were a conventional biorefinery, a biochemical platform that utilizes bagasse as a fuel for the system,
and finally, a thermochemical platform that utilizes gasification. Kumar et al. [16] addressed the
differences between the methods of producing conventional biochar (made from dry feedstock)
and hydrochar (made from wet feedstock). The generation of conventional biochar used pyrolysis,
torrefaction, flash carbonization, and gasification, whereas hydrothermal carbonization generates
hydrochar. The findings indicate that a higher energy density can be expected largely due to the lower
ash content in the produced hydrochar. In our study, we used conventional torrefaction, which has
higher TRL (Technology Readiness Level), i.e., it has already been implemented at the full scale with
wood [17], compared to the hydrothermal carbonization, i.e., still at the stage of R&D and prototyping.
However, the next step could be the execution of tests leading to hydrochar production from DDGS,
and modeling the influence on the bioethanol plant sustainability and profitability. Manouchehrinejad
and Mani [18] used pine wood chips as a feedstock for simulating an integrated biomass torrefaction
and pelletization (iBTP) plant for the production of solid biofuels. The simulation found that the
100,000 Mg·y−1 plant could become autothermal for torrefaction over 270 ◦C requiring 8.2~9 MJ·kg−1

for the production of torrefied pellets.
The proposed solution is an innovative creation of the new product biochar from DDGS,

which could be called CSF (Carbonized Solid Fuel), with the potential to be marketed for energetic and
agricultural applications.

The proposed invention may bring the following benefits:

(1) Elimination of natural gas purchase costs.
(2) A new source of revenue from selling the CSF.
(3) Improved the degree of independence from fluctuations in the raw materials market.
(4) Implementation of the ‘circular economy’ inside the bioethanol plant.

From a technical-economic point of view, the most important drivers for the development of the
bio-based industry are the economic impact and process sustainability [19]. These drivers include
the profitability of the company and the environmental performance of the products. Additionally,
the policy may be considered a significant driver with a secondary role, although it may become more
important in the future because policy acts at the end as a common channel for the demands of society
and the strategies of companies. During bio-products generation (bioethanol), part of the biomass will
be converted to waste stream—DDGS. This organic waste must be recycled. We propose, for the first
time, the implementation of a new solution based on valorization and biowaste recycling according to
the ‘waste to carbon’ and ‘waste to energy’ approaches. The wet organic waste is prone to decay and is
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difficult to store without drying (and additional energy input for drying is required). The concept of
the closing the biomass supply chain due to the torrefaction of DDGS for CSF production, its reuse for
the bioethanol plant heat demand covering, and its recycling to the agricultural or energetic purposes
falls into the “Roadmap of Transformation to Circular Economy” adopted by the Polish Government in
the 2019—a new policy regarding the circular economy, including the bioeconomy [20]. Torrefaction is
a technology that can serve as a basis for the development of other technologies, by acting as a
preprocessing technology prior to the use of other processes, whether for energy production or for
biorefineries for green chemicals. The use of torrefaction as a pretreatment technology allows the
gasification process to be much more efficient than when starting from thermally unprocessed biomass.
The production of more advanced forms of materials with high fixed carbon contents, such as charcoal,
coke, and activated charcoal, are also promising possibilities that will aid with the development of
new nanotechnology products, for example, by supplying carbon for the production of graphene,
or activated charcoal for the removal of toxic compounds [21].

Nowadays, the torrefaction of biomass is a developing technology. Still, due to the characteristics
of the resulting products, it generates the interest of the sector’s investors. From this perspective,
the potential development of biomass thermal conversion technologies, such as torrefaction and/or
carbonization, is considered promising regarding the utilization of new forms of biomass; namely,
the less environmentally-friendly, more abundant, and faster-growing forms, as is the case of shrub
plants [22] or DDGS as in the presented case. The torrefaction cannot yet be considered as a mature
technology, thus, a significant investment in R&D is still needed [22], including the integration with
bioethanol plant or other biorefineries.

We intended to present the proof-of-the-concept of such a synergistic combination of bioethanol
plant with DDGS torrefaction and biochar recycling. However, in this paper, we included the economic
model (Supplementary Materials, Economic analysis.xlsx) by inserting the process data related to the
ton of corn, where potential users could input their data of the mass of corn, from their bioethanol
plants to do the calculations of potential benefits from application of our idea. In the model, they can
input data about the mass of corn, mass of ethanol, mass of natural gas, mass of DDGS, and mass of
CSF. The model will calculate the final revenues considering all possible costs.

The presented model is the proof-of-the-concept, which should be further studied, including
scaling up the system, integration of the devices, life cycle assessment, and final feasibility study,
before the implementation.

5. Conclusions

The proposed solution is an innovative change in the bioethanol production scheme due to:

• Addition of a torrefaction unit for thermochemical treatment of DDGS and production of biochar
(CSF) characterized by the lower calorific value (LCV) < ~30 MJ·kg−1 and >19 MJ·kg−1;

• Substitution of natural gas (currently used as a heat source in a gas boiler) with CSF and incineration
in a solid fuel boiler. It can result in the monetary profits $473K·y−1 due to savings of the cost of
the natural gas that would no longer be needed. Depending on the market, when the price of the
CSF is higher than $188·t−1, the bioethanol plant could start to make a profit at a higher rate than
a conventional one.

• Use of heat generated from CSF incineration in solid fuel boiler for covering entire heat demands
of torrefaction unit and the heat demand of bioethanol production line (15–30% of the mass of
CSF and depending on LHV of CSF produced).

• In total, 70–85% of the CSF produced has the potential to be marketed for energetic, agricultural,
and other applications.

• The substitution of natural gas by CSF reduces CO2 emission by ~24% of the total CO2 emission
of the bioethanol plant.
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• The application of DDGS torrefaction and CSF recycling may be a source of the new, more valuable
revenues and bring new perspectives to the bioethanol industry to be more sustainable and
profitable, including during the COVID-19 (or other diseases) pandemic and other extreme
market conditions.

6. Patents
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