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Preface to “Symmetry Measures on Complex
Networks”

Here, we aim to analyze some very interrelated concepts regarding graphs, in relation to
Symmetry/Asymmetry degrees, their Entropies, Clustering Coefficients, and so on. These interrelated
concepts may be applied when we study different types of systems, in particular complex networks.
A system can be easily defined as a set of components functioning together as a whole. A systemic
point of view allows us to isolate one part of the world, and in doing so, we can focus on those aspects
that interact more closely than others. Network Science is a new scientific field that analyzes the
interconnection among diverse networks, for instance, among Physics, Semantics, and so on. Among
its developers, we may recall Duncan Watts, who developed the Small-World Network, or Albert-
Laszl6 Barabasi and Réka Albert, who developed Scale-Free Networks. In this latter work, both
authors found that websites constitute the network of the World Wide Web (WWW) and they have
very interesting mathematical properties. Network Theory is a rapidly expanding area of Computer
Sciences, and may be considered as part of Graph Theory.

Complex networks are everywhere. Many different phenomena in nature can be modeled as a
network, such as brain structures, the brain as a network of neurons (their nodes), connected by
synapses (their edges); and social interactions, or the WWW.

All such systems can be represented in terms of nodes and edges. On the Internet, nodes
represent routers and edges are represented by wires, or physical connections between them. In transport
networks, nodes can represent cities, and edges show the roads that connect them. These edges can
have weights. Such networks are not random. The topology of very different networks may be very
close. They are rooted in the Power Law, with a scale-free structure. How can very different, complex
systems have the same underlying topological features? Searching the hidden laws of these networks,
as well as modeling and characterizing them, constitute the current lines of research.

Here, it seems appropriate to study the most theoretical and applied aspects—currently of great
relevance —of all these developments, in thirty-two interesting articles.

Angel Garrido
Special Issue Editor
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Symmetry in Complex Networks

Angel Garrido

Department of Fundamental Mathematics, Faculty of Sciences UNED, Senda del Rey 9, 28040 Madrid, Spain;
agarrido@mat.uned.es (algbmv@telefonica.net)

Received: 16 November 2010; in revised form: 4 January 2011; Accepted: 7 January 2011;
Published: 10 January 2011

Abstract: In this paper, we analyze a few interrelated concepts about graphs, such as their degree,
entropy, or their symmetry/asymmetry levels. These concepts prove useful in the study of different
types of Systems, and particularly, in the analysis of Complex Networks. A System can be defined as
any set of components functioning together as a whole. A systemic point of view allows us to isolate
a part of the world, and so, we can focus on those aspects that interact more closely than others.
Network Science analyzes the interconnections among diverse networks from different domains:
physics, engineering, biology, semantics, and so on. Current developments in the quantitative analysis
of Complex Networks, based on graph theory, have been rapidly translated to studies of brain
network organization. The brain’s systems have complex network features—such as the small-world
topology, highly connected hubs and modularity. These networks are not random. The topology of
many different networks shows striking similarities, such as the scale-free structure, with the degree
distribution following a Power Law. How can very different systems have the same underlying
topological features? Modeling and characterizing these networks, looking for their governing laws,
are the current lines of research. So, we will dedicate this Special Issue paper to show measures of
symmetry in Complex Networks, and highlight their close relation with measures of information
and entropy.

Keywords: graph theory; applications of graph theory; group theory fuzzy sets; fuzzy logic; logic of
vagueness; fuzzy topology; Fuzzy Measure theory; fuzzy real analysis; Small World graphs; Complex

Networks; artificial intelligence

MSC Classification: 05C10; 97K30; 94C15; 54A99; 94D05; 05C82; 05B52; 28E10; 26E50; 05C82; 97R40.

1. Some Previous Concepts

A graph [1] may be defined as a pair, G = (V, E), where V = V(G) is the node set, and E = E(G) is
the edge set, i.e., the set of 2-element subsets of V.
Given an edge {i, j}€E, we say that the nodes i and j are adjacent; and we denote i ~j.
The neighborhood of i will be:
N(@i) = {jeV:j~i}

And the degree of i can be expressed as:
deg(i) = d(i)= card {N(i)}

A graph, G, is finite, if the set of its nodes, V(G), is finite.
And it is locally finite, if all of its nodes have finite degrees.
Two very important results may be considered now:

Symmetry 2011, 3, 1-15 3 www.mdpi.com/journal /symmetry
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Handshaking Lemma (or Theorem).
In any graph, the sum of the degrees of all nodes (or “total degree”) is equal to twice the number of edges.
Degree Theorem.

In any graph there is an even number of nodes with an odd degree.

The adjacency matrix is a convenient representation of the interaction between nodes. Several
Complex Networks measures can be defined over adjacency matrices; for instance: clustering
coefficient (local or global), diameter, average degree of the network, and so on. All of them play a key
role in network theory.

The distance between two nodes is defined as the length of the shortest path connecting them.

The diameter of a network is the maximal distance between any pair of their nodes.

The average path length is the average of the distance over all pairs of nodes. Thus, it determines
the “size” of the network.

An automorphism of a graph, G, is any bijection:

a: V(G) = V(G)

that applies edges onto edges, and non-edges onto non-edges.

The set of all automorphisms of a graph, G, is denoted by Aut (G). It is the automorphism group of
G. We will come back later to this concept.

Succinctly, the more symmetry a graph has the larger its automorphism group will be, and vice versa.

2. Symmetry and Networks
Pierre Curie stated [2]:
It is asymmetry that creates a phenomenon.
Paul Renaud generalized Curie’s idea and stated [3]:

If an ensemble of causes is invariant with respect to any transformation,
the ensemble of their effects is invariant with respect to the same transformation.

Joe Rosen has stated the Symmetry Principle as [4]:

The symmetry group of the cause is a subgroup of the symmetry group of the effect.
Or less precisely:

The effect is at least as symmetric as the cause (and might be greater).
Also from Joe Rosen is the quote:

Recognized causal relations in nature are expressed as laws.
Laws impose equivalence relations in the state sets of causes and of effects.

So,

Equivalent states of a cause are mapped to (i.e., correlated with)
equivalent states of its effect.

This is the Equivalence Principle.
Somewhat less precisely, this principle may be expressed as:

Equivalent causes are associated with equivalent effects.

Concerning the Equivalence Principle for Processes on isolated physical systems, we can say that:
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Equivalent initial states must evolve into equivalent states
(while inequivalent states may evolve into equivalent states).

And the General Symmetry Evolution Principle:
The “initial” symmetry group is a subgroup of the “final” symmetry group.
This assertion can also be stated as:

For an isolated physical system the degree of symmetry
cannot decrease as the system evolves; instead,
it either remains constant or increases.

Finally, we have the Special Symmetry Evolution Principle:

As an isolated system evolves, the populations of the equivalence
classes of the sequence of states through which it passes cannot
decrease, but either remain constant or increase.

Equivalently,

The degree of symmetry of the state of an isolated system
cannot decrease during evolution; instead, it either
remains constant or increases.

As a further implication, Joe Rosen proposes this general theorem:
The degree of symmetry of a macrostate of stable equilibrium must be relatively high.

In the following, we will draw on the concepts and intuitions by Prof. Rosen, summarized in his
paper “The Symmetry Principle” [4].

According to the traditional viewpoint, higher symmetry is related to higher order, less entropy
and less stability.

In Prigogine’s theory, symmetry has been regarded as order, or reduction of entropy. But this idea
is incorrect. Rosen’s Principle of Symmetry is the opposite of such theory.

Shu-Kun Lin [5] has proved both: the Symmetry Principle, around a continuous higher
similarity-higher entropy relation; and the Rosen’s Symmetry Principle, around a higher symmetry-higher
stability relation. He proposed that entropy is the degree of symmetry and information is the degree of
asymmetry of a structure.

According to Shu-Kun Lin [5], “symmetry is in principle ugly, because it is related to entropy and
information loss”

With the motto:

Ugly Symmetry-Beautiful Diversity

This contradicts the more usual and commonplace vision of symmetry as a concept equivalent
to desirable beauty, proportion and harmony. This can be surprising, but Shu-Kun Lin’s arguments
are really strong and convincing: Symmetric structure is stable but not necessarily beautiful.
All spontaneous processes lead to the highest symmetry, which is the equilibrium or a state of “death”.

“Life is beautiful but full of asymmetry”

It concludes [6] that

Beauty = Stability + Information

Intuitively, symmetry, like perfection or beauty, up to a certain level, is precious, but above
that—apart from inexistent in the real world—would mean an end to the human thing, which is by
nature- and fortunately- imperfect.
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3. Symmetry as Invariance

Symmetry [1,6,7] in a system means invariance of its elements under a group of transformations,
i.e., the mathematical definition of symmetry of a graph is the set of transformations that leave the
properties of the graph unchanged. When we focus on Network Structures, it means invariance of
adjacency of nodes under the permutations on the node set [8,11].

A graph isomorphism is an equivalence, or equality, as relation on the set of graphs. Therefore, it
partitions the class of all graphs into equivalence classes. The underlying idea of isomorphism is that
some objects have the same structure, if we omit some individual characteristics of their components.
A set of graphs isomorphic to each other is called an isomorphism class of graphs [1,8,10].

An automorphism of a graph, G = (V, E), is an isomorphism from G onto itself. The family of
all automorphisms of a graph, G, is a permutation group on V (G). The inner operation of such a
group is the composition of permutations. Its name is very well-known, the Automorphism Group of G,
denoted by Aut (G). And conversely, all groups may be represented as the automorphism group of
some connected graph.

The automorphism group is an algebraic invariant of a graph. So, we can say that an automorphism
of a graph is a form of symmetry in which the graph is mapped onto itself while preserving the
edge-node connectivity. Such an automorphic tool may be applied both on Directed Graphs (DGs), and
on Undirected Graphs (UGs), or Mixed Graphs.

Graphs are discrete mathematical constructs. Also, they are topological objects, not geometrical
entities. And they may exhibit symmetries under transformations that are not node permutations: e.g.,
by scale invariance on fractals [31].

Another interesting concept in mathematics, the word “genus”, has different, but strongly related,
meanings. So, in Topology it depends on whether we consider orientable or non-orientable. In the case
of connected and orientable surfaces, it is an integer that represents the maximum number of cuttings,
along closed simple curves, without rendering the resultant manifold disconnected. Visually, we can
imagine that it is the number of “handles” on the manifold. Usually, it is denoted by the letter g.

It is also definable through the Euler number, or Euler Characteristic, denoted x.Such a relationship
will be expressed, for closed surfaces, by x =2 — 2g. When the surface has b boundary components, this
equation transforms to x = 2 — 2¢ — b, which obviously generalizes the above equation. For example,
a sphere, an annulus, or a disc have genus g = 0. Instead of this, a torus has g = 1.

In the case of non-orientable surfaces, the genus of a closed and connected surface will be a
positive integer, representing the number of cross-caps attached to a sphere.

Recall that a cross-cap is a two-dimensional surface that is topologically equivalent to a
Mobius string.

As in the precedent analysis, it can be expressed in terms of the Euler characteristic, by xy =2 — 2
k, where k is the non-orientable genus. For example, a projective plane has a non-orientable genus
k =1. And a Klein bottle has a non-orientable genus k = 2.

Turning to graphs [1], the corresponding genus will be the minimal integer, 7, such that the graph
can be drawn without crossing itself on a sphere with 7 handles. So, a planar graph has genus n =0,
because it can be drawn on a sphere without self-crossing.

In the non-orientable case, the genus will be the minimal integer, 1, such that the graph can be
drawn without crossing itself on a sphere with n cross-caps.

Moving on to topological graph theory, we will define as genus of a group, G, the minimum
genus of any of the undirected and connected Cayley graphs for G.

From the viewpoint of Computational Complexity, the problem of “graph genus” is NP-complete.
Recall that a problem, L, is NP-complete if it has two properties: It is in the set of NP (nondeterministic
polynomial time) problems, i.e., any given solution to L can be verified quickly (in polynomial time);
and it is also in the set of NP-hard problems, i.e., any NP problem can be converted into L by a
transformation of the inputs in polynomial time.
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A graph invariant, or graph property, is a property that depends only on the abstract structure of
the graph, not on its representations, such as a particular labeling or drawing of the graph. So, we
may define a graph property as any property that is preserved under all possible isomorphisms of the
graph. Therefore, it is a property of the graph itself, independent of the representation of the graph.

The semantic difference between invariant and property also consists in its quantitative or
qualitative character. For instance, when we say that “the graph has no directed edges”, this is a
property, because it is a qualitative statement. While when we say “the number of nodes of degree two
in such a graph”, this is an invariant, because it is a quantitative statement.

From a strictly mathematical viewpoint, a graph property can be interpreted as a class of graphs,
composed by the graphs that have in common the accomplishment of some conditions. Hence, a graph
property can also be defined as a function whose domain would be the set of graphs, and which range
would be the bi-valued set, {true, false}; the value of the property depending on whether it is verified
or violated for the graph.

A graph property is called hereditary, if it is inherited by its induced subgraphs.

And a graph property will be additive, if it is closed under disjoint union.

For example, the property of a graph being planar is both additive and hereditary. And the
property of being connected is neither.

The computation of certain graph invariants is very useful to discriminate whether two graphs are
isomorphic or non-isomorphic. For any particular invariant, two graphs with different values cannot
be isomorphic. However, two graphs with the same invariant value may or may not be isomorphic.

It is possible to prove that every group is the automorphism group of a graph.

If the group is finite, the graph may be taken to be finite.

G. Polya observed that not every group is the automorphism group of a tree.

Many reasons are behind the current popularity of Complex Networks [13]. To cite but a few,
their generality and flexibility for representing any natural structure, including those structures that
reveal dynamical changes of topology [11,14,20,22].

Before turning to Complex Networks, it is very convenient to introduce some concepts which are
useful in understanding Networks, as measures of their principal characteristics [1,11].

The characteristic path length measures the distance from every node to every other node. It is
calculated by the median of the shortest paths from each node to every other node. So, as a derived
measure, the diameter gives us the maximum possible distance between all pairs of reachable nodes.

Another commonly used value is the Clustering Coefficient. It is the mean of the clustering indices
of all the nodes in the graph. It is usually denoted C. It tells us how well connected the neighborhood
of the node is. So, it is the answer to this question: How close is the neighborhood of a node to be a
clique (i.e., a complete subgraph). Finding C, we look for the neighbors of the corresponding node,
and then find the number of existing edges between them. The ratio of the number of existing edges to
the number of all possible edges is the clustering index of the node.

If the neighborhood is fully connected, then the clustering coefficient must be equal to one, C = 1.
In the opposite situation, a value of C = 0 signifies that the neighborhood is fully disconnected. And
any intermediate value is a measure of the graph’s degree of connectedness. Values close to zero mean
that there are hardly any connections in the neighborhood.

This measure has been used to summarize features of undirected and unweighted networks in
Complexity Science.

An interesting type of graph is Regular Networks, where each node is connected to all other nodes;
i.e., they are fully connected. Because of such a type of structure, they have the lowest path length (L),
and the lowest diameter (D), being L = D = 1. Also, they have the highest clustering coefficient (C).
So, it holds that C = 1.

Furthermore, they have highest possible number of edges, given by

Card (E) = n (n — 1)/2~n?;
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4. Random Graphs

In Random Graphs (RGs), each pair of nodes is connected with probability p. They have a low
average path length [8,17], following that:

L ~(Inn)/n<k>~Inn, forn>>1
Therefore, the total network may be covered in <k> steps, from which
n~ <k>t
Moreover, Random Graphs possess a low clustering coefficient, when the graph is sparse. Thus,
C=p=<k>/nk1

The reason is that the probability of each pair of neighboring nodes to be connected is precisely
equal to p.
The Small-World effect is observed on a network when it has a low average path length:

L<<n, forn>>1

Recall [15,21,24,25] the now very famous “six degrees of separation”, which also may be called
“small-world phenomenon”. The subjacent idea is that two arbitrarily selected people may be connected
by only six degrees of separation, or six handshakes (in average, and it is not much larger than this
value). Therefore, the diameter of the corresponding graph is not much larger than six.

The usual example is social connections. So, the Small-World property [11,15] can be interpreted
as that despite its large size (of the corresponding graph), the shortest path between two nodes is small,
as for example on the WWW, or on the Internet.

5. Self-Similarity

Self-similarity on a network [11] indicates that it is approximately similar to any part of itself, and
therefore, it is fractal. In many cases, real networks possess all these properties, i.e., they are Fractal,
Small-World, and Scale-Free.

Fractal dimensions describe self-similarity of diverse phenomena: Images, temporal signals, etc.
Such fractal dimension gives us an indication of how completely a fractal appears to fill the space, as
one zooms down to finer and finer scales. It is so a statistical measure.

The most important of such measures are Renyi dimension, Hausdorff dimension, and
Packing dimension.

A Fuzzy set approach also may produce some very consistent models [26-28].

6. Small-World Model

The Watts-Strogatz Small-World Model, proposed in 1998, is a hybrid case between a Random Graph
and a Regular Lattice [14,20,22]. So, Small-World models share with Random Graphs some common
features, such as: The Poisson or Binomial degree distribution, near to Uniform degree distribution;
network size: It does not grow; each node has approximately the same number of edges.

Therefore, it shows a homogeneous nature. Because of their ease of implementation, the more usual
procedures to compute such measures are correlation dimension and box counting.

Watts-Strogatzmodels show the low average path length typical of Random Graphs,

L~Inn, forn>>1
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And also such models give us the usual high clustering coefficient of Regular Lattices, being
C~0.75, fork>>1

In consequence, WS-models have a small-world structure, being well clustered. The Random
Graphs coincide on the small-world structure, but they are poorly clustered. This model (WS) has a
peak degree distribution, of Poisson type.

7. Scale-Free Networks

With reference to the last analyzed model [16,17,23,24], called Scale-Free Network, this appears
when the degree distribution follows a Power-Law:

P k)~ k™7

In such a case, there exist a small number of highly connected nodes, called Hubs, which are the
tail of the distribution.

On the other hand, the great majority of the sets of their nodes have few connections, representing
the head of such distribution.

Such a model was introduced [8,14,16] by Albert-Laszlo; Barabasi and Reka Albert, in 1999.

Some of their essential features are these: non-homogeneous nature, in the sense that some (few)
nodes have many edges from them, and the remaining nodes only have very few edges, or links;
as related to the network size, it continuously grows; and regarding to the connectivity, it obeys a
Power-Law distribution.

Many massive graphs, such as the WWW graph, share certain characteristics, described as such
aforementioned Power-Law.

Bela Bollobas and Oliver Riordan [9,11] consider a Random Graph process in which nodes are
added to the graph one at a time, and joined to a fixed number of earlier nodes, chosen with probability
proportional to their degree. After 1 steps, the resulting graph has diameter approximately equal to
log n. This affirmation is true for n = 1. But for n > 2, the diameter value would show asymptotical
convergence to (logn)/log(log n).

Another very interesting mechanism is the so-called Preferential Attachment process (PA). This would
be any class of processes in which some quantity is distributed among a number of sets (for instance,
objects or individuals), according to how much they already have, so that intuitively “the rich get
richer” (the more interrelated get more new connections than those who are not).

The principal scientific interest in PA is that they may produce interesting power law distributions.

A very notable example of a Scale-Free Network is the World Wide Web (WWW). As we
know [23,25], it is a collection of many, possibly very different, sub-networks. Related to the Web graph
characteristics, we notice the Scale Invariance as being very important [10].

8. Diameter of the Web

Another interesting feature is the possibility of obtaining a measurement of the World Wide Web,
its diameter, i.e., the shortest distance between any pair of nodes into the system, or at least some
adequate bound, either a mean value [18,19], etc.

The WWW representation is made by a very large digraph, whose nodes are documents, and
whose edges are links (URLs), pointing from one document to another [14,20,22].

Reka Albert et al. [18] found that the average of the shortest path between two nodes will be

<d> = 0.35+2.06log N

where N is the number of nodes in the Random Graph considered. This shows that the WWW is a
Small-World network.
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In particular, if we take
N =8x10°

we will obtain
<dwep> = 18.59

This important result signifies that two randomly chosen nodes (documents), on the graph which
represent the WWW), are only on average 19 clicks (or steps into the WWW graph) from each other.

For a given value of the number of nodes, N, the distribution associated to d is of Gaussian
(Normal) type. It is also very remarkable the logarithmic dependence of such diameter on the value of
N. In this sense, R. Albert et al. indicate that the future evaluation of <d>, with the increasing of the
WWW, would change from 19 to only 21.

9. Community Structure

The Community Structure can also be called Modularity. It is a very frequent characteristic in many
real networks. Therefore, it has become a key problem in the study of networked systems [11,12,21].

Giving out its deterministic definition is nontrivial because of the complexity of networks.
The concept of modularity (Q) can be used as a valid measure for community structure.

Some current models have proposed to capture the basic topological evolution of Complex
Networks by the hypothesis that highly connected nodes increase their connectivity faster than their
less connected peers, a phenomenon denoted as PA (preferential attachment). So, we can find a class of
models that view networks as evolving dynamical systems, rather than static graphs.

Most evolving network models are based on two essential hypotheses, growth and preferential
attachment.

Growth suggests that networks continuously expand through the addition of new nodes and links
between the nodes. And preferential attachment states that the rate at which a node with k links acquires
new links will be a monotonically increasing function of k.

We can consider an undirected n-graph, or network, G, with adjacency matrix denoted as A = (a;)),
where 4= 1, if nodes i and j are connected; otherwise, aj; = 0. Then, the modularity function, denoted by
Q, will be defined as:

Q(Py) = 2{{L(vj, V) /L(V, v)} - {L(Vj,V)/L(V, V)}z]
where Py is a partition of the nodes into k groups, and:
L(V', V)= cv ey~ aj

The modularity function, Q, provides a way to determine whether a partition will be valid to
decipher the community structure in a network. Maximization of such modularity function, over all
the possible partitions of a network, is indeed a highly effective method.

An important case in community detection is that some nodes may not belong to a single
community, and then placing them into more than one group may be much more reasonable. Such
nodes can provide a “fuzzy” categorization [25], and hence, they may take a special role, such as signal
transduction in biological networks.

10. Fuzzy Symmetry

Recall that according to Klaus Mainzer, “Symmetry and Complexity determine the spirit of
nonlinear science”. And “the universal evolution is caused by symmetry break, generating diversity,
increasing complexity and energy” [26].

10
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Graph theory has emerged as a primary tool for detecting numerous hidden structures in various
information networks, including Internet graphs, social networks, biological networks, or more
generally, any graph representing relations in massive data sets. Analyzing these structures is very
useful to introduce concepts such as Graph Entropy and Graph Symmetry.

We consider a function on a graph, G = (V, E), with P a probability distribution on its node set, V.
The mathematical construct called Graph Entropy will be denoted by G, E. It will be defined as

H (G, P) =min X p; log p;

Observe that such a function will be convex. It tends to +co on the boundary of the non-negative
orthant of R". And monotonically to —oco along rays from the origin. So, such a minimum is always
achieved and it will be finite.

The entropy of a system represents the amount of uncertainty one observer has about the state of
the system. The simplest example of a system will be a random variable, which can be shown by a
node into the graph, where their edges represent the mutual relationship between them. Information
measures the amount of correlation between two systems, and it reduces to a mere difference in
entropies. So, the entropy of a graph is a measure of graph structure, or lack of it. Therefore, it may be
interpreted as the amount of Information, or the degree of “surprise”, communicated by a message.
And as the basic unit of Information is the bit, entropy also may be viewed as the number of bits of
“randomness” in the graph, verifying that the higher the entropy, the more random is the graph.

It is possible to introduce some new asymmetry and symmetry level measures as by [27,28]. Note
that our results may also be applied to some different classes of spaces.

Recall some very useful definitions from Fuzzy Measure Theory.

Definition 1: Let U be the universe of discourse, with p a c-algebra on U. Then, given a function

m:p—[0,1]

we describe m as a Fuzzy Measure, if it verifies:

O m@)=0;
(Im mU) =1,
(Ill) IfA, B € p, with A C B, then m (A) < m (B) [monotonicity].

When we take the Entropy concept, we attempt to measure the fuzziness, i.e., the degree of being
fuzzy for each element in p.
Definition 2: The Entropy measure can be designed as the function.

H:p — [0,1]
verifying:

(I) If Ais a crisp set, then H (A) =0;

(I) IfH (x) =1/2, for each x€A, then H (A) is maximal (total uncertainty);
(III) If A is less fuzzified than B, it holds that H (A) < H (B);

(IV) H(A)=H (U/A).

Definition 3: The Specificity Measure will be introduced as a measure of the tranquility when we
take decisions. Such Specificity Measure (denoted by Sp) will be a function:

Sp: 10,119 — [0,1] 0

where

11
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- SpO=0
(I)  Sp (k) = 1if and only if k is a unitary set (singleton);
(IlT) If V and W are normal fuzzy sets in U, with V. C W, then Sp (V) > Sp (W);

Note. [0,1]Y denotes the class of fuzzy sets in U; Let (E, d) be a fuzzy metric space.
We proceed to define our new fuzzy measures. Such functions might be defined as some of
the type
{Li}iesa

where s denotes symmetry, and a denotes asymmetry.

Suppose that from here we denote by c (A) the cardinal of a fuzzy set, A. We denote by H (A) its
entropy measure, and by Sp (A) its corresponding specificity measure.

Theorem 1. Let (E, d) be a fuzzy metric space, with A as a subset of E, and let H and Sp be both
above fuzzy measures defined on (E, d). Then, the first function, operating on A, may be defined as

Ls (A) = Sp(A)((1 = ¢(A))/ (1 +e(A)) + (1/(1+ H(A))

and will be also a fuzzy measure. This measure is called Symmetry Level Function.
Theorem 2. Let (E, d) be a fuzzy metric space, with A as any subset of E, and let H and Sp be both
above fuzzy measures defined on (E, d). Then, the function

La(4) =1~ {sp(a) (1~ )/ + ea) + 1/ 1+ H(4) |

This measure is called Asymmetry Level Function.

Corollary 1. In the same precedent hypotheses, the Symmetry Level Function is a Normal
Fuzzy Measure.

Corollary 2. Also, in such conditions the Asymmetry Level Function will be a Normal
Fuzzy Measure.

Recall that the values of a fuzzy measure, Sp, are decreasing when the size of the considered set is
increasing. And also that the Range of the Specificity Measure, Sp, will be [0,1].

11. New Lines of Research

An important fact, but commonly forgotten, is that an element can belong to more than a fuzzy
set at the same time. This admits new generalizations on the theoretical basis of important topics [30],
as may be Clustering and Community structures.

And recall the line which was open by the Three Laws of Similarity of Shu-Kun Lin [30], according
to which, in parallel to the first and the second laws of thermodynamics, we have:

(i)  The first law of information theory. The logarithmic function L = In w, or the sum of entropy and
information, L = S + I, of an isolated system remains unchanged, where S denotes the entropy
and I the information content of the system.

(i) The second law of information theory. Information of an isolated system decreases to a minimum
at equilibrium.

(i) The third law of information theory. For a perfect crystal (at zero absolute thermodynamic
temperature), the information is zero and the static entropy is at the maximum. Or in a more
general form, “for a perfect symmetric static structure, the information is zero and the static
entropy is the maximum”.

Analyzing the Gibbs’ paradox, Dr. Lin arrives to its well-known:
(iv) Similarity principle. The higher the similarity among the components is, the higher the value of
entropy will be and the higher the stability will be.

12
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By these three laws and such principle, Dr. Lin has clarified the relation of symmetry to several
other concepts, as higher symmetry, higher similarity, higher entropy, less information and less
diversity, related to higher stability. Upon these deep foundations, the tracks of mutual relationships
between such fuzzy measures can be traced: as it is the case with Symmetry, Entropy, Similarity, and
so on, which can lead in the future to advances for innovative fields connected to them.

The paper of Prof. Joel Ratsaby is also very inspiring [31]. He introduces an algorithmic complexity
framework for representing Lin’s concepts of static entropy, stability and their connection to the second
law of thermodynamic. Instead of static entropy, according to Ratsaby, the Kolmogorov complexity of a
static structure may be the proper measure of disorder. Consider one static structure in a surrounding
perfectly-random universe in which it acts as an interfering entity which introduces a local disruption
of randomness. This is modeled by a selection rule, R. So, we may clearly explain why more complex
static structures are less stable. To continue in this line of promising investigation can be very interesting
in the future.

According to Garlaschelli et al. [32], “while special types of symmetries (e.g., automorphisms)
are studied in detail within discrete mathematics for particular classes of deterministic graphs, the
analysis of more general symmetries in real Complex Networks is far less developed”.

They argued that real networks, as any entity characterized by imperfections or errors, necessarily
require a stochastic notion of invariance. So, they propose a definition of stochastic symmetry based
on graph ensembles.

But we suggest that in addition, they can and must try theoretical approximations from the field
of fuzzy measures, since it is those of symmetry and entropy, really interrelated between them. Thus,
to regulate mathematically, by modulating, the diverse degrees with which one will find these types of
characteristics in reality, when we consider networks and systems.

12. Conclusions

Our initial purpose was to provide a comprehensive vision on principal aspects, and essential
properties, of Complex Networks, from a new Mathematical Analysis point of view, and in particular
to show the promise of the new functions of Symmetry/ Asymmetry Levels.

The essential idea was to obtain an as wide as possible perspective of certain aspects of Complex
Networks, as well as of the fuzzy measures when they are acting on them. With the new results and the
pointed lines of advance, we think that it will be possible to penetrate into the aforementioned problems,
to come to a deeper comprehension of the symmetry, of the entropy and of other similar fuzzy measures,
interesting not only from a theoretical viewpoint, but promising for many scientific applications.
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1. Introduction

Let us consider a compact connected Lie group G of dimension d endowed with its normalized
biinvariant Haar measure dg. Let us consider the Laplacian A on it. It is equal to ¥_(9,,)? where ¢; is an
orthonormal basis of the Lie algebra of G. It generates a Markov semi-group P:

%Ptf = AP f 1)

if f is smooth. Moreover there is a strictly positive heat kernel

Pif(g) = /G pi(8,8)f(g)dg = /G pi(e,g7'8)f(g')dg’ @)

when t — oo

Pfg) = [ F()ds @

Let us consider a Bilaplacian on G, this means a power APk >1.1t generates still a semi-group
Pk. Pf is not a Markovian semi-group. This means that the heat kernel p¥(g, g’) associated to Pf can
change sign. We have still when t —

PEF() = [ flg)dg @

In the first case, the heat semi-group is represented by the Brownian motion on G. In the second case,
there is until now no stochastic process associated to it. In the case of R, the path integral involved
with the semi-group Pf is defined as a distribution in [1].

We are motivated in this work by an extension in infinite dimension of these results, by considering
the case of the path-group C([0, 1], G) from continuous path from [0, 1] into G starting from e.

Let us recall that the Haar measure d§ on a topological group G exists as a full measure if and
only if the group is locally compact. Haar measure means that for all bounded measurable function F

[ F@odz = [ F@)ag G)

Symmetry 2011, 3, 72-83 15 www.mdpi.com/journal /symmetry
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The difficult requirement to satisfy is the Lebesgue dominated convergence: Let F, be a bounded
increasing sequence of measurable functions tending almost surely to F. Then

/G Fudg — /G Edg ©)

Haar measures in infinite dimension were studied by Pickrell [2] and Asada [3]. We have defined
the Haar distribution on a path group by using the Hida-Streit approach of path integrals as distribution
[4-7]. We refer to the review of Albeverio for various rigorous approaches to path integrals [8] and our
review on geometrical path integrals [4,9].

In the case of a path group, we can consider the Wiener process on a path-group t — {s — g5}
starting from the unit path (See the work of Airault-Malliavin ([10]), the work of Baxendale [11] and
the review paper of Léandre on that topic [12]). We have shown that

Bl = [ Flg())dD @)
when t — oo where dD is the Haar distribution on the path group and F is a test functional of
Hida type [7].

Recently we are motivated by extending stochastic analysis tools in the non-Markovian
context ([13-17]). Especially in [1], we are interested in constructing the sheet and martingales problem
in distributional sense for a big-order differential operator on R¥. We consider for that the Connes
test algebra.

Let us recall what is the main difference between the Hida test algebra and the Connes test algebra.

(1) Hida considers Fock spaces and tensor product of Hilbert spaces.

(2) Connes, motivated by his work on entire cyclic cohomology, considers Banach spaces. Tensor
product of Banach spaces whose theory (mainly due to Grothendieck) is much more complicated than
the theory of tensor product of Hilbert spaces.

In [1], we are motivated by the generalization of martingale problems in the non-Markovian
context. We consider Connes spaces in [1]. In the present context, we are not motivated by that and we
return in the original framework of [7].

We consider the heat semi-group on a path group associated to a bilaplacian on the group in the
manner of [1]. In [1], we look at the case of R?. Here we consider the case of the compact Lie group G.
The analysis is similar because we have analog estimates of the heat-kernel [18-20].

In order to resume, we consider an element ¢ of an Hida Fock space, we associate a functional
¥ (o) on the path group. The heat-semi group (in the distributional sense) QF satisfies the three next
properties:

(1) Q’;:‘I"((TI? is sti}(l in the considered space
(2) Qo Qt/ = Qt+t/
(3) Whent —

k
QA¥©)g) = [ F(e)dD ®

QF is not a Markovian semi-group on C([0,1], G). Especially, QF is not represented by a stochastic
process. However we expect to extend in this context (7).

2. A Brief Review on the Haar Distribution on a Path Group

Let us recall what is the Brownian motion t — B; on R. We consider the set of continuous path t —
B; issued from 0 from R into R. We consider the sigma-algebra F; spanned by B, s < t. The Brownian
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motion probability measure dP is characterized as the solution of the following martingale problem: if
f is any bounded smooth function on R,

t
t £(B) — [ Bf(B)ds ©)

is a martingale associated to the filtration ;. This means that

t ¢
EI(F(B) — [ Af(B)A9)G] = E(f(By) — [ Af(B.)as')G] (10)

where G is a bounded functional F measurable (' < t).

The Brownian motion is only continuous. However we can define stochastic integrals (as it was
done by Itd). Let s — h; be a bounded continuous process. We suppose that ks is Fs measurable. Then
the It6 integral is defined as follows:

1 . 1
/0 h:0Bs = lim Y~ h(p)(Busy) — By) (11

k—ro0 i<k

Moreover we have the It6 isometry

E[(/O1 hs6Bs)?] = E[/Ol 12ds] (12)

Associated to the Brownian motion is classically associated the Bosonic Fock space.
Let H, be the Hilbert space of L2 functions h(.) from R* into R. We consider the symmetric tensor
product H5’ of Hy. It can be realized as the set of symmetric maps h" from (R*)" into R such that

/(Rﬂ” W (51,50 syl = [[H"][3 < oo (13)

The symmetric Fock space WNj coincides with the set of formal series o = Y h" such that Y n!||h"||> <
co. To each h" we associate the 1" Wiener chaos

¥ = /( o 1 51050)3Bsy 0B, (14)

if By is the standard R-valued Brownian motion. The definition of the Wiener chaos ¥ (1") is a small
improvement of the stochastic integral [01 h(s)éBs. By using the symmetry of h", we have:

Y1) = n! / 1 (51,5 )0 Bsy .0 B, (15)

0<s51<59<... <5y

Moreover Ep[[¥(h")[?] = n!||h"|5 and ¥ (") and ¥ (h™) are orthogonal in L?(dP). The L? of the
Brownian motion can be realized as the symmetric Fock space through the isometry ¥.

We introduce the Laplacian A™ on (R)" and we consider the Sobolev space H, y associated to
(At + D). On the set of formal series o = Y. 1", we choose a slightly different Hilbert structure:

lollfc = 3 ntC |13, < oo (16)

n=0

We get another symmetric Fock space denoted WNj, . We remark that if K >kC >C

llollecr > llellke (17)
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The Hida test function space W.N .« is the intersection of W.Nic k > 1, C > 1 endowed with the
projective topology. A sequence oy, of the Hida Fock space converges to ¢ for the topology of the Hida
Fock space if ¢, converges to ¢ in all W.Ny . The map Wiener chaos ¥ realized a map from W.Ng
into the set of continuous Brownian functional dense in Lz(dP). We refer to the books [21] and [22] for
an extensive study between the Fock space and the L? of the Wiener measure.

In infinite dimensional analysis, there are basically 3 objects:

(i) An algebraic model.
(ii) A mapping space and a map ¥ from the algebraic model into the space of functionals on this
mapping space.
(iii) A path integral u which is an element of the topological dual of the algebraic model.

In the standard case of the Brownian motion, u is the vacuum expectation:
u[¥ (o)) =1’ (18)

A distribution on the Hida Fock space is a linear map p from W.Ne_ into R which satisfies the
following requirement: there exists k, C, K such that for all ¢ € W.Neo—

[n(@)] < Cllellke (19)

Getzler in his seminal paper [23] is the first author who considered another map than the map
Wiener chaos. Getzler is motivated by the heuristic considerations of Atiyah-Bismut-Witten relating
the structure of the free loop space of a manifold and the Index theorem on a compact spin manifold.
Getzler used as algebraic space a Connes space and as map ¥ the map Chen iterated integrals.

Getzler’s idea was developed by Léandre ([9]) to study various path integrals in the Hida-Streit
approach with a geometrical meaning. Especially Léandre ([5-6]) succeeded to define the Haar
measure dD as a distribution on a current group. Let us recall quickly the definition on it. We consider
a compact Riemannian manifold M (S € M) and a compact Lie group G (g € G). We consider the
current group C(M, G) of continuous maps S — ¢(S) from M into G. We consider the cylindrical
functional 1(g(S1),..,g(Sr)) on the current group. We have

./C(M,G) (&5, 85D = [ B, 80)dgi-dg: o0)

We would like to close this operation consistently. It is the object of [5-6].
(1) Construction of the algebraic model. We consider the positive self-adjoint Laplacian on M x G
AM*G_We consider the Sobolev space Hy of maps from h M x G into R such that

[, (@M€ 2 m)2asdg = n]; ey

We consider the tensor product H;”" associated to it and we consider the natural Hilbert norm on it (dS
and dg are normalized Riemannian measures on M and G respectively). W.Nj ¢ is the set of formal
series 0 = Y_h" such that

LC I = olic < o (22)

The Hida test functional space is the space W.Ne— = NW.Nj ¢ endowed with the projective topology.
(2) Construction of the map ¥. To h" we associate

FO)EO) = [ @51, 85,51, S0)dS1-dS) @)
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We putif o =) h"
Fo) = ) ¥(H") (24)

The map V¥ realizes a continuous map from W.N_ into the set of continuous functional on C(G, M).
(3) Construction of the path integral. We put if h" belongs to all the Sobolev Hilbert spaces H,

¥ (k" dD:/ W (21, ) €n, S1, ) S )dg1..dgdSy..dS 25
/G,M) ( ) MG (g1 8ns 91 n) 81--48ndo1 n (25)

This map can be extended into a linear continuous application from W.Ne_ (We say it is a Hida
distribution) into R. This realizes our definition ([5-7]) of the Haar distribution on the current group
C(M,G).

Let I € [0,1]". We consider the normalized Lebesgue measure dv" on [0,1]". Let L; be the i
partial Laplacian on G". We consider the total operator

n

92
Ly = H (Li+2)T](— 2t (26)
i=1 i

i=1

which operates on function 1" on G" x [0,1]" and we consider its power (L})k. Let h"(g", 1) be a
function on G" x [0, 1]". We put

s =€ [, | 1) P (1) @)
/ 5 [0,1]"
(dg" is the normalized Haar measure on G" and dv" the normalized Lebesgue measure on [0, 1]").
We put
c=Yn" (28)
and we consider the Hilbert norm
lelZ e =3 11" 17 (29)

Definition 1. The Hida Fock space W.Neo_ is the space constituted of the o defined above such that for all
keN,C>0|o|fe <o

If o belongs to W.Ne—, we associate

Y (o

Me

= L oS0l e (1) 0)

n=0

where s — ¢(s) belongs to C([0,1], G).
Theorem 2. If 0 € W.Ne—, ¥ (0) is a continuous bounded function on C([0,1], G).

We put
¥Y(h")dD = / W' (Q1,..,Qn, 81, s Sn)dg1..dgudsy ..d 31
/([0,1], ) ( ) [0,1]">< " (g1 8n, 51 Sn) 81--A8nds1..4Sy ( )

Let us recall three of the main theorems of [7]:

Theorem 3. dD can be extended as a distribution on the Hida Fock space. This means that there exists k, C, K
such that for all 0 € W.Neo—

[ feons, ¥@)01 < Klelle @)
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Theorem 4. If ¥(0) > 0, fC([O,l];G) Y(c)dD > 0.
Theorem 5. If ¥(0) =0, fc([o,l];c) Y (0)dD = 0.

3. A Non-Markovian Semi-group on a Path Group

In the sequel, we will suppose that 4k > d. In such a case ( [20]), we have

‘pltc(g’ )‘ = td/4kG2k”( 51/4]()) (33)

where Gy q(1t) = exp[—au?"/2"=1]. p¥(g,¢") is the heat-kernel associated to the heat semi-group PF

and d is the biinvariant Riemannian distance on G.
Pif(g) = / ri(g.8")f(g)dg’ (34)
Moreover, since A¥ is biinvariant
Pi(gs' 8's") = pi(s's.8'8) = pi(s.8) (35)

Since it is an heat kernel associated to a semi-group, it satisfies the Kolmogorov equation:

Ps(88 / ri(g,8")pi(g" ¢)dg! (36)
This shows that if t € [0, 1] that
1P flleo < ClIf oo (37)
and that
|PE[[ld(e, ) [P)(e) < Crelhr) (38)

Remark: We could get in the sequel more general convolution semi-groups [20] with generators of degree 2k
whose associated heat-kernels satisfied still (33).

Let us divide the interval time [0, 1] into in time intervals [t} f;,1] of length 1/m. Let F be a
cylindrical functional #(gy,, §t,, §t,,)- Let us introduce

PE (G s 81) = / (84817 s &t &m Hm/m 8i-1,8i)4gi (39)
i=1
o = e). This defines a semi-group on . Let us show this statement. We remar
90 = e). This defi i-group on G™. L how thi Wi Kk
PP (g1 ) =
. m—1
/ oo (818181 8tnn8m) Hvt/m girgiv1) [ Pk (i 8i1)dgidg;  (40)

i=0

We do the change of variable §; = g,8i; §i = &i- We recognize in the last expression

m—1 m—1
/mXcm (8181, 8tu&m) 11 Phym(8ir i) TT Pym(&igi " S8t ) dgidgs (41)
=0 i=0
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But

m—1 m—1
/m T[T pm(8iogicn) TT P m(Sigi " 8is187 ) dgi =
h i=0 i=0
m—1

/m [T Phym(8ir 80Py (G G183 180) g =
JGM 0

. m—1 m—1
/ T P& 8Pl (@ &i)dg; = T Pha (8 8i1)  (42)
i=0 i=0 "

We have used the semi-group property (36) of PF and the fact that Pf is biinvariant (35).
We would like to extend by continuity this formula for functionals which depend on an infinite
number of variables ¥ (c) of the previous type. We put for h":

ul¥ ()] =

n—1
/ W' (81, 8nr51,r50) [ | Phi.y—si (810 Q1) dgidV" (51, ., 50)  (43)
Jenxoa P

(sp =0). We order s; < sp < .. < s, without to loose generality.
We extend y by linearity.

Theorem 6. 1 is a Hida distribution . Moreover if ¥ (¢’) = 0, u[¥(c] = 0.

Proof: By the property of the cylindrical semi-group listed in the beginning of this part, we have

n—1
/Gw 1" (81, s 851, 5)| T T 1Pk, —s: (810 8iv1)|dgi < C"|[H" oo (44)
i—0

where |||/ is the uniform norm of /". This uniform norm can be estimated by Sobolev imbedding
theorem by [|1"[|; ¢ for some big k and C independent of . It follows clearly from that y is an Hida
distribution.

Let us give some details in order to estimate ||h"||c.. We introduce the ordered set of eigenvalues
A; of A. Let (&) = (iq,..,in). Let ¢; be the normalized eigenvectors associated to A;. We consider
C-valued functions to do that. We introduce D) (g1,-8n) =TI 4),‘}. ( gj). We get

B =3 AP (45)
()
Therefore
1" loo < Y112 (@) ool P lleo (46)
(«)

By Garding and Sobolev inequality, the right-hand side of the previous inequality is smaller than

Cn%K(;’)HA(a)”k,C”‘P(a)”k,C (47)
o
for some big k, some big C and some big [.

K =TT @+A) (48)
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Let us recall that A; > 0 and that A; > Ci"*for some m ([24]). We apply Cauchy-Schwartz inequality
in (47). We deduce that

[h" e < C"{ZK@I)}UZ{Z 1A @) EcllP@llE e} (49)
(w) (a)
But
Y Al cllowllze = 17117 (50)
(a)

Moreover, by [8], A; > Ci™ for some i. Therefore if I is big enough, Y K(’al) is finite bounded
independently of .

Let us consider the polygonal approximation of mesh 1/1 ¢! of g.. If ¥(c) = 0, we get ¥(0)(g") =
0. But ¥(0)(g') is a cylindrical functional which depends only of gi,, .., g1, = x1. We use the properties
listed in the beginning of this part. We get

PE ¥ () (gh)](e) =0 1)

by the property listed of the beginning of the cylindrical semi-group Ptk’l, It remains to show that when
I — oo that Pf’] [¥(c)(g")] is very close from pu[¥ () (g.)]. This follows from the next consideration. Let
I be an elementary tensor product. We get clearly

¥ (H") ()] = ul¥ (") (8)]] < C 11" 1,0

L o 0o 810FS (€01 + 19— (80D s150) 52
Lo

where [s]— denotes the supremum of the time of the subdivision smaller to s and [s] denotes the
infimum of the time of the subdivision larger to s. ||1" |1, is the uniform C! norm of h". This norm can
be estimated by the Sobolev imbedding theorem by ||4"[|;1 ¢ for k' and C! independent of 7 as in (50).
It remains to use the inequality (35) to conclude.$
Definition 7: i is called the Wiener distribution issued from the unit path associated to A¥.
Let 1" be a smooth function from G" x [0,1]" into R. We suppose that 0 < s1 < s5.. < s, in order
to simplify the exposition. We put

k,n
P F (81,0 8151, s S0) =

n—1
/m W (8191, - §mYn, 51, 5n) | | Pf(s,.ﬂ,s,.)(yi,ym)dyi (53)
i=0

Ptk’” is the cylindrical semi-group on cylindrical functional associated to gs,, -., &s,,-
lemma 8: There exist a C' bounded when t is bounded and which depend not of n, a k' which depend only
of k and not on n such that
1PF" Bl < 10"l (54)

Proof: If we take derivative in g;, the result comes by taking derivative under the sign integral in
(43). The result arises then from (37). Let us take first of all derivative in s;. Either we take derivative of
" and the result goes by the same way. Or we take derivative in s;, or s; of the heat kernel p¥. We
represent in the way (43) the integral, we remark that the heat kernel satisfies the heat-equation and
we integrate by parts in order to conclude.$

Let us suppose that the time subdivision is fixed. Clearly

P o pit = PRI

5)
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Let 1" be a function from G" x [O,1]" into R. We put

QFINg) = [ BEH! (85 o1 50) 51,50 0

Theorem 9: QF can be extended by linearity as a continuous linear operator on the Hida Fock space. If
Y(0)(g.) =0, Q¥[¥(0)](g.) = 0and we get the semi-group property
QQ ¥ (N(8) = QL [¥()](8) (57)

if o belong to W.Neo—.

Proof: The fact that QF can be extended by linearity follows from the previous lemma.
Q¥ (0)](x.) = 0if ¥(¢) = 0 holds exactly as in the proof of Theorem 6. For a simple element
h" of the Hida Fock space, we have clearly:

QIIQEY (M)]](8) = Qfyw [Y (W))(3) (58)
This result can be extended by continuity.<»

4. Long Time Behaviour

The main theorem of this paper is the following:
Theorem 10: If o belong to W.Neo—, then when t — oo

Qf[¥(0)](e) *}/C'([O,l];G) Y¥(0)dD (59)

where e_is the unit path.

Proof: Let us decompose L?(G) in an orthonormal basis of eigenvectors ¢; of A associated to
the eigenvalues A;. Classically [24], sup N |$i(g)] < Ci™ and A; > Ci™ for some positive my and m;.
Classically the heat kernel is given by

pi(g,8") =1+ Y exp[-Aflgi()i(g) (60)

i>0
>From the previous bound, we deduce if t > 1

sup |pf(g,8)| < C < oo (61)
g8

Pf'” is associated if s; < 55 < .. < s, < 1 to a invariant elliptic operator on G". It has therefore the
unique invariant measure ®dg;. This shows that if 41" is an element of the Hida Fock space that

. n
Pf’”h"(e,,.,e,sl,sn) — /G” W (g1, 8nsS1, - 5n) | [dgi (62)
i=1

i=

provided all s; are different.
By the previous estimates, if t > 1

sup [P}""| < C" "o (63)

23



Symmetry 2011, 3, 72-83

where ||1" | is the supremum norm of 1" which can be estimated by Sobolev imbedding theorem by
[|h"||cr g for some C’, some k' independent of n. Therefore

Q¥ ()] (e) = ;)/[0 o PE[R")(e, .., e, 51, -5 )ds1..dsy (64)

By the dominated Lebesgue convergence, this tends when t — oo to

W (91, ) 851, -5n) T Tdgs ds,-:/ ¥(0)dD (65)
)y Loy ¥ 1080051 s Tdsi= [ o¥()

o

5. Conclusions

We define a non-Markovian semi-group on a path group which acts on a Hida type test algebra
on the path group and we study its long time behaviour related to the Haar distribution on the path

group.
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Abstract: An independent set in a graph is a set of pairwise non-adjacent vertices, and «(G) is the size
of a maximum independent set in the graph G. A matching is a set of non-incident edges, while j(G)
is the cardinality of a maximum matching. If s; is the number of independent sets of size k in G, then
I(G;x) = 50 + 51 + 5262 + ... + 54x%, & = a(G), is called the independence polynomial of G (Gutman
and Harary, 1986). If s; = s, forall 0 < j < |a /2], then I(G; x) is called symmetric (or palindromic).
It is known that the graph G o 2Kj, obtained by joining each vertex of G to two new vertices, has a
symmetric independence polynomial (Stevanovi¢, 1998). In this paper we develop a new algebraic
technique in order to take care of symmetric independence polynomials. On the one hand, it provides
us with alternative proofs for some previously known results. On the other hand, this technique
allows to show that for every graph G and for each non-negative integer k < 11(G), one can build a
graph H, such that: G is a subgraph of H, I(H; x) is symmetric, and I(G 0 2K3; x) = (1 + x)k -I(H;x).

Keywords: independent set; independence polynomial; symmetric polynomial; palindromic polynomial

MSC: 05C31; 05C69

1. Introduction

Throughout this paper G = (V, E) is a simple (i.e., a finite, undirected, loopless and without
multiple edges) graph with vertex set V = V(G) and edge set E = E(G). If X C V, then G[X] is the
subgraph of G spanned by X. By G — W we mean the subgraph G[V — W], if W C V(G). We also
denote by G — F the partial subgraph of G obtained by deleting the edges of F, for F C E(G), and we
write shortly G — e, whenever F = {e}.

The neighborhood of a vertex v € V is the set Ng(v) = {w : w € V and vw € E}, while Ng[v] =
Ng(v) U {v}; if there is no ambiguity on G, we write N(v) and N|v].

Ky, Py, C, denote, respectively, the complete graph on n > 1 vertices, the chordless pathonn > 1
vertices, and the chordless cycle on n > 3 vertices.

The disjoint union of the graphs Gy, G, is the graph G = G; U G; having as vertex set the disjoint
union of V(Gy), V(Gy), and as edge set the disjoint union of E(Gy ), E(G,). In particular, nG denotes
the disjoint union of n > 1 copies of the graph G.

If Gy, G, are disjoint graphs, A1 C V(Gy), Aa C V(Gy), then the Zykov sum of Gy, G, with respect
to Ay, Ay, is the graph (Gy, A1) + (Gp, Ap) with V(G;) U V(Gy) as vertex set and

E(G]) UE(Gz) G] {1)102 1v] € A, 00 € Az}

as edge set [1]. If A} = V(Gy) and Ay = V(Gy), we simply write G; + Go.

Symmetry 2011, 3, 472486 26 www.mdpi.com/journal /symmetry
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The corona of the graphs G and H with respect to A C V(G) is the graph (G, A) o H obtained
from G and |A| copies of H, such that every vertex belonging to A is joined to all vertices of a copy of
H[2].If A = V(G) weuse G o H instead of (G, V(G)) o H (see Figure 1 for an example).

a4 VAN

Figure 1. G,H and L = (G, A) o H, where A = {a, b}.

Let G, H be two graphs and C be a cycle on g vertices of G. By (G,C) A H we mean the graph
obtained from G and g copies of H, such that each two consecutive vertices on C are joined to all

vertices of a copy of H (see Figure 2 for an example).

Figure 2. Gand W = (G,C) A H, where V(C) = {a,b,c,d} and H = Kj.

An independent (or a stable) set in G is a set of pairwise non-adjacent vertices. By Ind(G) we mean
the family of all independent sets of G. An independent set of maximum size will be referred to as a
maximum independent set of G, and the independence number of G, denoted by a(G), is the cardinality of
a maximum independent set in G.

Let s; be the number of independent sets of size k in a graph G. The polynomial

1(G;x) = sg + 51 + 5x% + ... +5,4%, & = a(G)

is called the independence polynomial of G [3,4], the independent set polynomial of G [5]. In [6], the
dependence polynomial D(G; x) of a graph G is defined as D(G; x) = I(G; —x).

A matching is a set of non-incident edges of a graph G, while i (G) is the cardinality of a maximum
matching. Let 7 be the number of matchings of size k in G.

The polynomial

M(G;x) = mo + myx +mox® + ... + mux¥, = pu(G)

is called the matching polynomial of G [7].

The independence polynomial has been defined as a generalization of the matching polynomial,
because the matching polynomial of a graph G and the independence polynomial of its line graph
are identical. Recall that given a graph G, its line graph L(G) is the graph whose vertex set is the edge
set of G, and two vertices are adjacent if they share an end in G. For instance, the graphs G; and G,
depicted in Figure 3 satisfy G, = L(Gy) and, hence, I(Gy; x) = 1+ 6x + 7x* + x> = M(Gy; x).

a b ¢
d e f f a c d

Figure 3. G; is the line-graph of and G;.
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In [3] a number of general properties of the independence polynomial of a graph are presented.
As examples, we mention that:

I(G] U Gz;x) = I(Gl;x) . I(Gz;x), I(Gl + Gz;x) = I(Gl;x) -+ I(Gz;x) —1.

The following equalities are very useful in calculating of the independence polynomial for various
families of graphs.

Theorem 1. Let G = (V, E) be a graph of order n. Then the following identities are true:

(i) I(G;x) = I(G—v;x)+x - I(G— N[v]; x) holds for each v € V [3].

(i) I(GoH;x) = (I(H;x))"- 1<G; I(Ij;x)>for every graph H [8].

A finite sequence of real numbers (a9, a1, ay, ..., a,) is said to be:

e unimodal if there is some k € {0,1,...,n},such thatag < .. <ay 1 <ap > a1 > ... > ay;
e log-concave if aiz >a;q1-a;1,i€{1,2,..,n—1};
e symmetric (or palindromic) if a; = a,_;,i =0,1,..., |n/2].

It is known that every log-concave sequence of positive numbers is also unimodal.

A polynomial is called unimodal (log-concave, symmetric) if the sequence of its coefficients is
unimodal (log-concave, symmetric, respectively).

For instance, the independence polynomial:

e I(Ky +3K7;x) = 1+ 63x + 147x% + 3433 is log-concave;

o I(Ky3+3Ky;x) =1+ 64x + 147x2 + 343x3 is unimodal, but it is not log-concave, because 147 -
147 — 64 -343 = —343 < 0;

o I(Kypy +3Kz;x) = 1+ 148x + 147x? + 3433 is non-unimodal;

o I(Kyg+3K3 +4Ky;x) =14 31x +33x2 + 3123 + x* is symmetric and log-concave;

o I(Ksp + 3Ky +4Ky;x) = 1+ 68x + 54x% + 68x3 + x* is symmetric and non-unimodal.

It is easy to see that if «(G) < 3 and I(G; x) is symmetric, then it is also log-concave.

For other examples, see [9-14]. Alavi et al. proved that for every permutation 7 of {1,2, ..., a}
there is a graph G with a(G) = a such that s ;1) < sz(2) < ... <Sg(a) 9]

The following conjecture is still open.

Conjecture 1. The independence polynomial of every tree is unimodal [9].

Hence to prove the unimodality of independence polynomials is sometimes a difficult task.
Moreover, even if the independence polynomials of all the connected components of a graph G are
unimodal, then I(G; x) is not for sure unimodal [15]. The following result shows that symmetry gives
a hand to unimodality.

Theorem 2. If P and Q are both unimodal and symmetric, then P - Q is unimodal and symmetric [16].

A clique cover of a graph G is a spanning graph of G, each connected component of which is a
clique. A cycle cover of a graph G is a spanning graph of G, each connected component of which is
a vertex, an edge, or a proper cycle. In this paper we give an alternative proof for the fact that the
polynomials I(G o 2Ky; x), I(®(G); x), and I(T'(G); x) are symmetric for every clique cover ®, and
every cycle cover I of a graph G, where ®(G) and I'(G) are graphs built by Stevanovi¢’s rules [17]. Our
main finding claims that the polynomial I(G o 2Kj; x) is divisible both by I(®(G); x) and I(T'(G); x).

The paper is organized as follows. Section 2 looks at previous results on symmetric independence
polynomials, Section 3 presents our results connecting symmetric independence polynomials derived
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by Stevanovi¢’s rules [17], while Section 4 is devoted to conclusions, future directions of research, and
some open problems.

2. Related Work

The symmetry of the matching polynomial and the characteristic polynomial of a graph were
examined in [18], while for the independence polynomial we quote [17,19,20]. Recall from [18] that
G is called an equible graph if G = H o K; for some graph H. Both matching polynomials and
characteristic polynomials of equible graphs are symmetric [18]. Nevertheless, there are non-equible
graphs whose matching polynomials and characteristic polynomials are symmetric.

It is worth mentioning that one can produce graphs with symmetric independence polynomials
in different ways. For instance, the independence polynomial of the disjoint union of two graphs
having symmetric independence polynomial is symmetric as well. Another basic graph operation
preserving symmetry of the independence polynomial is the Zykov sum of two graphs with the same
independence number. We summarize other constructions respecting symmetry of the independence
polynomial in what follows.

2.1. Gutman’s Construction [21]

For integers p > 1, g > 1, let ], 4 be the graph built in the following manner [21]. Start with three
complete graphs Ki, K, and K; whose vertex sets are disjoint. Connect the vertex of Ky with p —1
vertices of K, and with g — 1 vertices of K; (see Figure 4 as an example).

e M

Figure 4. I(Jy3;x) = 1+ 8x + 14x% + x® and I(Jy3 + Kg; x) = 1+ 14x + 14x% + x°.

The graph thus obtained has a unique maximum independent set of size three, and its
independence polynomial is equal to

(paix) =14 (p+q+1)x+ (pq+2)x" + 27
Hence the independence polynomial of G = [, 4 + Kpg—p—g+1 18
1(G;x) = I(Jpgs x) + I(Kpg—p—qi1;X) =1 =1+ (24 pg)x + (2 + pg)x* + 2°,
which is clearly symmetric and log-concave.

2.2. Bahls and Salazar’s Construction [20]

The K;-path of length k > 1 is the graph P(t,k) = (V,E) with V. = {vq,0,..., 04,41} and
E = {v,—v,-ﬂ- 1<i<t+k—21<j<min{t—1,t+k—i—1}}. Such a graph consists of k copies
of K;, each glued to the previous one by identifying certain prescribed subgraphs isomorphic to
K;_1. Letd > 0 be an integer. The d-augmented K; path P(t,k,d) is defined by introducing new
vertices {uill,uilz,..., u,"d}fig_z and edges {U,'u,',]', U,‘+1M,‘/]' : ] = 1, ,d}f:ll(_z @] {Ul,ll(),j ] = 1,...,d}.
Let G = (V,E) and U C V be a subset of its vertices. Let v ¢ V and define the cone of G on U
with vertex v, denoted G* (U, v) = (G, U) + Ky, where K; = ({v},?). Given G and U and a graph H,
we write H + (G, U) instead of (H, V(H)) + (G, U).

Theorem 3. Let t > 2,k > 1, and d > 0 be integers, and let G = (V,E) be a graph with U C V a
distinguished subset of vertices. Suppose that each of the graphs G, G — U, and (G, U) + Ky has a symmetric and
unimodal independence polynomial, and deg(I(G; x)) = deg(I((G,U) + Ky;x)) = deg(I(G — U; x)) + 2.
Then the independence polynomial of the graph P(t,k,d) + (G, U) is symmetric and unimodal [20].

29



Symmetry 2011, 3, 472-486

2.3. Stevanovi¢’s Constructions [17]

Taking into account that s) = 1 and s; = |V(G)| = n, it follows that if I(G; x) is symmetric, then
S0 = Sq and s1 = s,_1, i.e., G has only one maximum independent set, say S, and n — a(G) independent
sets, of size a(G) — 1, that are not subsets of S.

Theorem 4. If there is an independent set S in G such that [N(A)NS| = 2|A| holds for every
independent set A C V(G) — S, then I(G; x) is symmetric [17].

The following result is a consequence of Theorem 4.

Corollary 1. (i) If 2(G) = a,sx = 1,5,_1 = |V(G)|, and for the unique stability system S of G it is true
that IN(v) N S| = 2 foreach v € V(G) — S, then 1(G; x) is symmetric [17]; (ii) If G is a claw-free graph with
a(G) =wa,8¢ = 1,801 = |V(G)|, then I(G; x) is symmetric.

Corollary 1 gives three different ways to construct graphs having symmetric independence
polynomials [17].

*  Rule 1. For a given graph G, define a new graph H as: H = G o0 2K;.

For an example, see the graphs in Figure 5: I(G; x) = 1+ 6x + 9x% + 3x3, while
I(Hy;x) = (1+x)° (1 +12x 4 48x% + 77x% + 48x* +12x° + x6> =14 18x + 135x2 + 565x°

+1485x* + 2601x° + 3126x° 4 260127 + 1485x® + 565x7 + 135x1% 4 18x! + x12,

SR

Figure 5. G and H; = G 02Kj.

e A cycle cover of a graph G is a spanning graph of G, each connected component of which is a
vertex (which we call a vertex-cycle), an edge (which we call an edge-cycle), or a proper cycle. Let I’
be a cycle cover of G.

Rule 2. Construct a new graph H from G, denoted by H = I'(G), as follows: if C € I'is
(i) avertex-cycle, say v, then add two vertices and join them to v;

(ii) an edge-cycle, say uv, then add two vertices and join them to both u and v;

(iii) a proper cycle, with

V(C)={v;:1<i<s}EC)=A{vwi1:1<i<s—1}U{vjvs},

then add s vertices, say {w; : 1 < i < s} and each of them is joined to two consecutive vertices on C, as
follows: wj is joined to vs, v, then wy is joined to v1, vy, further w3 is joined to v, v3, etc.
Figure 6 contains an example, namely, I(G;x) =1+ 6x + 9x2 + 3x3, while

I(Hp;x) = 14 13x + 60x2 + 125x° + 125x* + 60x° + 13x° + 7 =

=(1+x) (1 +12x + 48x% + 77x% + 48x* 4 1245 + x6>.
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a
G z H;
x b c Y z

Figure 6. G and Hy = I'(G), where I' = {{x}, {a,b,c}, {y,z}}.

* A cligue cover of a graph G is a spanning graph of G, each connected component of which is a
clique. Let @ be a clique cover of G.

Rule 3. Construct a new graph H from G, denoted by H = ®(G), as follows: for each Q € ®, add
two non-adjacent vertices and join them to all the vertices of Q.
Figure 7 contains an example, namely, I(G;x) =1+ 6x + 9x2 + 3x3, while

I(Hz;x) = 14 12x 4 48x% + 77x% + 48x* 4+ 12x% + 1°.

a
G z Hs
X b c y z

Figure 7. G and H3 = ®(G), where ® = {{x},{a,b,c},{y,z}}.

Theorem 5. Let H be the graph obtained from a graph G according to one of the Rules 1, 2 or 3. Then H has a
symmetric independence polynomial [17].

Let us remark that I(Hy; x) = (14 x)° - I(Hs; x) and [(Hy; x) = (14 x) - I(Hs; x), where Hy, Hy
and Hj are depicted in Figures 5, 6, and 7, respectively.

2.4. Inequalities and Equalities Following from Theorem 5

When inequalities connecting coefficients of the independence polynomial is under consideration,
the symmetry mirrors the area, where they are already established. The following results illustrate
this idea.

Proposition 1. Let G = H o 2K; be with a(G) = w, and (sy) be the coefficients of I(G; x). Then I1(G; x) is
symmetric, and [22]
50 <81 <..<sp, for p=[(2a+2)/5], while

St > ... >8S4-1 > Sa, for t=[(Ba—2)/5].
Theorem 6. Let H be a graph of order n > 2, T' be a cycle cover of H that contains no vertex-cycles, G be
obtained by Rule 2, and «(G) = w. Then I(G; x) is symmetric and its coefficients (sy) satisfy the subsequent

inequalities [22]
50 <51 <..<sp, for p=[(a+1)/3], and

8g > . 2841 =8y, for g = [(2a —1)/3].

Vv

Let Hy, n > 1, be the graphs obtained according to Rule 3 from P, as one can see in Figure 8.
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Pyt @—@—@ - 0—0@ Py @—@—0—@ - 0—0
Figure 8. P, and H, = Q{P,}.

Theorem 7. If J,(x) = I(Hy; x),n > 0, then [23]
() Jo(x) =1, J1(x) = 1+3x + x? and ], n > 2, satisfies the following recursive relations:
Jon(x) = Jon1(%) + x - Jan—2(x), n=>1,
Jan—1 (x) = (l + x)Z : ]21172(3‘) +x- ]2;173(35)/ n>2;

(ii) ]y is both symmetric and unimodal.

It was conjectured in [23] that I(H,; x) is log-concave and has only real roots. This conjecture has
been resolved as follows.

Theorem 8. Let n > 1. Then [24]
(i) the independence polynomial of H,, is
L(n+1)/2]

2s1T
I(Hy;x) = <1+4x+x2+2x-cos );
5131 n+2

(ii) I(Hy;x) has only real zeros, and, therefore, it is log-concave and unimodal.

3. Results

The following lemma goes from the well-known fact that the polynomial P(x) is symmetric if
and only if it equals its reciprocal, i.e.,

P(x) = xdes(P). P<1>. 1)

X

Lemma 1. Let f(x), g(x) and h(x) be polynomials satisfying f(x) = g(x)- h(x). If any two of them are
symmetric, then the third is symmetric as well.

For H = 2K;, Theorem 1 gives

I(G 0 2Ky;x) = (14 x)*"- I(G; a fo)2>.

Since L
oI X and  deg(I(Go2Ky;x)) = 2n,

(14 x)? (1 . %)2

one can easily see that the polynomial I(G o 2Kj; x) satisfies the identity (1). Thus we conclude with
the following.
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Theorem 9. For every graph G, the polynomial I(G o 2Ky; x) is symmetric [17].

3.1. Clique Covers Revisited
Lemma 2. If A is a clique in a graph G, then for every graph H

1((G,A) o H;x) = I(H; x)/I"1 . 1((G, A) + H; x).

Proof. Let G; = (G,A)oHand G, = ((G,A) + H) U ((JA] — 1)H).
For S € Ind(G), let us define the following families of independent sets:

Q' = {SUW:W C V(G —G),SUW € Ind(Gi},

QP = {SUW:W C V(G —G),SUW € Ind(Gy)}.

Since A is a clique, it follows that [SN A| < 1.
Casel.SNA=0Q.
In this case SUW € Q?l ifand only if SUW € Qg? Hence, for each size m > |S|, we get that

{SUWEQSl:|SUW\:m}’:‘{SUWEQgZ:|SUW\:m}.

Case2. SN A = {a}.

Now, every SUW € Q?l has WN V(H) = @ for exactly one H, namely, the graph H whose
vertices are joined to a. Hence, W may contain vertices only from (|A| —1)H.

On the other hand, each SUW ¢ ng has WNV(H) = @ for the unique H appearing in
(G, A) + H. Therefore, W may contain vertices only from (|A| —1)H.

Hence for each positive integer m > |S|, we obtain that

[{SUW e [SUW| = m}| = [{SUW € O [SUW| = m}|.

Consequently, one may infer that for each size, the two graphs, G; and G, have the same number
of independent sets, in other words, I(Gy; x) = I(Gy; x).

Since G, = ((G,A) + H) U ((|A] — 1)H) has | A| — 1 disjoint components identical to H, it follows
that I(Gy; x) = I(H;x)! 4171 1((G, A) + H;x). O

Corollary 2. If A is a clique in a graph G, then
I((G, A) 0 2Ky; x) = (14 x)24172. 1((G, A) + 2Ky; x).
Theorem 10. If G is a graph of order n and ® is a clique cover, then
1(Go2Ky;x) = (1+x)2" 2% [(@(G); x).

Proof. Let ® = {A1, A, .., Ag } According to Corollary 2, each

(a) vertex-clique of ® yields (1 + x)*>7% = 1 as a factor of I(G o 2Ky; x), since a vertex defines a
clique of size 1;

(b) edge-clique of @ yields (1 + x)? as a factor of I(G o 2Ky; x), since an edge defines a clique of
size 2 (see Figure 9 as an example);

(c) clique Aj € @, |Aj| > 3, produces (1 + x)2|Af|_2 as a factor of I(G o 2Kj; x) (see Figure 10 as
an example).

Since the cliques of ® are pairwise vertex disjoint, one can apply Corollary 2 to all the g cliques
one by one.
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s N7 e

Figure 9. Gy = K, 02Ky, I(Gy;x) = (14 x)2 - I(® +x)%. (1+4x+x

Gl ‘@'
Figure 10. Gl = K4 o2K1, Gz = 6K1 U@(K;l) andl Gl, (1 +X 6 I(q) K4

Using Corollary 2 and the fact that A; N Ay = @, we have
I((G,Al @] Az) OZK],'X) = I((((G,Al) OZKl),Az) 02K1;x) =
= (1+x)222172 1((((G, Ay) 0 2K7), Ag) + 2Ky; x) =
= (142272 (G, A2) +2Ky), Ay) 0 2Ky x) =
= (14 x)PMIHRD727((((G, A2) +2K1), A1) + 2Ky; x).

Repeating this process with {A3, Ay, Ag }, and taking into account that all the cliques of ® are
pairwise disjoint, we obtain

I((Go2Ky;x) = I((G, Ay U Ay U ..U Ay) 0 2Ky; x) =
— +x)Z(\Al\HAzH.“HAquZq T(((((G, Ay) +2Ky), Ag...), Ag) +2Ky;x) =
=1+ 1(@(G);x),
as required. [
Lemma 1 and Theorem 10 imply the following.
Corollary 3. For every clique cover ® of a graph G, the polynomial I(®(G); x) is symmetric [17].

Clearly, for every k < j(G) there exists a clique cover containing k non-trivial cliques, namely,
edges. Consequently, we obtain the following.

Theorem 11. For every graph G and for each non-negative integer k < u(G), one can build a graph H, such
that: G is a subgraph of H, I(H; x) is symmetric, and 1(G o 2Ky;x) = (1 + x)k. I(H; x).

3.2. Cycle Covers Revisited
Lemma 3. If C is a proper cycle in a graph G, then for every graph H

1((G,C) 0 2H; x) = I(H; x)/°l . I((G,C) A H; x).

Proof. Let C = (V(C),E(C)),q =|V(C)|, G1 = (G,C)02H,and G, = ((G,C) A H) U (qH).
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For an independent set S C V(G), let us denote:
Q' = {SUW: W C V(Gy) — V(G),SUW € Ind(Gy)},

052 = {SUW: W C V(Gy) — V(G),SUW € Ind(Gy)}.

Case1. SNV(C) = Q.
In this case SUW € le ifanonly if SUW € 0(532, since W is an arbitrary independent set of
2gH. Hence, for each size m > |S|, we get that

‘{SUWengl:|SUW\:m}‘:‘{SUWng’MSUW\:m}‘.

Case2. SNV (C) # @.
Then, we may assert that

G
o

= |{SUW : W isan independent set in 2(q — |SNV(C)|)H}| = ‘ng

’

since W has to avoid all the “H-neighbors” of the vertices in S N V(C), both in Gy and G,.
Hence, for each positive integer m > |S|, we get that

‘{SUWEQEI:|SUW\:m}’:‘{SUWeQ§2:|SUW\:m}’.

Consequently, one may infer that for each size, the two graphs, G; and G;, have the same number of
independent sets. In other words, I(Gy; x) = I(G; x).
Since G; has |C| disjoint components identical to H, it follows that

1(Gy;x) = (14 2)I°1- 1((G,C) A H; x),
as required. [
Corollary 4. If C is a proper cycle in a graph G, then
1((G,C) 0 2Ky;x) = (1+x)!°- I((G,C) A Ky x).
Theorem 12. If G is a graph of order n and I' is a cycle cover containing k vertex-cycles, then
1(Go2Ky;x) = (1+x)" % I(T(G); x).

Proof. According to Corollaries 2 and 4, each

(a) vertex-cycle of I yields (1 + x)zf2 = 1 as a factor of I(G o 2Kj; x), since each vertex defines a
clique of size 1;

(b) edge-cycle of T yields (1 + x)2 as a factor of I(G o 2Kj; x), since every edge defines a clique of
size 2;

(c) proper cycle C € T produces (1 + x)lc‘

as a factor (see Figure 11 as an example).
LetT = {Cj 1< < q} U{v; : 1 <i <k} bea cycle cover containing k vertex-cycles, namely,
{ZJ,‘ 01 S i S k}
Using Corollary 4 and the fact that C; N1 C, = @, we have
I((G,C1UCy) 02Ky;x) = I((((G,Cq) 02Ky),Cp) 0 2Ky;x) =
= (142)C 1((((G,C1) 02Ky), C) A Kyjx) =
= (1+2)@ 1((((G,C2) A K1), Cr) 02Ky x) =
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Gy Gy

Figure 11. G; = C4 02Ky, G = 4Ky UT(Cy) and I(Gy;x) = (14 x)4 -I(T(Cyq);x)

= (14 x)OHCL1((((G,6) AKy), Cr) A Ky x).

Repeating this process with {C3, Cy, ...y Cq}, and taking into account that all the cycles of I are
pairwise vertex disjoint, we obtain

I((GOZKl;X) = I((G,Cl UCZ U...ch) OzKl;X) =

= (1+x)/AHIGFFGL 1(((6,01) AKy), Co.n), C) AKpx) =
= (1+x)"* 1(T(G);x),

as claimed. O
Lemma 1 and Theorem 12 imply the following.

Corollary 5. For every cycle cover T of a graph G, the polynomial I(T'(G); x) is symmetric [17].

4. Conclusions

In this paper we have given algebraic proofs for the assertions in Theorem 5, due to Stevanovié [17].
In addition, we have shown that for every clique cover ®, and every cycle cover I of a graph G, the
polynomial I(G o 2Kj; x) is divisible both by I(®(G); x) and I(I'(G); x).

For instance, the graphs from Figure 12 have: I(G;x) = 1+ 6x + 9x? + 2x3, while

1(G 02Ky x) = (14 x)° (14 12x + 48x% 4 760° + 48x* +122° + x6> =
= (142)° - I(T(G);x) = (1+x)°- [(®(G); %),
I(T(G); x) = 14 13x 4 60x% + 124x> + 124x* + 60x° + 13x° 4 &7,
I(®(G); x) = 14 12x + 48x2 + 76x° + 48x* 4+ 12x° + 1°,

The characterization of graphs whose independence polynomials are symmetric is still an open
problem [17].

Let us mention that there are non-isomorphic graphs with the same independence polynomial,
symmetric or not. For instance, the graphs Gi, G, G3, G4 presented in Figure 13 are non-isomorphic,

while
I(Gy;x) = [(Go;x) = 1+ 5x 4 5%, and

1(Gs;x) = I(Gyg; x) = 14 6x + 10x + 6x° + x%.

Recall that a graph having at most two vertices with the same degree is called antiregular [25]. It is
known that for every positive integer n > 2 there is a unique connected antiregular graph of order 7,
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o o o ®
G H; = G02K1 H, :5K1UF(G) Hs = 6K; UP(G)
Figure 12. G with T'(G) = {{y, z}, {x},{a,b,c}} and ®(G) = {{z}, {x,y}, {a,b,c}}.

LAV A

Figure 13. Non-isomorphic graphs.

denoted by A;, and a unique non-connected antiregular graph of order 1, namely A, [26]. In[27] w
showed that the independence polynomial of the antiregular graph A, is:

I(Ag_1;x) = (1+x)F + (1 + x)F?

-1, and
[(Agsx) =2-(1+x)F =1, k>1.

Let us mention that I(Ay; x) = I(Kyy; x) and I(Agy_q;x) = I(Kig_1; x), where Ky, , denotes the
complete bipartite graph on m + n vertices. Notice that the coefficients of the polynomial

k .
I(Agix) =2-(1+x) 1= ) 5%/
j=0
satisfy s; = s;_j for 1 < j < |k/2|, while sg # sy, i.e., [(Ag; x) is “almost symmetric”.

Proposition 2. Characterize graphs whose independence polynomials are almost symmetric.

It is known that the product of a polynomial P(x) = i arxk and its reciprocal Q(x) = i a,_pxk
k=0 k=0

is a symmetric polynomial. Consequently, if I(Gy; x) and IZGZ ; x) are reciprocal polynomials, then the
independence polynomial of G; U G, is symmetric, because I(Gy U Gy; x) = I(Gy; x) - I(Gy; x).

Proposition 3. Describe families of graphs whose independence polynomials are reciprocal.

Acknowledgments: We would like to thank one of the anonymous referees for helpful comments, which improved
the presentation of our paper.
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Abstract: Our paper analyzes some aspects of Uncertainty Measures. We need to obtain new ways to
model adequate conditions or restrictions, constructed from vague pieces of information. The classical
entropy measure originates from scientific fields; more specifically, from Statistical Physics and
Thermodynamics. With time it was adapted by Claude Shannon, creating the current expanding
Information Theory. However, the Hungarian mathematician, Alfred Renyi, proves that different and
valid entropy measures exist in accordance with the purpose and/or need of application. Accordingly,
it is essential to clarify the different types of measures and their mutual relationships. For these
reasons, we attempt here to obtain an adequate revision of such fuzzy entropy measures from a
mathematical point of view.

Keywords: mathematical analysis; measure theory; fuzzy systems; information theory

1. Introduction

The Shannon Entropy is a measure of the average information content one is missing when one does
not know the value of the random variable. This concept proceeds from the famous Shannon paper [1].
It represents an absolute limit on the best possible lossless compression of any communication under
certain constraints, treating messages to be encoded as a sequence of independent and identically
distributed random variables.

Usually, we define the Shannon Entropy by the following expression:

H(P) = —X; pilogp; = X; pilog(1/p:)

H, will be a function of 7 non-negative random variables that add up to 1, and represent
probabilities. H; acts on the n-tuple of values on the sample, (p;)i=12,. -

The information that we receive from an observation is equal to the degree to which uncertainty
is reduced.

Among its main properties, we have:

Continuity. The measure H should be continuous, in the sense that changing the values of the
probabilities by a very small amount, should only change the H value by a small amount.

Maximality. The measure H will be maximal, if all the outcomes are equally likely, i.e., the
uncertainty is highest when all the possible events are equiprobable; thus,

Hyu(p1,p2, - pn) < Hy(1/n,1/n,..,1/n)

And the entropy will increase with the number of outcomes,

H,(1/n,1/n,.1/n)<Hpy 1/(n+1),1/(n+1),.,1/(n+1))

Additivity. The amount of entropy should be independent of how the process is considered, as
being divided into parts. Such a functional relationship characterizes the entropy of a system with
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respect to the sub-systems. It demands that the entropy of every system can be identified and, then,
computed from the entropies of their sub-systems.

ie,if S=—iz12.uSi then H(S) = i1 p,. . H(S)).

This is because statistical entropy is a probabilistic measure of uncertainty, or ignorance about data,
whereas Information is a measure of a reduction in that uncertainty.

Entropy and related information measures provide descriptions of the long term behavior of
random processes [2], and that this behavior is a key factor in developing the Coding Theorems of IT
(Information Theory).

The contributions of Andrei Nikolaievich Kolmogorov (1903-1987) to this mathematical theory
provide great advances to the Shannon formulations, proposing a new complexity theory, now
translated to Computer Sciences. According to such theory, the complexity of a message is given by the
size of the program necessary to enable the reception of such a message. From these ideas, Kolmogorov
analyzes the entropy of literary texts and the subject Pushkin poetry. Such entropy appears as a
function of the semantic capacity of the texts, depending on factors such as their extension and also
the flexibility of the corresponding language.

It should also be mentioned that Norbert Wiener (1894-1964), considered the founder of
Cybernetics, who in 1948 proposed a similar vision for such a problem. However, the approach
used by Shannon differs from that of Wiener in the nature of the transmitted signal and in the type of
decision made by the receiver.

In the Shannon model, messages are firstly encoded, and then transmitted, whereas in the Wiener
model the signal is communicated directly through the channel without need of being encoded.

Another measure conceptualized by R. A. Fischer (1890-1962), the so called Fisher Information
(FI), applies statistics to estimation, representing the amount of information that a message carries
concerning an unobservable parameter.

Certainly the initial studies on IT were undertaken by Harry Nyquist (1889-1976) in 1924, and
later by Ralph Hartley (1888-1970), who in 1928 recognized the logarithmic nature of the measure of
information. This was later essential the key in Shannon and Wiener’s papers.

The contribution of the Romanian mathematician and economist Nicholas Georgescu-Roegen
(1906-1994), who studied in London with Karl Pearson, is also very interesting, whose great work was
The Entropy Law and the Economical Process. In this memorable book, he proposed that the second law of
thermodynamics also governs economic processes. Such ideas permitted the development of some
new fields, such as Bioeconomics or Ecological Economics.

Also some others should be noted, studying a different kind of measure, the so called inaccuracy
measure, involving two probability distributions.

R. Yager [3], and M. Higashi and G. J. Klir [4] showed the entropy measure as the difference
between two fuzzy sets. More specifically, this is the difference between a fuzzy set and its complement,
which is also a fuzzy set.

The Shannon Entropy is a measure of the average information content one is missing when one does
not know the value of the random variable. These ideas proceed from their famous seminal paper [1].
It represents an absolute limit on the best possible lossless compression of any communication, under
constraints, treating messages to be encoded as a sequence of independent and identically distributed
random variables. The information that we receive from an observation is equal to the degree to which
uncertainty is reduced. So,

I = H(before) — H(after)

Finally, we may define I(Information) in terms of the probability, p, by the following
Properties of Information Measure, I.

(1) I(P) >0, i.e., information is a non-negative quantity;
(2) I(1)=0,1i.e., if an event has probability 1, we get no information from the occurrence of the event;
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(3) If two independent events occur, the information we get from observing the events is the sum of
both informations;

(4) Information measure must be continuous, and also a monotonic function of the probability. So,
slight changes in probability should result in slight changes in the information.

2. Graph Entropy

Graph theory has emerged as a primary tool for detecting numerous hidden structures in various
information networks, including Internet graphs, social networks, biological networks, or more
generally, any graph representing relations in massive data sets. Analyzing these structures is very
useful to introduce concepts such as Graph Entropy and Graph Symmetry.

We consider a functional on a graph, G = (V, E), with P a probability distribution on its node set,
V, and we suppose varying random samples, P = (p;);=1,2,..», on the probabilistic space.

The mathematical construct called a Graph Entropy will be denoted by GE. It will be defined as

H(G,P) = minp [Zizl,Z,.“,n Pilﬂgpi]

Observe that such a function is convex. It tends to +co on the boundary of the non-negative
orthant of R". Also, monotonically tends to —oco along rays departing from the origin. So, such a
minimum is always achieved and will be finite.

The entropy of a system represents the amount of uncertainty one observer has about the state
of the system. The simplest example of a system will be a random variable, which can be shown
by a node in the graph, being their edges representative of the mutual relationship between them.
Information measures the amount of correlation between two systems, and reduces in entropies to a
mere difference. So, the Entropy of a Graph (will be denoted by GE) is a measure of graph structure, or lack
of it.

Therefore, it may be interpreted as the amount of Information, or the degree of “surprise”,
communicated by a message. As the basic unit of Information is the bit, Entropy also may be viewed
as the number of bits of "randomness" in the graph, verifying that the higher the entropy, the more
random the graph.

Let G now be an arbitrary finite rooted Directed Acyclic Graph (or DAG, in acronym). For each
node, v, we denote i(v) the number of edges that terminates at v. Then, the Entropy of the graph is
definable as

H(G) =% [i(v) - 1] logs [((Card(E) — Card(V) + 1) / (i(v) - 1))]

H(X) may be interpreted in different ways. For instance, given a random variable, X, it informs us
about how random X is, how uncertain we should be about X, or how much variability X has.

In a variant of the Graph Coloring Problem, we take the objective function to minimize the
Entropy of such coloring. So, it is called the Minimum Entropy Coloring. In Chromatic Entropy, we
understand the minimum Entropy of a coloring. Its role is essential in the problem of coding. If we
consider this problem from a computational viewpoint, it will be of NP-hard type; for instance, on
Interval Graphs.

The study of different concepts of Entropy will be very interesting, and not only on Physics,
but also on Information Theory, and other Mathematical Sciences, considered in its more general
vision. Also it may be a very useful tool for Biocomputing, for instance, or in many others, such
as studying Environmental Sciences. This is because, among other interpretations with important
practical consequences, the law of Entropy means that energy cannot be fully recycled.

Many quotations have been made until now referring to the content and significance of this fuzzy
measure, for example:

“Gain in Entropy always means loss of Information, and nothing more” [5].
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“Information is just known Entropy. Entropy is just unknown Information” [6].

Mutual Information and Relative Entropy, also called Kullback-Leibler divergence, among
other related concepts, have been very useful in Learning Systems, both in supervised and
unsupervised cases.

We attempt to analyze the mutual relationship between the distinct types of entropies, such as:

- The Quantum Entropy, also called Von Neumann Entropy;

- The KS-Entropy (from Kolmogorov and Sinai), which is also called Metric Entropy [7,8];
- The Topological Entropy; or

- The Graph Entropy, among others.

3. Quantum Entropy

This entropy was first defined by the Hungarian mathematician Janos Neumann (a.k.a. John von
Neumann) in 1927, with the purpose of showing the irreversible behavior of quantum measurement
processes. In fact, Quantum Entropy (will be denoted as QE) is an extension of the precedent Gibbs
Entropy to the quantum realm [8]. It will be interpreted as the average information the experimenter
obtains when he makes many copies of a series of observations, on an identically prepared mixed
state. It plays a very important role in studying correlated systems, and also for defining entanglement
measures. Recall that “Entanglement” is one of the properties of Quantum Mechanics that caused
Einstein to dislike this theory. However, from then on, Quantum Mechanics has reached high success
predicting experimental results and has also been proven on the correlation predicted by the theory of
such entanglement.

We can apply the notion of QE to Networks. As QE is defined for quantum states, we need a
method to map graphs into states. Such states for a quantum mechanical system are described by a
density matrix. Usually, it is denoted as p. It is a positive semi-definite matrix with unitary trace (p) = 1.
There are many different ways, however, to associate graphs to density matrices. Until now, we have
eliminated several problems through certain interesting results, but many open questions still remain.

Between the known results, we can see that the entropy for a d-regular graph tends to be in the
limit when n — o to the entropy of K, i.e., the n-complete n-graph.

Another result may be that the entropy of graphs increases as a function of the cardinality of
their edges.

Between the open problems, we can list some of them as relative to an interesting tool, a related
matrix, called the Normalized Laplacian. This is defined by

£(G)=0"12L(G) A2

The Combinatorial Laplacian Matrix of G (abridged, Laplacian of G) is given as

L(G) = A(G) - A(G)

Hence being computable as the difference between matrix degree, A(G), and adjacency matrix,
A(G).

The degree of a node, v, is the number of edges adjacent to v. Usually it is denoted by d (v).
The degree sum of the graph G is dg, and it will be given by dg =X d(v). The average degree of G is
expressed as dg * = m X d(v), where m is the number of non-isolated nodes.

A graph, G, is d-regular, if d(v) =d, for all v € V(G).

The degree matrix of G is a (n x n)-matrix with entries given as

[A(G)](u,v) = d(v),ifu = v;andotherwise 0

So, the Laplacian of a graph, G, scaled by its degree-sum is a density matrix,
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pc = ((L(G))/(dg)) = (L (G))/ (tr(A(G)))) = ((L(G))/ (m dg "))

With the well-known expression for the entropy of a density matrix, p, by S(p) = - tr(o log, p).
Hence, departing from the concept of Laplacian of a Graph, we can say that S(p ¢) is the QE of G.
If we suppose two decreasing sequences of eigenvalues of L(G) and p g, respectively given by

MZA > >2A=0andu; > pp > .. > pin =0

mutually related by a scaling factor, i.e.,

ui = ((A)/(dg)) = (Ai})/ (mdg))

Therefore, the Entropy of a density matrix pc can also be written as

S(G) = —Zpslogop;

with the notational convention 0 log 0 = 0. Since its rows sum up to 0, we can conclude that the smallest
eigenvalue of the density matrix must also be equal to zero, and the number of connected components
of the graph is given by the multiplicity of 0 as an eigenvalue.

The QE is a very useful tool for problems such as when it is applied to the Enumeration of
Spanning Trees.

4. Algorithmic Entropy

Algorithmic Entropy is the size of the smallest program that generates a string. It is denoted by
K(x), or AE. It receives many different names, for instance, Kolmogorov-Chaitin Complexity, or only
Kolmogorov Complexity, also Stochastic Complexity, or Program-size complexity [9,10].

AE is a measure of the amount of information in an object, x. Therefore, it also measures its randomness
degree. The AE of an object is a measure of the computational resources needed to specify such an
object. i.e., the AE of a string is the length of the shortest program that can produce this string as its
output. So, the Quantum Algorithmic Entropy (QAE), also called Quantum Kolmogorov Complexity
(QKQ) is the length of the shortest quantum input to a Universal Quantum Turing Machine (UQTM)
that produces the initial “qubit” string with high fidelity. Hence, the concept is very different of the
Shannon Entropy, because, whereas this will be based on probability distributions, the AE is based on
the size of programs.

All strings used may be elements of &" = {0,1}", being ordered lexicographically. The length of a
string x is denoted by Ix|.

Let U be a fixed prefix-free Universal Turing Machine. For any string x of =" = {0,1}", the Algorithmic
Entropy of x will be defined by

K(x) = minp{|p| : U(p) = x}

From this concept, we can introduce the t-time-Kolmogorov Complexity, or t-time-bounded
algorithmic entropy [11].
For any time constructible ¢, we introduce a refinement by

K!'(x) = minp{|p| : U(p) = x,inatmostt(|x|)steps}

From these, we may obtain that for all x and y,

()K(x) < K'(x) < |x[+0(1), @)

and also
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(iN)K'(x/y) < K'(x) +0(1)

The Kolmogorov-Chaitin (KC, by acronym) as new tool possesses many applications, in fields
as diverse as Combinatorics, Graph Theory, Analysis of Algorithms, or Learning Theory, among
others [10,11].

5. Metric Entropy

We consider now the Metric Entropy, also called Kolmogorov Entropy, or Kolmogorov-Sinai Entropy,
in acronym K-S Entropy. Its name is associated with Andrei N. Kolmogorov, and his disciple, Yakov
Sinai [4].

Let (X, Q, u) be a probability space, or in a more general way, a fuzzy measurable space [12].
Recall that a measurable partition of X is such that each one of their elements is a measurable set,
therefore, an element of the fuzzy o-algebra, Q0. And let I X be the set of mappings from X to the closed
unit interval, I = [0,1].

A fuzzy o-algebra, ¥, on a nonempty set, X, is a subfamily of I X satisfying that

MH1lex;

2)Ifa e, thenl-aeX;

(3) If {ai} is a sequence in X, then Vai =sup i € X;

A fuzzy probability measure, on a fuzzy o-algebra, %, is a function

m:% - [0,1]

which holds

[1lm(1)=1

[2] foralla € £, m(1-a) =1-m(«)

[Blforalla, B € X, m(x V B) + m(x A B) =m («) + m (B)

[4] If {ai} is a sequence in X, such that ai T &, being & €%, then m(«) = sup {m(ai)}

We call (X, Q, pt) a fuzzy-probability measure space, and the elements of () are called measurable
fuzzy sets.

The notion of “fuzzy partition” was introduced by E. Ruspini. Given a finite measurable partition,
8, we can define its Entropy by

H(42) = Ypep — 1(p) log u(p) 1)

As usual in these cases, we take as convention that 0 log 0 = 0.

Let T: X — X be a measure-preserving transformation. Then, the Entropy of T w.r.t. a finite
measurable partition, 8, is expressed as

(T, 8)=lin y—ye0 H, (8% 8)

with Hy the entropy of a partition, and where V denotes the join of partitions. Such a limit
always exists.

Therefore, we may define the Entropy of T as

hy(T) = sup g hy,(T4) 0

by taking the supremum over all finite measurable partitions.

Many times hy(T) is named the Metric Entropy of T. So, we may differentiate this mathematical
object from the well-known as Topological Entropy.

We may investigate the mutual relationship of the Metric Entropy and the Covering Numbers.

Let (X, d) be a metric space, and let Y C X be a subset of X. We say that Y* C X is an e-cover of Y,
if for each y €Y, there exists a y* € Y* such that d (y, y*) < . It is clear that there are many different
covers of Y. But we are especially interested here in one which contains the lesser number of elements.
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We call the cardinal, or size, of such a cover its Covering Number. Mathematically expressed, the
e-covering number of Y is

N(e, Y, d) = min{card (Y*):Y* is an e-cover} 0

A proper cover is one where Y* C Y. And a proper covering number is defined in terms of the cardinality
of the minimum proper cover. Both, covering numbers and proper covering numbers, are related by

N(&,Y) < Nproper (&, Y) < N((¢/2),Y)

Furthermore, we recall that the Metric Entropy, H(e, Y), is a natural representation of the cardinal of
the set of bits needed to send, in order to identify an element of the set up to precision ¢. It will be
expressed by

H(e,Y) = log N(&,Y) 0

In a dynamical system, the metric entropy is equal to zero for non-chaotic motion. And it is strictly
greater than zero for chaotic motion. So, it will be interpreted as a simple indicator of the complexity
of a dynamical system.

6. Topological Entropy

Let (X, d) be a compact metric space, and let f: X — X be a continuous map. For each n >0, we
define a new metric, d,;, by

dn(x,y) = max{d(f(x), f1(y)) :0 < i < n}

Two points, x and y, are close with respect to this metric, if their first 7 iterates (given by f,i=1,2,...)
are close.

Fore > 0,and n € N* we say that S C Xis an (1, €)-separated set, if for each pair, x, y, of points of
S, we have d,(x, y) > . Denote by N(#, ) the maximum cardinality of a (1, €)-separated set. It must
be finite, because X is compact. In general, this limit may exist, but it could be infinite. A possible
interpretation of this number is as a measure of the average exponential growth of the number of
distinguishable orbit segments. So, we could say that the higher the topological entropy is, the more
essentially different orbits we have [2,7].

From an analytical viewpoint, the topological entropy is a continuous and monotonically
increasing function.

N(n,e) shows the number of “distinguishable” orbit segments of length n, assuming we cannot
distinguish points that are less than ¢ apart.

The topological entropy of f is then defined by

Hiop = lim, 0 lim supn—e [(1/n) log N(n, )] 0

Therefore, TE is a non-negative number measuring the complexity degree of the system. So, it gives
the exponential growth of the cardinality for the set of distinguished orbits, according to time advances
[13-16].

7. Chromatic Entropy

A system can be defined as a set of components functioning together as a whole. A systemic point
of view allows us to isolate a part of the world, and so, we can focus on those aspects that interact
more closely than others. The entropy of a system represents the amount of uncertainty one observer
has about the state of the system [10,12]. The simplest example of a system will be a random variable,
which can be shown by a node in the graph being their edges representative of the mutual relationship
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between them. Information measures the amount of correlation between two systems, and reduces to
a mere difference between entropies. So, the Entropy of a Graph (will be denoted by GE) is a measure
of graph structure, or lack of it. Therefore, it may be interpreted as the amount of Information, or the
degree of "surprise", communicated by a message. Further, as the basic unit of Information is the bit,
Entropy also may be viewed as the number of bits of "randomness" in the graph, verifying that the
higher the entropy, the more random the graph.

We consider a functional on a graph, G = (V,E), with P a probability distribution on its node (or
vertex) set, V. This mathematical construct will be denoted by GE and defined as

H(G,P) = minXpilogpi

Let G now be an arbitrary finite rooted Directed Acyclic Graph (DAG, in acronym). For each node, v,
we denote i(v) the number of their edges that terminates at v. Then, the Entropy of the graph is

H(G) = X[i(v) — 1]loga[((Card(E) — Card(V) + 1)/ (i(v) — 1))]

H(X) may be interpreted in some different ways. For instance, given a random variable, X, it informs
us about how random X is, how uncertain we should be about X, or how much variability X possesses.
In a variant of the “Graph Coloring Problem”, we take the objective function to minimize the
Entropy of such coloring. So, it is called the Minimum Entropy Coloring.
In Chromatic Entropy, we understand the minimum Entropy of a coloring. Its role is essential in
the problem of coding. If we consider this problem from a computational viewpoint, it is NP-hard; for
instance, on Interval Graphs.

8. Mutual Relationship between Entropies

In the mid 1950s, the Russian mathematician Andrei N. Kolmogorov imported Shannon’s
probabilistic notion of entropy into the theory of dynamical systems, and showed how entropy
can be used to tell whether two dynamical systems are non-conjugate, i.e., non-isomorphic. His
work inspired a whole new approach in which entropy appears as a numerical invariant of a class of
dynamical systems. Because the Kolmogorov’s metric entropy is an invariant of measure theoretical
dynamical systems, it is therefore closely related to Shannon’s source entropy [14].

Ornstein showed that metric entropy suffices to completely classify two-sided Bernoulli processes,
a basic problem which for many decades appeared completely intractable. Recently, has been shown
how to classify one-sided Bernoulli processes; this turns out to be quite a bit harder. In 1961, Adler
et al. introduced [17,18] the aforementioned topological entropy, which is the analogous invariant
for topological dynamical systems. There exists a very simple relationship between these quantities,
because maximizing the metric entropy over a suitable class of measures defined on a dynamical
system, gives its topological entropy. The relationship between TE and the Entropy in the sense of
Measure Theory (K-S) is given by the so-called Variational Principle, which established that

hT) = Sup{hu(T)}/t EP(X)

This may be interpreted as TE is equal to the supremum of Kolmogorov-Sinai (or K-S) entropies,
hu(T), with p belonging to the set of all T-invariant Borel probability measures on X.

The mutual relationship between Algorithmic Entropy and Shannon Entropy is that the
expectation of the former gives us the latter, up to a constant depending on the distribution.

Also we may express, departing of P(x) as a recursive probability distribution, that

0 < ZP(x)K(x) — H(P) < K(P)

Finally, we recall that given a random variable, X, its Shannon Entropy is given by
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H(X) = —XP(x)logyP(x)

whereas the Renyi Entropy of order &« # 1 of such random variable will be
H,(X) = (I/1 = a)) loga (XP(x)")
The Renyi Entropy of order a converges to the Shannon Entropy, when « tends to one, i.e.,

limg 1 {(1/(1 = )) logz (LP(x)")} = ~YXP(x) logzP(x)

Hence,

lim, 1 Ha(X) = H(X) 0

Therefore, the Renyi Entropy may be considered as a generalization of the Shannon Entropy, or dually,
the Shannon Entropy will be a particular case of Renyi Entropy [13,14].

9. Graph Symmetry

As we know, Symmetry in a system means invariance of its elements under a group of
transformations. When we take Network Structures, it means invariance of adjacency of nodes
under the permutations on node set.

Let G and H be two graphs. An isomorphism from G to H will be a bijection between the node sets
of both graphs, i.e., a f: G — H, such that any two nodes, u and v, of G are adjacent in G if and only if
f(u) and f(v) are also adjacent in H. Usually, it is called “edge-preserving bijection”. If an isomorphism
exists between two graphs, G and H, then such graphs are called Isomomorphic Graphs.

The graph isomorphism is an equivalence, or equality, as relation on the set of graphs. Therefore,
it partitions the class of all graphs into equivalence classes. The underlying idea of isomorphism is
that some objects have the same structure, if we omit the individual character of their components. A
set of graphs isomorphic to each other is denominated an isomorphism class of graphs.

An automorphism of a graph, G = (V, E), will be an isomorphism from G onto itself. So, a
graph-automorphism of a simple graph, G, is simply a permutation on the set of its nodes, V (G), f: G
— G, such that the image of any edge of G is always an edge in G. That is, if e = {u, v} € V(G), then f(e)
= {f(u), f(v)} € V(G). Either expressed in group theoretical way, we have

u ~ v if and only if ug ~ vg if and only if u8 ~ € 0

The family of all automorphisms of a graph G is a permutation group on V(G). The inner operation
of such group is the composition of permutations. Its name is very well-known, the Automorphism
Group of G, and abridgedly, it is denoted by Aut(G). Conversely, all groups may be represented as the
automorphism group of a connected graph. The automorphism group is an algebraic invariant of a
graph. So, we can say that an automorphism of a graph is a form of symmetry in which the graph
is mapped onto itself while preserving the edge-node connectivity. Such automorphic tool may be
applied both on Directed Graphs (DGs) and on Undirected Graphs (UGs).

We will say either graph invariant or graph property, when it depends only of the abstract
structure, not on graph representations, such as particular labeling or drawing of the graph. So, we
may define a graph property as every property that is preserved under all their possible isomorphisms
of the graph. Therefore, it will be a property of the graph itself, not depending on the representation of
the graph.

The semantic difference also consists in its quantitative or quantitative character. For instance,
when we said that “the graph does not possess directed edges”, this will be a property, because it is a
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qualitative statement. While when we say "the number of nodes of degree two in such graph", this
would be an invariant, because it is a quantitative statement.

From strictly a mathematically viewpoint, a graph property can be interpreted as a class of graphs,
composed by graphs that have the accomplishment of some conditions in common. Hence, a graph
property can also be defined as a function of whose domain would be the set of graphs, and its
range will be the bi-valued set composed of two options, true and false, {T, F}, according to which a
determinate condition is either verified or violated for the graph. A graph property is called hereditary,
if it is inherited by its induced subgraphs. And it is additive, if it is closed under disjoint union. For
example, the property of a graph to be planar is both additive and hereditary. Instead of this, the
property of being connected is neither.

The computation of certain graph invariants may be very useful for the purpose of discriminating
when two graphs are isomorphic, or rather non-isomorphic. The support of these criteria will be
that for any invariant at all, two graphs with different values cannot be isomorphic between them.
However, two graphs with the same invariants may or may not be isomorphic between them. So, we
will arrive to the notion of completeness.

Let I(G) and I(H) be invariants of two graphs, G and H. It will be considered complete if the
identity of the invariants ever implies the isomorphism of the corresponding graphs, i.e., if I(G) = I(H),
then G will be isomorphic to H.

A directed graph, or digraph, is the usual pair G = (V,E), but now with an additional condition: it
has at most one directed edge from node i to node j, being 1< i,j < n. We add the term “acyclic” when
there are no cycles of any length. Usually, we use the acronym DAG to denote an acyclic directed
graph. A very important result may be this: For each n, the cardinality of the n-DAGs, or DAGs with n
labeled nodes, is equal to the number of (n x n)-matrices of 0’s and 1’s whose eigenvalues are positive
real numbers.

It is possible to prove that every group is the automorphism group of a graph. If the group is
finite, the graph may be taken to be finite. Further, George Polya observed that not every group must
be the automorphism group of a tree.

10. Symmetry as Invariance

One of the more fundamental results in Physics and in any Science [12,14-16,19] is that obtained
by the great mathematician Emmy Noether (1882-1935). This was proved in 1915, and published in
1918. It states that any differentiable symmetry of the action of a physical system has a corresponding
conservation law. Hence, for each continuous symmetry of a physical theory there is a corresponding
conserved quantity, i.e., a physical quantity that does not change with time. So, Symmetry under
translation corresponds to conservation of momentum; Symmetry under rotation to conservation of
angular momentum; Symmetry in time to conservation of energy. Also it is present in Relativity Theory,
Quantum Mechanics and so on. It is a very important result, because it allows us to derive conserved
quantities from the mathematical form of our theories. Recall that the action of a physical system is an
integral of a Lagrangian function, from which the behavior of the system can be determined by the
Principle of Least Action. Note that this theorem does not apply to systems that cannot be modeled
with a Lagrangian, for instance to dissipative systems.

The Noether Theorem has become essential not only in modern Theoretical Physics, but in the
Calculus of Variations, and therefore, in fields such as Modeling and Optimization. In fact, all modern
Physics is based on a bunch of Symmetry Principles, from which the rest follows. So, we can say that
the Laws of Nature are constrained by Symmetry. Such theorem admits distinct but essentially equivalent,
statements, as may be “to every differentiable symmetry generated by local actions, there corresponds a
conserved current”. This connects today with many evolving subjects of modern Physics, such as Gauge
Symmetry, in Quantum Mechanics, the results of Witten (String Theory) and many others. Noether is
remembered not only by this theorem (actually, they are two results, with many consequences), but by
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many contributions to Abstract Algebra. There is also a quantum version of this Noether’s theorem,
known as the Ward-Takahasi Identity.

The conservation law of a physical quantity is expressed by a continuity equation, where the
conserved quantity is named Noether’s Charge, and the flow carrying that “charge” is the Noether’s
Current. In Quantum Mechanics, invariance under a change of phase of the wave function leads to the
Conservation of Particle Number.

11. Fuzzy Entropies

In recent decades, the expansion of fuzzy mathematics and its applications are very formidable [17,
20]. The parallel version of different mathematical fields, but adapted to degrees of truth, is in advance.
The basic idea according to which an element not necessarily belongs totally, or does not belong in
absolute, to a set, but it can belong more or less, that is, in some degree it signifies a modern revolution
in scientific thinking, adapting the sometimes hieratic mathematics to the features of the real world.
So, it produces new fields, such as Fuzzy Measure Theory, which generalizes the classical Measure
Theory of Lebesgue and other authors. It must be very useful as a tool in our own papers and occurs
in every mathematical field. In Fuzzy Modeling we attempt to construct Fuzzy Systems. Many times,
it will be a very difficult task, because it is necessary to identify many parameters. It offers a great
potential for analyzing structures with non-stochastic imprecise input information.

In Fuzzy Optimization [17,21], our objective is to maximize or minimize a fuzzy set submitted to
some fuzzy constraints, but we cannot make this directly with the “value” of a fuzzy set. For this reason,
in areas such as Finance, we wish to maximize/minimize the value of a discrete/continue random
variable, being restricted by a probability mass/density function. So, we change the multi-objective
problem into a single crisp objective subject to the fuzzy constraints and it is possible to generate good
approximate solutions by Genetic Algorithms. Also there are different fuzzy optimization problems,
which include learning a Fuzzy Neural Network, useful to solve fuzzy linear programming problems
(FLP), and fuzzy inventory control, using such Genetic Algorithms.

12. About Negentropy

Negentropy is essential for the axiomatized concept of entropy (denoted by H). Many of its
seminal ideas were derived from Claude E. Shannon [1], and Alfred Renyi [17,22]. It is also related
to the coding length of the random variable. In fact, with some simple assumptions, H is the coding
length of the random variable. Entropy is the basic concept of Information Theory. It can be interpreted,
for a random variable, as the degree of information that the observation of the variable produces.
The more “randomness” presented in the variable, the larger the entropy. It is defined, for a discrete
random variable, Y, as

H(Y) = —=XP(Y = y;)logP(Y = y;)

where the y; are the possible values of Y.
This may be generalized for the continuous case, being then called Differential Entropy (also named
continuous entropy). It will be defined by

H() = =] fy) log fiy) dy

with f(y) density function, associated with the continuous random variable Y.

There exists a very important result of Information Theory, according to a Gaussian random variable
has the largest entropy, among all random variables of the same variance. So, the Normal, or Gaussian
distribution is the “least structured”, or equivalently, the “most random” among all distributions. But
we have a second and very important measure of non-gaussianity (departure from the Normal). It
is called with distinct names, such as Negentropy, either Negative Entropy or Syntropy, denoted by J.
Actually, it is a slightly modified version of differential entropy, defined by
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J(y) = H(ygauss) - H(y)
being ygauss a Gaussian random variable of the same covariance matrix as y.
Some of its properties are interesting, as

J(y) > 0, for each y 0

That is, Negentropy is always non-negative. And it is null in the case of the Normal distribution:
J = 0if and only if it is Gaussian 0

According to Schrodinger’s classical book What is Life?

“Negentropy of a living system is the entropy that it exports, to maintain its own entropy low”

And Brillouin [23] says that

“A living system imports negentropy, and stores it”

The Curie Principle of Symmetry, due to Pierre Curie, postulates that the symmetry group of the
cause is a subgroup of the symmetry group of the effect. This idea may produce deep ramifications on
Causality Theory, and also analyzing relationships among the foundations of physical theories.

13. Conclusions

Statistical entropy is a probabilistic measure of uncertainty, or ignorance about data. However,
Information should be the measure of the reduction in that uncertainty. The Entropy of a probability
distribution is just the expected value of the information of such a distribution. All these improved
tools must allow us to advance not only in fields such as Optimization Theory, but also on Generalized
Fuzzy Measures, Economics, modeling in Biology, and so on [17,24,25]. Here, we have shown some
different entropy measures, more or less useful depending on its context and their need of applications,
according to ideas suggested by the Hungarian mathematician Alfred Renyi many years ago [22,26-28].
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1. Introduction

Information theory has been proven useful to solve interdisciplinary problems. For example,
problems in biology, chemistry, computer science, ecology, electrical engineering, and neuroscience
have been tackled by using information-theoretic methods such as entropy and mutual information,
see [1-5]. In particular, advanced information-measures such as the Jensen-Shannon divergence have
also been used for performing biological sequence analysis [6].

In terms of investigating networks, information-theoretic techniques have been applied in an
interdisciplinary manner [7-11]. In this paper, we put the emphasis on reviewing information-theoretic
measures to explore the network structure and shed light on some of their strong and weak points.
But note that the problem of exploring the dynamics of networks by using information theory has also
been tackled, see [12].

Interestingly, the problem of exploring graphs quantitatively emerged in the fifties when
investigating structural aspects of biological and chemical systems [13,14]. In this context, an important
problem is to quantify the structural information content of graphs by using Shannon’s information
measure [14-19]. This groundbreaking work led to numerous measurements of network complexity by
using Shannon’s information measure [15,20-22]. Particularly this task firstly appeared when studying
the complexity of chemical and biological systems [13,23-25]. Besides studying chemical and biological
questions, the structural complexity of networks have been also explored in computer science [1,26],
ecology [10,27-29], information theory [30], linguistics [31,32], sociology [33,34], and mathematical
psychology [33,35]. Also, information-theoretic approaches for investigating networks have been
employed in network physics, see [7,36,37].

As the measures have been explored interdisciplinarily, it is particularly important to understand
their strong and weak points. Otherwise, the results of applications involving the measures can not
be understood properly. Besides surveying the most important measures, the main contribution is to
highlight some of their strong and weak points. In this paper, this relates to better understand their
structural interpretation and to gain insights about their uniqueness. The uniqueness, often called the
discrimination power or degeneracy of an information-theoretic graph measure (and of course of any
graph measure) relates to the property how well it can discriminate non-isomorphic graphs by its
values, see [38—40]. An important problem is to evaluate the degree of degeneracy of a measure by
several quantities such as the sensitivity measure due to Konstantinova [40]. Note that the discrimination
power of a measure clearly depends on the graph class in question, see [38,41].
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2. Graph Entropies

2.1. Measures Based on Equivalence Criteria and Graph Invariants

To find such measures, seminal work was done by Bonchev [8,42], Mowshowitz [15-18],
Rashevsky [19] and Trucco [14]. Chronologically, Rashevsky [19], MacArthur [27] and Trucco [14] were
the first who applied Shannon’s information measure to derive an entropy of a graph characterizing its
topology. Then, Mowshowitz [15-18] called it structural information content of a graph and developed a
theory to study the properties of such graph entropies under certain graph operations such as product,
join etc. So far, numerous related quantities have been defined by applying the general approach
of deriving partitions based on a graph invariant which is due to Mowshowitz [15]. As a result of
these developments, Bertz [43], Basak et al. [44,45] and Bonchev [8,42,46] contributed various related
measures which are all based on the idea of deriving partitions by using a graph invariant, e.g., vertices,
edges, degrees, and distances.

Let G = (V,E) be a graph, X be a graph invariant, and 7 be an equivalence criterion. Then, G
can be partitioned with respect to the elements of the graph invariant under consideration. From this
procedure, one also obtains probability values for each partition [8,15] given by p; := “ X\‘ By applying
Shannon’s information measure [5], we yield the graph entropies as follows [8]:

k
1K(G, 7) == X[ log(|X]) — Z Xi|log(|Xil) 1)

Im G, T 3 (| |> (2)
X

where k equals the number of different partitions. I; is called total information content and I;;, is called
the mean information content of G, respectively.

In the following, we survey graph entropy measures exemplarily by applying this principle.
Besides well-known quantities, we also mention more recently developed indices.

1. Topological information content due to Rashevsky [19]:

¥ INil 1 <\Ni|> 3

AN ©
[Nj| denotes the number of topologically equivalent vertices in the i-th vertex orbit of G. k is
the number of different orbits. This measure is based on symmetry in a graph as it relies on
its automorphism group and vertex orbits. It can be easily shown that I, vanishes for vertex
transitive graphs. Also, it attains maximum entropy for asymmetric graphs. However, it has
been shown [41] that these symmetry-based measures possess little discrimination power. The
reason for this is that many non-isomorphic graphs have the same orbit structure and, hence,
they can not be distinguished by this index. Historically seen, the term topological information
content was proposed by Rashevski [19]. Then, Trucco [14] redefined the measure in terms of
graph orbits. Finally, Mowshowitz [15] studied extensively mathematical properties of this
information measure for graphs (e.g., the behavior of I, under graph operations) and generalized
it by considering infinite graphs [18].

2. Symmetry index for graphs due to Mowshowitz et al. [47]:

5(G) = (log(|V]) = L(G)) +log (|Aut(G)]) )
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In [47], extremal values of this index and formulas for special graph classes such as wheels,
stars and path graphs have been studied. As conjectured, the discrimination power of S turned
out to be higher than by using I, as a discriminating term log (|Aut(G)|) has been added, see
Equation (4). In particular, we obtained this result by calculating S on a set of 2265 chemical
graphs whose order range from four to nineteen. A detailed explanation of the dataset can be
found in [48].

3.  Chromatic information content due to Mowshowitz [15,16]:

I(G) := mm{ i V (n,i/‘T))} ®)

where V := {Vj[1 <i < h}, |Vi| := n;(V) denotes an arbitrary chromatic decomposition
of a graph G. h = x(G) is the chromatic number of G. Graph-theoretic properties of I and
its behavior on several graph classes have been explored by Mowshowitz [15,16]. To our
knowledge, the structural interpretation of this measure as well as the uniqueness has not
yet been explored extensively.

4. Magnitude-based information indices due to Bonchev et al. [49]:

1 2%k 2%k;
(@) = |V|1°g(m> Z\vvl"g(W) ©
p(G)
(G) = WG logW(G) — Y ik log(i) )

i=1

where k; is the occurrence of a distance possessing value i in the distance matrix of G.
The motivation to introduce these measures was to find quantities which detect branching
well, see [49]. In this context, branching of a graph correlates with the number of terminal vertices.
By using this model, Bonchev et al. [49] showed numerically and by means of inequalities that
these indices detect branching meaningfully. Also, it turned out that magnitude-based information
indices possess high discrimination power for trees. But recent studies [50] have shown that the
uniqueness of the magnitude-based information indices deteriorate tremendously when being
applied to large sets of graphs containing cycles. More precisely, Dehmer et al. [50] evaluated
the uniqueness of several graph entropy measures and other topological indices by using almost
12 million non-isomorphic, connected and unweighted graphs possessing ten vertices.
5. Vertex degree equality-based information index found by Bonchev [8]:

ENEL (N
Ideg(G) = ; |V| < |V| > ®)

where |N Ik1| is the number of vertices with degree equal to i and k := max,cy k. Note that this
quantity is easy to determine as the time complexity of the calculation of the degrees is clearly
polynomial. But it is intuitive that a simple comparison of the degree distribution of graphs is not
meaningful to discriminate their structure. In [50], it has been shown that this measure possesses
little discrimination power when applying the quantity to several sets of graphs.

6.  Overall information indices found by Bonchev [46,51]:

|E|
OX(G):= Y_*%; {X}:={"%'x,...,[EIx} 9)
k=0
IE|
1(G,0X) := OX log(0X) — ¥ ¥X log (kx) (10)

k=0
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The index calculates the overall value OX of a certain graph invariant X by summing up its
values in all subgraphs, and partitioning them into terms of increasing orders (increasing number
of subgraph edges k). In the simplest case, we have OX = SC, i.e, it is equal to the subgraph
count [51]. Several more overall indices and their informational functionals have been calculated,
such as overall connectivity (the sum of total adjacency of all subgraphs), overall Wiener index
(the sum of total distances of all subgraphs), the overall Zagreb indices, and the overall Hosoya
index [51]. They all share (with some inessential variations) the property to increase in value with
the increase in graph complexity. The properties of most of these information functionals will not
be studied here in detail.

Clearly, we only surveyed a subset of existing graph entropy measures. Further measures
which are based on the same criterion can be found in [51-53]. Also, we would like to mention that
information measures for graphs based on other entropy measures have been studied [54]. For instance,
Passerini and Severini [54] explored the von Neumann entropy of networks in the context of network
physics. Altogether, the variety of existing network measures bears great potential for analyzing
complex networks quantitatively. But in the future, the usefulness and ability of these measures must
be investigated more extensively to gain further theoretical insights in terms of their properties.

2.2. Korner Entropy

The definition of the Korner entropy is rooted in information theory and has been introduced
to solve a particular coding problem, see [30,55]. Simony [55] discussed several definitions of this
quantity which have been proven to be equivalent. One definition thereof is

1

H(G,P):= li i -1 Glu 11

(G, P):= lim S og(x(G'(U))) (11)

For V! C V(G), the induced subgraph on V' is denoted by G(V’) and x(G) is the chromatic
number [56] of G, G! the t-th co-normal power [30] of G and

PH(U) = Y P'(x) (12)

xelu

Note that P!(x) is the probability of the string x, see [55]. Examples and the interpretation of this graph
entropy measure can be found in [30,55]. Due to the fact that its calculation relies on the stable set
problem, its computational complexity may be insufficient. To our knowledge, the Korner entropy
has not been used as a graph complexity measure in the sense of the quantities described in the
previous section. That means, it does not express the structural information content of a graph (as the
previously mentioned graph entropies) as it has been used in a different context, see [30,55]. Also, its
computational complexity makes it impossible to apply this quantity on a large scale and to investigate
properties such as correlation and uniqueness.

2.3. Entropy Measures Using Information Functionals

Information-theoretic complexity measures for graphs can also be inferred by assigning a
probability value to each vertex of a graph in question [9,21]. Such probability values have been
defined by using information functionals [9,21,48]. In order to define these information functionals,
some key questions must be answered:

e  What kind of structural features (e.g., vertices, edges, degrees, distances efc.) should be used to
derive meaningful information functionals?
In this context, what does “meaningful” mean?
In case the functional is parametric, how can the parameters be optimized?
What kind of structural information does the functional as well as the resulting entropy detect?
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To discuss the first item, see [9,21,48] and note that metrical properties have been used to derive
such information functionals. In order to prove whether a functional as well as the resulting entropy
measures captures structural information meaningfully, an optimality criterion is needed. For example,
suppose there exists a data set where the class labels of its entities (graphs) are known. By employing
supervised machine learning techniques, the classification error can be optimized. Note that the last
item relates to investigate the structural interpretation of the graph entropy measure. Indeed, this
question could be raised for any topological index.

In order to reproduce some of these measures, we start with a graph G = (V, E) and let f be an
information functional representing a positive function that maps vertices to the positive reals. Note
that f captures structural information of G. If we define the vertex probabilities as [9,21]

f (i)
(v;) == (13)
S yTen)

we yield the families of information-theoretic graph complexity measures [9,48]:

vl
f(v) f(vi)
I+(G) == — lo o
/ gz}i‘lf(v) "\ s
14 4
2(6) = (1og(vD) +Z Hjlfl(v) log f(o:) (15)

Sl fe) T\ ol f@)
A > 01is a scaling constant. Typical information functionals are [9,21,48]
fi(v) == acl\51<vi/G)\+52\52(UirG)H"'Hp(G)\Sp(c)(virc)\/ ¢ >01<k<p(G),a>0 (16)
and
f2(vi) := c1]S1(0i, G)| + c2[S2(01, G) [ + - - - + () [Sp(c) (vir )|, x> 0,1 <k <p(G)  (17)

The parameters c; > 0 to weight structural characteristics or differences of G in each sphere have to be
chosen such that at least ¢; # ¢ holds. Otherwise the probab111t1es become |V\ leading to maximum
entropy log(|V|). For instance, the setting c; > c2 > -+ > ¢,(g) have often been used, see [9,21,48].
Also, other schemes for the coefficients can be chosen but need to be interpreted in terms of the
structural interpretation of the resulting entropy measure. As the measures are parametric (when using
a parametric information functional), they can be interpreted as generalizations of the aforementioned
partition-based measures.

By applying Equation (15), concrete information measures to characterize the structural
complexity chemical structures have been derived in [48]. For example, if we choose the coefficients
linearly decreasing, e.g.,

c1:=p(G), c2:=p(G) = 1,..., cprg) =1 (18)

or exponentially decreasing, e.g.,
c1:=p(G),c2:= p(G)e71, .. L Cp(c) = p(G)eiP(G)Jrl (19)

the resulting measures are called I?, and I’} 1 respectively. Importantly, it turned out that I?, and

fitn Fi
fV possess high discrimination power when applying them to real and synthetic chemical graphs,

see [48].
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To obtain more advanced information functionals, the concept outlined above has been extended
in [57]. The main idea for deriving these information functionals is based on the assumption that
starting from an arbitrary vertex v; € V, information spreads out via shortest paths in the graph which
can be determined by using Dijkstra’s algorithm [58]. Then, more sophisticated information functionals
as well as complexity measures have been defined [57] by using local property measures, e.g., vertex
centrality measures [59]. In particular, some of them turned out to be highly unique when applying
the measures to almost 12 million non-isomorphic, connected and unweighted graphs possessing ten
vertices [50]. Interestingly, the just mentioned information-theoretic complexity measures showed a
constantly high uniqueness that does not depend much on the cardinality of the underlying graph set.
This property is desirable as we found that the uniqueness of the most existing measures deteriorates
dramatically if the cardinality of the underlying graph set increases.

2.4. Information-Theoretic Measures for Trees

In this section, we sketch a few entropic measures which have been developed to characterize
trees structurally. For example, Emmert-Streib et al. [60] developed an approach to determine the
structural information content of rooted trees by using the natural partitioning of the vertices in such a
tree. That means the number of vertices can be counted on each tree level which leads to a probability
distribution and, thus, to an entropy characterizing the topology of a rooted tree. Dehmer [57] used
this idea to calculate the entropy of arbitrary undirected graphs by applying a decomposition approach.
Mehler [31] also employed entropic measures as balance and imbalance measures of tree-like graphs
in the context of social network analysis. Other aspects of tree entropy have been tackled by Lions [61].

2.5. Other Information-Theoretic Network Measures

Apart from information-theoretic measures mostly used in mathematical and structural chemistry,
several other entropic networks measures for measuring disorder relations in complex networks have
been explored in the context of network physics, see [62]. If P(k,) denotes the probability of a vertex v
possessing degree k, the distribution of the so-called remaining degree was defined by [62]

(k+1)P, 41
<k>

(ko) := (20)
<k>:= Y kP(k,). By applying Shannon’s information measure, the following graph entropy measure

has been obtained [62]:
V|

I[(G) := ;q(i) log(q(i)) (1)

It can be interpreted as a measure for determining the heterogeneity of a complex network [62]. In order
to develop information indices for weighted directed networks, Wilhelm et al. [63] defined the measure
called Medium Articulation that obtains its maximum for networks with a medium number of edges.
It has been defined by [63]

MA(G) := R(G) - I(G) (22)
where )
T
RG) ==Y Typlog| ———— L (23)
( ) g 0;v; & <Zk TUkZ}]' Z[ Tvﬂﬁ)
represents the redundancy and [63]
I(G) :=)_ Ty log L (24
ij v Zk Tvkv/ Zl Tvivl

the mutual information.
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Finally, the normalized flux from v; to v; is

- tv,-v/-

Tow; = Yk togy @)
to0; is the flux (edge weight) between v; and v;. It can be easily shown that R vanishes for a directed ring
but attains its maximum for the complete graph [63]. The behavior of I is just converse. This implies that
MA vanishes for extremal graphs and attains its maximum in between [63]. We remark that a critical
discussion of MA and modified measures have been recently contributed by Ulanowicz et al. [64].

For finalizing this section, we also reproduce the so-called offdiagonal complexity (OdC) [65] that
is based on determining the entropy of the offdiagonal elements of the vertex-vertex link correlation
matrix [65,66]. Let G = (V, E) be a graph and let (c;;);; be the vertex-vertex link correlation matrix,
see [65]. Here c;; denotes the number of all neighbors possessing degree j > i of all vertices with
degree i [66]. k := max,cy ky stands for the maximum degree of G. If one defines [66]

k—|v|
ay| = E Ciji+|V| (26)
i=1
and ay,
by = ——— (27)
Vi k1
Livj=o V|
OdC can be defined by [66]
—(Zfy Lo by log(byv))
0dC :— ( [vi=o Wi e '> c0,1] (28)

log(|V[—1)

As the measure depends on correlations between degrees of pairs of vertices [65], it is not surprising
that its discrimination power is low, see [41].

3. Structural Interpretation of Graph Measures

We already mentioned the problem of exploring the structural interpretation of topological graph
measures exemplarily in the preceding sections. In general, this relates to explore what kind of
structural complexity a particular measure does detect. The following listing shows a few such fypes of
structural complexity of measures which have already been explored:

e  Branching in trees [49,67,68]. Examples for branching measures are the Wiener index [69], the
magnitude-based measures also known as Bonchev-Trinajsti¢ indices [49] and others outlined by
Janezi¢ et al. [68].

e  Linear tree complexity depending on their size and symmetry [68]. Examples for such measures
are the MI and MB indices, TC and TC1 Indices efc., see [68].

Balance and imbalance of tree-like graphs [31]. For examples, see [31].

Cyclicity in graphs [23,38,68,70,71]. Note that in the context of mathematical chemistry, this
graph property has been introduced and studied by Bonchev et al. [38]. Examples for branching
measures are the BT and BI Indices, and the F index, see [70].

e Inner symmetry and symmetry in graphs [15,47,48,72]. Examples for such measures are I;, S
(see Section (2.1)) and If, (see Section (2.3)).

In view of the vast amount of topological measures developed so far, determining their structural
interpretation is a daunting problem. Evidently, it is important to contribute to this problem as
measures could be then classified by this property. This might be useful when designing new measures
or finding topological indices for solving a particular problem.
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4. Summary and Conclusion

In this paper, we surveyed information-theoretic measures for analyzing networks quantitatively.
Also, we discussed some of their properties, namely the structural interpretation and uniqueness.
Because a vast number of measures have been developed, the former problem has been somewhat
overlooked when analyzing topological network measures. Also, the uniqueness of information-theoretic
and non-information-theoretic measures is a crucial property. Applications thereof might be interesting
for applications such as problems in combinatorial chemistry [73]. In fact, many papers exist to tackle
this problem [40,74-76] but not on a large scale. Interestingly, a statistical analysis has been recently
shown [50] that the uniqueness of many topological indices strongly depends on the cardinality of
a graph set in question. Also, it is clear that the uniqueness property depends on a particular graph
class. This implies that results may not be generalized when the measure gives feasible results for a
special class only, e.g., trees, isomers etc.
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1. Introduction

Switching theory has developed in the 1950s and the 1960s as a common effort of the
mathematicians and the engineers of studying the switching circuits (a.k.a. asynchronous circuits)
from digital electrical engineering. We are unaware of any existent mathematical work published
after 1970 on what we call switching theory. The published works are written by engineers and their
approach is always descriptive and unacceptable for the mathematicians. The label of switching theory
has changed to asynchronous systems (or circuits) theory. One of the possible motivations of the situation
consists in the fact that the important producers of digital equipments have stopped the dissemination
of such researches.

Our interest in asynchronous systems had bibliography coming from the 1950s and the 1960s,
as well as engineering works giving intuition, as well as mathematical works giving analogies.
An interesting rendez-vous has happened when the asynchronous systems theory has met the dynamical
systems theory, resulting in the so-called regular autonomous systems (a.k.a Boolean dynamical
systems) where the vector field is @ : {0,1}"" — {0,1}" and time is discrete or real, and we obtain the
unbounded delay model of computation of ® suggested by the engineers. The synchronous iterations of
D:Pod,Podod,... of the dynamical systems are replaced by asynchronous iterations in which
each coordinate @y, ..., ®, is iterated independently on the others, in arbitrary finite time.

We denote with B = {0,1} the binary Boolean algebra, together with the discrete topology and
with the usual algebraic laws:

_ 01 U o1 @ 0 1
01, 000, 001, 001 @)
10 10 1 111 1 1 0
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We use the same notations for the laws that are induced from B on other sets, for example Vx € B”,
Yy € B",

X =(X1,...,Xu)

xUy = (xl Uy, Xn Uyn)

etc. In Figure 1, we have drawn at (a) the logical gate NOT, i.e., the circuit that computes the logical
complement and at (b) a circuit that makes use of logical gates NOT. The asynchronous system that
models the circuit from (b) has the state portrait drawn at (c). In the state portraits, the arrows show
the increase of (the discrete or continuous) time. The underlined coordinates y; are these coordinates
for which ®;(y;) # p; and they are called excited, or enabled, or unstable. The coordinates y; that are
not underlined fulfill by definition ®;(;) = y; and they are called not excited, or not enabled, or stable.
The existence of two underlined coordinates in (0,0) shows that ®;(0,0) = 1 may be computed first,
P,(0,0) = 1 may be computed first, or ®;(0,0), P»(0,0) may be computed simultaneously, thus when
the system is in (0,0), it may run in three different directions, which results in non-determinism.
Our present purpose is to define the symmetry of these systems.

(a) o) {c)

Figure 1. (a) the logical gate NOT; (b) circuit with logical gates NOT; (c) state portrait.

2. Semi-Regular Systems
Notation 1. Wedenote N_ = {-1,0,1,2,...}.
Notation 2. x4 : R — B is the notation of the characteristic function of the set A C R: Vt € R,
0,ift¢ A
t) =
xalt) { Lifte A

Notation 3. We denote with T1,, the set of the sequences & = a0l . ak, . e B

Notation 4. The set of the real sequences ty < t; < ... < t; < ... that are unbounded from above is denoted
with Seq.

Notation 5. We use the notation Py, for the set of the functions p : R — B" having the property that a € I1,,
and (t) € Seq exist with V't € R,

o(t) = aox{to}(t) ® alx{tl}(t) d...0 ock)({fk}(t) D... )

Definition 1. Let ® : B" — B" be a function. For v € B",v = (vy,...,v,) we define the function
oY : B" — B" by Vu € B",

@ (1) = (vips @ viP1(p), -, Vnptn O vn Py (1))
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Remark 1. Forany p € B",v € B"and i € {1,...,n}, ifv; = 0, then ®} (i) = p; i.e., Oi() is not
computed and if v; = 1, then ® (u) = ®;(p) i.e., ;(p) is computed. This is the meaning of asynchronicity.

Definition 2. Let a € I1,,. The function d*:B"x N — B" defined by Vu € B",Vk € N_,

{ O (p,—1) = p,

~ k1, 3
B (j,k +1) = 0 (@431 k) ©

is called discrete time x—semi-orbit of u. We consider also the sequence () € Seq and the function p € Py
from Equation (2), for which the function ®° : B" x R — B" is defined by: Vu € B",Vt € R,

D (1, 1) = D (1, ~1)X (o) (1) & D (1,0)X[go 1) (DD

- ~ 4
DD (n, 1)X[t1,t2)(t) O... 0Py, k)X[tk,tkH)(t) D...

DF is called continuous time p—semi-orbit of .

Definition 3. The discrete time and the continuous time universal semi-regular autonomous
asynchronous systems associated to @ are defined by

1)

<
Il

&)“(y,~)|y cB",ac ﬁn}
@ (p,-)|p € B",p € Py}

~~—

[
o
I

Remark 2. Eg, E¢ and O are usually identified.

Example 1. In Figure 2 we have drawn at (a) the AND gate that computes the logical intersection, at (b)
a circuit with two gates and at (c) the state portrait of @ : B> — B2,V(u1, pa) € B2, ®(u1,12) = (0,1).
We conclude that

Eo = {11, 12)X (—ootg) © (1141, 2 U A2) X[t0,1) @
@ (paMvy, 2 U A U)Xy e0) 1AV € B2, to,ly € R, to <t}

since the first coordinate might finally decrease its value and the second coordinate might finally increase its
value, but the order and the time instant when these things happen are arbitrary.

T Sy
J'-L— L) ?l(ﬂlaf-‘izko
By "

(a} LY}
(1.0}

an

(11— (0,1)<—(0,0)
i)

Figure 2. The semi-regular system E¢ from Example 1.
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3. Anti-Semi-Regular Systems
Definition 4. Let ® : B" — B",a € IL,, (tx) € Seqand p € P, from Equation (2). The function

@ : B" x N_ — B" that satisfies Vi € B",Vk € N_,

{ o (p,—1) = p

O (@R (1, k + 1)) = *B* (1K) ©

is called discrete time n—anti-semi-orbit of y and the function *®f : B" x R — B" that satisfies Vi €
B",Vt € R,

SO (1, 1) = B, D)X (oo tg) (1) & "B (1, 0)x 1) (1)

* RN * R (6)
© Q" (1, X [t1,0) () .. B P (W k) X[p ) (F) B - -

is called continuous time p—anti-semi-orbit of y.

Remark 3. We compare the semi-orbits and the anti-semi-orbits now and see that they run both from the past
to the future, but the cause-effect relation is different: in ®*, dF the cause is in the past and the effect is in the
future, while in *®*, *®F the cause is in the future and the effect is in the past.

Definition 5. The discrete time and the continuous time universal anti-semi-regular autonomous
asynchronous systems associated to @ are defined by

*&)”‘(V,-)\y cB"ac ﬁn}
"o (p,-)|p € B",p € Py}

Example 2. In Figure 3 we have drawn at (a) the circuit and at (b) the state portrait of ¥ : B> — B2,
Y (1, p2) € B2, Y (py, p2) = (1,0) for which

Ey = {11, 12) X (—ootg) © (11 U AL, p2A2) X101, ©
(&) (“1/11 UMA U1/1,],[2/\21/2))([“’00)“4,/\,1/ (S Bz,i’o,  eR, < i’]}

The arrows in Figures 2(c) and 3(b) are the same, but with a different sense and we note that Ey = *Eg, where
D is the one from Example 1.

#2‘ (1.0)

-
™ e 000
Wl(ﬂljﬁ"«z:]:l SO

(a) )

#q

Figure 3. The semi-regular system Zy from Example 2.

4. Isomorphisms and Anti-Isomorphisms

Definition 6. Let g : B" — B™. It defines the functions g : 11, — I1,,Va € 1, Vk € N,
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g:P, — P, Vp € P, Vt €R,

- _J (0,...,0), ifp(t)=(0,...,0)
8lo)(®) = { g(p(t)),  otherwise

and g : (B")R — (B")R,vx € (B")R,Vt € R,

Theorem 1. Let @,¥,g,8' : B" — B". The following statements are equivalent:

(a) Vv € B", the diagram
oY

B" — B"
g! g
!
gt ¥ ) B

is commutative;
(b)Vu € B",Va € I1,,Vk €N,

(@ (k) = ¥ (g(u), k)

(c)Vu € B",

and Vu € B",Vp € P,,Vt € R, B
g(@F (1)) =¥ (g(u), t)

Proof. (a)==-(b): We fix arbitrarily u € B", a € I1, and we use the induction on k > —1. Fork = —1,
(b) becomes g (1) = g(p), thus we suppose that it is true for k and we prove it for k + 1:

k) = ¥ @) (g(% (1, k)))
@) (g(p), k) = 8@ (g(p), k+1)

g(® (k+1)) = g(@" (@

(s
— w8 ¢ (« k+1) ({I}é\
(b)==(c): The first statement results from (b) if we take a? = (0,...,0) and k = 0. In order
to prove the second statement, let p € B" and p € P, be arbitrary, thus Equation (2) holds with
(t) € Seq,p(to),...,p(t),... € IL, IfVt € R,p(t) = (0,...,0) the statement to prove takes the form
g(n) = g(p) so that we can suppose now that a finite or an infinite number of p(t;) are # (0,...,0).
In the case Vk € N, p(t) # (0,...,0) that does not restrict the generality of the proof, we have that

8 (0)(t) = &' (p(to) ) x (1} (1) @ .. ® & (p(t)) X 1y (1) B ... )

is an element of P,, and

8(D (1, 1)) = (HX (—ooyty) (£) & P (1, 0) X[t 1) (1) & - & B (1, k) X110, ) () B - )
= ()X (—cotg) (1) B (P (1,0)) X[10) (1) © .. B G(D* (1K) X1, 1,,1) () B - .-
= S0X(ooty) (1) BT @ (1), 0) (1 11) (1) B . & FF @ (1), K) (g1, (D) B ...
=¥ 0) (g(u), 1)
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(c)=>(a): Let v, u € B" be arbitrary and fixed and we consider p € P, given by Equation (2), with
(tx) € Seq fixed, p(tp) = vand Vk > 1, p(t;) # (0,...,0). We have
S(P° (1, 1)) = (HX (—cot0) (E) & PV (1) X [tg11) (£) B P (11, 1) X[gy,1) () @ -.)

~ ®)
= (X (—oo,tg) (£) ® (P (1)) X ty,17) (1) © (D (1, 1)) X [ty,1) (H) © - .

Case (i) v = (0,...,0), the commutativity of the diagram is equivalent with the first statement of
(¢).
Case(ii) v # (0,...,0),
g (p)(t) = g'(p(t))
=8 W)xpy () @& (p(t))x (1) ...
¥ O (1), £) = QU)X (oo ) (1) & ¥ (1) (1o 10) (1) © T8 (1), Vixpy iy (D) & .

and from Equation (8), for t € [to, 1), we obtain

g(@¥ (1) =¥V (g(n))

O

Definition 7. We consider the functions ®,¥ : B" — B".If g, ¢’ : B" — B" bijective exist such that one of
the equivalent properties (a), (b) or (c) from Theorem 1 is satisfied, then we say that the couple (g,g’) defines an
isomorphism from Eo to By, or from Eg to Ey, or from ® to Y. We use the notation Iso(®, ) for the set of
these couples and we also denote with Aut(®) = Iso(P, D) the set of the automorphisms ofi(p, Eg, or ®.

Theorem 2. For ®,Y¥,g,¢" : B" — B", the following statements are equivalent:
(a) Vv € B", the diagram is commutative;

Br & B
g4 lg
!

I -

(b)Vyu € B",Va € I1,,,Vk € N_,

g(u) = "FE O (g(@" (1 k), k)

(c) Vu € B",
&) =¥ 00 (g(u))
andVu € B",Yp € P,,Vt € R, -
g(p) = WO (g(@F (i, 1)),1)

Proof. (a)==(b): We fix arbitrarily # € B", « € I, and we use the induction on k > —1. In the case
k = —1 the equality to be proved is satisfied

(1) = (@ (n, —1)) = T @ (g(d* (1, ~1)), -1)

thus we presume that the statement is true for k and we prove it for k + 1. We have:
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g(p) = "¥5W (g(& (11, k), k)
= T (@ (% (1, k)))), k)

= ¥ (g, k+1)),k+1)
The proof is similar with the proof of Theorem 1. [

Definition 8. Let ®,¥ : B" — B". If g,¢' : B" — B" bijective exist such that one of the
equivalent properties (a), (b) or (c) from Theorem 2 is fulfilled, we say that the couple (g,¢') defines an
anti-isomorphism from Eo to “By, or from Eg to *Ey, or from ® to Y. We use the notation *Iso(®,¥) for
these couples and we also denote with * Aut(®) = *Iso(P, D) the set of the anti-automorphisms of Eo, Eo
or ®.

5. Symmetry and Anti-Symmetry
Remark 4. The fact that (1gs, 1gn) € Aut(®) implies Aut(®) # @, but all of Tso(P,¥),* Iso(P, ¥) and
*Aut(®) may be empty.

Definition 9. Let &, ¥ : B" — B", & #£ ¥.If Tso(®,¥) # @ then Zo,

v; Bo, By; @Y
; ©,Y are called

are called symmetrical, or conjugated; if “Iso(®,¥) # @, then Eg, *./E\Ay,' Eo,*
anti-symmetrical, or anti-conjugated.
If card(Aut(®)) > 1, then Eg, Eq and P are called symmetrical and if * Aut(®) # @, then Eg, E¢

and O are called anti-symmetrical.

Remark 5. The symmetry of ®,¥Y means that (g,¢') € Iso(®,Y) maps the transfers p — ®(u) in
transfers g(u) — g(®Y (1)) = &' V) (g(n)); the situation when ® is symmetrical and (g,8') € Aut(®) is
similar. Anti-symmetry may be understood as mirroring: (g,') € *Iso(®,¥) maps the transfers (or arrows)
— (1) in transfers g(u) +— (Y (1)) = &'V (g(n)) and similarly for (3,8') € *Aut(P).

Theorem 3. Let ®,¥ : B" — B".
(@) If(g,8') € Tso(®, %), then (71, ¢'1) € Tso(Y, D).
(b)If(g,8') € *Tso(®,Y), then (g71,8'1) € *Tso (¥, D).

Proof. (a): The hypothesis states that Vv € B", the diagram

oY

B" — B"
g g
/
gt ¥ ) -

commutes, with g, ¢’ bijective. We fix arbitrarily v € B", y € B". We denote ' = g(p),v' = ¢’(v) and
we note that
_ / 1=1¢,0 _
g () =8 g (W) ©)
As v, u were chosen arbitrarily and on the other hand, when v runs in B", v/ runs in B" and when
p runs in B", i/’ runs in B"”, we infer that Equation (9) is equivalent with the commutativity of the

diagram
o
B 5L B
g—l\L \Lg_l
q>x”l('/’)

Bﬂ — Bn
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for any v/ € B". We have proved that (g1, ¢'~!) € Tso(Y, ®).
(b): By hypothesis Vv € B", the diagram
Bt % B
gl +g

g (v)
B" L g

is commutative, g, ¢’ bijective and we prove that Vv’ € B", the diagram

is commutative. [
Theorem 4. Aut(®) is a group relative to the law: V(g,g') € Aut(®),Y(h, 1) € Aut(®),
(h,1)o(g,8)=(hog hog')

Proof. The fact that V(g,¢") € Aut(®),V(h,I') € Aut(®), (hog W og') € Aut(P) is proved like this:
Yv € B",

(hog)o®' =ho(god”)=ho (d)g,(v) og) = (hod:‘gl(")) og
= (@"E W op)o g= '8 v) (hog)

the fact that (1gs,1g1) € Aut(®) was mentioned before; and the fact that V(g,¢') € Aut(®),
(g71,¢'71) € Aut(P) was shown at Theorem 3(a). [

Definition 10. Any subgroup G C Aut(®) with card(G) > 1 is called a group of symmetry Of§q>, of Eg
or of .

6. Examples
Example 3. @, : B2 — B are given by, see Figure 4

Y(p1, p2) € B, ®(p1, pi2) = (41 @ pio, 112)
Y(p1, p2) € B, ¥ (1, a) = (7, i1 12 U papia)

and the bijections g, ¢’ : B2 — B2 are V(u1, u2) € B,

§(u, 12) = (2, 111)
8 (n1, ) = (pa, 1)

(in order to understand the choice of §', to be remarked in Figure 4 the positions of the underlined coordinates for
O and ¥). O and ¥ are conjugated.
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P 0 e

(9,1)// \(11) (QJ)// \(00)
N, 7 N

(L) , (L0)

(2.2

Figure 4. Symmetrical systems, Example 3.

Example 4. The system from Figure 5 is symmetrical and a group of symmetry is generated by the couples
(g, 1g3), (1, 1g3), (v, 1g3), see Equation (10); g, u, v are transpositions that permute the isolated fixed points
(1,0,0),(1,0,1),(1,1,1).

(M1, 12, p13) g3 g u v
(0,0,0)0  (0,0,0) (0,0,0) (0,0,0) (0,0,0)
(0,0,1)  (0,0,1) (0,0,1) (0,0,1) (0,0,1)
(0,1,0)  (0,1,0) (0,1,0) (0,1,0) (0,1,0)
(0,1,1)  (0,1,1) (0,1,1) (0,1,1) (0,1,1) (10)
(1,0,0)  (1,0,0) (1,0,0) (1,0,1) (1,1,1)
(1,0,1)  (1,0,1) (1,1,1) (1,0,0) (1,0,1)
(1,1,00  (1,1,0) (1,1,0) (1,1,0) (1,1,0)
(1,1,1)  (1,1,1) (1,0,1) (1,1,1) (1,0,0)
{0,003 010 ——={1.1.M (11,13
(0,01 ——(0,1,1) (1,0,0 (10,1

Figure 5. Symmetrical system, Example 4.
Example 5. The function ® : B> — B? defined by Vyu € B, ®(p1, u2) = (fix, #i2) fulfills for v € B2 :

1H1 @ V1T, Voo © 12fip)

@Y (41, p2) © iy (1, 12)), T2 @5 (p1, Ha) © va @y (1, p2))

" (p1, 42) = (v1,
(r
= (Vlﬂl ®vipir) ®vi(Vipn ® vipir © 1), V2 (Vapa © 12fia) © v2(Vapa S 1ol 1))
(
=
=

(0 @) (1, p2) =

nmelhmenmel)en, (nempen(pel)dn)
Vipy @ p1 D Vi D vy © vy, Voo O po D Vapy B 1p D 1)
11, H2)

thus (1g2,1g2) € *Aut(®) and @ is anti-symmetrical. The state portrait of ® was drawn in Figure 1(c).

Notation 6. Let o : {1,...,n} — {1,...,n} be a bijection. We use the notation 1, : B" — B" for the
bijection given by Vu € B",
To(pr, - tn) = (o), - - Ho(n))

Definition 11. Any of E¢, E¢ and ® : B" — B is called symmetrical relative to the coordinates if the
bijection o exists, o # 1¢1 _ \ such that (7g, 70s) € Aut(P).
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Example 6. We consider the function ® : B> — B® defined by Vu € B®, ®(u1, po, pis) = (paps ©
M1 D po, paps D po ® pz, papla & w1 © pz) and the permutation o : {1,2,3} — {1,2,3}, 0 =
1 2 3\ (123
o1) o2 o3 ) \3 1 2
(7o, 7o), (Toow, Trow) - We have given in Figure 6 the state portrait of .

. A group of symmetry of Eq is represented by G = {(1gs, 1g3),

(0,0,0) (00,1) (10,0) (0,1,0)
If I II
(1,1.1) (0.1,1) (10,1) (1,1,0)

Figure 6. System that is symmetrical relative to the coordinates, Example 6.

Notation 7. For A € B", we denote by 0" : B" — B the translation of vector A : Vu € B",
0 () = p oA

Definition 12. If (6%,¢’) € Aut(®) holds for some (6%,8') # (1pn, 1pn), we say that any of§¢, Eg and ®
is symmetrical relative to translations.

Example 7. In Figure 7

(0.11) «——(L.0.0) =—= (1.1.0)
{0,0,0)

(0.0.1)

(0,10 e——(1.0.1) =—= (111}

Figure 7. ® has the automorphism (00001) 143), Example 7.

we have the system with ® given by Equation (11)

(41, 2, pi3) P

(0,0,0)  (0,0,0)
0,0,1)  (0,0,1)
0,1,0)  (0,1,1)
0,1,1)  (0,1,0) 11)
(1,0,0)  (0,1,1)
(1,0,1)  (0,1,0)
(1,1,0)  (1,0,0)
(1,1,1)  (1,0,1)

and (00001 155 € Aut(®), as resulting from the state portrait.

Example 8. In Equation (12) we have a function ® : B2 — B2 for which four functions g,¢5, 84,8}
B? — B2 exist:
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(mop2) @ & & & &
(0,0)  (0,0) (0,0) (1,0) (0,0) (1,0)
(0,1) (0,1) (0,1) (0,1) (1,1) (1,1) (12)
(1,0) (1,1) (1,0) (0,0) (1,0) (0,0)
(L1 (L0 (1,1) (1,1) (0,1) (0,1)

such that (1g2, 81), (1g2,85), (152, 85), (152, 84) € Aut (D). The state portrait of S is drawn Figure 8.

(0,0 (0,1

1Lhe=—=(10

Figure 8. ® is symmetrical relative to translations with (0,0), Example 8.

Example 9. The system from Figure 9 is symmetrical relative to translations, since it has the group of symmetry
G = {(1g2, 1g2), (601, 12) }. @ is self-dual & = ®*, where the dual * of ® is defined by O* (i) = ©(ji).

01)——=(11)

(1.0) ——(0,0)

Figure 9. Function ® that is self dual, (§(''1),15:) € Aut(®), Example 9.

Example 10. Functions ® : B> — B exist, see Figure 10, that are symmetrical relative to the translations with
any A € B2, thus their group of symmetry is G = {(1g2, 1g2), (01, 152), (0, 152), (601, 152) }. The fact
that (001, 152) € G shows that all these functions: ®(u) = (1, ), @() = (u1,72), (1) = (71, p2),
() = (ji1, pia) are self-dual, o = P*.

(0.0) 01 (00=—=(01)

(L.0) (L1 (L0e—=(L1)
{a) (k)

(0.0} 01 (00=—=1(01)

(L0} c£> (1,Q>>:><c£3
(c} (d)

Figure 10. Functions ® that are self dual, ('), 1) € Auf(®), Example 10.
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Example 11. The group of symmetry G of the system from Figure 11 has four elements given by Equation (13)

(mop2) 1g g b 60
(0,00 (0,0) (0,1) (L0) (1,1)
01 (01) (1,1) (0,0) (1,0) 13)
(L,0) (L0) (0,0) (L1) (01)
11y @1 (10 (1) (0,0)
and we remark that h = g~ 1,001 = (00W1)) =1 hold, see also Equation (14).
(12) () & W (et
(0,0)  (0,0) (0,0) (0,0) (0,0)
(0,1 (01) (1,0) (1,0) (0,1) (14)
(1,0) (L0) (01) (0,1) (1,0)
Ly @Oy L1y L1 11

We have ® = ®* like previously.

(0.0)————(0.1)

(1.0)¢&———(1.1)

Figure 11. Symmetry including symmetry relative to translations, Example 11.

7. Conclusions

The paper defines the universal semi-regular autonomous asynchronous systems and the

universal anti-semi-regular autonomous asynchronous systems. It also defines and characterizes
the isomorphisms (automorphisms) and the anti-isomorphisms (anti-automorphisms) of these systems.
Symmetry is defined as the existence of such isomorphisms (automorphisms), while anti-symmetry is
defined as the existence of such anti-isomorphisms (anti-automorphisms). Many examples are given.
A by-pass product in this study is anti-symmetry, which is related with systems having the cause
in the future and the effect in the past. Another by-pass product consists in semi-regularity, since
important examples of isomorphisms (automorphisms) are of semi-regular systems only and do not
keep progressiveness and regularity [2,3].
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Abstract: Frequent graph mining has been proposed to find interesting patterns (i.e., frequent
sub-graphs) from databases composed of graph transaction data, which can effectively express
complex and large data in the real world. In addition, various applications for graph mining have
been suggested. Traditional graph pattern mining methods use a single minimum support threshold
factor in order to check whether or not mined patterns are interesting. However, it is not a sufficient
factor that can consider valuable characteristics of graphs such as graph sizes and features of graph
elements. That is, previous methods cannot consider such important characteristics in their mining
operations since they only use a fixed minimum support threshold in the mining process. For this
reason, in this paper, we propose a novel graph mining algorithm that can consider various multiple,
minimum support constraints according to the types of graph elements and changeable minimum
support conditions, depending on lengths of graph patterns. In addition, the proposed algorithm
performs in mining operations more efficiently because it can minimize duplicated operations and
computational overheads by considering symmetry features of graphs. Experimental results provided
in this paper demonstrate that the proposed algorithm outperforms previous mining approaches in
terms of pattern generation, runtime and memory usage.

Keywords: data mining; graph mining; graph symmetry; length-decreasing support; rare item problem

1. Introduction

Since the concept of data mining was proposed to find useful knowledge or information hidden
in complicated large-scale data (also called big data), various approaches and applications for data
mining have been researched [1-6]. After that, frequent pattern mining was proposed to find useful,
hidden pattern information from such data and various mining techniques and applications have
been developed [7-12]. Frequent graph mining approaches [13-17] have been proposed to satisfy the
needs of users wanting to obtain mining results from large and complex graph data in the real world.
It is hard to express recent data as simple structures, such as itemsets because of their complicated
and multidimensional features. However, this data can easily be expressed in graph form since
almost all data can be described as such. Previous traditional frequent pattern mining methods faced
limitations that did not deal with such complicated databases because they were algorithms, focusing
on processing item-based simple databases. For this reason, the concept of frequent graph pattern
mining was suggested and studies for frequent graph mining have been increased dramatically. Since

Symmetry 2016, 8, 32 77 www.mdpi.com/journal /symmetry



Symmetry 2016, 8, 32

recent real world databases have become larger and more complicated, it is essential to deal with the
modern data, rather than old. Due to the usefulness of graph data, a variety of relevant graph theories
and applications have been studied [18-20]. Moreover, since graph pattern mining can draw useful
data analysis results for various complicated graph databases, a variety of graph mining applications
have been developed such as discovering objects based on graph mining [21], finding combinatorial
splicing regulatory elements using graph mining [22], exploiting document information contents on
graph mining [23], detecting intelligent malware based on graph mining [24] and analyzing market
data using graph pattern mining [25].

However, previous frequent graph mining researches applied only support information for
generated graph patterns (or sub-graphs) but did not consider the other valuable factors that could
utilize various characteristics of graphs such as graph sizes and features of graph elements. In frequent
graph mining, extracted sub-graphs have the following characteristics. Small sub-graphs with a few
elements (vertices and edges) tend to be interesting if their supports are relatively high, while large
sub-graphs with a large number of the elements can be interesting, although they have relatively
low supports. However, previous graph mining methods cannot apply the above characteristics
to mining processes since they use only one minimum support threshold, regardless of the graphs’
sizes. Moreover, if we find large sub-graphs having many elements and low supports through
existing methods, we have no choice but to lower a minimum support threshold more than required,
causing generations of meaningless sub-graph patterns. In addition, each element composing a
graph pattern can have its own support feature. However, traditional methods always use a single
threshold regardless of the element characteristics. Hence, they cannot effectively consider the rare
item problem [26-28], which means that not only do items or patterns have large supports but also ones
with small values can contain useful knowledge or information. Accordingly, traditional approaches
may fail to find rare but valuable patterns depending on settings of the minimum support threshold.
If we lower the threshold more than needed in order to extract such pattern results, an enormous
number of useless patterns may also be mined.

In contrast to traditional pattern mining methods that deal with item-based simple databases,
graph pattern mining need more complicated mining operations to discover graph patterns. Especially,
in order to prevent duplicated graph patterns from being mined, graph pattern mining has to perform
works for deciding graph isomorphism, which is also known as a NP-hard problem that can cause
enormous computational overheads. However, we can effectively solve such problems by applying a
pattern growth technique based on graph symmetry features into our mining process. The symmetry
features have been used to improve mining efficiency of various approaches [29-31]

Motivated by the aforementioned issues, we propose an efficient algorithm for Smallest Valid
Extension-based Rare Graph pattern Mining considering length-decreasing support constraints and
symmetry characteristics of graphs (called SVE-RGM), where we also propose and apply techniques
for improving graph mining efficiency: symmetry feature-based graph pattern growth, a smallest
valid extension (SVE) method for graphs and a SVE-based pruning strategy. Through the proposed
algorithm, we can obtain a set of SVE-based Rare Graph patterns, called SRGs. By using the graph
symmetry features, we can prevent duplicated graph patterns from being generated and reduce
computational overheads for useless operations. We can also improve mining efficiency of the proposed
method by employing the SVE-based pre-pruning technique, which does not cause any pattern loss.
Experimental results in this paper show that SVE-RGM outperforms state-of-the-art algorithms.

The remainder of this paper is organized as follows. In Section 2, we provide related work
regarding graph mining and in Sections 3 and 4 details of the proposed algorithm, SVE-RGM and
performance analysis results are described, respectively. In Section 5, discussion for the proposed
method is introduced. Finally in Section 6, we conclude this paper.
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2. Related Work

2.1. Frequent Pattern Mining and Frequent Graph Pattern Mining

Since the Apriori algorithm [7] was developed, various works regarding frequent pattern mining
have been suggested. The main goal of frequent pattern mining is to find all of frequent patterns from
databases. If a frequency (or support) of a given pattern is higher than or equal to a minimum support
threshold set by a user, it is considered as a frequent pattern. In the frequent pattern mining area, there is
an important factor, called the anti-monotone property or the downward closure property. It contributes
to improving mining efficiency by preventing invalid patterns from being generated. This property
guarantees the following relation: if a pattern is an infrequent one, all the super patterns created from
the pattern are also infrequent ones. Meanwhile, in order to overcome the drawbacks of the Apriori
algorithm such as generating an enormous number of useless candidate patterns and database scanning
works, a tree-based algorithm, FP-growth, was devised [32]. This algorithm mines frequent patterns
without any candidate pattern generation, employing its own tree structure, called FP-free. In addition,
its mining process does not require excessive database scans, it needs only two database scans.

As in frequent pattern mining methods, frequent graph mining has also advanced through a
similar process. Early studies have been researched on the basis of BFS (Breadth First Search) and
subsequent researches have been conducted on the basis of DFS (Depth First Search). In addition, graph
mining is also applied to extract a variety of valid patterns such as weighted frequent sub-graphs [33],
closed and maximal frequent ones [13,15,33], approximate frequent ones [16,17], and so on. Similarly
to frequent pattern mining, the main purpose of frequent graph pattern mining is to search for all the
graph patterns satisfying a minimum support threshold from complicated databases composed of
graph data. One of the major differences between them is that graph pattern mining has to consider
extra conditions such as vertices, edges and graph isomorphism, in comparison to traditional pattern
mining which deals only with simple items. There are several well-known fundamental graph mining
algorithms such as Gaston, gSpan, FFSM, etc., where the Gaston algorithm [34,35] is most suitable for
comparing the proposed algorithm, SVE-RGM, since as a state-of-the-art algorithm, Gaston, has the
fastest runtime performance among these algorithms. The algorithm extracts frequent sub-graphs
more efficiently by dividing mining process into three parts: path, free tree and cyclic graph steps,
as well as by performing appropriate operations according to each step. In addition, an additional data
structure used in the algorithm, named embedding list, makes it faster to conduct mining operations.
However, such fundamental graph mining algorithms have limitations that only consider a single
minimum support condition, regardless of various graph characteristics such as element types and
lengths of graph patterns.

2.2. Pattern Mining On Multiple Minimum Support Constraints

In order to solve the rare item problem in the frequent pattern mining area, researchers have
proposed various pattern mining algorithms based on multiple minimum support constraints [26-28].
Since MSApriori [28], an initial algorithm based on the framework of Apriori, was proposed, various
methods have been developed. CFP-growth [26] is a tree-based algorithm that follows the basic process
of FP-growth and CFP-growth++ [27] is an enhanced version of CFP-growth. Although the above
approaches have found solutions of the rare item problem by applying multiple minimum support
constraints, they are item-based traditional algorithms that cannot deal with various characteristics of
complicated graph data.

To solve the above problem, FGM-MMS [36] and WRG-Miner [37] were proposed. They are
methods that consider multiple minimum support constraints in graph pattern mining processes.
In contrast to traditional graph pattern mining that uses a single minimum support threshold regardless
of characteristics of elements composing graphs, they employ different minimum support threshold
values for the elements in a given graph database in order to overcome the rare item problem [26-28]
in their graph mining processes. Recall that meaningful patterns with low support values cannot be
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mined if a given minimum support threshold is high. Meanwhile an enormous number of invalid
patterns have to be extracted, if the threshold value becomes lower to find such pattern results.
However, such approaches cannot consider important length or size characteristics of mined graph
patterns. On the other hand, since the proposed algorithm can set various minimum support thresholds
according to the lengths or sizes of graph patterns, it can mine graph pattern results with more
practically useful information.

2.3. Pattern Mining on Length-Decreasing Support Constraints

In the frequent pattern mining area, LPMiner/SLPMiner [38] is the first algorithm applying different
multiple support constraints for each length of patterns. After that, advanced algorithms applying
weight conditions, WLPMiner [39] and WSLPMiner [40] were suggested. LPMiner and WLPMiner
find frequent and weighted frequent patterns composed of itemsets, respectively and SLPMiner
and WSLPMiner discover sequential frequent and weighted sequential frequent ones. However,
the above algorithms are only limited to the general frequent pattern mining area dealing with simple
itemset-based databases.

FGM-LDSC [41] is an algorithm applying length-decreasing support constraints on graph mining
environments. Recall that Small graph patterns having a few vertices and edges tend to be interesting
if their supports are relatively high, while large ones having many vertices and edges can be interesting
even though their supports are relatively low. FGM-LDSC solves the above problem by applying a
different minimum support for each length factor of found graph patterns (length-decreasing minimum
supports). However, such an approach cannot consider characteristics of extracted graph elements.
On the other hand, the proposed algorithm can set different minimum support threshold values
according to the types of elements composing graph patterns. Such an advantage also leads to mining
graph patterns with more meaningful information or knowledge.

3. Smallest Valid Extension-Based Rare Graph Pattern Mining, Considering Length-Decreasing
Support Constraints and Symmetry Characteristics of Graphs

In this section, we introduce the basic concept and preliminaries of graph pattern mining that
can help understanding of the proposed algorithm, SVE-RGM. Thereafter, we describe details of
our method including an overall architecture, a graph pattern growth technique and various pattern
pruning techniques. We also propose techniques for effectively applying multiple minimum support
and length-decreasing support constraints into graph mining environments without any unintended
errors such as pattern losses. In addition, we show how the proposed method, SVE-RGM, operates
through an overall mining procedure of the algorithm.

3.1. Preliminaries

Graph data are a structural format that can effectively express various data such as network data,
chemical data and genome data. There are various definitions and theories for explaining such graph
data in a mathematical manner [34,35,42,43], where we introduce essential preliminaries related to the
proposed algorithm, including the definitions of graph patterns and the concept of frequent graph
patterns (further information on graph theories refer to the literature cited in this paper [18,20,42,43]).
We first describe a fundamental concept and several important definitions of graph pattern mining for
better understanding of the proposed method. A graph pattern consists of multiple vertices and edges.
In addition, graph types are classified as directed or undirected graphs depending on whether or not
there are directions of edges in graphs. They can also be classified as simple or multi graphs on the
basis of the number of edges between any two vertices in graphs. Moreover, other graph types can be
created through numerous factors such as labels and self-edges (or loops). In this paper, we explain
the proposed contents on the basis of undirected and labeled simple graph forms. However, it is trivial
to consider other graph forms into our graph mining operations since we only have to consider a few
additional characteristics. Figure 1 shows an example of various graph types. Figure 1a is a simple,
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labeled and undirected graph without any self-edges, where each vertex and edge has its own name
or label. Figure 1b is a multiple graph that has two or more edges between vertices. As shown in
Figure 1b, edges labels may not be expressed if they do not need to be distinguished from one another
or have the same label. Figure 1c is a directed graph having a self-edge.

(b) ©

Figure 1. Example of various graph pattern forms. (a) A simple, labeled and undirected graph without
any self-edges; (b) A multiple graph with multiple edges between vertices; (c) A directed graph with
a self-edge.

Definition 1. (Sub-graph) Let P be a sub-graph (or a graph pattern) composed of one or more elements
(vertices and edges). Then, P can be denoted as two element groups. The first one is a set of vertices, V(P) = {vy,
02, .., v}, and a set of edges, E(P) = {eg, €3, ..., ¢j).

Definition 2. (Graph isomorphism) Given a simple, labeled, and undirected graph pattern, P, its vertex and
edge sets, V(P) and E(P) can also be denoted as follows:

V(P) = {vlve V(P)},

E(P) = {(v1,v2)|v1,v2 € V(P)and v; # v} @

Given two graph patterns, X and Y, we can say that X and Y are isomorphic, if their own V(P)
and E(P) results are the same as each other on the basis of Equation (1) although the shapes of X and Y
seem to be different from each other. Note that since all the edges in P have no directions, (v1, v) and
(v, v1) are equal to each other.

All of the possible graph patterns have one of the following graph types: path, free tree, and cyclic
graph. In addition, paths and free trees can be included in cyclic graphs and paths can be contained
in free trees. In other words, the coverage of graph pattern types is denoted as path < free-tree
cyclic graph.

Definition 3. (Degree of graph forms) all vertices except for both ends in a path have degree 2; meanwhile the end
vertices have degree 1. Let X be a graph pattern. If X is a path with k vertices, X satisfies the following formula:

D(w)=2@2<I <k-1),
D(v1) =1, D(v) =1, 2
V(X) = [E(X)|+1

In Equation (2), D signifies a function that returns a degree number for an inputted vertex. v1, vy,
[V(P)I and I E(P)| are the first and last vertices and the number of vertices and edges comprising P,
respectively. A free tree should have at least one vertex of which the degree is 3 or more. In addition,
there is no cyclic relation in all of its edges. If P is a free-tree with k vertices, the following conditions

are satisfied:
D(v) = 3 (Jv; € V (X)),

V(X) = EX)]+1 ©
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If X has one or more cyclic edges, X becomes a cyclic graph. Then, X has the following relation
between the numbers of vertices and edges.

[V (X)| < [E(X)] ©

By using Equations (2)—(4), we can easily distinguish what type every graph pattern is.

Definition 4. (Frequent graph pattern) Let DB¢ = {Trq, Try, . .., Ty} be a given database storing n graph data
records (also called graph transactions), where each graph transaction, Tr, is composed of multiple vertices and
edges. Given a graph pattern, P, we can calculate the support of P, S(P), as follows:

. 1ifP e T
Exist (P, Try) =
xist (P, Tre) 0, otherwise ’ 5)
S(pP) = > Exist (P, Try)

Trr(1<k<n) €DBg

In Equation (5), function Exist returns 1 if P is included in the corresponding Tr; otherwise, 0.
Therefore, S(P) is to add all the results of Exist with respect to every Tr in DBg. In other words, the
result of S(P) signifies how many times P appears in DB¢. If S(P) is not smaller than a user-given
minimum support threshold, we regard P as a frequent sub-graph or a frequent graph pattern. Thus,
the final goal of traditional frequent graph pattern mining is to extract all the possible graph patterns
of which the support values are higher than or equal to this single minimum support threshold.

3.2. Overall Architecture of the Proposed Method

Figure 2 shows an overall architecture and flows of the proposed algorithm, SVE-RGM. It first
scans a give graph database and then performs a series of works for mining SRGs. SVE-RGM conducts
preprocessing works by reading the information of length-decreasing support and multiple minimum
support constraints. After that, it computes a Least Minimum Support (LMS) factor for pre-pruning
operations. Thereafter, the algorithm performs SVE-RGM growth for finding SRGs in a recursive
manner. In this process, candidate patterns are generated and the algorithm checks whether or not
they are valid by using the results of the proposed inverse function and the real rarity information
corresponding to the candidates. These processes are conducted until we obtain all of the possible
SRGs from the given graph database. When such recursive works are finished, we can have a complete
set of SRGs.

<Mining of SRGs>

<Preprocessing> <SVE-RGM growth (recursive manner)>

L E> Read graph E> d R"‘% length- Perform graph Pre-prune invalid pattern
database AL, sl'lpporl pattern growth results with LMS
v T information

Prune invalid

patterns with

inverse LDSC
function results

Graph database

Conduct inverse
LDSC function for
patterns

Read multiple )

minimum support
information

SRGs ||<::I Extract SRGs | <

——

'F
Candidate
I patterns_

Prune invalid
patterns with
the computed
rarity results

Calculate real
rarity values of
patterns

Calculate LMS

Figure 2. Overall architecture of SVE-RGM.

3.3. Mining SRGs from Graph Databases

Figure 3 is an example of a simple graph database. Graph pattern mining approaches including
the proposed method find interesting graph pattern information from such types of graph data.
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As shown in the procedure of Figure 2, we first scan a given graph database to calculate support
values of the elements within the graph transactions, composing the database. Note that we assume
that edge elements in the example database have the same edge label, for better understanding of
the proposed method as shown in Figure 3. Therefore, support values for edges are not counted.
Vertices that occur multiple times in a graph transaction are counted once [34,35,44]. After the database
scanning work is finished, the proposed algorithm scans information of length-decreasing support
constraints corresponding to the given graph database and multiple minimum support constraints for
the elements composing the database.

Figure 3. Example of a simple graph database.

3.3.1. Length-Decreasing Support Constraints and Smallest Valid Extension on Graph Mining

Recall that small sub-graphs having a few elements tend to be interesting if they have relatively
high support values and large sub-graphs with many of elements can be interesting even though
their support values are relatively low. It becomes important features supporting the reason why
length-decreasing support constraints need to be applied into the graph mining operations. The easiest
method for mining sub-graphs according to length-decreasing support constraints [41], tried to
perform all of the possible pattern expansions, in order to confirm whether sub-graphs generated
through the expansions satisfy each minimum support threshold, corresponding to their lengths.
Therefore, this method causes fatal problems in terms of mining efficiency although correct results can
be generated. To solve the problem, we define a length-decreasing support constraint function and its
inverse function, and propose an SVE technique using these functions.

Definition 5. (Length of graph) Let | be a length of a graph pattern, S. When S is a path or a free tree, | is the
number of vertices in S. Meanuwhile, if S is a cyclic graph, we consider | as follows. Let Sprey be a sub-graph
pattern just before S becomes a cyclic graph, lpre be a length of Sprey, and k be the number of cyclic edges inserted
into S. Then, I becomes an addition of Lyyer and k, where I can be denoted as 1 = L(S).

Figure 4 shows an example of length-decreasing support constraints. As shown in Figure 4a,
there are various minimum support threshold values in the proposed algorithm, and one threshold
value is set for each length factor. Especially, threshold settings become gradually lower according to
the increase of graph pattern lengths.

[_Length | Support | b

1 9%
2 9% b fb
3 % /
%
4 % frequent
5 5% p
6 5% i
infrequent
7 % » treq
8 %
9 1% o%
10 1% 123 456 78910
(@) (b)

Figure 4. Example of length-decreasing support constraints. (a) A table with length and support
information; (b) A graph corresponding to the length-decreasing support constraints in Figure 4a.

83



Symmetry 2016, 8, 32

Definition 6. (Length-decreasing support constraint (LDSC) function) For the length of graph pattern
S, 1, length-decreasing support constraint function, denoted as f(I) returns a minimum support threshold
corresponding to I's current value. Since f(1) is constant or becomes lower as | comes to be larger, the inequality,
0 <fll+1) <fl) <1 is satisfied.

Definition 7. (Inverse function of LDSC) Given a support of graph pattern S, S(S), an inverse function of
Definition 6 is denoted as f~1 (S(S)) and returns the minimum length that S must have in order to become a
potentially frequent sub-graph pattern. Such a condition is also denoted as f~1 (S(S)) = min(11 (1) < S(S)).

Example 1. Given length-decreasing support constraint information in Figure 4a, the corresponding LDSC
function, f(1) is denoted as shown in Figure 4b. Since f(1) = 9% (=0.09), f(2) = 9% (=0.09), f(3) = 7% (=0.07)

. and f(10) = 1% (=0.01), it is certain that the function satisfies the inequality, 0 < f(l + 1) < f(1) < 1. Let us
assume that a sub-graph S has a support of 4% and a length of 5 respectively. Then, f~1(S(S)) returns 7 since
the minimum value is 7 among the lengths corresponding to the supports lower than or equal to 4%. Therefore,
S must have more than length of 7 to be frequent. However, it is eventually infrequent since its length is 5.

We can determine that certain sub-graphs included in the “infrequent” area as shown in Figure 4b
are invalid while ones contained in the “frequent” area become valid, where f(I) plays a role in
distinguishing whether or not sub-graphs are frequent.

Through Definitions 5-7, we can draw the following SVE property for graph pattern mining
based on length-decreasing support constraints, which helps perform the graph mining processes
more efficiently by reducing the number of needless graph pattern expansions.

Definition 8. (Smallest Valid Extension (SVE) property for graph mining) Given an infrequent graph pattern
S, any super pattern of S, S’ must have a length larger than the result of f~1(S(S)) before it becomes a potentially
frequent sub-graph pattern.

Unlike traditional graph pattern mining, we need to consider the following additional
characteristics in length-decreasing support constraint-based graph pattern mining. If a graph pattern
is not valid in traditional graph pattern mining, we can omit the pattern and all of the corresponding
operations related to the pattern because it and all of its possible super patterns become useless by
the anti-monotone property. This property means that, if a certain pattern is infrequent, all the super
patterns generated from the pattern are also infrequent. However, because the proposed algorithm
applies different minimum support thresholds according to the length characteristics of generated
graph patterns, the anti-monotone property cannot be maintained. In other words, although a certain
sub-graph is infrequent in the current state, any of its super patterns may become frequent again as
we conduct the graph pattern growth process. The previous approach [41] solved such a problem by
applying an overestimation technique into its pattern pre-pruning factor. This technique can perform
LDSC-based frequent graph pattern mining operations without any pattern loss, but it is a naive
technique that wastes computing resources in generating useless candidate patterns. However, based
on the SVE property, we can find permanently invalid patterns. The following lemma supports such
an advantage.

Lemma 1. Let S and S’ be a certain sub-graph pattern and a super pattern of S and L(S) and L(S’) be the lengths
of S and S’ respectively. If L(S’) < f~1(S(S)) such that S(S) < (L(S)), then S is always an infrequent pattern.

Proof. Depending on the characteristics of frequent graph mining, it is always true that
S(S) = S(S’), and S(S) is in inverse proportion to f~1(S(S)). Therefore, we can induce the inequality,
fil(S ) < f*I(S (5")). In order that S” expanded from the infrequent sub-graph S becomes frequent,
these two conditions, S(S) < f(L(S)) and S(S’) = f(L(S")) must be satisfied. After we multiply the inverse
function by the conditions, the result can be denoted as follows: L(S) < f*I(S(S)) < f*I(S(S’)) < L(S).
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Therefore, S” becomes infrequent if it does not satisfy these conditions. Because the current mining
step performed up to S, S” has not yet been expanded. Therefore, we can determine the values of L(S),
L(S’), and f*I (5(5)) but cannot know the value of f*I(S(S')) (L(S’) can be inferred from L(S)). Therefore,
if L(S") = f~1(S(S)) is false, i.e., L(S') < f~1(S(S)) is true, S’ becomes an infrequent graph pattern. For this
reason, we can know whether or not S’ is valid in advance even though any actual expansion process
for S’ is not performed. [J

Note that the proposed overestimation technique is not an approximation method. Therefore,
unlike the statistical approximation approach [45], our method does not mine any false positives.
Our overestimation technique is employed to check and discard permanently meaningless graph
patterns without any pattern loss during the mining process. However, since every pattern satisfying
the overestimated condition is not the finally valid result (called a candidate pattern), we check
the actual support of each candidate in order to mine actually meaningful graph patterns selectively.
By doing this, we can obtain a complete set of frequent graph patterns considering the length-deceasing
support constraints and rarity of graphs.

3.3.2. Pre-Pruning Infrequent Sub-Graphs by the SVE Property without Any Pattern Loss

Using the defined SVE property, we can determine information regarding what sub-graphs
cause needless pattern expansions in advance. However, if they are directly pruned, fatal problems
such as pattern losses can occur since applying the length-decreasing support constraints into graph
mining generally breaks the anti-monotone property. That is, any infrequent sub-graphs can become
frequent ones as their pattern expansion works are conducted. To solve the problems and maintain the
anti-monotone property, we additionally consider the length information for graph transactions in
graph databases as well as the SVE property.

Lemma 2. Let S and S’ be invalid graph patterns (S" > (1 S) and SETs = {Try, Try, ..., Try) be a set of graph
transactions including S'. Then, if there is any element satisfying L(Tr;) < f~1(S(S)) among the elements of
SETg (1 <1< mn), S can permanently be pruned.

Proof. In SETs = {Try, Try, ... , Try}, each Tr is a graph transaction with 5" in DB, and n becomes the
support of S'. If there is any Tr; such that L(T¥;) < f~1(S(S)) (1 < i< n), it means that lengths of all super
patterns generated from S’ are also smaller than f_1 (5(S)) because the super patterns cannot have more
lengths than L(Tr;). Furthermore, since S” and the super patterns of S” do not satisfy the minimum
length by the inverse function, neither of them naturally satisfies minimum support constraints. As a
result, pruning S” does not have any negative effect on maintenance of the anti-monotone property.
That is, we can obtain intended mining results without any problem. [

Example 2. Let us consider the example in Figure 4 and assume that a certain sub-graph, S, has a length
of 2 and a support of 5%, a super pattern of S, S’, has a length of 3 and a support of 4% and a set of graph
transactions for S’, SETs includes 4 graph transactions (denoted as SETg = {Trq, Try, Tr3, Tral), where the
length for each Tr is set to 7,4, 10, and 5 respectively. Then, S’ becomes an invalid pattern according to the SVE
property and Lemma 1. Furthermore, since L(Try) is smaller than f~1(5(S)), any super patterns of S’ also become
useless ones and therefore, S” can directly be pruned.

Based on Lemma 2, we can prune all of the permanently useless patterns and omit the
corresponding mining operations in advance without any pattern loss.

3.3.3. Multiple Minimum Supports of Vertex and Edge Elements on Graph Mining

In addition to the length-decreasing support constraints, we additionally consider multiple
minimum supports of graph elements (vertices and edges) in this paper. Recall that meaningful
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graph patterns with low supports may not be extracted if a given minimum support threshold is high
in traditional graph pattern mining, otherwise an enormous number of useless patterns should be
mined if we lower the threshold to find such useful ones. By considering multiple, minimum support
constraints of vertex and edge elements, as well as the length-decreasing support constraints, we can
obtain a smaller number of more meaningful pattern results. In contrast to traditional graph pattern
mining that has a single minimum support threshold, the proposed method has a different threshold
for each element to consider the multiple minimum support constraints on graph pattern mining.

Definition 9. (Minimum support constraints of vertices and edges) Given a graph database with multiple
graph transactions Tr, DBg = {Try, Try, ..., Try}, a set of x vertices and y edges comprising DB can be denoted
as V(DBg) ={v1, vy, ..., v} and E(DBg) ={ej, e, ..., ey}, respectively. Then, each of minimum support
threshold, 6, is set for each element as shown in Table 1, where they are assigned by a user, respectively.

Table 1. Multiple minimum supports of graph elements (vertices and edges).

Element 2] 23 ... Ux e1 e ... ey
Threshold 01 on Ox Ox+1 Oxin B S

In traditional graph pattern mining, there is only one factor for deciding whether or not a found
graph pattern is frequent without the characteristics of its elements. Meanwhile, we need to consider a
different way to apply the multiple minimum support constraints into our method.

Definition 10. (Minimum support constraints of graph patterns) Let P be a graph pattern extracted from
DBg. Then, a set of vertices and edges can be denoted as V(P) ={vy, vy, ..., vj}and E(P) ={eg, ey, ..., ej},
respectively. According to Definition 9, we know that each element has its own minimum support threshold
set by a user, and P is composed of multiple elements. Hence, the minimum support threshold for P, T(P),
is computed as the minimum value among the threshold values of P’s elements.

If S(P) is not lower than T(P), we can say that P is a valid graph pattern satisfying the rarity of
graph elements based on the multiple minimum support constraints. The reason why we compute
and use the minimum support threshold for each mined graph pattern is that we can consider the
different rarity of each pattern in this way.

Definition 11. (SVE-based Rare Graph pattern (SRG)) Given a graph pattern, X, we call X an SRG if
S(X) = fIL(X)) and S(X) = T(X). In other words, SRGs mean sub-graph patterns that satisfy both the
length-decreasing support and multiple minimum support constraints.

Consequently, the main goal of the proposed algorithm, SVE-RGM, is to mine all of the possible
SRGs from a given graph database without any pattern loss.

3.3.4. Pre-Pruning Invalid Graph Patterns Based on Multiple Minimum Support Constraints

Recall that fatal pattern losses can be caused if we do not apply the additional considerations
mentioned in Section 3.3.2. Similarly, we can also suffer from such a pattern loss problem if we
directly prune graph patterns that do not satisfy their own multiple minimum support constraints.
As mentioned above, elements of a graph pattern have their own threshold values set by a user.
Therefore, the anti-monotone property is not satisfied with this situation. In other words, although a
certain graph pattern has a support that does not satisfy the corresponding multiple minimum support
constraint in the current state, any super pattern of it may become a valid result again in the process of
graph pattern expansion. Hence, if we pre-prune such patterns without any additional consideration,
fatal pattern losses can occur. Moreover, an enormous number of interesting patterns can be lost
by unintended pruning of a few elements or graph patterns. Satisfying the anti-monotone property
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during the mining process is one of the most important rules to improve mining efficiency without
any negative effect such as pattern losses. For this reason, we employ an overestimation method for
maintaining the anti-monotone property without any pattern loss on the proposed algorithm.

Definition 12. (Overestimated minimum support constraint) DBg has multiple graph transactions and
the corresponding elements as mentioned in Definition 9. Then, the overestimated minimum support
constraint for DBg, O(DBg), is computed as the smallest value among the valid minimum support constraints
of all the elements comprising DB (it is also called Least Minimum Support (LMS)). In other words,
let SETr(ppg) =101, 02, -, Oxay} (61 2062 = ... = Ox4y) be a sorted set of minimum support constraints for
all the elements in DB (x and y are the numbers of vertices and edges, respectively). Then, we start comparing
the smallest threshold dx.y with the real support of the element corresponding to Ox.y. After that, 6(yyy) 1 is
compared to the corresponding element support. Such a comparison is performed until we find the first element of
which the support is higher than or equal to the corresponding minimum support constraint, 8 (1 <k < x+y).
Then, we consider oy as O(DBg).

Consequently, SRGs extracted from the proposed algorithm are graph patterns that satisfy
Lemmas 1 and 2 and the condition of Definition 12.

3.4. Improving Efficiency of Graph Mining Performance Based on Symmetry Features of Graphs

From the suggested definitions and constraints, we allowed the proposed method to mine
a smaller number of meaningful graph pattern results, called SRGs. As mentioned above,
the length-decreasing minimum support and multiple minimum support constraints also increase
the mining efficiency of the proposed algorithm, SVE-RGM, by reducing the search space effectively.
In addition, we can also raise the mining efficiency with the correctness of the algorithm maintained.
Recall that the proposed method performs its own mining operations in a depth-first search manner.
This also means that a few useless graph patterns may cause the proposed algorithm to generate an
enormous number of invalid or duplicated pattern results. In contrast to the case of traditional frequent
pattern mining that considers only an item-based simple format, a numerous number of duplicated
graph patterns can be generated in graph pattern mining because of the complicated structures of
graph data. In particular, we have to conduct graph isomorphism tests for the mined patterns in order
to prevent duplicated ones from being extracted.

In order to perform the mining operations more efficiently, our algorithm applies the following
order types of graph pattern growth: (1) path — cyclic graph and (2) path — free tree — cyclic graph.
In other words, a certain vertex is selected as a prefix at first and a path is generated by adding another
vertex and edge that can be attached to the prefix. Then, we can obtain a graph pattern in a path form.
After that, there are three options for the next step. That is, it can be extracted as a longer path, a free
tree, or a cyclic graph according to the attached vertex and edge types. Recall that a few useless graph
patterns can cause an enormous number of invalid or duplicated pattern results. From the above
features, we can determine that removing duplicated path creations has a large effect on reducing the
number of useless pattern creations. In this regard, symmetry features of paths can be used as effective
factors that can lead to correct choices not to cause any duplicated path result. Let P = {vy, e1, v, €, ...,
er-1, Uk} be a given path and N = {v,¢’} be a pair of one vertex and edge that are supposed to be attached
to P. Then, when expanding P with N, we have two choices; the first one is to add N to the front of P
and the second one is to add N to the rear of P because of the characteristics of paths. If we add N to P
without any consideration, an enormous number of duplicated graph patterns can be generated as the
graph pattern growth works are conducted during the mining process. Meanwhile, if we set a specific
constraint for limiting expansion directions of paths, we can effectively prevent such a problem.

A path has at least two vertices and one edge. Then, we can determine whether or not the path
is symmetric. In other words, given a path, P = {vy, e1, v3, ey, ..., €1, Ux}, we can extract two strings
from P as follows: v;-e1-v-€3- ... -e.1-v (original string) and vg-ey.1-vk.1-€k.o- . . . -€7-v; (inverse string).
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Then, if they are equal to each other, we consider P as a symmetric path. In this case, we do not need
to consider what direction we have to choose because any selection leads to the same result. If the
first string is lower than the second one in terms of a lexicographical order, we expand P by attaching
new elements to the front of P. Meanwhile, if the first string is higher than the second one, we add the
new ones to the rear of P. From the above path expansion technique based on the symmetry features
of paths, we can omit any path expansion causing duplicated path creation. In addition, once the
symmetry result of P is calculated, we can easily determine the symmetry result of its expanded path
in a few additional computations. Let Symmiyosqi(P), Symifront(P), and Syiireqr(P) be symmetry functions for
the entire part of P ({v1, e1, v2, €2, . .. , k.1, Ux}), the front part of P ({v1, 1, v2, €2, ... , €2, Vk-1}) and the
rear part of P ({vy, 2, 3, €3, . .. , €1, Uk}), where each function returns 0 when the corresponding string
is symmetric, 1 when the corresponding original string is lower than the inverse one and —1 when
the original one is higher than the inverse one. Using this method, we can easily know the symmetry
result of super patterns of P. Let P” be a longer path that adds a new vertex and edge to P. Then, if the
new elements have been attached to the front of P’, we can determine that Sym;y,(P) = Symiyear(P’).
Meanwhile, if the new ones have been added to the rear of P, it is true that Symi;y,(P) = Symgon: (P’).
Therefore, based on these characteristics, we can efficiently determine the symmetry results of mined
patterns. By restricting directions of graph expansion based on the symmetry features of paths, we can
improve the mining efficiency of the proposed method.

One of the most important considerations in frequent graph pattern mining is to enumerate all
of the possible graph patterns without any redundancy. In contrast to the itemset format traditional
frequent pattern mining focuses on, a graph pattern is composed of multiple vertices and edges, where
the vertices can be ordered in many ways. Therefore, one graph pattern can also be denoted as a large
number of topologically equivalent copies. Hence, it is essential to check graph isomorphism whenever
a graph pattern is mined. Especially, checking graph isomorphism is a well-known NP-hard problem
that can cause enormous computational overheads. However, as mentioned above, we do not have to
check graph isomorphism for the path format because we established the symmetry-based constraint
for paths in advance and allow paths to be enumerated on the constraint. When any path is expanded
as a free-tree, we employ the backbone strategy of Gaston, which is different from the canonical
representation used in gSpan. By using the technique, we can prevent any duplication of free-trees
from being caused in the mining process without performing any works for graph isomorphism
(the correctness of the backbone strategy was proved by showing that the Gaston algorithm extracted
the same results as those of other approaches like gSpan [34,35]). When a path or a free-tree is expanded
as a cyclic graph, we have no choice but to conduct graph isomorphism operations. However, we can
reduce computational overheads by using the minimum spanning tree format when comparing cyclic
graphs. A cyclic graph can be expressed as a minimum spanning tree, which is simpler than its original
one. Therefore, we can compare graphs more quickly than doing in a naive manner.

3.5. Algorithm Description: SVE-RGM

Figure 5 represents overall mining steps of the proposed algorithm, SVE-RGM. In the main
procedure, SVE-RGM, the lowest value in LDSC is set as a minimum support threshold, § and
the algorithm computes LMS from the MMS data (lines 1-3). After that, it finds valid vertices
and edges from DBg through the calculated minimum support and LMS value (lines 3-6). Then,
for each frequent vertex, the algorithm extracts valid sub-graph patterns according to length-decreasing
support constraints and multiple minimum support thresholds as it performs a series of graph pattern
expansion works (lines 7-11). When function Expand_subgraphs is called, SVE-RGM determines
whether G is frequent or not and then assigns a flag, true or false, into the isFrequent variable (lines 1-4),
where G is entered to P if G is frequent (line 3). Thereafter, for each edge in E, appropriate pattern
expansion works are selectively conducted according to the state of G such as a path, a free tree, and a
cyclic graph (lines 6-8). After that, if the support of the expanded pattern, G’, is not smaller than LMS,
the algorithm conducts the subsequent works (line 9). If isFrequent is false, then the algorithm decides
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whether to prune G’ (lines 10-13). If G’ is not pruned, SVE-RGM calls Expand_subgraphs recursively to
perform the next pattern expanding operations (lines 14-16). After all of mining operations terminate,
we can gain a complete set of SRGs considering the length-decreasing support constraints and the
multiple minimum support constraints for rarity of graph patterns.

Input— DBeg: a given graph database, LDSC: length-decreasing support constraint
information, MMS: multiple minimum support information for elements in DBc
Output—P: a set of SRGs

SVE-RGM(GDB, LDSC, MMYS)

01. minimum support, 6 € the lowest support constraint value in LDSC

02. calculate LMS from MMS

03. a set of vertices, V € all of the frequent vertices such that their supports > 6
04. delete vertices in V such that their supports < LMS

05. a set of edges, E € all of the frequent edges such that their supports > 6
06. delete edges in E such that their supports < LMS

07. for each vertex, vi, in V, do

08. a sub-graph, G € vi

09. a set of edges, E’ € edges that can be attached to vi from E

10. P = P U Expand_subgraphs(G, E’)

11. end for

Expand_subgraphs(G, E)

01. if S(G) 2 f(L(G)) and S(G) = T(G), do

02. isFrequent € true

03.P=PUG

04. else isFrequent €< false

05. for each edge, ei, in E, do

06. if G is path or free tree, do

07. an expanded graph, G’ € adding ei and the vertex, v included in ei to G
08. else G’ € adding only ei such that it is a cyclic edge //a cyclic graph

09. if S(G") 2 LMS, do

10. if isFrequent = false, do

11. SETc € graph transactions including G’ in GDB

12. if L(G") < f1(5(G)) and VL(g) (geSET¢) < f(S(G)), do

13. go to line 5 with the next edge of ei // the current G’ is pruned

14. E’ € a set of edges that can be attached to G’

15. P = P U Expand_subgraphs(G’, E’)

16. end for

Figure 5. SVE-RGM algorithm.

4. Performance Evaluation

4.1. Experimental Environment

To evaluate performance of the proposed algorithm, SVE-RGM, precisely and reasonably,
the algorithm is compared with the following state-of-the-art algorithms, Gaston [34,35],
FGM-LDSC [41], and WRG-Miner [37]. Gaston is a famous fundamental frequent graph pattern mining
algorithm that features fast mining speed. FGM-LDSC is a Gaston-based approach that can consider
length-decreasing support constraints into graph mining processes. WRG-Miner is an algorithm that
extracts frequent graph patterns considering multiple minimum support constraints and different
element weight factors. Note that we optimized WRG-Miner in order to compare it with ours fairly.
They were written in C++ and performed in 4.0 GHz CPU, 16GB RAM, and WINDOWS 7 OS. We used
real and synthetic datasets, PTE composed of chemical graph data, DTP composed of compound
graph data and SYN100K composed of 100K synthetic graph data. Detailed characteristics of these
two real graph datasets are available at the literature [34,35]. Figure 6 shows distributions regarding
length-decreasing support constraints for the PTE, DTP, and SYN100K datasets.

89



Symmetry 2016, 8, 32

PTE data SYN100K
——minsup=1.5%
X —e=minsup=2% X190
=22 minsup=2.5% =
.% 19 —mminsup=3% .% 160
s 16 e minsup=3.5% 5 130 ——minsup=0.1%
2 SRt 2 e minsup=0.2%
5 13 & 100 e minsup=0.3%
§ 10 ‘E o0 = minsup=0.4%
o 7 o e minsup=0.5%
& 4 & 40 ———minsup=0.6%
A 1 e E- RV JE S —————————
o B 10 15 20 25 30 o 10 15 20 25 30
Length Length
(a) (b)
DTP data
w0 ——minsup=5.5%
3 —e—minsup=6%
F 150 e minsup=6.5%
E X
= 3 e minsup=7%
® 130 $ il
= e minsup=7.5%
2 110 e minsup=8%
I}
o
- 90
<]
a 70
a
A 50 ey
o s 10 15 20 2 30
Length
(9

Figure 6. (a) Length-decreasing support constraints of PTE; (b) Length-decreasing support constraints
of SYN100K; (c) Length-decreasing support constraints of DTP.

Each implementation of the algorithms receives a graph dataset and returns its own mining result
as a file. The input format of a graph dataset is as follows. Let us express the example database shown
in Figure 3 as the input format for the implementations. This graph dataset is composed of 4 graph
transaction data, where they consist of 4 different vertex types and 1 edge type. Then, we denote each
graph transaction as a set of relations among the links of vertices and edges. For example, the first
graph transaction has 4 vertices, A, B, A and C and 1 edge (let us denote it as “a”). We first assign
an index for each vertex. That is, the index of the first vertex A becomes 0 and that of the last one C
becomes 3. A relation among vertices and an edge is denoted as follows. The relation corresponding
to vertices A and B and edge a is denoted as 0 1 a. Table 2 is the result of changing the example
dataset of Figure 3 to the input format. Note that labels of vertices and edges are expressed as integer
values in real datasets. Based on the format shown in Table 2, each algorithm performs its own mining
operations, where additional data for length-decreasing support constraints or multiple minimum
support constraints are inputted according to the characteristics of the algorithms. Mining results

are also stored like the format shown in Table 2 and the support information corresponding to each
pattern is additionally stored.

Table 2. Input format of the graph dataset transformed from Table 1.

Tr1 Try Trs Try
vOA v0OA v0D v0B
v1B v1B v1iA v1iA
v2A v2A v2C v2A
v3C v3C v3A ella
ella e0la e0la e02a
e02a el2a e02a el2a
el2a e23a el3a -
e23a - e23a -

In order to assign ¢ values for the elements of given graph datasets, the following methodology
used in the literature [26-28,36,37] was employed. Let ¢; be an element within a given graph dataset.
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Then, the corresponding § value for each ¢; is calculated as follows: §; = MAXIMUM(B x S(e;), LS)
(LS: the smallest ¢ value in all the § values). Note that the threshold of Gaston and FGM-LDSC is
set to the same value as LS for fair comparisons. In the equation, p (=1/a (0 < <1,1<a))isa
variable showing how closely the actual support value of each element is related to the corresponding
6 value. In other words, each ¢ is more likely to have a value more similar to the real support of the
corresponding element rather than LS, if  becomes closer to 1.

4.2. Analysis of Runtime Performance

Figure 7 shows runtime results of the PTE, DTP and SYN100K datasets on changing minimum
support threshold settings, where the « values of WRG-Miner and SVE-RGM are fixed as 1. In Figure 7a,
all the algorithms require more runtime resources as the given minimum support threshold becomes
lower. However, the proposed algorithm guarantees the fastest runtime performance in all cases, while
Gaston shows the slowest performance. Especially when the threshold is 1.5%, we can observe that
there are large gaps among the compared algorithms. Since the proposed algorithm employs both the
length-decreasing support constraints and the multiple minimum support constraints, it extracts a
smaller number of interesting patterns compared to those of the others. From the result of Figure 7a,
we can determine that the length-decreasing support constraints have a better effect on improving the
runtime performance compared to the multiple minimum support constraints because FGM-LDSC
is faster than WRG-Miner in this case. On the other hand, the SYN100K dataset shows a different
tendency. In the case of Figure 7a, the proposed method shows the best result in every case, and Gaston
is the worst among the compared ones. However, in this case, we can see that WRG-Miner is better than
FGM-LDSC. From these different results, we can know that the multiple minimum support constraints
are more effective on this synthetic dataset. In the case of the DTP dataset, we can see that the proposed
method and Gaston have similar tendencies with those of the PTE dataset. However, the other
algorithms have different results. In the DTP dataset, WRG-Miner has better runtime performance than
that of FGM-LDSC, which means that the multiple minimum support constraints are more effective
on reducing the execution time with respect to this dataset. The proposed method also has the best
runtime results in this case. Meanwhile, the Gaston algorithm is slowest in almost all cases.
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Figure 7. (a) Runtime results of PTE on changing minimum support threshold; (b) Runtime results of
SYN100K on changing minimum support threshold; (c) Runtime results of DTP on changing minimum
support threshold
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Figure 8 is the results of runtime performance on settings of the changing « value while the
minimum support threshold is fixed. Recall that § is inversely proportional toax (B =1/ (0<p <1,
1 < «)) and if B becomes closer to 1, § is more likely to have a value more similar to the real support
of the corresponding element rather than LS. Therefore, as & becomes lower, multiple minimum
support constraint-based approaches extract a less number of pattern results. In Figure 8a,b, we can
observe that all the algorithms spend stable runtime in mining their own graph patterns. However,
the Gaston algorithm has the worst performance regardless of minimum support threshold or «
settings. Meanwhile, the proposed method guarantees the best result in every case. The reason why
the compared algorithms show such stable performance results is that PTE is not a dataset affected
by the changes of the a value. For this reason, WRG-Miner does not show good performance in
this case because it is a rare graph pattern mining algorithm based on multiple minimum support
constraints. Meanwhile, the results of performance evaluation in SYN100K have a different tendency.
In this case, FGM-LDSC outperforms WRG-Miner in almost all cases. As in the previous case, our
algorithm, SVE-RGM, shows the best performance. Especially, the proposed method guarantees stable
runtime performance regardless of &, while WRG-Miner becomes gradually slower as the « value
becomes higher.
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Figure 8. (a) Runtime results of PTE on changing « (minsup = 1.5%); (b) Runtime results of PTE
on changing a (minsup = 2%); (c) Runtime results of SYN100K on changing a (minsup = 1.5%);
(d) Runtime results of SYN100K on changing « (minsup = 2%); (e) Runtime results of DTP on changing
« (minsup = 5.5%); (f) Runtime results of DTP on changing « (minsup = 6%).
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In contrast to the results of the above two datasets, the proposed algorithm, SVE-RGM and the
compared rare graph pattern mining algorithm, WRG-Miner, show noticeable changes depending on
the settings of «. They are faster than the others at lower settings of « since they can better reflect the
rarity features of graph elements into their own mining processes and reduce the number of mined
patterns. In addition, the proposed algorithm also guarantees better runtime efficiency than that of
WRG-Miner because our approach can selectively extract a smaller number of graph patterns than
those of the competitor by considering the length-decreasing support constraints additionally. As «
becomes larger, the performance of WRG-Miner and ours becomes similar to the other non-rare pattern
mining algorithms.

4.3. Analysis of Memory Usage Performance

The next test is memory usage performance shown in Figure 9, where the basic parameter settings
are equal to the previous test. When the threshold is relatively low in Figure 9a, the algorithms have
similar memory consumption. However, as the threshold becomes lower, the gaps of their memory
usage results become larger. In this case, all the algorithms except for ours have similar memory usage,
regardless of threshold settings. Meanwhile, our algorithm has the most efficient memory usage in
all the cases. In the case of Figure 9b, the proposed method guarantees the best performance. Gaston
and FGM-LDSC have similar results, while WRG-Miner has relatively good performance compared to
the tendency of Figure 9a because the multiple minimum support constraints of the algorithm have a
positive effect on reducing memory usage in the SYN100K dataset. Nevertheless, WRG-Miner falls
behind our method in every case. That is, the proposed algorithm SVE-RGM, shows the most efficient
memory usage regardless of any environmental settings. As shown in Figure 9c, all the algorithms
except for WRG-Miner have similar tendencies with those of the PTE dataset. Recall that the multiple
minimum support constraints are more effective on the runtime performance with respect to this
dataset. This advantage also leads the algorithm to save more memory resources as shown in the figure.
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Figure 9. (a) Memory usage results of PTE on changing minimum support threshold; (b) Memory
usage results of SYN100K on changing minimum support threshold; (¢) Memory usage results of DTP
on changing minimum support threshold.
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Figure 10 shows memory usage results of the PTE and SYN100K datasets on changing a values
while the threshold is fixed. As in the cases of Figure 9, the compared algorithms have similar
tendencies. In the PTE dataset shown in Figure 10a,b, the first three algorithms, Gaston, FGM-LDSC,
and WRG-Miner, consume similar memory in all cases, while the proposed one spends the smallest
memory because of its own mining techniques and constraints. On the other hand, WRG-Miner has
better performance than those of Gaston and FGM-LDSC in the SYN100K dataset because of its own
constraints, multiple minimum supports for graph elements. However, its performance is still worse
than our method as shown in the figure. In addition, all the algorithms show stable memory usage
regardless of the « settings. This signifies that the SYN100K dataset has few effect on the a settings.
Similarly to the runtime results shown in Figure 8e,f, memory usage of the rare graph pattern mining
algorithms is changed according to the settings of «. However, the memory efficiency of the proposed
algorithm is best among the compared ones in general. Meanwhile, since Gaston and FGM-LDSC do
not consider the rarity of graph elements, they show the same results regardless of changes of a.
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Figure 10. (a) Memory usage results of PTE on changing « (minsup = 1.5%); (b) Memory usage results of
PTE on changing a (minsup =2%); (c) Memory usage results of SYN100K on changing « (minsup = 1.5%);
(d) Memory usage results of SYN100K on changing a (minsup = 2%); (e) Memory usage results of DTP
on changing « (minsup = 5.5%); (f) Memory usage results of DTP on changing « (minsup = 6%).
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4.4. Analysis of Pattern Generation Performance

Figure 11 shows results of graph pattern generation for the compared algorithms in a log-scale,
where the basic settings of parameters are also the same as those of the previous tests. These figures
support the results of the above runtime and memory usage performance evaluation. As mentioned
above, the proposed algorithm can reduce an enormous number of less meaningful graph patterns
by employing both the length-decreasing support constraints and the multiple minimum support
constraints. As a result, we can obtain a smaller number of interesting patterns compared to the
others. In the case of Figure 11b, WRG-Miner and our SVE-RGM generate the same pattern results
since the multiple minimum support constraints have a less effect on the resulting patterns. However,
the mining performance of the proposed method is better than that of WRG-Miner in spite of this
pattern generation result. In the case of the DTP dataset, the proposed algorithm also mines the
smallest number of frequent graph patterns.
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Figure 11. (a) Pattern generation results of PTE on changing minimum support threshold; (b) Pattern
generation results of SYN100K on changing minimum support threshold; (c) Pattern generation results
of DTP on changing minimum support threshold.

Figure 12 shows results of graph pattern generation on changing value a settings. In Figure 12a,b,
the results of Gaston and FGM-LDSC are not changeable since they do not apply the multiple minimum
support constraints for considering the rare item problem. Meanwhile, the other two algorithms,
WRG-Miner and SVE-RGM, also show stable pattern generation results because this dataset has a less
effect on the changes of a. On the other hand, we can see that the number of graph patterns mined
from WRG-Miner is increased as the a value becomes higher. Meanwhile, SVE-RGM shows stable
results regardless of the a value settings. In contrast to the cases of PTE and SYN100K, the algorithms
considering the rarity of graph elements, WRG-Miner and our SVE-RGM, mine a different number of
mining results as shown in the figure. As & becomes lower, they extract a smaller number of patterns
because they can selectively mine patterns considering the rarity of graph elements.
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Figure 12. (a) Pattern generation results of PTE on changing a (minsup = 1.5%); (b) Pattern generation
results of PTE on changing a (minsup = 2%); (c) Pattern generation results of SYN100K on changing «
(minsup = 0.1%); (d) Pattern generation results of SYN100K on changing a (minsup = 0.2%); (e) Pattern
generation results of DTP on changing a (minsup = 5.5%); (f) Pattern generation results of DTP on
changing a (minsup = 6%).

4.5. Analysis of Algorithm Performance on Changing Length-Decreasing Support Constraints

Next, we test the mining performance of each algorithm on changing length-decreasing support
constraints. Figures 13-15 show the results of the tests for each dataset, where « is fixed to 1 in order
to reflect the rarity features into the mining processes of the rare graph pattern mining algorithms.
Figure 13a shows the different settings of length-decreasing support constraints for the PTE dataset
in this test, where the minimum support threshold is fixed to 1.5%. We show how the results of
performance evaluation for the algorithms change according to these constraint settings. As shown
in Figure 13b, Gaston and WRG-Miner have the same result regardless of the changing settings since
they are algorithms not considering any length-decreasing support constraint. Meanwhile, the other
algorithms have different runtime results depending on the constraint settings. As the condition is
changed from cond. 1 to cond. 5, FGM-LDSC and SVE-RGM operate faster because they can mine a
smaller number of pattern results as shown in Figure 13d. Meanwhile, memory consumption of the
algorithms is different from the tendency of the runtime test. Gaston and WRG-Miner also spend the
same memory regardless of the constraint settings.
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Figure 13. (a) Different settings of length-decreasing support constraints for PTE (« = 1); (b) Runtime
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Figure 15. (a) Different settings of length-decreasing support constraints for SYN100K (a = 1);
(b) Runtime result for SYN100K (« = 1); (c) Memory usage result for SYN100K (a = 1); (d) Pattern
generation result for SYN100K (« = 1).

While the runtime results of FGM-LDSC are differently shown in Figure 13b, its memory usage
results are not changeable as shown in Figure 13c. Meanwhile, the memory consumption of the
proposed algorithm becomes lower as the condition is changed from cond. 1 to cond. 5.

Figure 14 is the results of the DTP dataset, where the minimum support threshold is fixed to
5.5%. As in the case of Figure 13, the performance evaluation results of Gaston and WRG-Miner are
not changeable. The runtime results of FGM-LDSC and SVE-RGM are also changeable according
to the different settings of the length-decreasing support constraints. In the case of memory usage
performance, they also have better results compared to Gaston and WRG-Miner. Moreover, as « becomes
lower, the corresponding memory performance of the proposed algorithm also becomes better.

Figure 15 shows the experimental results for the SYN100K dataset, where the minimum support
threshold is fixed to 0.1%. In this test, all the compared algorithms have stable runtime, memory usage,
and pattern generation results as shown in the figure. However, the proposed algorithm guarantees
the best results in all cases. As shown in Figures 13-15 we can freely set the length-decreasing support
constraints according to the use of given data and obtain the corresponding various results.

From the results of the above performance evaluation tests, we can determine that the proposed
algorithm outperforms the state-of-the-art approaches in terms of runtime, memory usage, and pattern
generation aspects.

5. Discussion

Since the concept of frequent pattern mining was considered, enormous approaches have been
proposed in order to improve algorithm performance or discover more meaningful information
and knowledge compared to previous methods. Since types of data are less and they have simple
characteristics in the past, traditional frequent pattern mining methods were sufficiently able to
analyze such data. However, as accumulated data become more complicated, the traditional ones faced
technical limitations. Frequent graph pattern mining is a concept for dealing with various, complicated
data that can be expressed as graph forms, and a variety of relevant works have been studied actively.
We can consider a simple application example for frequent graph pattern mining. Let us assume that
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we are the marketing manager in a certain web-site for selling books. Then, we have to consider how
to establish strategies for raising the sales more effectively. We can obtain information of web-site
visits by various customers. In other words, if user A visits the main page, the book sales page and the
e-book device sales page in sequence, we can regard this information as a graph pattern (each page
becomes a vertex and each movement between the pages becomes an edge). Once such graph data are
collected by various customers, we can construct a graph database and determine the characteristics
of customer visits frequently occurring in the database by employing frequent graph pattern mining
algorithms. By analyzing such mining results, we can also suggest and apply various, effective sales
strategies such as exposing certain advertisements suitable for the relations of frequently occurring
visits (i.e., interval between the pages) and providing customers with special offers suitable for the
analyzed results.

Meanwhile, the proposed method focuses on static graph database formats. However, in recent
years, it has been important to deal with dynamic data on data streams as well as static data. Moreover,
there are various environments of data accumulations and different purposes of them in the pattern
mining area. Traditional pattern mining approaches were designed to process normal data (also called
certain or precise data). However, there is another type of data called uncertain data, which mean
each element composing data cannot be expressed clearly as presence or absence; instead, they have
their own existential probabilities. By considering the above issues, we can expand the proposed
method in order to operate on data streams and process uncertain graph data on the length-decreasing
support constraints and multiple minimum support constraints. In addition, we can also consider
how to find proper threshold settings in the proposed algorithm. In practice, it is hard to find and set
appropriate threshold settings because of different characteristics of given data and purposes of users.
However, if we employ the concept of top-k pattern mining, we do not need to consider how to find
and set reasonable thresholds. Moreover, this technique can also be integrated effectively with the
length-decreasing support constraints. By considering these issues, we can mine top-k graph patterns
for each graph length.

6. Conclusions

In this paper, we proposed a new graph pattern mining algorithm for mining frequent sub-graph
patterns on the basis of length-decreasing support constraints for considering different characteristics of
graph pattern sizes and multiple minimum support constraints for considering rarity of graph elements.
In addition, the SVE property for graph mining was suggested and applied into the proposed algorithm
in order to improve the mining efficiency of the proposed algorithm. The suggested graph pattern
pruning strategy based on the SVE property contributed to removing meaningless sub-graph patterns
in advance with the anti-monotone property maintained. Moreover, an efficient overestimation method
was devised to prevent unintended pattern losses from being caused. One of the fatal problems in
traditional frequent graph pattern mining was that this approach only used a single minimum support
threshold without any consideration of additional meaningful factors, such as pattern lengths and
characteristics of graph elements. Thus, traditional methods were unable to find meaningful frequent
graph patterns, or they had to generate a huge amount of unessential graph patterns according to
threshold settings. In contrast, the proposed algorithm could prevent meaningless graph patterns from
being generated and it also guaranteed efficient mining performance by using the length-decreasing
support constraints and the multiple minimum supports constraints for considering the characteristics
of graph pattern lengths and the rarity of graph patterns, respectively. The experimental results in
this paper also supported that the proposed algorithm outperformed the state-of-the-art methods in
various aspects such as runtime, memory usage and pattern generation. Moreover, as future work,
it is also possible to expand the proposed techniques and algorithm by considering other interesting
pattern mining areas that can be effectively integrated with graph pattern mining such as real time
pattern mining on data streams, uncertain pattern mining, and top-k pattern mining.
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Abstract: Multimodal biometric systems are considered a way to minimize the limitations raised by
single traits. This paper proposes new schemes based on score level, feature level and decision level
fusion to efficiently fuse face and iris modalities. Log-Gabor transformation is applied as the feature
extraction method on face and iris modalities. At each level of fusion, different schemes are proposed
to improve the recognition performance and, finally, a combination of schemes at different fusion
levels constructs an optimized and robust scheme. In this study, CASIA Iris Distance database is used
to examine the robustness of all unimodal and multimodal schemes. In addition, Backtracking Search
Algorithm (BSA), a novel population-based iterative evolutionary algorithm, is applied to improve
the recognition accuracy of schemes by reducing the number of features and selecting the optimized
weights for feature level and score level fusion, respectively. Experimental results on verification rates
demonstrate a significant improvement of proposed fusion schemes over unimodal and multimodal
fusion methods.

Keywords: multimodal biometrics; Backtracking Search Algorithm; match score level fusion; feature
level fusion; decision level fusion; optimization

1. Introduction

The recognition of human beings based on physical and/or behavioral characteristics is a trend
in places with high security needs. Unimodal biometric systems, which use single-source biometric
traits, usually suffer due to several factors such as a lack of uniqueness, non-universality and noisy
data [1]. In this respect, multimodality can be employed as a remedy in order to solve the limitations of
unimodal systems and improve the system performance by extracting the information from multiple
biometric traits.

The present work involves the consideration of face and iris biometric traits due to many similar
characteristics of face and iris modalities. Face recognition performance may be affected by variations
in terms of illumination, pose and expression [1]; on the other hand, non-cooperative situations
lead to degradation of iris recognition performance [2]. In this study, we investigate the effect
of information fusion on face- iris modalities at different levels of fusion in order to improve the
recognition performance and solve the problems raised by unimodal face and iris traits.

The common biometric systems modules can be categorized as signal acquisition, feature
extraction, and matching scores production. Generally, multimodal biometric systems fuse the
information at four different fusion levels such as: sensor level, match score level; feature level,
and; decision level fusion [1]. Match score level fusion is the most popular among all fusion
levels due to the ease in accessing and fusing the scores. It general, three different categories are
considered for match score level fusion, namely Transformation-based score fusion, Classifier-based
score fusion, and Density-based score fusion. In Transformation-based score fusion, prior to fusion,
the normalization of matching scores into a common domain and range is needed because of

Symmetry 2016, 8, 48 103 www.mdpi.com/journal /symmetry



Symmetry 2016, 8, 48

incompatibility of several biometric traits. In Classifier-based score fusion, the concatenated scores
from different classifiers are treated as a feature vector and each matching score is seen as an
element of feature vector. Density-based score fusion considers an explicit estimation of genuine
and impostor score densities that causes increasing implementation complexity [3]. In feature level
fusion, the original feature sets of different modalities are considered to involve richer information
about the raw biometric data compared to matching score level fusion.

On the other hand, concatenating the feature sets leads to high dimensionality and redundant
data, thus affecting the recognition performance [4]. Feature transformation and feature selection are
usually applied as a remedy to reduce the effect of dimensionality and redundancy of feature level
fusion [4]. Feature selection attempts to solve the problem by choosing an optimal subset of original
feature sets based on a certain objective function. Several feature selection methods such as Particle
Swarm Optimization (PSO), Genetic Algorithm (GA), and Sequential Forward Floating Selection (SFFS),
have been implemented in different biometric systems for the purpose of optimization [1,5-8]. On the
other hand, feature transformation attempts to represent the feature vector in another vector space
by preserving the significant information and, subsequently, the dimension reduction. Principal
Component Analysis (PCA), Linear Discriminant Analysis (LDA), Kernel Principal Component
Analysis (KPCA), and Independent Component Analysis (ICA) have been applied in different biometric
recognition systems as feature transformation methods [9].

In decision level fusion, each biometric matcher individually decides on the best match based
on the provided input. In fact, the final decision is achieved by fusing the outputs of multiple
matchers [10]. In general, a decision is represented by a logical number d € {1,0}, where 1 means
“accept” and 0 means “reject”. From the classifiers” perspective, making any decision d; is performed
by comparing the matching scores s; with a certain threshold T;. Majority voting, behavior knowledge
space, weighted voting based on the Dempster-Shafer theory of evidence, AND rule and OR rule, etc.,
can be considered as decision level fusion techniques [11-14]. Mostly, this level of fusion is less studied
in literature due to providing less information content compared to matching scores and features.

This study aims to investigate different fusion schemes at score level, feature level, decision
level fusion and at a combination of aforementioned fusion levels using face and iris modalities.
The face and iris can be considered as complementary biometric traits in which iris patterns are easily
extracted from face images. They both can be acquired using a same camera simultaneously and
can be considered as independent biometric traits. Face and iris fusion techniques involve specific
feature extractors such as Discrete Wavelet Transform (DWT), Discrete Cosine Transform (DCT) and
Gabor filters, the investigation of local and global feature extractors on the face and iris with the
concentration on score and feature level fusion or combination of these two modalities, [1,6,15-17].
In [8,15,18], authors improve the recognition accuracy of face and iris modalities with different local
and global feature extractors at score level and feature level fusion. Well-known techniques such as
Weighted Sum Rule, Product Rule, Min Rule and Support Vector Machine (SVM) have been applied for
face-iris combination at score level fusion and Particle Swarm Optimization (PSO) is used to explore
the effect of feature selection on face and iris multimodal system performance. The authors of [17]
proposed an intelligent 2v-support vector machine-based match score fusion algorithm. The proposed
method integrates the quality of images in order to improve the recognition performance of face
and iris modalities. A face-iris multimodal biometric system based on matching score level fusion
using support vector machine (SVM) is applied in [1]. The authors implemented Discrete Cosine
Transformation (DCT) to extract facial features and log-Gabor filter for extracting the iris pattern.
The article improves the performance of multimodal face and iris biometrics through the selection
of optimal features using the Particle Swarm Optimization (PSO) algorithm and the use of SVM for
classification. A SVM-based fusion rule is also proposed in [16] to fuse two matching scores of face
and iris modalities. Authors of [6] proposed an appropriate pattern representation strategy to extract
the information using an over-complete global feature combination and, subsequently, the selection
of the most useful features has been performed by Sequential Forward Floating Selection (SFFS).
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In [19], an identification scheme has been proposed for improving the performance of face and iris
multimodal biometric systems. The scheme is based on RBF (radial basis function) neural network
fusion rules and applies both transformation-based score and classifier-based score fusion strategies.
A new method has been proposed in [20] to fuse face and iris biometric traits with the weighted score
level fusion technique to flexibly fuse the matching scores from these two modalities based on their
weights availability. A more recent scheme has been proposed by [21], which uses matching score
level and feature level fusion combination to improve the face and iris multimodal biometric systems.
Optimized Weighted Sum Rule fusion has been applied in their work for score level fusion along with
feature selection techniques such as Particle Swarm Optimization (PSO) and the Backtracking Search
Algorithm (BSA) at feature level fusion.

The state-of-the-art literature review on face-iris multimodal biometric systems involves score
level, feature level and/or a combination of these two levels of fusion. Therefore, this study
investigates the effect of decision level fusion on a face-iris multimodal biometric system; in particular,
the performance of the system is explored when considering threshold-optimized decision level fusion.
We also aim to design a scheme to involve the consideration of matching score level, feature level,
along with decision level fusion in order to investigate the effect of combining different fusion levels
in designing robust fusion schemes for face and iris multimodal system. In this study, the facial and
iris features are extracted using Log Gabor transform [22-24]. The Backtracking Search Algorithm
(BSA) [25] as a feature selection method is applied to select the optimal set of facial and iris features
at feature level fusion. At match score level fusion, the Weighted Sum Rule (WS) [26] is employed to
combine the face and iris scores; additionally, BSA is applied to select the set of optimized weights for
scores. Finally, at decision level fusion a threshold-optimized decision level fusion [27] is applied for
improving the recognition performance of the multimodal system. The state-of-the-art performance
of unimodal and multimodal schemes is reported on the CASIA Iris Distance [28] database in the
verification context using Receiver Operator Characteristics (ROC) curves, Total Error Rate (TER) and
Genuine Acceptance Rate (GAR) at a False Acceptance Rate (FAR) = 0.01%.

The contribution of the present work is to design a robust multimodal face-iris biometric system
by combining the advantages of score level, feature level and decision level fusion. Human faces
and irises can be considered as significant biometric traits in several surveillance, access control and
forensic investigations applications such as airport control boards, criminal investigations, sexual
dimorphism, and identity obfuscation applications. In addition, since the face and iris modalities are
acquired simultaneously using the same camera, the proposed scheme is motivated to construct a
robust multimodal biometric system. Therefore the proposed scheme can be applied practically in
individual and multimodal face-iris recognition systems by extracting left and right iris patterns and
then fusing them with facial features. The use of BSA as a robust feature and weight selection method
in the proposed scheme is of interest for the performance enhancement of the system and overcoming
the high computational time. On the other hand, the idea of using threshold-optimized points in the
multimodal system is useful in the presence of outliers. Additionally, this work proposes to use the
advantages of employing both irises with the face that provides higher verification performance while
combining with facial information. In fact, the main difference between this work and prior work done
on face and iris fusion is that it applies a hybrid scheme using score, feature and decision levels on
the faces and irises of the same subjects, which can be applied practically in any surveillance, access
control and forensic investigation applications.

The paper is organized as follows: Section 2 describes unimodal biometric systems, and the
detailed implementation of different fusion levels. This section presents the architecture of the
proposed scheme and the structure of implemented feature selection algorithm, as well. The detail
of experimental results, including the database description and assessment protocols, is presented in
Section 3, while Section 4 concludes this study.
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2. Materials and Methods

2.1. Unimodal Biometric Systems

Face and iris as complementary biometric traits form the general structure of unimodal system
in this study. They are considered as the most attractive areas for biometric schemes [29-35].
The unimodal face and iris system processing steps include preprocessing, feature extraction and
producing matching scores. For face recognition systems, in the preprocessing step, Active Appearance
Modeling (AAM toolbox) [36,37] is applied to detect face images based on the center position of the
left and right irises. In fact, the precise center position of both irises is obtained by the toolbox to
measure the angle of head roll that may happen during acquisition of face images. By using the center
positions and the measured angle, both eyes are aligned in the face image. In addition, each image is
resized to 60 x 60, and following this step the resized image undergoes histogram equalization (HE)
and mean-variance normalization (MVN) [38] to reduce the effect of illumination. The facial features
are then extracted using Log-Gabor transform. Generally, on the linear frequency scale, the structure
of transfer function of the Log-Gabor transform is presented as [39]:

G(w) =exp w 1)

where wy is the filter center frequency, w is the normalized radius from the center and k is the standard

deviation of the angular component. In order to achieve the constant shape filter, the ratio (wio)z
should be held constant for varying values of wy. In this work, the Log-Gabor transform includes
four different scales and eight orientations. The values are fixed based on the different trial results.
The produced Log-Gabor transformed image is then down-sampled by a fixed ratio on the trials as six.
Therefore, the final size of Log-Gabor transformed image is reduced to 40 x 80. Finally, match scores
are produced using the Manhattan distance measurement.

On the other hand, common processing steps of an iris recognition system are segmentation,
normalization, feature extraction, and feature matching [39-41]. In this work, the Hough transform is
applied in the segmentation stage of the iris recognition system for localizing the circular iris and pupil
region, occluding eyelids and eyelashes, and reflections. The extracted iris region is then normalized
into a fixed rectangular block. In feature extraction step, the unique pattern of irises is extracted using
Log-Gabor transform with the same strategy as in face recognition. Therefore, the final size of the
Log-Gabor transformed iris image is set to 40 x 80. Manhattan distance measurement is employed in
feature matching step to produce the match scores.

2.2. Fusion Techniques on Face and Iris Biometrics

Multimodal face-iris biometric system development is one of the most significant steps in the
present work. In this section, our aim is to describe the details of different fusion techniques for face
and iris modalities. Since the proposed scheme involves the consideration of score level, feature level
and decision level fusion, we describe each fusion technique separately at different subsections.

2.2.1. Feature Level Fusion

Feature level fusion concatenates the original feature sets of different modalities and, therefore,
this level of fusion involves richer information about the raw biometric data. In this study, Log-Gabor
transform is applied to face and iris biometric in order to extract rich and complex information on these
two modalities. Indeed, the complementary details of face and iris biometrics, especially when both
are acquired simultaneously with a same device, encourage us to fuse them using feature level fusion.
On the other hand, the concatenation of face and iris Log-Gabor feature sets leads to high dimension
vectors, resulting in the decrease of multimodal biometric system performance. Therefore, designing a
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scheme to retain the complementary information of the fused features of modalities with the capability
to solve the dimensionality and redundancy problems is motivated. Designing a robust scheme needs
the consideration of an effective feature selection method to select the optimized set of features by
removing the redundant and irrelevant data. Several feature selection methods have been applied
in the field of biometrics on fusion of face and iris modalities such as PSO. Recently, Backtracking
Search Algorithm (BSA), a novel population-based iterative evolutionary algorithm, has been applied
successfully on many numerical optimization benchmark problems [25]. BSA is compared with six
widely used optimization methods, including PSO. The result of this comparison shows that BSA
is more successful than the others [25]. Figure 1 depicts the block diagram of feature selection and
fusion of face and iris modalities. The proposed scheme includes BSA optimization algorithm in order
to select the optimized feature sets. The extracted texture features of face using Log-Gabor can be
concatenated with extracted Log-Gabor features of the left or right iris as in Figure 1a, and then the
best set of features is selected using BSA. In addition, we investigate the effect of considering both
irises (left and right) feature sets while they are combined with face features and optimized using the
BSA feature selection method, as in Figure 1b on recognition performance of the system. The final size
of the face and iris Log-Gabor vector for each image after concatenating the corresponding filtered
images is 32000 x 1. Thus, in this paper we project the Log-Gabor vector of face and iris modalities
separately onto a linear discriminant space using Linear Discriminant Analysis (LDA) in order to
reduce the dimensionality and computational cost prior to feature concatenation, as shown in Figure 1.
In LDA, the eigenvectors used for projection is constrained by L-1, where L is number of subjects.
We then perform BSA on the concatenated features to further reduce the dimension of each fused
sample. Finally, the matching step is performed as depicted in the figure.

a

| Face H Log Gabor |—0| LDA l—’ Feature — Feature

Concatenation Selection Matching

| LefURight Iris H Log Gabor |-.| LDA |—> || usingBSA

b
. ! Feature
| Left Iris l—-l Log Gabor l—pl LDA I—. C eaturei"n Sélec;gr:; Matching
using
| Right Iris H Log Gabor H LDA I—i

Figure 1. The block diagram of face-iris feature level fusion. LDA: Linear Discriminant Analysis; BSA:
Backtracking Search Algorithm.

2.2.2. Match Score Level Fusion

Matching score level fusion techniques include different rules that combine the produced scores
between the pattern vectors of different modalities. Generally, different matchers may produce
different scores such as distances or similarity measures with different probability distributions or
accuracies [3]. This kind of fusion technique covers several simple or complicated algorithms in order
to fuse the scores such as Sum Rule, Weighted Sum Rule, Product Rule, classification using SVM and
the estimation of scores density. Recent studies have shown similar and equivalent performance from
the aforementioned fusion techniques [3,4,8,15,18]. Match score level fusion for this study involves
the combination of left and/or right irises of a certain person with the same individual face scores.
Figure 2 depicts the structure of match score level fusion scheme when face scores are fused with only
one of the irises, as shown in Figure 2a, and when face scores are fused with both irises, as in Figure 2b.
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Figure 2. The block diagram of face-iris score level fusion. W1, W2 and W3: assigned weights for
different modalities.

Fused
Matching

Scores

W3

In this study, the Weighted Sum Rule technique is used in order to combine face and iris scores.
Finding appropriate weights for different modalities is considered as an important issue to perform
efficient fusion and, subsequently, for performance enhancement. In this respect, in [26], a user-specific
weight strategy is used to compute the weighted sum of scores from different modalities. In general,
the computation of weights is done based on the Equal Error Rate (EER), the distribution of scores,
the quality of the individual biometrics or empirical schemes [5]. The Weighted Sum Rule (ws) of
different score matchers can be calculated as:

WS = W1 X S+ Wy X Sy + -+ Wy XSy )

where wy, wy,...,w, are the assigned weights for different modalities, and sy, sp,...,s, are the
computed scores using individual biometric systems. The present work assigns optimized weights to
individual biometric systems using BSA feature selection algorithm.

2.2.3. Decision Level Fusion

In decision level fusion, each biometric matcher individually decides on the best match based on
the provided input. In fact, the final decision is achieved by fusing the outputs of multiple matchers [10].
In general, a decision is represented by a logical number d € {1,0}, where 1 means “accept” and 0
means “reject”. From the classifiers’ perspective, making any decision d; is performed by comparing
the matching scores s; with a certain threshold T;. Generally, this level of fusion is less studied in
the literature and is not popular practically due to providing less information content compared to
matching scores of different classifiers and the risk of performance degradation compared to score
level fusion. Majority voting, weighted majority voting, Bayesian decision fusion, Dempster-Shafer
theory of evidence, as well as the AND rule and OR rule can be considered as common decision level
fusion techniques.

In this study, we apply the idea of threshold-optimized decision level fusion proposed in [27] to
implement an optimized face-iris multimodal decision level fusion scheme. The threshold-optimized
decision level fusion combines the decisions by AND and OR rules in an optimal way in which it
guaranties to improve the fused classifiers in terms of error rates. The scheme is specifically useful
in the presence of outliers when the proposed OR rule is applied [27]. In face and iris recognition
systems, outliers can be caused by extraordinary expressions, poses, mis-registration, occlusions,
reflections, contrast, luminosity, off angles, rotation, blurring and focus problems. Therefore in this
work, we applied the threshold-optimized scheme using OR rule decision level fusion to combine face
and iris modalities as depicted in Figure 3. In fact, the optimal operation points of face ROC can be
fused with the optimal operation points of only one of the irises, as in Figure 3a, and also with the
optimal operation points of both irises, as in Figure 3b.
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Figure 3. The block diagram of face-iris decision level fusion. ROC: Receiver Operator Characteristics;
FRR: False Accept Rate; CRR: Correct Reject Rate

Generally, each biometric system is described by a ROC (Receiver Operator Characteristics), i.e.,
the Genuine Accept Rate (GAR =1 - False Reject Rate (FRR)) as a function of False Accept Rate (FAR),
represented by GAR (FAR). The ROC is achieved by varying the threshold that discriminates the
genuine and impostor matching scores, thus generating different GAR and FAR. Each point on the
ROC, a certain pair (FAR, GAR) is called an operation point, corresponding to a specific threshold T
of the matching scores. The threshold-optimized scheme fuses multiple ROCs together simply using
the OR rule for performance enhancement. Therefore, the thresholds of matching scores are achieved
when the optimal operation points on ROC are calculated.

Given N independent biometric systems, each characterized by its ROC, (FARi, GARi),i=1, ..., N.
In fact, the independency assumption is realistic in practice for fusion of different biometric modalities
such as the face and iris. The optimized OR rule decision fusion under the independent assumption
when the Correct Reject Rate for the impostors is defined as CRR = 1 — FAR can be described by:

max CRR; (FRR;
FRR;| T]FRR; FRRH 2

©)

That is the maximal value of the product of the correct rejection rates at a certain optimal
combination of FRRi, i = 1, ..., N, which satisfies ]_[,Iil FRR; = FRR. In other words, at a fixed
FRR the optimal operation points of the component ROCs are achieved by optimizing Equation (3).
In fact, the optimization problem defined in Equation (3) is solved in a recursive manner by fusing
two arbitrary ROCs in order to generate a new optimal ROC. Then the computed threshold-optimized
ROC is fused with the next arbitrary component ROC, and so on. Therefore, each operation point on
the final fused ROC corresponds to N-optimized thresholds from N classifiers.

2.2.4. Architecture of the Proposed Scheme

This section describes the general structure of optimal proposed scheme for the fusion of face and
iris biometrics. The scheme combines score level, feature level and decision level fusion to investigate
the effect of combining different fusion levels in designing robust fusion schemes for a face and iris
multimodal system. The block diagram of proposed scheme is depicted in Figure 4. In fact, our aim
here is to design an optimal scheme by taking advantage of three aforementioned fusion modes,
and eventually obtain a more reliable and robust biometric system. Therefore, the proposed scheme
considers the combination of the face and left and right irises due to their complementary information.
Our investigation on feature level fusion clarifies that combining facial features with both irises and
then selecting an optimal set of features by using an appropriate feature selection method such as
BSA leads to the involvement of rich and complex information of biometric data, and thus improves
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the recognition performance. Therefore, as shown in the block diagram of the proposed scheme in
Figure 4, we first extract the optimal subset of face and both iris features at feature level fusion.

ROC 1
ToxGaor o1 | -
erym ws ROC 2
LDA Scores
——— i o]
& ‘oncatenation BSA Roc e ;

[ v ]

Selection of
Optimized Operation | Fused
=1 Points of All Possible b
Combinations using ~ [Decisions

Equation 3

le Combinations
after OR Rule Fusion using [ JFRR and [J[CRR

Figure 4. The block diagram of face-iris Proposed Scheme.

On the other hand, score level fusion contains rich information about the biometric input and
is easy to process. In many applications, score-level fusion is able to achieve optimal performance.
Therefore, the scheme attempts to fuse the complementary details of both irises with the face as shown
in Figure 4. The Weighted Sum Rule fusion technique (WS) is applied to fuse the left and right iris
scores separately with the face scores to achieve two optimal set of fused scores.

Decision level fusion schemes are simple and clear from a mathematical perspective. The proposed
scheme in this study combines the decisions using the OR rule in an optimal way, and guaranties an
improvement in the fused classifiers in terms of error rates. The produced scores from each modality
separately, the produced scores after combining and selecting the optimized features at feature level
fusion, along with the produced scores at match score level fusion using WS are considered as six
different sets of scores to fuse threshold-optimized ROCs. Therefore, in a recursive manner, two
arbitrary ROCs are fused to generate a new optimal ROC. Then the computed threshold-optimized
ROC is fused with the next arbitrary component ROC, and so on.

2.2.5. BSA Feature Selection Algorithm

BSA has been introduced by Civicioglu [25] to solve numerical optimization problems. BSA tries
to reduce the effect of problems faced in Evolutionary Algorithms such as excessive sensitivity to
control parameters, premature convergence and slow computation. This algorithm aims to search local
and global optimum in an optimization problem. It contains a single parameter, a simple, effective and
fast structure that is capable of solving multimodal problems with the ability to adapt itself to different
numerical optimization problems. BSA memory uses previous-generation experiences to generate trial
populations. The algorithm includes five processes that include initialization, selection-I, mutation,
crossover and selection-II. Algorithm 1 shows the general structure of BSA algorithm.

Algorithm 1 General Structure of Backtracking Search Algorithm [25].

1. Initialization

Repeat

2. Selection-1

Generation of Trial Population

3. Mutation

4. Crossover

End

5. Selection-II

Until stopping conditions are met
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The Initialization step of the BSA algorithm initializes the population P of size n and dimension
d randomly. The initial fitness value for each individual in P is calculated according to the fitness
function. The direction of search is calculated in the Selection-I step and is called historical population.
In fact, historical population is swarm-memory of BSA in which, initially, it is determined randomly
and at the beginning of each iteration is updated through advantages of P based on two random
numbers and randomly changing the order of individuals in historical population. BSA generates a
trial population T using crossover and mutation strategies in order to recombine the crossover and
mutation steps. The initial form of T is generated in the Mutation step that derives partial benefit from
its experiences from former generations. The final form of T is generated in the Crossover step using
a binary matrix (map) of size n x d and a recombination of the crossover and mutation steps. BSA
considers a boundary control mechanism to regenerate the individuals beyond the search-space limit.
In the Selection-II step, the fitness value for each individual in T is calculated according to the fitness
function and, if the fitness values of T are better than fitness values in P, then P is updated by T to form
new individuals. Besides exploring local optimum, BSA finds the global optimum by selecting the
best individual and fitness value among all individuals in the current iteration. Therefore, the global
optimum is updated to be Pj,s; and the global optimum value is updated to be fitnesspys;.

Indeed, above-mentioned explanations show the relatively simple structure of BSA and, according
to its simple principle, it can be used in the implementation of different optimization problems. We use
BSA at feature level and score level fusion in this study to select the optimized subset of features and
weights. In score level fusion, we consider the idea of using BSA to select the optimized weights for
Weighted Sum Rule fusion technique in order to have a better evaluation on the face-iris multimodal
system. Basically, assigning appropriate weights in an efficient way to the scores produced using
different individuals biometric systems may guarantee the performance improvement of multimodal
biometric system.

BSA initialization step initializes population (P) and historical population (0ldp) randomly between
0 and 1. The size of P and oldp is considered as the number of weights needed for fusing the scores
of different modalities. The initialized weights are then normalized using the constraint Z{'(:l w; =1,
where k is the number of weights and w is the weights. The fitness function is defined as follows
for minimization:

k
r (Z wiEERi> )
i=1
where w; is the set of optimized weights for different modalities and EER; is a set of Equal Error Rates
computed from the corresponding modalities scores.

The trial population T is considered as the original equation in [25] based on the following formula:

T =P+ (map x F) x (oldp — P) (5)

where F controls the amplitude of search direction matrix (oldp — P) and it is set experimentally.

In feature level fusion, the selection of features is based on a binary bit string of length M consisting
of “0” and “1”. The value of M indicates the number of features, “0” means the feature is not selected
and “1” means the feature is selected. Therefore the dimension of initial population (P) and historical
population (oldp) is equal to M, and both are randomly initialized using binary numbers. In this study,
we compute the distance between reference and testing samples to find the match scores using the
Manhattan distance measurement and then evaluate the lowest distance values. Therefore, the fitness
function is defined to maximize GAR at FAR = 0.01%.

The original trial population T of BSA is modified in this study in order to generate binary
numbers based on the following formula:

T =PV (map AF)A |(oldp — P)| (6)

where F controls the amplitude of search direction matrix |(oldp — P)| and it is set experimentally,
Vv and A are logical OR and AND operators.
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The stopping condition for both binary and weight selection BSA is set to maximum number of
iteration, or obtaining the optimal fitness value or failing to update the last best solution after 300
evaluations. If one of these three conditions is satisfied, the algorithm stops.

3. Results and Discussion

This section presents the detailed description of experimental setup, including database and
assessment protocol applied in the current work for evaluating the proposed combined level fusion.

The experiments are carried out on a publicly available database called CASIA-Iris-Distance.
The images in this database have been captured by a high-resolution camera, so both dual-eye iris
and face patterns are available in the image region with detailed facial features that is appropriate for
multimodal biometric information fusion [28]. Some samples of this database images are available in
Figure 5.

Figure 5. Sample of CASIA-Iris-Distance images.

The full database contains the total number of 2567 images of 142 subjects and the images have
been acquired at a distance of ~3 m from the camera [28]. The average size of extracted iris in this
work is 170 x 150, and the average number of pixels between irises is 760. The availability of different
variations on CASIA-Iris-Distance database is summarized in Table 1.

Table 1. Availability of Different Variations for Face and Irises in CASIA-Iris-Distance Database.

Face Iris

Pose variations Occlusion-eyelash

Facial expressions Occlusion-eyelid

Different noise factors (reflections, contrast,
luminosity, off angle, rotation, blurring and
focus problems)

Occlusion-mustache

Vv
v
Occlusion-glasses v Occlusion-glasses
v
Vv

A N A A

Distance images Distance images

In this work, we extract both irises of each subject from the corresponding face image to fuse the
face and iris modalities. In order to validate the performance of unimodal and multimodal schemes in
this study, the whole database is divided into two independent sets called Set-I and Set-II. The first set
is used as the validation set to fix the parameters of feature level, score level and decision level fusion.
BSA parameters (population size, iteration, F and mix-rate) to find optimized features and weights,
and also estimation of the optimized thresholds, have been set using the validation set. This set (Set-I)
consists of 52 subjects, and each subject possesses 10 samples. In this study, F = 1, mix-rate-rate = 1,
population size and iteration are both set to 30 for binary BSA. On the other hand, for the weight
selection BSA, F = 1, mix-rate-rate = 1, population size and iteration are set to 20 and 100, respectively.
The dimension of search space for the binary BSA is the number of extracted features and for the
weight selection BSA, it is number of weights needed for performing weighted sum in the range of
[0.00, 1.00] with two-digit precision.
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In addition, we consider 90 subjects for Set-II, and each subject possesses 10 samples. This set is
divided into two equal partitions presenting five reference and five testing data for all the subjects
in the database. The partitioning of these two subsets (reference and testing) is performed 10 times
without any overlapping. Accordingly, in each trial 450 reference samples (90 x 5) and 450 testing
samples (90 x 5) are considered. Therefore, 450 genuine scores and 40,050 (90 x 89 x 5) imposter
matching scores are used to validate the verification performance analysis in this study. The results are
averaged over 10 different runs and reported as mean and standard deviations runs in the verification
context using ROC curves, Total Error Rate (TER) and Genuine Acceptance Rate (GAR) at False
Acceptance Rate (FAR) = 0.01%. Generally, TER is the sum of FAR and FRR, which is equal to twice
the value of EER. The implementation of all unimodal and multimodal biometric systems is done
using Matlab.

The first set of experiments analyzes the results of the implementation of different unimodal
recognition systems such as the left iris, right iris, and face. The experimental results are demonstrated
in Table 2 using Log-Gabor.

Table 2. Verification Performance and Minimum Total Error Rates of Unimodal Systems. TER: Total
Error Rate; GAR: Genuine Acceptance Rate; FAR: False Acceptance Rate.

Left Iris Right Iris Face
Minimum TER GAR Minimum TER GAR Minimum TER GAR
(%) (at 0.01% FAR) (%) (at 0.01% FAR) (%) (at 0.01% FAR)
6.93 +1.24 69.67 + 4.10 6.24 +£1.01 71.55 + 3.35 2.88 +0.75 83.22 +1.63

In Table 2, the best verification performance belongs to the face unimodal system at 83.22%.
On the other hand, for the iris unimodal system, as shown in the table, the right iris achieves a better
verification and TER compared to the left iris. We consider the fusion of face and iris modalities using
different levels of fusion in order to observe the effect of fusion on the recognition performance. Thus,
as shown in Table 3, we continue the experiments at feature level fusion of face and iris biometrics.
Firstly, we perform the feature fusion of face and iris biometrics implemented in Figure 1 without
applying BSA, and then BSA as a feature selection strategy is used to investigate the effect of an
optimal feature selection algorithm on the verification performance.

Table 3. Verification Performance and Minimum Total Error Rates of Multimodal Biometric Systems at
Feature Level Fusion.

Scheme Minimum TER (%) GAR (at 0.01% FAR)

Feature fusion scheme implemented in Figure 1a

using left iris without BSA 2154064 87.56 + 2.94
Feature fusion scheme implemented in Figure 1a

using left iris with BSA 2.06 £ 071 88.37 £2.68
Feature fusion scheme implemented in Figure 1a

using right iris without BSA 2064098 8844 4 3.05
Fe.ature' fu51.0¥1 scbeme implemented in Figure 1a 1.84 + 0.73 90.16 + 2.88
using right iris with BSA

Feature fusion scheme implemented in Figure 1b

using both irises without BSA 1034046 9287+ 1.65
Feature fusion scheme implemented in Figure 1b 0.86 + 0.34 9491 + 1.83

using both irises with BSA

It can be observed from Table 3 that the performance of BSA-based schemes is superior to the
schemes without the BSA feature selection. The best performance in terms of TER and GAR is,
respectively, 0.86% and 94.91%, and it is achieved using the feature level fusion scheme presented in
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Figure 1b with BSA. In order to examine the effectiveness of score level fusion on combining face and
iris modalities, the experiments are carried out for this level of fusion and the results are reported in
Table 4. Comparing Tables 3 and 4 demonstrates that feature level fusion including optimal set of
feature sets achieves a slightly better performance in terms of TER and verification when one of the
irises is fused with facial features. However, as Table 4 indicates, match score level fusion outperforms
feature level fusion when both irises are combined with the face. The best performance of match score
level fusion in terms of TER and GAR is, respectively, 0.81% and 95.00%.

Table 4. Verification Performance and Minimum Total Error Rates of Multimodal Biometric Systems at
Score Level Fusion.

Scheme Minimum TER (%) GAR (at 0.01% FAR)

Score fusion scheme implemented in Figure 2a

X - 2.10 + 0.63 88.17 £ 1.75
using left iris
SCf)re f1'1510r} s.cheme implemented in Figure 2a 201+ 0.77 88.76 + 2.18
using right iris
Score fusion scheme implemented in Figure 2b 0.81 + 0.48 95.00 + 2.03

using both irises

Table 5 shows the set of experiments at decision level fusion using the OR rule threshold-optimized
scheme implemented in Figure 3. The best TER and GAR is obtained using Figure 3b when the
face and both irises involved are at 0.58% and 96.87%. The optimized scheme achieves 1.87% and
1.96% improvement compared to the best verification performance of score level and feature level
fusion schemes. Finally, the last set of experiment in Table 6 evaluates the proposed combined level
fusion scheme and compares the corresponding result with achieved GAR and TER of each level of
fusion separately.

Table 5. Verification Performance and Minimum Total Error Rates of Multimodal Biometric Systems at
Decision Level Fusion.

Scheme Minimum TER (%)  GAR (at 0.01% FAR)
Dgc1s1on f.uslon scheme implemented in Figure 3a 0.96 + 0.28 9115 + 238
using left iris
Degspn fuslc-)n scheme implemented in Figure 3a 0.94 + 0.71 92.92 + 3.01
using right iris
Decision fusion scheme implemented in Figure 3b 0.58 + 0.32 96.87 + 1.83

using both irises

Table 6. Verification Performance and Minimum Total Error Rates of Proposed Multimodal Biometric
Systems and Different Levels of Fusions.

Scheme Minimum TER (%)  GAR (at 0.01% FAR)

Feature fusion scheme implemented in Figure 1b

using both irises-with BSA 086 +034 AL £ 183
Sc9re fu510r.1 §cheme implemented in Figure 2b 0.81 + 048 95.00 + 2.03
using both irises

Dgc1s10n fu.51f)n scheme implemented in Figure 3b 0.58 + 0.32 96.87 + 1.83
using both irises

Proposed Scheme 0.27 + 0.41 98.93 + 1.11

As the table demonstrates, the best performance is achieved using the proposed scheme since
it involves the consideration of each level of fusion advantage for performing the fusion of face and
iris biometrics. Specifically, as it is described in 1[427], the OR Rule threshold-optimized scheme is
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useful in the presence of outliers. Thus, involving this significant characteristic of the decision level
fusion scheme in our proposed scheme, along with consideration of optimized features and weights at
feature level and score level fusion, leads to a robust multimodal biometric system. Comparing the
results obtained from different levels of fusion with our combined level fusion shows the superiority
of the proposed scheme over all unimodal and multimodal schemes implemented in this study.
The proposed scheme performance improvement in terms of GAR and TER is obtained as 98.93% and
0.27%, respectively.

On the other hand, in order to compare our proposed scheme with state-of-the-art face-iris fusion
methods, we performed the fusion of face and iris using different fusion techniques on the CASIA-Iris
Distance database in Table 7. The experimental results performed in Table 7 show the superiority of
the proposed scheme over other face-iris multimodal biometric systems implemented in this study.
Recently, the Support Vector Machine (SVM), mainly as a popular method for classification, is used
in the area of statistics learning theory. Generally, SVM is targeted based on structural minimization
principle and maps the training data into a higher dimensional feature using the kernel trick to
construct an optimal hyperplane with large separating margin between two classes of the labeled
data. In this work, the radial basis function (RBF) has been applied as the basic kernel function by
iterative trials.

Table 7. Verification Performance and Minimum Total Error Rates of Different Multimodal Biometric
Systems and Proposed Scheme. PSO: Particle Swarm Optimization; SVM: Support Vector Machine.

State-of-the-Art Fusion Methods on Face and Iris Minimum TER (%) GAR (at 0.01% FAR)

Weighted Sum Rule [15] 2.01 +0.77 88.76 + 2.18
Score concatenation [18] 1.49 +0.48 89.53 + 1.67
SVM [16] 1.56 £ 0.71 91.92 + 2.03

PSO and SVM [1] 1.06 £+ 0.39 94.22 +1.48
Proposed scheme 0.27 £ 0.41 98.93 + 1.11

The ROC analysis of the face unimodal system and multimodal biometric systems, including the
proposed scheme, is demonstrated in Figure 6. The ROC analysis covers part (b) of the implemented
schemes for each level of fusion.

100

95
96
94

92

GARY

a0

o]

—+—Face Alone
Feature Fusion Scherme

a5
— —--Score Fusion scheme
— ——0R Rule Threshold-optimized Scheme
84
e Propozed Scheme
1 1 L1l 1
10 10’ 1 10’ 1o
FARY

Figure 6. ROC curves of face unimodal and multimodal systems of different schemes.
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On the other hand, Figure 7 compares the ROC analysis of proposed scheme and the OR rule
threshold-optimized decision level fusion.
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Figure 7. ROC curves of threshold-optimized and proposed schemes.

As observed from the ROC curves, the proposed scheme outperforms unimodal and all
multimodal schemes implemented in this study.

4. Conclusions

In this paper, we have investigated the problem of combining different levels of fusion in a
face-iris multimodal biometric system framework. Our aim here was to implement different fusion
schemes and then compare them with a scheme, including their complementary advantages, in terms
of performance. Therefore, we have designed a robust multimodal face-iris biometric system by
combining the advantages of score level, feature level and decision level fusion. The proposed scheme
has applied Log-Gabor transform as the feature extraction method on face and iris modalities and,
subsequently, the corresponding features and scores have been employed to construct different fusion
schemes. We specifically have applied a threshold-optimized scheme at the decision level fusion step
of the proposed scheme that is useful in the presence of outliers. In addition, BSA as an effective and
recent feature selection method has been used with feature and score level fusion of the proposed
scheme to construct a more robust biometric system; this has been done by reducing the number
of features and improving the performance, and also optimizing the weights. In fact, based on the
experimental results provided in this study, we can attract the attention of new perspectives for face-iris
multimodal biometric systems that consider the combination of different levels of fusion, in particular
decision level fusion, to efficiently represent a robust system.

Author Contributions: The authors performed the experiments and analyzed the results together. Introduction,
unimodal and multimodal biometric systems, feature selection algorithm sections were written by Omid Sharifi;
while experimental results, discussion and conclusion sections were written by Maryam Eskandari.
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Abstract: In this paper, a modified GrabCut algorithm is proposed using a clustering technique to
reduce image noise. GrabCut is an image segmentation method based on GraphCut starting with
a user-specified bounding box around the object to be segmented. In the modified version, the
original image is filtered using the median filter to reduce noise and then the quantized image using
K-means algorithm is used for the normal GrabCut method for object segmentation. This new process
showed that it improved the object segmentation performance a lot and the extract segmentation
result compared to the standard method.

Keywords: median filter; K-means, image clustering; GraphCut; GrabCut; object segmentation

1. Introduction

Digital image processing deals with a wide variety of applications ranging from biology, military,
medical, space science, art, games and movie industries.

The object segmentation is an important step in image processing and analysis [1]. In computer
vision, segmentation divides the input image into background and objects. The purpose of the
segmentation is to simplify and make it easy to interpret or convert to more meaningful representation
of an image. Segmentation is one of the most difficult subjects in an digital image processing, and
many studies on this subject have been done to get more accurate results.

GrabCut method is based on object segmentation algorithm called GraphCut [2,3]. While GraphCut
algorithm segments an image without user intervention, GrabCut accepts an interest area defined by a
user and extracts objects using the clues given to get better results. Many studies have been done to
improve performance of GrabCut detecting objects in unknown regions [4,5].

In the proposed method, the image is smoothed using median filter and the quantized using
k-means clustering technique. Then, GrabCut extracts objects from the quantized image [6]. In this
way, we got improved performance.

2. Related Work

In general, object segmentation is one of the most fundamental tasks in image processing. Image
segmentation is to divide an image into a number of pixel sets on the basis of shape or area. In this work,
we following image filters and a clustering technique is applied for an efficient object segmentation.

2.1. Image Filter

Filtering is one of the main tasks of signal processing. Filtering is used to remove noise in the
image, to extract visual characteristics of interest, and to resample the image. Representative filters are
Gaussian filter, Mean, etc.

Symmetry 2016, 8, 64 119 www.mdpi.com/journal /symmetry
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Gaussian filter is used to remove the noise using the following equations:

1 —x?
20
G(x,y) = 2P [%] )

where o is the standard deviation.
Mean filter is the representative noise removing filter and is defined as follows:

M
O(xy) = ymu I (x+i,y+))

ij 3
MeW ®)

M=2N+1
where I(x + i,y + j) is a neighbor pixel and W is a mask of size (2N + 1) x (2N +1).

2.2. Image Segmentation

Segmentation is the process of dividing the digital image into a set of multiple pixels to simplify
the image representation. Typical methods of image clustering are Mean Shift (MS), Fuzzy C-Means
(FCM), etc. [7].

Mean shift (MS) is a procedure for locating the maxima of a given window area by selecting a
pixel (mode) most close to the averaged color, then moving the center of the window to the mode to
find local maxima repeatedly until it is converged [8,9]. The result of MS is good in low frequency areas,
but it has some difficulties to group high frequency areas. The following Figure 1 show the example.

(b)

Figure 1. MS clustering. (a) Original image; (b) Result image.

FCM is to overcome the difficulty of MS by considering belonging or membership degree into the
distance. Data-points close to a cluster center have a high belonging degree [10,11].

Let X = xq,--- ,xy € RP a data set to be clustered, where p is feature dimension, R? is a real
vector space, and N is the number of pixels. Each pixel of color image is expressed as feature vectors
like xp = xpq, -+, Xkp and center of clusteris V = (v1,--- ,vc), where p is feature dimension and C is
the number of clusters. FCM calculates matrix U minimizing the target function Jrcp (U, V|X).

N m

Jeem(U, V |X) = (u) g —o;112 4)

Mo

i=1k=

-

120



Symmetry 2016, 8, 64

C
where >’ u; =1, and u;, is membership degree that data k belongs to cluster i. Vj is the center of

=1
cluster i, defined using Equation (5).
N m
D (i) xi,myl @)

N
> ugk=1
k=1

1

Vi =

where u;; is the mean value of xj using fuzzy constant m. One disadvantage of FCM is that the number
of clusters should be provided in advance. Figure 2 is the class membership map applying FCM
algorithm and Figure 3 is result of FCM clustering.

(b)

Figure 2. FCM class membership map. (a) Class 1; (b) Class 2; (c) Class 3.

(b)

Figure 3. FCM clustering. (a) Original image; (b) Result image.

Image segmentation can be accomplished also by using GraphCut. Boykov proposed GraphCut
to get optimized interactive image segmentation:

E(x)=U(x)+ V(x) (6)

where « is a vector of either 0 or 1. 0 means background and 1 means object. U(«) is continuity
between adjacent pixels and V(o) is a data term representing how much the data belongs to object
or background. Data term requires prior information about object and background, and provided
probability density function, data term calculated using Equation (7).

>, —logp (Ip|Hy) if ap=0

_ peP
Vi) >, —logp(Iy|H,) otherwise @
peP

where Hj, and H, are histograms of background and object, p is a pixel and P is a pixel set of an image.
I, is the intensity of pixel P. Figure 4 is result of GraphCut algorithm that is another typical method of
image segmentation.
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(b)

Figure 4. GraphCut algorithm. (a) Original image; (b) Result image.

3. The proposed Method

The flow of proposed method is show in Figure 5.

Image Clustering of Rectangle Window
applying median filter Create

Improved GrabCut
Algorithm

Object Segmentation Result Image

Figure 5. A flowchart of the proposed method.

3.1. Clustering to Reduce Noise

Digital image can be contaminated during data transmission.

N N
> [Xmed —E| < ) |Y — Xil )
i=1 i=1

where N is the size of data set. K-means clustering method is applied to the output of the filter.
K-means classifies the data set to the predefined number of classes. Let u; be the center of i-th cluster
and S; be the set of pixels belongs to cluster i. The variance of all the data set is defined as Equation (9).

k
V= ZZ |xjfu,-|2 )

i=1jes;

The goal is to find S; minimizing V. K-means starts with arbitrary initial values ;. Allocating
pixels to close u; and recalculating p; is repeated until it is converged.

S 2
Jmse = 2 X |x—ul
i=1xrw; (10)
where ;=13 «
XRW;
Equation (10) is the simplest clustering method minimizing Jyisg repeatedly. Figure 6 shows
applied the median filter in image.
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(b)

Figure 6. An image applied the median filter image. (a) Original image; (b) Result image.

3.2. Object Segmentation Using Improved GrabCut

GrabCut accepts an interest area defined by a user and extracts objects using the clue given.
Figure 7 shows trimap of foreground of GrabCut algorithm.

i B i

k|

Figure 7. Composition of trimap; shows trimap of foreground (Tr), background (Tg) and unknown
region (Ty;).

Object and background is mixed in unknown region. Background Tp is defined as Equation (11).

Tg=Trn[(Tu v (2)®S] (11)

where T (z) = {zn

PeN(z;)
and S is a structure element for it.

A Gaussian mixture model is a probabilistic model that assumes all the data points are generated
from a mixture of a finite number of Gaussian distributions with unknown parameters and is given by:

> Vg(p) )t } is the area greater than gradient. Symbol @ is a dilation operator

N
p(x10) = p(x|w;,0;)P(w;) (12)
i=1

where i-th vector component is characterized by normal distributions with weights «; and a pair of
mean and covariance 0;. w; represents relative importance. «; is defined as follows:

M
0<o<1 and Y =1 (13)
i=1
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Parameters for GMM (Gaussian Mixture Model) of M components is expressed as Equation (14):

2 02
0= (1, 1o - -s Mty ...,07,03,

14
...,e%A,OCL(Xz,...,OCM) ( )

Ty is defined as follows:
Ty =T — Tg (15)

Figure 8 shows a result of the improved GrabCut algorithm.

Figure 8. Improved GrabCut algorithm. (a) Original image; (b) Result image.

4. Experiment and Discussion

The experiments were performed using about 400 photos such as figures, plants, food, etc.

Performance of GraphCut, standard GrabCut and proposed method is compared. Figure 9 shows
some results. GrabCut is better than GraphCut and, the proposed method shows better results than
GrabCut in most cases by detecting background in unknown area [12,13].

Evaluation is performed using precision and recall. Precision is the fraction of retrieved instances
that are relevant, while recall (also known as sensitivity) is the fraction of relevant instances that are

retrieved: . .
N (Ob]EX N Ob]GT)

recision = - 16

P N (Objex) (16
N (Objex n Objgr)

recall = —————~=-~ 17

N (Objgr) an

where N (-) is the number of pixels, Objpx is the object and Objgr is ground truth objects. Figure 10
shows the precision and recall of three methods. The proposed method gives the best result.
Experiments are performed using PSNR (Peak Signal to Noise Ratio). PSNR is the ratio between
the maximum possible power of a signal and the power of corrupting noise that affects the fidelity of
its representation.
PSNR = 10-log,, (445 )

MAX; )
MSE

(18)

= 20-logy,

MSE (Mean Squared Error) is the difference between the estimator and what is estimated. Where MSE

is defined as follows:
m—1n—1

MSE:%ZZIII(i,j)—K(i,j)HZ (19)
i=0 j=0
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Figure 9. (a) Original image; (b) GraphCut Algorithm; (¢) GrabCut Algorithm; (d) Ref. [12]; (e) Ref. [13];
(f) Proposed Method.
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Figure 10. Precision-recall result.
Table 1 shows the quantitative comparison of result experiments.
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Table 1. Result of experiment.as quantitative comparison.

Comparision Method  Ref. [2] Ref. [13] Proposed Method

MSE 2748.65 2374.43 1308.17
PSNR 29.39dB 3417 dB 38.94 dB

5. Conclusions

In this paper, a modified GrabCut method is proposed using median filter and k-means clustering
technique to reduce image noise and to extract objects better. An image is preprocessed and then
used for the input of standard GrabCut. This method showed better performance than GraphCut
or standard GrabCut from the various and complex pictures like medical images, traffic images and
people images. This research should be extended further to detect objects in video, and this can be
used in many industrial applications.
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Abstract: An efficient surface area evaluation method is introduced by using smooth surface
reconstruction for three-dimensional scanned human body data. Surface area evaluations for various
body parts are compared with the results from the traditional alginate-based method, and quite high
similarity between the two results is obtained. We expect that our surface area evaluation method
can be an alternative to measuring surface area by the cumbersome alginate method.

Keywords: 3D scanner; 3D human model; surface area; surface reconstruction; alginate

1. Introduction

The surface area of human body parts provides important information in medical and medicinal
fields, and surface area computation of human body parts is generally a difficult problem. For example,
we need to know the accurate surface area when we have to determine the adequate amount of
ointment to apply. So far, alginate [1] is generally used to measure surface area. The surface areas of
body parts are modeled with alginate, and the models are cut into small pieces. These pieces are spread
onto a two-dimensional (2D) plane, and their areas are then measured on the plane, and the total
area of the surface is computed by summing the areas of all the pieces. Figure 1 illustrates the overall
process for measuring surface area by using alginate. Error is inevitably included in the process of
projecting a three-dimensional (3D) surface onto a 2D plane. Moreover, errors by human operators can
also accumulate in this process since it requires numerous manual operations.

Figure 1. Measuring the surface area of a hand by using alginate [1].

Recently, the rapid advances in 3D shape scanning technology have enabled us to easily obtain
geometric information of real 3D models. Three-dimensional shapes from 3D scanners are already
used in ergonomic design, e.g., in the garment, furniture, and automobile industries, as well as in
the digital content industry such as movies and animations. In this paper, we further extend the usage
of 3D scanned human data to medical and medicinal fields. It would be quite useful to utilize 3D
scanned human data to avoid the onerousness of the alginate method.
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Three-dimensional scanners usually generate polygonal approximation to human model, and its
polygon areas are summed to compute the desired surface area. However, this discrete method does
not consider the smooth surface property of human skin and the resulting surface area tends to be
smaller than the exact one. We prove this fact with some geometric objects whose exact area values are
known. Furthermore, we propose an effective area computation method to overcome the limitation of
the polygonal approximation. We reconstruct a smooth surface from the polygonal approximation to
reflect the smooth surface property of human body parts, thus reducing the error of area measurement.
A local part of the scanned data is selected by a user and reconstructed as a smooth surface; the surface
area is then accurately computed by using an analytic method.

We compared the surface areas measured by our method with the ones obtained by using alginate.
We set up 15 local parts of a human body, and we measured the areas of the local parts of eight people
by using alginate. Three-dimensional human models of the same eight people were also generated by
3D scanning. We selected 15 local parts of the 3D models using an intuitive sketch-based user interface
that we developed. We reconstructed smooth surfaces for the selected parts and computed the surface
areas from the reconstructed surfaces. We analyzes the similarity and the correlation between the area
measured by using alginate and the area computed from our reconstruction method, and found a
similarity of >95%. Therefore, we expect that our surface area measuring method can be an effective
alternative to measuring surface area, replacing the cumbersome alginate method.

The main contributions of this paper can be summarized as follows:

e  We propose a simple and effective area computation method based on surface reconstruction for
the body parts of 3D scanned human models.

e  The area computed using the surface reconstruction method has a 95% similarity with that
obtained by using the traditional alginate method.

e Our area computation method proves to be a possible substitute for the cumbersome
alginate method.

The rest of this paper is organized as follows. In Section 2 we briefly review some related
recent work on scanning technology and surface reconstruction, and in Section 3 we explain how
to reconstruct a smooth surface from polygonal meshes and how to compute the surface area from
the reconstructed surfaces. In Section 4 we compare the surface areas of various body parts measured
by our method with ones obtained by using the traditional alginate method and derive statistical
information. In Section 5 we conclude the paper and suggest some future research.

2. Related Work

Recent advances in 3D scanning technology have made it quite easy to achieve 3D shapes of
complex objects. Depending on the specific sensors such as lasers, patten lights, optical cameras,
and depth cameras, various types of 3D scanners have been developed. In general, 3D scanners can
be classified into three types [2]: Contact types, non-contact active types, and non-contact passive
types. Contact 3D scanners contact an object with a tiny, thin needle-like sensor and scan the surface
of the object. They can scan the front side of the object, but they hardly scan the side portions or
concave parts. Non-contact active 3D scanners use a laser to illuminate the object surface to measure
the distances or to recognize surficial curves. Non-contact passive 3D scanners use reflective visible
light or infrared light from the object to scan the surface of the object, instead of using laser light or
sonic waves.

Depending on the specific application, different types of 3D scanners can be used. For example,
whole-body 3D scanners [3,4] are widely used for ergonomic design in the garment, furniture,
and automobile industries. These whole-body 3D scanners are equipped with four wide-view,
high-resolution scanners, which rotate around the person to scan every angle. This high-powered
precision scan is able to capture even the smallest details, such as hair, wrinkles on clothes, and
buttons. The scanning process generates millions of triangulated surfaces, which are automatically
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merged and stitched together. A hand-held 3D scanner is similar to a video camera but captures in
three dimensions. It is extremely portable and can be used for medical and biomechanical research.
For example, portable oral scanners [5,6] are essential for implant surgical guidance and prosthetic
design in dentistry.

Even though 3D scanners provide accurate and detailed geometric data from real-world objects,
they are restricted to producing a discrete representation such as unorganized point clouds or
polygonal meshes. Moreover, these models can have serious problems for many practical applications;
these include irregularity, discontinuity, huge dataset size, and missing areas.

Body surface area (BSA) represents the whole area of a human body, and it is an important
quantity in the fields of medicine, pharmacy, and ergonomics. Direct BSA measurement uses paper
wrapping, bandage, alginate method and so on, but it is very burdensome work. BSA estimation
formula is generally determined by one’s height and weight, and many efforts have been made to find
more accurate estimation. Recently, new BSA estimation formulas have been proposed by using 3D
scanned human data [7-9]. Lee and Choi [10] compared alginate method and 3D body scanning in
measuring BSA. They reported that BSA measured by the 3D scanning method tended to be smaller
than that by the alginate method.

In this paper, we aim to measure the surface area of a selected region of 3D scanned human data.
Summing the polygonal area of the selected region can be one of the simplest ways of measuring
surface area. However, we take a different approach to obtain a more accurate result than from
a polygonal approximation. We reconstruct a smooth surface from the selected region and compute its
surface area based on analytic methods rather than on a simple polygonal approximation. Since smooth
surface reconstruction is highly important in our method, we briefly review the related techniques for
reconstructing a smooth surface from a polygonal mesh.

Vlachos et al. [11] introduced point-normal (PN) triangles for surfacing a triangular mesh. On each
triangle of a mesh, they created a cubic Bézier triangle using vertices and normals from the mesh.
However, this method is restricted to generating a G%-continuous surface across the triangle boundaries,
which is not suitable for measuring surface area.

Blending techniques are widely used for reconstructing a smooth surface in geometric modeling.
Vida et al. [12] surveyed the parametric blending of curves and surfaces. Depending on the number of
surfaces to be blended, various approaches have been proposed. Choi and Ju [13] used a rolling ball to
generate a tubular surface with G!-continuous contact to the adjacent surfaces. This technique can
be made more flexible by varying the radius of the ball [14]. Hartmann [15] showed how to generate
G" parametric blending surfaces by specifying a blending region on each surface to be blended,
and reparameterizing the region with common parameters. A univariate blending function is then
defined using one of three common parameters to create a smooth surface. This method was extended
to re-parameterize the blending regions automatically in [16].

A more general blending scheme was introduced by Grim and Hughes [17]. They derived manifold
structures such as charts and transition functions from a control mesh and reconstructed a smooth surface
by blending geometries on overlapping charts using a blending function. Cotrina and Pla [18] generalized
this method to construct Ck-continuous surfaces with B-spline boundary curves. This approach
was subsequently generalized by Cotrina et al. [19] to produce three different types of surfaces.
However, these techniques require complicated transition functions between overlapping charts.

Ying and Zorin [20] created smooth surfaces of arbitrary topology using charts and simple
transition functions on the complex plane. This approach provides both C* continuity and local
control of the surface. However, the resulting surfaces are not piecewise polynomial or rational.
Recently, Yoon [21] extended this technique to reconstruct a smooth surface using displacement
functions. Compared to other methods [20,22,23], this method produces a smooth surface that
interpolates the vertices of a control mesh, which is an essential condition for measuring the surface
area from a smooth surface rather than a polygonal mesh. Therefore, we employ this method to
reconstruct a smooth surface and measure its surface area.
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3. Computing the Surface Area of 3D Scanned Human Data

In this section we propose a method for computing the surface area of 3D scanned human data.
We reconstruct a smooth surface representing the selected region of 3D scanned human data. We then
compute the surface area of the selected region from the smooth surface rather than from the triangular
mesh, which gives us more accurate results.

3.1. Natural User Interface for Selecting the Region of Interest

Our system provides a user with a sketch-based interface for specifying the region on the 3D
scanned human data. A user marks a closed curve on a 2D screen using the sketch interface.
We determine the screen coordinates of the vertices of 3D human data using a graphics pipeline
and select only vertices with coordinates inside the marked curve [24]. Figure 2 shows a selected
region of 3D human data using the sketch-based user interface.
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Figure 2. Selected region (in red) from the user’s 2D sketch (in blue).

3.2. Smooth Surface Reconstriction

We employ a method proposed by Yoon [21] to reconstruct a smooth surface from the selected
region of 3D human data. This section briefly introduces how to reconstruct a smooth surface for
the selected region.

Chart and transition function: For each vertex of the selected region, we define a chart in the 2D
complex plane. The chart shape is determined by the degree of a vertex. Figure 3 shows the charts
U; and Uj; of two vertices with different degrees 6 and 3, respectively. As shown in Figure 3, adjacent
charts share two regions and their correspondence is defined by a transition function 6;;(z) as follows:

7 =0;(z) = 2K’k 1)

where k; and k; represent the degrees of vertices v; and v, respectively. For instance, letz = u +iv = (1, 0)
be the coordinates of z in the chart U;, then the corresponding coordinates z in U; can be computed by
7 =283 in Figure 3. For more information, refer to [21].

Local Surface Patches: For each chart U; of a vertex v;, we construct a 3D surface patch P;(u,v)
approximating the 1-ring neighborhood of v;. We employ a biquadratic surface patch P;(u,v) defined

as follows:

¢ C3
Pi(u,v) = [l u uz] g 5 ¢ v |, 2)
C7 €8 Qg 272

where ¢ is set to v; for P;(0,0) = v; and other coefficient vectors are determined by approximating
1-ring neighboring vertices of v; in a least-squares sense. Figure 4 shows a local surface patch P;(u, v)
of v; defined on chart U;.
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Figure 3. Charts U; and U; and their transition function 6;;(z).

(a) (b)

Figure 4. (a) Chart U;; (b) P;(u, v) of v; defined on Uj;.

Blending Surface: We reconstruct a smooth surface by blending the local surface patches. For this,
we need a blending function w;(u, v) on each chart U;. To construct a blending function w;(, v), we first
construct a piece of blending function 7 () () on the unit square [0,1] x [0,1], where 5(t) = 23 — 3£ + 1.
We then apply conformal mapping to #(u)1(v), followed by rotating and copying. Figure 5 shows
the example of a blending function w; (1, v) on a chart of degree k = 6. Note that blending functions
w;(u,v) satisfy the partition of unit, Y_; w;(#,v) = 1, on overlapping charts.

n@n (V) rotate & copy

1
() =26 =3 +1 gg i I

Figure 5. Construction of a blending function.

Finally, our blending surface S;(u,v) on a chart U; is defined by a weighted blending of local
patches P; as follows:

Si(u,0) = ) w;j (6;(2)) P (6;(2)) , ®)

jelz

where I, is a set of chart indices containing z = (1, v). Figure 6a shows polygon meshes of different
resolutions, generated from a sphere of radius = 5 cm and Figure 6b shows the corresponding blending
surfaces generated by using our method.
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Figure 6. (a) Polygon approximations to a sphere of radius = 5 cm; (b) blending surfaces reconstructed
from (a).

Measuring Surface Area: Now we can measure the surface area on a smooth blending surface

rather than a polygon mesh as follows:
A= //,/m dudo, @

where || is the determinant of the first fundamental form matrix [25]. In general, a polygon mesh
generates a surface area smaller than that of a smooth surface. To compare and analyze the accuracy
of the proposed method, we measure the surface areas of three geometric objects with different
distributions of Gaussian curvature. All 3D shapes, including a human body, can locally be classified
into the following cases in terms of Gaussian curvature distributions.

Our first example is a sphere with positive Gaussian curvature (K > 0) everywhere. Figure 6a,b show
the polygon spheres with the different resolutions and the reconstructed smooth surfaces, respectively.
Table 1 compares two surface areas of polygon meshes and reconstructed surfaces in Figure 6.
The third column lists the surface areas and computation times measured from polygon meshes
and the fourth column lists those from reconstructed surfaces. The next two columns show errors
between measured areas and the exact one (71 &~ 314.15926535897), and their ratios are shown in the
last column.

Table 1. Comparison of surface areas (in cm?) and computation time (in ms) in Figure 6.

Cases #of Triangles  Area (time) (a)  Area (time) (b) Error (1) Error 2)  (1)/(2)

1 60 272.46179 (0.03) 293.46164 (3)  41.69747 20.69763  2.01460
2 180 299.35513 (0.05) 308.94577 (9) 14.80413 521349  2.83958
3 420 307.64926 (0.06)  312.20694 (22)  6.510004  1.95233  3.33449
4 760 310.52105 (0.11) ~ 313.14139 (40)  3.638208  1.01788  3.57431
5 1740 312.55352 (0.18)  313.73544 (92) 1.605738  0.42382  3.78871

We employ a hyperboloid as the second example, which has negative Gaussian curvature
(K < 0) everywhere. Figure 7a,b show the polygon approximations to a hyperboloid with different
resolutions and the reconstructed smooth surfaces, respectively. Table 2 compares two surface areas
of polygon meshes and reconstructed surfaces in Figure 7. The third column lists the surface areas
and computation times measured from polygon meshes and the fourth column lists those from
the reconstructed surfaces. The next two columns show errors between measured areas and the exact
one (1(2v/6 + v2sinh™!(v/2)) & 20.01532), and their ratios are shown in the last column.
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Figure 7. (a) Polygon approximations to a hyperboloid x? + y*> — z2 = 1; (b) blending surfaces
reconstructed from (a).

Table 2. Comparison of surface areas (in cm?) and computation time (in ms) in Figure 7.

Cases #of Triangles Area (time) (a) Area (time) (b) Error (1) Error (2)  (1)/(2)

1 32 17.19809 (0.03) 18.06601 (2) 2.81723  1.94931  1.44524
2 162 19.39459 (0.05) 19.68971 (8) 0.62073  0.32561  1.90636
3 722 19.87309 (0.09) 19.95923 (37) 0.14223  0.05609  2.53575
4 1682 19.95392 (0.17) 19.99632 (89) 0.0614 0.019 3.23158

Our last example is a torus which has various distributions of Gaussian curvature as shown in
Figure 8a. Table 3 compares two surface areas of polygon meshes and the reconstructed surfaces in
Figure 8. The third column lists the surface areas and computation times measured from polygon
meshes and the fourth column lists those from the reconstructed surfaces. The next two columns show
errors between measured areas and the exact one (8712 ~ 78.9568352), and their ratios are shown in the
last column.

Figure 8. (a) Polygon approximations to a torus of radii # = 1 cm and R = 2 cm; (b) smooth blending
surfaces reconstructed from (a).
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Table 3. Comparison of surface areas (in cm?) and computation time (in ms) in Figure 8.

Cases #of Triangles Area (time) (a) Area (time) (b) Error (1) Error (2)  (1)/(2)

1 50 62.64104 (0.04) 71.86401 (3) 16.31580  7.09283  2.30032
2 200 74.53550 (0.05) 78.27505 (12) 442134 0.68179  6.48495
3 800 77.82805 (0.1) 78.87682 (45) 1.12879  0.08002  14.10562
4 1800 78.45343 (0.18) 78.92898 (98) 0.50341  0.02786  18.06795

Figure 9 shows graphical illustrations of Tables 1-3. Compared with a sphere (K > 0) and a
hyperboloid (K < 0), the surface reconstruction of a torus gives much smaller errors as shown in
Figure 9d, which means our method gives more accurate results for the objects with various curvature
distributions such as human body skin. Therefore, the surface reconstruction can be an effective
method for measuring surface areas on 3D scanned human data.

Area Errors of a Sphere Area Errors of a Hyperboloid
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Figure 9. Comparison of errors of (a) a sphere; (b) a hyperboloid and (c) a torus; (d) ratios of polygon
error to surface error.

4. Experimental Results

We implemented our technique in C++ (Microsoft Visual C++ 2015) on a PC with an Intel Core i7
2.00 GHz CPU with 8GB of main memory and an Intel ® Tris Pro Graphics 5200. In this section, we
explain our experiment results of area computation and compare the results with those obtained by
using alginate. We measure areas using alginate and compute areas using the proposed method from
8 subjects. Figure 10 shows a 3D scanned human model with different rendering options. We select 15
regions of interest to measure area: upper arms, lower arms, upper legs, lower legs, abdomen, back,
pelvis, hips, head, face, and neck. Figure 11 shows examples of the selected regions of interest.
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(a) (b) (9 (d) (e)

Figure 10. A 3D scanned human model with different rendering options: (a) skin texture; (b) front
view; (c) back view; (d) side view; (e) wireframe.

RRRHTY

(d)

) *)

Figure 11. Selected regions of interest: (a) left upper arm; (b) left lower arm; (c) left upper leg;
(d) left lower leg; (e) abdomen; (f) back; (g) pelvis; (h) hips; (i) head; (j) face; (k) neck.

We use the ratio of the difference to the average value to evaluate similarity as follows:

similarity =1 — A
av

(@)

where Agg is the area value measured by using alginate, Ay is the area value computed by surface
reconstruction, and Agy is the average value of Aqg and A £ Ay 7 is the difference from the average and
Adgr = |Ass — Ap| = |Agg — Aav|. We get the final similarity value for each body part by averaging
eight similarity values of eight pairs of area values for each body part.

Figure 12 shows eight pairs of area values of various body parts, which are used in the similarity
computation. The similarity values of upper arms, lower arms, upper legs, and lower legs are very
high, ranging from 97% to 99% (see Figure 12a-h). The correlations between two area values in
those body parts are >0.82. The similarity values in the pelvis and hips are slightly low, being about
95%. Sharp foldings in these parts bring in error in area measurement. Table 4 lists all similarity and
correlation values of local body parts.
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Table 4. Similarity and correlation between the results of alginate and the proposed surface
reconstruction methods.

Region Similarity ~ Correlation

left upper arm  0.99232920  0.98651408
right upper arm  0.99050425  0.97836923
left lower arm  0.97442492  0.94239832
right lower arm  0.97565553  0.88847152
left upperleg ~ 0.96904881  0.82351873
right upperleg  0.97294687  0.91311208
left lowerleg ~ 0.98809628  0.97643038
right lower leg ~ 0.99031974  0.98423465
abdomen 0.98108957  0.97599424

back 0.97219378  0.89756368
pelvis 0.94844035  0.50870081
hips 0.95367837  0.64129904
head 0.96274736  0.63287971
neck 0.97341437  0.88813431
face 0.97505372  0.87872788
average 0.94925100  0.75430084
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Figure 12. Cont.
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Figure 12. Areas of body parts of eight people. The red broken line shows eight values of area obtained
by using alginate and the blue line shows those obtained by surface reconstruction; (a) areas of left
upper arms; (b) areas of right upper arms; (c) areas of left lower arms; (d) areas of right lower arms;
(e) areas of left upper legs; (f) areas of right upper legs; (g) areas of left lower legs; (h) areas of right
lower legs; (i) areas of abdomens; (j) areas of backs; (k) areas of pelvises; (1) areas of hips; (m) areas of
heads; (n) areas of faces; (0) areas of necks.

Finally, we should recall that both area values from alginate and from the proposed surface
reconstruction method are not true values. As mentioned before, error is inevitably included in
the process of projecting 3D surface onto a 2D plane and it is also attributable to human operators
who model surfaces and measure surface area by using alginate. In using surface reconstruction,
selected regions are different for different operators. Error is expected to be reduced when expert
operators measure the areas with both methods repeatedly. We concentrate on the similarity and
correlation between the two results in this work.

We have also measured the computation time of our method that includes surface reconstruction
and area computation. Compared to the simplest polygon area computation method, our method
takes more time as reported in Section 3. However, the absolute time is sufficiently short to be called
real-time. In our work, a 3D scanned human model has 250,000 triangles averagely, a face part with
3000 triangles and a back with 25,000 triangles took 24 ms and 206 ms to compute their surface
areas, respectively.

5. Conclusions

In this paper, we developed an analytic area computation method by reconstructing a smooth surface
from polygonal meshes. We applied this method to measure the areas of local body parts of 3D scanned
human models. We also measured areas of the same body parts using the traditional alginate method to
compare area computation results. The results showed 95% similarity between the two methods, and we
expect our area computation method can be an efficient alternative to using alginate.

In future work, we plan to extend our technique to measure the volume of volumetric data
obtained from computed tomography or magnetic resonance imaging, which can be expected to be
a useful diagnostic technique in the medical industry.
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Abstract: As face recognition technology has developed, it has become widely used in various
applications such as door access control, intelligent surveillance, and mobile phone security. One of
its applications is its adoption in TV environments to supply viewers with intelligent services and
high convenience. In a TV environment, the in-plane rotation of a viewer’s face frequently occurs
because he or she may decide to watch the TV from a lying position, which degrades the accuracy of
the face recognition. Nevertheless, there has been little previous research to deal with this problem.
Therefore, we propose a new fuzzy system-based face detection algorithm that is robust to in-plane
rotation based on the symmetrical characteristics of a face. Experimental results on two databases
with one open database show that our method outperforms previous methods.

Keywords: TV environment; Face recognition; In-plane rotation of the face; Fuzzy systems;
Symmetrical characteristics of a face

1. Introduction

With the rapid development of face recognition technology, it has been widely used in various
applications such as authentication for financial transactions, access control, border control, and
intelligent surveillance systems. Many studies on 2 dimensional (2D) face recognition have been
performed [1-6] with 2D face detection [7,8], and there have been also previous studies on 3D
face recognition [9,10]. They proposed fuzzy system-based facial feature fusion [1], convolutional
neural network (CNN)-based face recognition [2,4,6], CNN-based pose-aware face recognition [3],
and performance benchmarking of face recognition [5]. In addition, CNN-based face detection [7]
with performance benchmarking of face detection [8] was also introduced. Three-dimensional face
recognition based on geometrical descriptors and 17 soft-tissue landmarks [9] and the 3D data acquired
with structured light [10] were performed as well. However, most of these previous studies were done
with face images or data of high pixel resolution which are captured at a close distance from camera.

Along with the recent development of digital TV, studies have analyzed the viewers that use
intelligent TV technologies such as smart TV and Internet protocol TV [11-15]. An intelligent TV
provides a personalized service to the viewer. It includes a camera to obtain identity information in
order to receive consumer feedback [11-15]. In order to obtain the information of the viewer using this
camera, a face analysis system is used that includes the functionalities of face detection, recognition,
and expression recognition [11-15]. However, different from previous research on face detection and
recognition [1-10], because the camera is attached to the TV and the distance between the TV and
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viewer is far within the environment of watching TV, the input images are usually captured at a far
distance from the camera. Consequently, the image pixel resolution of a face area is low quality with
blurring of the face image. In addition, it is often the case that people watch TV while lying on their
sides. Therefore, the in-plane rotation of a face more frequently happens in images compared to the
out-of-plane rotation (yaw and pitch) of a face because the face image is captured while people are
watching TV, including the camera.

In previous research, An et al. adopted the methods of face detection and recognition in order
to determine the identity of a TV viewer [11]. However, this method is only available for frontal
face detection [11,13,16], and cannot be used for face recognition of in-plane or out-of-plane rotated
faces [11]. In order to build a smart home environment, Zuo et al. proposed a method for face and
facial expression recognition using a smart TV and home server, but this method did not deal with face
rotation either [13]. In order to recognize a rotated face, previous methods for multi-view face detection
have been based on the adaptive boosting (Adaboost) method [17-19]. However, an intensive training
procedure is required to build the multi-view face detector, and these studies did not deal with the
face recognition of rotated faces.

There are face detection and recognition studies that consider yaw, pitch, and in-plane face
rotations [20-32]. Liu proposed a face recognition method that considers head rotation (yaw and
pitch rotation) using Gabor-based kernels and principal component analysis (PCA), but this system
does not deal with in-plane rotation [20] although the in-plane rotation of a face frequently occurs
when a viewer watches TV while lying on his or her side. Mekuz et al. proposed face recognition
that considers in-plane rotation using locally linear embedding (LLE) and PCA [26]. They also
proposed face recognition methods that consider the in-plane rotation of a face using complex wavelet
transforms [27] and Gabor wavelets [28]. However, they only considered in-plane rotations at small
angles [26-28]. Anvar et al. proposed a method for estimating the in-plane rotation angle of a face
based on scale invariant feature transforms (SIFTs), but they did not deal with face recognition [30].
In other research [31], Du et al. proposed a face recognition method based on speeded-up robust
features (SURF). Their method can cope with in-plane rotated face images because of the characteristics
of the scale and the in-plane rotation invariance of SURE. However, they did not show the specific
experimental recognition results of in-plane rotated faces. In previous research [32], Lee et al. proposed
a method of detecting the correct face box from in-plane rotated faces in a TV environment, but
multiple face candidates are obtained by their method. Because all these candidates are used for face
recognition, the processing time and recognition error are high.

Recently, there have been studies conducted on keypoint detection of a face image in
References [33-35]. Using the results of the keypoint detection of a face image, the compensation of the
in-plane rotation of a face can be possible. However, in most previous studies including References [33-35],
keypoint detection has been done with face images of high pixel resolution which are captured at a
close distance to the camera. In contrast, the input images captured at a far distance from the camera
(maximum 2.5 m) are used in our research because our study aims at face recognition at far distances
in the environment of watching TV. Consequently, the image pixel resolution of a face area is so low in
addition to the blurring of a face image that the previous methods of keypoint detection are difficult to
apply to the face images used in our research.

Therefore, in order to address the shortcomings of previous research, we propose a new face
recognition algorithm that is robust to in-plane rotation based on symmetrical characteristics of a face
in the TV environment. Compared to previous work, our research is novel in the following three ways,
which are the main differences between our research and previous research [32].

e Multiple face region candidates for a face are detected by image rotation and an Adaboost face
detector in order to cope with the in-plane rotation of a face.

e The credibility scores for each candidate are calculated using a fuzzy system. We use four input
features. In general, the more symmetrical the left and right halves of the candidate face box
are, the sharper the gray-level difference histogram (GLDH) (which is calculated by the pixel
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difference between the symmetrical positions based on the vertical axis that evenly bisects the
face box) is. Therefore, we define the degree of sharpness of the GLDH as the Y score in this
research. Then, the differences in the Y score, pixels, average, and histogram between the left
and right halves of the candidate face box are used as the four features based on the symmetrical
characteristics of a face.

e The accuracy of face recognition is increased by selecting the face region whose credibility score is
the highest for recognition.

The remainder of this paper is organized as follows. In Section 2, we explain the proposed
fuzzy-based face recognition system. The experimental results with discussions and conclusions are
described in Sections 3 and 4, respectively.

2. Proposed Face Recognition System

2.1. Overview of the Proposed Method

Figure 1 shows the overall procedure of our face recognition system. Using an image captured by
the web camera connected to the set-top box (STB) for the smart TV camera (see the detail explanations
in Section 3.1), the region of interest (ROI) of the face is determined by image differences between
the captured and (pre-stored) background images, morphological operations, and color filtering [32].
The face region is detected within the face ROI by the Adaboost method and image rotation.

(1) Capture an input image

A

(2) Determine the face region of interest (ROI)
by image difference, morphological operation.,
and color filtering

!

(3) Detect face region within the face ROI by
Adaboost method and image rotation

|

(4) Verify face region based on gray level
difference histogram (GLDH)

A

(5) Obtain four features for the inputs to fuzzy
system

|

(6) Determine one correct face region among face
candidates by fuzzy system

!

7) Face recognition by multi-level local binar
£ y 'y
pattern (MLBP)

Figure 1. Flowchart of the proposed method.

Incorrect face regions can be removed using verification based on GLDH. With the face candidates,
four features are extracted. Using these four features and the fuzzy system, one correct face region
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is selected from among the candidates. This selected face region is recognized using a multi-level
local binary pattern (MLBP). In previous research [32], steps (1)—(4) and (7) of Figure 1 are used, and
steps (5) and (6) are newly proposed in our research. Through steps (5) and (6), one correct (upright)
face candidate can be selected among multiple candidates, which can reduce the processing time and
recognition error.

2.2. Detection and Verification of the Face Region

Using the image captured by the smart TV camera, the face ROIs are detected using image
differencing (between the pre-stored background and current captured images), morphological
operations, and color filtering [32]. The main goal of our research is face detection robust to in-plane
rotation (not facial feature extraction or face recognition). Therefore, we use the simple method of
using image differences in order to detect the rough ROI of the human body because this is not the
core part of our research. Because the final goal of our research is to detect the correct face region
(not the human body) from the roughly detected ROI of the human body, more accurate face ROI can
be located by morphological operation, color filtering, and the Adaboost face detector with image
rotation, which can reduce the error in the difference image caused by background change. That is,
after the difference image is obtained by differencing (between the pre-stored background and current
captured images), the area of the human body shows large difference values because the pixels within
this area are different between the background and current captured image. Then, the rough area of
the human body can be separated from other regions by image binarization. However, small holes
inside the area of the human body in the binarized image still exist because some pixel values within
this area can be similar between the background and current captured image. These holes give a bad
effect on the correct detection of a face, and they can be removed by morphological operation. Because
the area of the human body includes the hair, face, and body, the rough candidate region of a face can
be separated by color filtering. Then, within the remaining area, more accurate face regions can be
detected by the Adaboost face detector. To handle the in-plane rotation of a face, the multiple face
regions are located by the face detector according to the in-plane rotation of the image.

The resulting image is shown in Figure 2a. Using the face ROIs, the face regions are detected
by Adaboost and image rotation. The Adaboost algorithm is based on a strong classifier that is a
combination of weak classifiers [17]. In a TV environment, the in-plane rotation of a viewer’s face
frequently occurs because he or she can watch the TV from a lying position, which degrades the
accuracy of face detection. Therefore, we detected faces using Adaboost with the original image and
six (in-plane rotated) images (at —45°, —30°, —15°, 15°, 30° and 45°). Because Adaboost detection is
performed on the original image and six (in-plane rotated) images, multiple face boxes are detected
even for areas that contain a single face, as shown in Figure 2b.

Figure 2. Cont.
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Figure 2. Detection of the face regions. (a) Detected face ROIs; (b) Multiple detected face boxes;
(c) Results of the face detection using GLDH.

From the multiple detected face boxes, as shown in Figure 2b, we select candidates for correct
face boxes using GLDH, as shown in Figure 2c. We use the GLDH method to select the correct box
because it uses the characteristics of face symmetry to find a vertical axis that optimally bisects the face
region [32]. The GLDH is calculated by the pixel difference between the symmetrical positions based
on the vertical axis that evenly bisects the face box. Therefore, in general, the more symmetrical the left
and right halves of the candidate face box are, the sharper the GLDH is. The GLDHs are shown at the
bottom of Figure 3. The horizontal and vertical axes of the graphs respectively represent the gray-level
difference (GLD) and number of occurrences [36].

Optimal vertical axis

(1) 2) (3)
Y score =0.6834 Y score =0.3086 Y score =1.2002
40 40 60
b 30
=0 40
20 20
10 10 28
-t M ~ N eE NSO M v A O NO
ReS® ©8a RRSY Cdn HE88RSI8

Figure 3. Y scores calculated using GLDH.

It is often the case that the face is originally rotated horizontally (yaw). Therefore, if we vertically
bisect the detected face box into two equal areas, the left and right areas are not inevitably symmetrical.
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Therefore, if the horizontal position of the vertical axis that evenly bisects the face box is defined as m,
our system calculates the GLDHs at five (horizontal) positions (m — 10, m — 5, m, m + 5, and m + 10).
If one of the five positions is the optimal vertical axis, the GLDH distribution at this position becomes a
sharp shape with little variation. In an environment where a user is watching TV, severe rotation (yaw)
of the user’s head does not occur because he or she is looking at the TV. Therefore, the calculation of
GLDH at these five positions can cope with all cases of head rotation (yaw). To measure the sharpness
of the GLDH distribution, the Y score is calculated as follows [32,37]:

Y score = MI:;?N (1)

where MEAN is the number of pixel pairs whose GLD falls within a specified range (which we set at
+5) based on the mean of the GLDH distribution. A high MEAN represents a sharp GLDH distribution,
which indicates that the corresponding bisected left and right face boxes are symmetrical. In addition,
o is the standard deviation of the distribution. Therefore, the higher the Y score, the more symmetrical
the left and right halves of the face box are with respect to the vertical axis (the sharper the GLDH is).

The number of the face candidates is reduced using the Y score, as shown in Figure 2c. However,
more than two face boxes still exist, even for a single face area, as shown in Figure 2c. Therefore,
if multiple face candidates are used for face recognition, the processing time and face recognition error
(false matches) will inevitably increase. In order to solve this problem, we propose a fuzzy-based
method to select one correct face candidate. Details are given in Sections 2.3 and 2.4.

2.3. Obtaining Four Features Based on Symmetrical Characteristics of a Face for the Fuzzy System

In previous research [38,39], the characteristics of frontal face symmetry were used for face
recognition. We also use four facial symmetry features as inputs for the fuzzy system. The four features
(F1, F, F3, and F,) are shown below.

F; =1— Yscore @)
HZ /Z: (x, y) —IW—-x—1, y)| 3)
W x H
y=0 x=0
H—1W/2—
_ Z Z —I(W—x—l,y)‘ @)
/=0 120 W x H
= Chi — square distance between HistoL and HistoR 5)

In Equation (2), F; is calculated from the Y score of Equation (1) after normalizing it to the range
of 0-1. In Equations (3)—(5), I(x, y) is the pixel value at position (x, y), and W and H are the width and
height of the detected face box, respectively. Equations (3)-(5) represent the differences between the
left and right halves of the candidate face box based on the vertical axis that evenly bisects the face box.
Equations (3) and (4) show the exemplary case where the vertical axis is positioned at the half of W.

In Equation (5), HistoL and HistoR respectively represent the histograms of the left-half and
right-half regions of a face box.

Features F»)—F, are normalized to the range of 0-1. As explained before, the higher the Y score,
the more symmetrical the left and right halves of the face box are with respect to the vertical axis.
In addition, F)—F4 show the dissimilarity between the left and right halves of the face box. Therefore,
the more symmetrical the left and right halves of the face box are with respect to the vertical axis, the
smaller Fy, Fy, F3, and F4 become. To prove this, we show the F1—F, values according to the in-plane
rotation of a face as shown in Figure 4. As shown in Figure 4, the greater the amount of in-plane
rotation of a face region is, the larger the F1—-F4 values. That is, the more symmetrical the left and right
halves of the face box are with respect to the vertical axis (the smaller the amount of in-plane rotation
of a face region is), the smaller Fy, Fy, F3, and F4 become. From that, we can confirm that the F1—Fy
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values can be used as inputs for the fuzzy system to select one correct (upright) face candidate among
multiple candidates.

@
(1) F1(0.000000), F2(0.222220), F5(0.182540), F+(0.104530)

(2) F1(0.177360), F(0.416670), F(0.306860), F+(0.128390)
(3) F1(0.335210), F2(0.500000), F3 (0.362190), F:(0.188500)
(b)

(o)
(1) F1(0.103590), F(0.444440), F5(0.215660), F4(0.107960)

(2) F1(0.000000), F2(0.305560), 3 (0.182240), F+(0.090740)
(3) F1(0.532750), F2(0.555560), F3(0.382320), F+(0.125640)
@

Figure 4. F1—F, values according to in-plane rotation of a face. (a,c) Examples of detected face regions
including in-plane rotation; (b) F1—F4 values of (1)-(3) face regions of (a); (d) F1—F4 values of (1)—(3)
face regions of (c).

2.4. Determining a Single Correct Face Region Using a Fuzzy System

2.4.1. Definition of Fuzzy Membership Functions and Fuzzy Rule Tables

The four features Fy, F, F3, and F, are used as inputs for the fuzzy system, and a single correct
face box is its output. To achieve this, we define the input and output membership functions as shown
in Figure 5a,b. Two linear functions respectively representing low (L) and high (H) are used as the
input membership function. Three linear functions respectively representing low (L), medium (M),
and high (H) are used as the output membership function. We acquire fuzzy output values using the
input and output membership functions and the defuzzification method [40—44].
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Figure 5. Input (a) and output (b) fuzzy membership functions.

As explained in Section 2.3, the more symmetrical the left and right halves of the face box are
with respect to the vertical axis, the smaller Fy, Fy, F3, and F4 become. Based on this fact, we designed
the fuzzy rule table shown in Table 1. The fuzzy output values of L and H respectively represent
smaller and larger amounts of symmetry of the left and right halves of the face box with respect to the
vertical axis.

Table 1. Fuzzy rule table for obtaining the fuzzy system output.

Input 1 (F; of Input 2 (F; of Input 3 (F3 of Input 4 (F4 of

Equation (2)) Equation (3)) Equation (4)) Equation (5)) Fuzzy Output Value

L H

L
H
L L H

H
H M

L

L H

L
H M
H L M

H
H L
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Table 1. Cont.

Input 1 (F; of Input 2 (F; of Input 3 (F3 of Input 4 (F4 of
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H
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2.4.2. Determining a Single Correct Face Region by Defuzzification

In this section, we explain the method for determining a single correct face region based on the
output value of the fuzzy system. With one input feature from F;—F4 of Equations (2)—(5), we can
obtain two outputs using two input membership functions, as shown in Figure 6.
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Figure 6. Obtaining two output values from a single input feature (F;) using two input
membership functions.

For example, if we assume that F; (of (1) face box of Figure 5a) is 0.9, 0.1 (L) and 0.9 (H) can be
obtained from the L and H membership functions, respectively, as shown in Figure 6. Similarly, if F;,
F3, and F4 (of (1) face box of Figure 5a) are assumed to be 0.9, three pairs of 0.1 (L) and 0.9 (H) can
be obtained. Consequently, the four pairs of 0.1 (L) and 0.9 (H) are obtained from Fy, Fy, F3, and Fy4
using two input membership functions. Based on these four pairs of 0.1 (L) and 0.9 (H), we obtain
the combined set as {(0.1 (L), 0.1 (L), 0.1 (L), 0.1 (L)), (0.1 (L), 0.1 (L), 0.1 (L), 0.9 (H)), (0.1 (L), 0.1 (L),
0.9 (H), 0.1 (L)), ..., (0.9 (H), 0.9 (H), 0.9 (H), 0.1 (L), (0.9 (H), 0.9 (H), 0.9 (H), 0.9 (H))}. With one subset,
we can determine a single value (0.1 or 0.9) and a single symbol (L or H) based on the MIN or MAX
methods [45,46] and the fuzzy rule table of Table 1.

For example, we can select 0.9 based on the MAX method with one subset (0.1 (L), 0.9 (H),
0.1 (L), 0.1 (L)). In addition, from the input of (L), (H), (L), and (L), we obtain (H) from Table 1.
Consequently, we obtain 0.9 (H), which we call the inference value (IV) in this paper. Because the
number of components in the combined set of {(0.1 (L), 0.1 (L), 0.1 (L), 0.1 (L)), (0.1 (L), 0.1 (L), 0.1 (L),
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0.9 (H)), (0.1 (L), 0.1 (L), 0.9 (H), 0.1 (L)), ..., (0.9 (H), 0.9 (H), 0.9 (H), 0.1 (L) , (0.9 (H), 0.9 (H), 0.9 (H),
0.9 (H))} is 16, we obtain 16 IVs.

We compared the performances of five defuzzification methods, the first of maxima (FOM),
last of maxima (LOM), middle of maxima (MOM), mean of maxima (MeOM), and center of gravity
(COG) [40—-44]. FOM, LOM, MOM, and MeOM select one output value from the outputs determined
by the maximum IV (0.9 (M) of Figure 7a). That is, FOM selects the first output value (S, of Figure 7a),
and LOM selects the last output value (S3 of Figure 7a). MOM selects the middle output ((Sp + S3)/2).
MeOM selects the mean of all the outputs. In Figure 7a, MeOM also selects the (S, + S3)/2.

Different from FOM, LOM, MOM, and MeOM which are based on the maximum IV, COG selects
the center for the output based on the weighted average (S5 of Figure 7c) of all the regions defined by
all the IVs (the combined area of three regions Ry, Ry, and R3 of Figure 7b). The method for calculating
the weighted average by COG [42—-44] is as follows:

_ [VEF(S) xsds

Ss 2
[VE(S)ds

(6)

Here, V and S respectively represent the variables for the vertical and horizontal axes of Figure 7b,c
and F is the combined area of three regions, R1, R2, and R3, of Figure 7b.

Finally, we select one correct face box whose calculated output value by the defuzzification
method is the largest. For example, if the output values of (1), (2), and (3) face boxes of Figure 5a are
respectively 0.51, 0.38, and 0.79, the (3) face box is finally selected as the correct one which is used for
face recognition.

IV (0.1 (L)) —>
o |

0 01 02 03 0.% O,y 06 07 yo.g 1
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Figure 7. Cont.

150



Symmetry 2016, 8, 75

o
2 L M H
=

0 01 02 03 04 05 0’ 07 08 09 1
Ss
Output value of fuzzy system
(9

Figure 7. Obtaining the final fuzzy output value by various defuzzification methods: (a) by the first
of maxima (FOM), last of maxima (LOM), middle of maxima (MOM), and mean of maxima (MeOM);
(b) by the combined area of three regions of Ry, Ry, and R3; and (c) by center of gravity (COG).

Figure 8 shows an example of the face boxes selected by the previous [32] and proposed methods.
As shown in this figure, a more correct face box (where the left and right halves of the face box are
more symmetrical) can be obtained using our method. Our system then recognizes faces using MLBP
on the selected face box [32]. A more detailed explanation of the face recognition method can be found

in [32].

(b)

Figure 8. Examples of the final selected face boxes by (a) the previous method and (b) our method.
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2.5. Face Recognition Using MLBP

The detected face regions are used for MLBP face recognition. MLBP is based on the local binary
pattern (LBP) method, which assigns a binary code to each pixel based on a comparison between the
center and its neighboring pixels [47]. MLBP is presented as a histogram-based LBP (concatenation of
many histograms), and the LBP is a particular case of MLBP. If the center value is equal to (or greater
than) the neighboring pixel, 1 is assigned; if it is less than the neighboring pixel, 0 is assigned. This
basic LBP is extended to a multi-resolution method that considers various numbers P of neighboring
pixels and distances R between the center and neighboring pixels as follows [32]:

rl 1, x>0
LBPpg = —9)2F, wh - = 7
PR pZ:]OS(gp 8¢)2P, where s(x) { 0 x <0 @)

where g is the gray value of the center pixel, g, (p =1, ..., P-1) are the gray values of the p that has
equally spaced pixels on a circle of radius R, and s(x) is the threshold function for x. The obtained LBP
codes are classified into uniform and non-uniform patterns. Uniform patterns include the number of
transitions between 0 and 1 and are 0, 1, or 2. Other patterns are non-uniform patterns. The uniform
patterns usually represent edges, corners, and spots, whereas the non-uniform patterns do not contain
sufficient texture information. The histograms of uniform and non-uniform patterns are obtained and
extracted from various sub-block levels, as shown in Figure 9 [32].

|||| - I IH‘I ‘L M‘l i ,|u“ il
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Figure 9. Example of histogram feature extraction using multi-level local binary pattern (MLBP)
at three levels. (a) Face image divided into various sub-blocks; (b) Examples of sub-block regions;
(c) Histograms for (b) obtained using local binary pattern (LBP); (d) Final facial feature histogram
obtained by concatenating the histograms of (c).

In order to extract the histogram features globally and locally, sub-blocks of the faces are defined
at three levels (the upper (6 x 6), middle (7 x 7), and lower (8 x 8) face of Figure 9). Because the
larger-sized sub-blocks are used in the first level (upper face), the global (rough texture) features can
be obtained from this sub-block. That is because the histogram information is extracted from the larger
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area of a face. On the other hand, because the smaller-sized sub-blocks are used in the third level
(lower face), the local (fine texture) features can be obtained from this sub-block. That is because the
histogram information is extracted from the smaller area of a face.

As shown in Figure 9d, all of the histograms for each sub-block are concatenated in order to form
the final feature vector for face recognition. The dissimilarity between the registered and input face
histogram features is measured by the chi-square distance

v (E-L)
X*(E, 1) *Zﬁ (8

where E; is the histogram of the registered face, and I; is the histogram of the input face. By using the
histogram-based distance, a small amount of misalignment between two face images from the same
person can be compensated for. In order to deal with faces in various poses (horizontal (yaw) and
vertical (pitch) rotation), the histogram feature of the input face is compared with the five registered
ones (which were obtained when each user looked at five positions (left-upper, right-upper, center,
left-lower, and right-lower positions) on the TV during the initial registration stage) using Equation (8).
If the distance calculated by Equation (8) is less than a predetermined threshold, the input face is
determined to be a registered person.

3. Experimental Results and Discussions

3.1. Descriptions of Our Databases

Our algorithm is executed in the environment of a server-client-based intelligent TV. We aim to
adopt our algorithm into an intelligent TV that can be used in underdeveloped countries where people
cannot afford to buy smart TVs with high performance and cost. Therefore, most functionalities of the
intelligent TV are provided by a low-cost STB. Additional functionalities requiring a high processing
time are provided by a high-performance server, which is connected to the STB by a network. In this
environment, our algorithm is executed on a STB (microprocessor without interlocked pipeline stages
(MIPS)-based dual core 1.5 GHz, 1 GB double data rate 3 (DDR3) memory, 256/512 MB negative-and
(NAND) memory) and server (3.5 GHz CPU and 8 GB of RAM). The STP is attached to a 60 in TV.
Steps (1) and (2) of Figure 1 are performed on the STP, and steps (3) to (7) are performed on the server.

There are many face databases, e.g., FEI [48], PAL [49], AR [50], JAFFE [51], YouTube Faces [52],
the Honda/UCSD video database [53], and the IIT-NRC facial video database [54]. However, most of
them were not collected when a user was watching TV, and face images with in-plane rotation are not
included. Therefore, we constructed our own database, which consists of images of users watching
TV in natural poses, including face images with in-plane rotation. The database was collected using
15 people by separating them into five groups of three people for the experiments [32]. In order to
capture images of users looking at the TV screen naturally, each participant was instructed to watch TV
without any restrictions. As a result, we captured a total of 1350 frames (database I) (15 persons x two
quantities of participants (one person or three persons) x three seating positions (left, middle, and
right) x three Z distances (1.5, 2, and 2.5 m) x five trials (looking naturally)). In addition, a total
of 300 images (database II) (five persons x three Z distances (1.5 m, 2 m, and 2.5 m) x two lying
directions (left and right) x 10 images) were collected for experiments when each person is lying on
his or her side [32]. For face registration for recognition, a total of 75 frames (15 people x five TV gaze
points) were obtained at the Z distance of 2 m. Consequently, a total 1725 images were used for the
experiments. We make our all databases (used in our research) [55] available for others to use in their
own evaluations.

Figure 10 shows examples of the experimental images. For registration, five images were acquired,
as shown in Figure 10a, when each user looked at five positions on the TV. Figure 10b shows examples
of the images for recognition, which were obtained at various Z-distances, seating positions, and lying
directions. Figure 10c shows examples of database II.
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(b)

Figure 10. Cont.
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I H D P

Figure 10. Examples of experimental images. (a) Images for face registration; (b) Images for recognition
test (database I); (c) Images for recognition test (database II).
3.2. Experimental Results of the Face Detection and Recognition with Our Databases I and IT

For the first experiment, we measured the accuracy of the face detection using database I.
Accuracies were measured based on recall and precision, respectively, calculated as follows [32]:

Recall = #IP )
m
" #TP
Precision = ¥TD 1 5P (10)

where m is the total number of faces in the images; #FP and #TP are the number of false positives and
true positives, respectively. False positives are cases where non-faces are incorrectly detected as faces.
True positives are faces that are detected correctly. If the recall value is close to 1, the accuracy of the
face detection is regarded as high. If the precision value is 1, all of the detected face regions are correct
with an #FP of 0. As explained before, we measured the accuracies of the face detection according to
the participant groups as shown in Table 2. In Table 2, recall and precision in the case of equal error
rate (EER) are shown in bold type. EER means the error rate when the difference between the recall
and precision is minimized in the trade-off relations between recall and precision. The reason why the
recall at the EER point for Group 2 was lower than those for the other groups is that the face detection
was not successful for the female who had hair occluding part her face and a small face. The reason
why the precision at the EER point for Groups 2 and 3 is lower than those for other groups is that the
colors of the subjects’ clothes were similar to those of the facial skin, which caused false positives.

In Table 3, we measured the face detection accuracies according to the Z distances of the subjects
in order to evaluate the effect of the change of image size (resolution). In Table 3, recall and precision
in the case of equal error rate (EER) are shown in bold type as well. The recall at the EER point ata Z
distance of 2.5 m is lower than for other cases because the face sizes are small, which caused the face
detection to fail.
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Table 2. Experimental results of the face detection according to participant groups (who have different
gaze directions).

Group  Recall (%)  Precision (%)

94.94 99.91

96.85 98.87

1 97.35 97.13
98.44 96.03

99.87 94.83

80.38 99.28

84.23 95.87

2 89.44 91.15
94.67 87.06

99.45 82.11

90.38 99.38

94.27 95.58

3 97.78 93.92
98.38 91.76

99.89 90.89

93.09 99.94

94.18 99.04

4 95.74 98.86
97.43 96.24

99.91 94.03

96.87 99.95

97.05 99.87

5 98.7 99.26
99.01 98.07

99.87 97.16
91.132 99.692
93.316 97.846
Average 95.802 96.064
97.586 93.832
99.798 91.804

Table 3. Experimental results of the face detection according to Z distance.

Z Distance (m) Recall (%) Precision (%)

96.54 99.99
97.42 99.02
1.5 98.06 98.34
99.13 97.24
99.53 96.92
91.08 99.97
93.12 97.67
2 95.78 96.59
97.59 93.33
99.93 91.87
86.98 99.58
90.98 96.71
2.5 93.34 93.72
96.26 90.17
99.42 86.32
91.53 99.85
93.84 97.8
Average 95.73 96.22
97.66 93.58
99.63 91.70
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The rows in each group (or Z distance) in Tables 2 and 3 show the changes of recall according to
the decreases of precision. Because the recall and precision usually have a trade-off relationship (with
a larger recall, a smaller precision is obtained, and vice versa), the changes of recall according to the
decrease of precision are presented in our paper in order to show the accuracies of our face detection
method more clearly through the various combinations of recall and precision.

In Tables 4 and 5, we respectively measured the accuracies of the face detection according to the
seating positions and the number of participants in each image. As shown in Tables 4 and 5, the face
detection accuracy is similar, irrespective of the seating position and number of people in each image.

Table 4. Experimental results of the face detection according to seating position.

Seating Position  Recall (%)  Precision (%)

Left 97.11 95.36
Middle 94.22 96.94
Right 95.78 96.15

Table 5. Experimental results of the face detection according to the number of people in each image.

Number of People  Recall (%)  Precision (%)

1 95.79 96.17
3 95.70 96.13

For the second experiment, we measured the accuracy of the face recognition with database I for
various defuzzification methods. As explained in Section 2.5, the MLBP histogram of the incoming
face is compared (using the chi-squared distance) to the five images of three individuals used to train
it and the nearest is chosen as the identity, provided the calculated matching distance is less than the
threshold. That is, it is a nearest neighbor classifier and only three identities are included in the tests.
We measured the accuracy of the face recognition using the genuine acceptance rate (GAR). As shown
in Table 6, the GAR by MOM with the MAX rule is higher than the GARs for other defuzzification
methods. Using the MOM with the MAX rule, we compared the GAR of the proposed method to that
of the previous one, as shown in Table 7, where it is clear that the GAR of our method is higher than
that of the previous method for all cases.

Table 6. Experimental results (genuine acceptance rate (GAR)) of the face recognition using the
proposed method and various defuzzification methods (%).

Method GAR (%)

FOM 83.34

MOM 90.65

MIN rule LOM 90.86
MEOM 90.78

COG 90.73

FOM 92.10

MOM 92.93

MAXrule LOM 91.70
MEOM 91.78

COG 91.92
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Table 7. Comparison of GARs of our method and the previous method according to participant group.

GAR (%)
Group
Previous Method [32]  Proposed Method
1 90.76 92.02
2 93.2 94.09
3 82.89 90.53
4 96.98 98.08
5 87.33 89.93
Average 90.23 92.93

In Tables 8-10, we compared the face recognition accuracy (GAR) of our method to that of the
previous method with respect to the Z distance, sitting position, and number of people in each image,
respectively. The GAR for various Z distances was measured in order to evaluate the effect of the
change of the image size (resolution). The reason why the GAR at a Z distance of 2 m is higher than
those at other Z distances is that the registration for face recognition was done with the face images
captured at a Z distance of 2 m. The reason why the GAR at a Z distance of 2.5 m is lower than for
other cases is that the face sizes in the images are smaller. As shown in Tables 8-10, we confirm that
the GARs of our method are higher than those of the previous method in all cases, and the GARs of
our method are not affected by the Z distance, sitting position, or the number of people in each image.

Table 8. Comparison of GARs for our method and the previous method for various Z distances.

GAR (%)
Z Distance (m) X
Previous Method [32] Proposed Method
1.5 89.11 92.22
2 92.97 96.35
2.5 88.61 90.49

Table 9. Comparison of GARs for our method and the previous method for various seating positions.

GAR (%)
Seating Position
Previous Method [32]  Proposed Method
Left 91.46 94.53
Middle 93.55 94.53
Right 85.64 89.42

Table 10. Comparison GARs for our method and the previous method for various number of people in

each image.
GAR (%)
Number of People
Previous Method [32]  Proposed Method
1 90.12 92.19
3 90.57 93.67

For the next experiments, we compared the GARs of various face recognition methods [47,56-60]
with our face detection method. In previous research [47], Ahonen et al. proposed LBP-based feature
extraction for face recognition. PCA has been widely used to represent facial features based on
eigenfaces [56,57]. Li et al. proposed a local non-negative matrix factorization (LNMF)-based method
for the part-based representation of facial features [58]. In a previous study [59], they proposed support
vector machine-discriminant analysis (SVM-DA)-based feature extraction for face recognition in order
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to overcome the limitations of the linear discriminant analysis method that assumes that all classes
have Gaussian density functions. Froba et al. proposed the modified census transform (MCT)-based
facial feature extraction method which uses the average value of a 3 x 3 pixel mask, in contrast to the
LBP method which uses the center value of a 3 x 3 pixel neighborhood [60]. As shown in Table 11, the
GAR of our MLBP-based recognition method with our face detection method is higher than those of
other methods. By using the MLBP histogram features of three levels, as shown in Figure 9, both local
and global features can be efficiently used for face recognition, which improves the accuracy of the
face recognition.

Table 11. Comparison of GARs of various face recognition methods with our face detection method
according to groups in the database.

. GAR (%)

rou
P LBP [47] PCA [56,57] LNMEF [58] SVM-D [59] MCT [60] Previous Method [32] MLBP
1 63.03 61.03 50.53 72.44 61.01 90.76 92.02
2 57.02 45.99 42.1 77.59 53.79 93.2 94.09
3 50.47 43.11 48.45 62.61 47.13 82.89 90.53
4 68.08 67.25 61.51 79.63 68.53 96.98 98.08
5 68.4 66.45 65.46 77.76 65.11 87.33 89.93

Average 61.4 56.77 53.61 74.01 59.11 90.23 92.93

As shown in Table 12, the GARs of our MLBP-based recognition method with our face detection
method are higher than others irrespective of the change of image resolution which is caused by the
change of Z distance. As explained before, because the MLBP-based method can use both local and
global features for face recognition, the change of image resolution affects the facial features less using
MLBP compared to other methods. In Tables 11 and 12, all the methods were applied to the same data
of the face ROI detected by our face detection method for fair comparisons.

Table 12. Comparisons of GARs of various face recognition methods with our face detection method
for various Z distances.

GAR (%)
Z Distance (m) .
LBP [47] PCA [56,57] LNMEF [58] SVM-DA [59] MCT [60] Previous Method [32] MLBP
1.5 63.06 53.51 52.71 76.55 58.59 89.11 92.22
2 64.96 57.16 56.02 79.29 63.78 92.97 96.35
2.5 56.18 59.4 52.1 66.17 54.98 88.61 90.49

Our research is mainly focused on selecting one correct (upright) face image among multiple
(in-plane-rotated) face candidates (without the procedure of detecting eye positions or keypoints)
based on a fuzzy system, and on enhancing the performance of face recognition by using only the
selected face image. That is, the main goal of our research is face detection robust to in-plane rotation
(not facial feature extraction or face recognition). In all the methods of Tables 11 and 12, our face
detection method is also commonly used. That is, PCA means PCA-based face recognition with our
face detection method. In the same manner, LBP means LBP-based face recognition with our face
detection method. Therefore, Tables 11 and 12 just show the accuracies of various face recognition
methods with our face detection method. PCA, LBP and MCT are not originally designed to be robust
to in-plane rotation. Nevertheless, the reason why we selected PCA, LBP and MCT, etc. (instead
of state-of-the-art methods such as deep learning-based face recognition, etc.), for comparisons in
Tables 11 and 12 is to show that our face detection method can be used with any kind of traditional
or even old-fashioned method whose accuracies are lower than the state-of-the-art methods for face
recognition. If we use a recognition method showing high accuracies such as the deep learning-based
method in Tables 11 and 12, it is difficult to analyze whether the high accuracies of recognition are
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caused by our face detection method or the recognition method itself. Therefore, we include only the
comparisons with traditional methods in Tables 11 and 12.

For the next test, we performed an additional experiment with database II, which includes
extremely rotated faces, as shown in Figure 10c. The recall and precision of the face detection are,
respectively, 96.67% and 99.39%, which are similar to those of database I in Tables 2-5. As shown
in Table 13, the GAR of our method is 95.15%, which is higher than that of the previous method. In
addition, the GAR of our method is similar to those of Tables 6—10. This result confirms that our
method can be applied to highly rotated face images.

Table 13. Face recognition accuracy for images of highly rotated faces (database II).

Method GAR (%)
Previous method [32] 93.10
Proposed method 95.15

Figure 11 shows the examples for which our face recognition method is successful. Figure 12
shows the examples where the face recognition failed. The failures (left person of the left figure of
Figure 12 and right person of the right figure of Figure 12) are caused by false matching by the MLBP
method, although the correct face boxes are selected by our method.

Figure 12. Examples of the failure of the face recognition.

Our method (including fuzzy system-based face detection and MLBP-based face recognition)
does not require any training procedure. Even for face candidate detection, we used the original
Adaboost face detector provided by the OpenCV library (version 2.4.9 [61]) without additional training.
Therefore, all the experimental data were used for testing.

For the next experiment, we measured the processing time of our method. Experimental results
show that the processing time per each image is approximately 152 ms. Therefore, our system can
be operated at a speed of approximately six or seven frames per second. The processing time of our
method is smaller than that of the previous method (185 ms) [32] because only a single face region is
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selected per individual for recognition. The target applications for TV of our method are the systems
for automatic audience rating surveys, program recommendation services, personalized advertising,
and TV child locks. Face detection and recognition do not necessary need to be executed at every
frame (real-time speed) in these applications. Therefore, our system at the current processing speed of
approximately six or seven frames per second can be used for these applications.

Previous research on rotation-invariant face detection exists [62,63]. Their method can detect
the correct face region from the face images including various rotations of a face based on the real
Adaboost method [62]. However, the processing time of their method is so high (about 250 ms for
a 320 x 240 image on a Pentium 4 2.4 GHz PC) that their method cannot be used in our system.
In previous research [63], they show that their method can also locate the correct face region from face
images including various rotations of a face by a neural network. However, the processing time of
their method is so high (about six seconds to process a 160 x 120 pixel image on an SGI O2 workstation
(Silicon Graphics Inc., Sunnyvale, CA, USA) with a 174 MHz R10000 processor (Silicon Graphics Inc.,
Sunnyvale, CA, USA)) that their method cannot be used in our system, either. In our system, the total
processing time per one input image (1280 x 720 pixels) by our method is taken as 152 ms on a desktop
computer (3.5 GHz CPU and 8 GB of RAM) including the processing time of steps (1) and (2) of Figure 1
on a set-top box (STB) (MIPS-based dual core 1.5 GHz, 1 GB DDR3 memory, 256/512 MB NAND
memory). Although the processing time of the previous methods [62,63] includes only the procedure of
face detection, our processing time of 152 ms includes both face detection and recognition. In addition,
the face images in our research are considerably blurred as shown in Figure 13c,d compared to those
in their research because our face images are acquired at far distance of a maximum of 2.5 m (from
the camera to the user). Therefore, their methods for face detection based on the training of the real
Adaboost or a neural network are difficult to apply to face images in our research.

) |

WampTaRT

(b)

(c) (d)

Figure 13. Comparisons of the face images in our research with those in previous studies. (a,b) Input
images in our research; (c) Face images of (a); (d) Face images of (b).

In addition, we include the comparative experiments by our method with other rotation-invariant
face detection methods [63]. Because our fuzzy-based method is applied to both databases I and II
without any parameter tuning or training according to the type of database, the neural network of their
method [63] is trained with all the images of databases I and II for fair comparison, and the testing
performance are shown with databases I and II, separately.
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As shown in Table 14, the accuracy of face detection by our method is higher than that by the
previous method with database I. The reason why the accuracy of the previous method is lower than
that of our method is that the face images in database I are blurred and the pixel resolution of the face
images in database I is very low, as shown in Figure 13c. As shown in Table 15, the accuracy of face
detection by our method is also higher than that of the previous method with database II. The reason
why the accuracy of the previous method is lower than that of our method is that the pixel resolution
of face images in database II is very low and there also exist many variations of in-plane rotation of the
face images in addition to the blurring effect as shown in Figure 13d.

Table 14. Comparisons of the face detection accuracy of our method with previous method (database I).

Method Recall (%) Precision (%)
Previous method [63] 92.21 92.87
Proposed method 95.80 96.06

Table 15. Comparisons of the face detection accuracy of our method with previous method (database II).

Method Recall (%) Precision (%)
Previous method [63] 92.94 93.26
Proposed method 96.67 99.39

3.3. Experimental Results with Labeled Faces in the Wild (LFW) Open Database

As the next experiment, we measured the accuracies of the face detection with the LFW
database [64]. Because our research is mainly focused on face detection robust to the in-plane rotation
of a face, face images including other factors such as severe out-of-plane rotation and occlusion, etc.,
are excluded by manual selection for experiments among the images of the LFW database. This manual
selection was performed by four people (two males and two females). Two people are in their twenties
and the other two people are in their thirties. All four people are not the developers of our system and
did not take part in our experiments for unbiased selection. We gave instructions (to the four people)
to manually select the face images by comparing the images of the LFW database with those of our
databases I and II. Then, only the images (selected by the consensus of all four people) are excluded in
our experiments.

In addition, we included the comparative results of our method and the previous method [64]. As
shown in Table 16, the accuracies of face detection by our method with the LFW database are similar
to those with databases I and II of Tables 14 and 15. In addition, our method outperforms the previous
method [63] with the LFW database.

Table 16. Comparisons of the face detection accuracy of our method with the previous method

(LFW database).
Method Recall (%) Precision (%)
Previous method [63] 91.89 91.92
Proposed method 95.21 95.53

3.4. Discussions

There has been a great deal of previous researches on keypoint detection of a face image in
References [33-35]. However, in most previous research including References [33-35], keypoint
detection has been done with face images of high pixel resolution which are captured at close distance
to the camera. In contrast, the input images captured at a far distance from the camera (maximum
2.5 m) are used in our research because our study aims at face recognition at far distances in the
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environment of watching TV. Consequently, the image pixel resolution of a face area is so low (less
than 40 x 50 pixels), in addition to the blurring of the face image as shown in Figure 13c,d, that the
previous methods of keypoint detection or eye detection are difficult to apply to the face images used
in our research.

As an experiment, we measured the accuracies of eye detection by the conventional Adaboost eye
detector [17] and subblock-based template matching [65]. Experimental results showed that the recall
and precision of eye detection by the Adaboost eye detector within the detected face region were about
10.2% and 12.3%, respectively. In addition, the recall and precision of eye detection by subblock-based
template matching within the detected face region were about 12.4% and 13.7%, respectively. These
results show that reliable eye positions or keypoints are difficult to detect in our blurred face images of
low pixel resolution. Therefore, the procedures of detecting keypoints, alignment (removing in-plane
rotation), and face recognition cannot be used in our research.

To overcome these problems, we propose the method of selecting one correct (upright) face image
among multiple (in-plane-rotated) face candidates (without the procedure of detecting eye positions or
keypoints) based on a fuzzy system, and enhancing the performance of the face recognition by using
only the selected face image.

If we synthetically modify (manually rotate) the images of the open dataset, the discontinuous
region (between the face and its surrounding areas) occurs in the image as shown in Figure 14b (from
the YouTube dataset) and Figure 14e (from the Honda/UCSD dataset), which causes a problem in
face detection and the correct accuracy of face detection is difficult to measure with these images.
In order to prevent the discontinuous region, we can rotate the whole image. However, the background
is also rotated as shown in Figure 14cf, where an unrealistic background (which does not exist in
the real world) is produced in the rotated image, which affects the correct measurement of the face
detection accuracy.

As explained before, as shown in Figure 13c,d, the pixel resolution of images used in our research
of face recognition is very low in addition to the blurring effect of a face image compared to images
in open databases such as the LFPW [33], BioID [34], HELEN [35], YouTube Faces (Figure 14a), and
Honda/UCSD (Figure 14d) datasets. These kinds of focused images of high pixel resolution cannot
be acquired in our research environment of watching TV where the user’s face is captured by a
low-cost web camera at the Z distance of a maximum of 2.5 m between the camera and user (as
shown in Figure 13c,d). Therefore, the experiments with these open databases cannot reflect the
correct measurement of the face recognition accuracy in the environment of watching TV. There is no
other open database (acquired at the Z distance of a maximum of 2.5 m) that includes large areas of
background and face images of in-plane rotation like our dataset includes, as shown in Figure 13c,d.

Our method cannot deal with occluded or profiled faces. However, the cases of occluded or
profiled faces do not occur in our research environment where the use is usually watching TV, as
shown in Figure 10. That is because more than two people do not occlude their faces and a profiled
face caused by the severe out-of-plane rotation of a face cannot happen when watching TV. Therefore,
we do not consider the cases of occluded or profiled faces in our research.
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Figure 14. Example of images of YouTube and Honda/UCSD databases. (a) Original image of YouTube
database [66]; (b) Image where cropped face area is rotated and discontinuous region around face area
exists with (a); (c) Rotated image of YouTube dataset; (d) Original image of Honda/UCSD database [67];
(e) Image where cropped face is rotated and discontinuous region around face area exists with (d);
(f) Rotated image of (d).
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4. Conclusions

In this paper, we proposed a new fuzzy-based face recognition algorithm that is robust to
in-plane rotation. Among the multiple candidate face regions detected by image rotation and
the Adaboost face detector, a single correct face region is selected by a fuzzy system and used for
recognition. Experimental results using two databases show that our method outperformed previous
ones. Furthermore, the performance of our method was not affected by changes in the Z distance,
sitting position, or number of people in each image. By using a non-training-based fuzzy system, our
method does not require a time-consuming training procedure, and the performance of our method is
less affected by the kinds of databases on which it is tested.

As future work, we plan to research a way to combine our fuzzy-based method with a
training-based one such as neural networks, SVMs, or deep learning. In addition, we would research
a method of enhancing the accuracy of face recognition based on other similarity metrics (such as
human vs. machine d-prime) instead of the chi-square distance. In addition, the metric validity would
be also checked based on spatial-taxon contours instead of precision and recall when measuring the
accuracies of face detection.
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Abstract: As an increasing number of people purchase goods and services online, micropayment
systems are becoming particularly important for mobile and electronic commerce. We have designed
and developed such a system called M&E-NetPay (Mobile and Electronic NetPay). With open
interoperability and mobility, M&E-NetPay uses web services to connect brokers and vendors,
providing secure, flexible and reliable credit services over the Internet. In particular, M&E-NetPay
makes use of a secure, inexpensive and debit-based off-line protocol that allows vendors to
interact only with customers, after validating coins. The design of the architecture and protocol of
M&E-NetPay are presented, together with the implementation of its prototype in ringtone and
wallpaper sites. To validate our system, we have conducted its evaluations on performance,
usability and heuristics. Furthermore, we compare our system to the CORBA-based (Common
Object Request Broker Architecture) off-line micro-payment systems. The results have demonstrated
that M&E-NetPay outperforms the NET-based M&E-NetPay system in terms of performance and
user satisfaction.

Keywords: mobile and electronic commerce; micro-payment; web services; electronic wallet;
mobile networks

1. Introduction

Mobile commerce is concerned with conducting business transactions and providing services
on portable, wireless devices over the Internet [1]. Due to the exponential growth of the number of
the Internet users and the maturation of wireless communication technologies, mobile commerce has
rapidly attained the interest of the business vanguard [2].

M-commerce benefits not only consumers, but also business. It is convenient for consumers to
purchase goods and services by using their mobiles. M-commerce enables transactions to be conducted
in a high-volume, low-cost per-item way. It is obvious that m-commerce has enormous potentials.
However, the current micro-payment systems for m-commerce have the following three main problems.

A desirable protocol of micro-payment should support high-volume, low-cost per-item
transactions from vendors [3-10]. Several micro-payment protocols have been proposed for electronic
payment in m-commerce recently. The examples of such protocols include MPS (multiparty payment
scheme) [11], CMP (chaotic micro-payment protocol) [12], NetPay [13] and the recent ones for wearable
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devices and clouds [14-16]. Many of the proposed protocols, however, suffer the problems of the
dependence on online brokers and a lack of scalability and coin transferability. The interaction
between a client and a server in a CORBA-based NetPay system, for example, is mediated by
object request brokers (ORBs) on both sides. A problem of this technique is that each node of
CORBA has to run ORBs from the same product. In reality, it is difficult for ORBs provided by
different vendors to interoperate. In addition, the interoperability does not extend into higher-level
services, such as security and transaction management. Furthermore, specific advantages of particular
vendors would be lost in this situation. Because this protocol depends on a closely-administered
environment, it is unlikely that two random computers can successfully make Distributed Component
Object Model (DCOM) or Internet Inter-ORB Protocol (IIOP) calls [17]. As a reasonable protocol
for server-to-server communications, CORBA, however, has severe weaknesses in client-to-server
communications, especially when client machines are scattered across the Internet.

Middleware interfaces: The recently-developed NetPay makes use of an off-line micro-payment
model with a CORBA interface as a middleware that interconnects broker and vendor sites [18].
This prototype is suitable for ecommerce applications. In mobile environments where clients (and
possibly servers) keep moving, this requires, however, dealing with the changing network addresses
and unreliable connections. As a result, this mobility requirement adds additional constraints to the
system. Due to its tight coupling between clients and servers, it is obvious that CORBA is not well
suited for this environment. In order to overcome this barrier, in this paper, we present an off-line
micropayment model that uses web services rather than CORBA as the middleware. By using the
Simple Object Access Protocol (SOAP Web service protocol), the mobility requirement is dealt with by
proxies that route messages accordingly. Moreover, the sender of a message and the final recipient do
not have to be aware of the proxies. Web services offer greater advantages over CORBA, particularly
for developing mobile applications. They cater to a large number of users who use either browsers
or mobile devices. Web services add in a new functionality of interoperability, which is independent
of the development platforms and programming languages used. In particular, Web Services on the
.NET framework are widely available in object-oriented and distributed systems. As such, small and
enterprise applications enable connecting to each other over the Internet.

Evaluations: Rowley [19] and Sumak et al. [20] present comprehensive reviews on e-service
evaluation frameworks. The evaluations on specific and particular types of e-services, e-shops
and e-business include Barnes and Vidgen [21], Behkamal et al. [22], Parasuraman et al. [23],
Schubert et al. [24], and Janda et al. [25], In this work, we evaluate our system by using three types of
evaluations, which include not only user perceptions, but also system performance.

One of the big challenges for micro-payment systems is that e-coins should be allowed to be
spent at a wide range of vendors. Micro-payment systems should enable mobile users to leverage
buy-once-spend (almost)-anywhere behaviour. In this work, we extend NetPay into M&E-NetPay.
M&E-NetPay uses Web Service interfaces as a middleware for interconnecting the sites of brokers
and vendors. Web Service interfaces make it simple to transfer e-coins among vendors. E-coins
in M&E-NetPay are easily transferred between multiple vendors, so that M&E users can make
multiple purchases. Another challenge in the design of micro-payment systems is the minimization
of overheads on the servers of the sites of brokers and vendors. As a fully-distributed multi-tier
system deployed over several servers, M&E-NetPay is able to achieve the minimal downtime and
maximal competence. As reported in performance evaluations, the .NET framework architecture
4.0 [26] with Web Services in M&E-NetPay improves client-to-server communications. This leads to
greatly improving system performance. The architecture with Web Services provides fast, secure
and inexpensive communications amongst mobile users and vendor systems. In addition, the
M&E-NetPay architecture also supports servers running on different platforms and vendor applications
developed by using different programming languages. This allows an M&E-NetPay-enabled vendor
to act as a purchasing portal for existing non-M&E-NetPay supporting vendors. In particular, an
M&E-NetPay-enabled vendor redirects page accesses to these vendors and manages the debit of user
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e-coins. As such, existing vendors are encouraged to temporally use M&E-NetPay micropayment
services for dynamic registration.

In summary, we design and develop M&E-NetPay in a way that attempts to address the
three above-mentioned problems.

The major contributions of this paper are as follows:

e  We present a novel micro-payment model of M&E-NetPay and its architecture.

e A new way for the deployment model with a thin-client architecture and Web service interfaces is
proposed, i.e., HTML and Wireless Markup Language (WML)-based interfaces for customers.

e  We have implemented the prototype of M&E NetPay including one broker and two vendor
sites, which are based on the .NET framework using C# and Active Server Pages (ASP.NET).
In particular, two vendor sites of ringtones and wallpaper are implemented.

e The three types of evaluations have been performed on the M&E-NetPay prototype. We
compare micro-payment with non-micro-payment in terms of usability, performance and
heuristic assessment.

The rest of this paper is organized as follows. Section 2 describes the architecture of M&E-NetPay.
The protocol and interactions of M&E-NetPay are given in Section 3. Section 4 presents the
implementation of the M&E-NetPay prototype. Section 5 reports the evaluations on the system,
followed by related work and comparisons in Section 6. We conclude this paper in Section 7.

2. M&E-NetPay Architecture

In this section, we outline the architecture of M&E-NetPay, including the hardware and
software architectures.

2.1. M&E-NetPay Software Deployment Architecture

Taking into account the general requirements on performance, security, availability and
serviceability, we designed the deployment architecture of M&E-NetPay as shown in Figure 1.

saL

é/// . //S
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WEB Server Broker

& Broker
Mobile User < App Server SQL DB Server
# < Connect /\
7).0 to Ringtone Site XML mesage saL
~
Internet NS
°
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Request service
QE other vendor
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Figure 1. The basic deployment architecture of M&E-NetPay.
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As a thin client n-tier application, M&E-NetPay is deployed over three servers: web servers,
application servers and database servers. Web servers deploy broker and vendor web/mobile
applications. Application servers publish Web services of the broker and vendor. Database servers
store required information.

M&E-NetPay is maintainable and serviceable in that any changes result in re-configuring of only
part of the application. If the ringtone vendor wants to update its site, for example, then only the
web /mobile application on its Web server is re-configured.

2.2. M&E-NetPay Software Architecture

The software architecture of the M&E NetPay micro-payment system is shown in Figure 2.
The architecture is designed for Microsoft.NET applications. It consists of the following components.

8 4 § 4 § 4

WEB SERVERS 7
Ringtone P Wallpaper
Ringtone WEB Mgbile Broqu WEB Broke( qulle Mo{:)a“;;e
Application | | porjicaton Application | | Applcation Application
APPLICATION
SERVERS
1 1 '
Music CardType Wa paper
Movie Customer Movie
Category OutsideVendor Ecoin BrokerVendor Category OutsideVendor
Redeem VendorHost Redeem
Tand| Tand|
Wi ; Web services Web services for| Web services Web services for | - Web senvices
/ eb services for for other broker siteonly |  for vendors wallpaper site for other
ringtone site only vendors only vendors
Ringtone Web Services Broker Web Services Wallpaper Web Services
! R '
Business Logic Business Logic Business Logic
Layer Layer Layer
Data adapter Layer Data adapter Layer Data adapter Layer
(/‘%‘3‘ %@& %9@
Ringtone Entities Broker Entities Wallpaper Entities
DATABASE
SERVERS
Ringtone Database Broker Database Wallpaper Database
(SQL 2005 Server) (SQL 2005 Server) (SQL 2005 Server)

Figure 2. M&E-NetPay basic software application architecture.

Browser: two types of users can access a broker site using their mobile phones or PCs with
Internet access. By using a Wireless Markup Language (WML)-based Web browser in their mobile
phones, mobile users run the Broker Mobile application with its interface for the small screen of a
mobile phone. Internet users can access the Broker Web application through a popular web browser.

Web services: These host the presentation layer. It is much easier to connect remote sites by using
web services.
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The web service is only available to vendors for accessing certain information from the broker’s
database. User queries are issued to broker data entities from the client end, and the results are
retrieved by data layers. Mobile and Web applications invoke the same Web services hosted on the
broker’s application server. The broker Web services pass information in an XML-based message to
the business logic layer. In our applications, this means that data are retrieved from a database into an
entity or entity collection and then updated data are written from an entity back to the database.

Application servers: These mainly accommodate Web services, the business logic layer and
the data adapter layer. The business logic layer implements all business rules for the application.
The business logic layer passes information to the data adapter layer, the broker database, and executes
necessary queries. The data adapters exchange data between a data source and a dataset.

Database servers: These host relational databases, including the ringtone database, the broker
database and the wallpaper database. The database in the broker server records account information
and transaction histories of all registered users.

The e-wallet of a user resides on the broker’s database until she or he logs on to a vendor site using
a given e-coin id [18]. Upon login, her or his e-wallet is transferred to the visiting vendor. The broker
helps the vendor to verify e-coins, when she or he purchases items from its site. The broker also allows
the vendor to redeem e-coins spent on its site and to request touchstones. These functionalities are
provided by the “BrokerVendor” Web service of the broker, as shown in Figure 2.

Similarly, vendor sites also provide their interfaces to both mobile and Internet users. The vendor
sites allow users to browse their websites and purchase items. When a user logs in to the ringtone
site in our system, the ringtone vendor requests her or his e-wallet from the broker. This function
is provided by the Web service of “BrokerVendor” of the broker. If the ringtone vendor finds that
the e-wallet of this particular user resides on another vendor site, it then requests her or his e-wallet
from the vendor that contains e-coin indexes and touchstones. Each vendor has a Web service called
“OutsideVendor”, which allows other vendors to retrieve e-wallets of their own users. The e-wallet is
then stored on the current vendor’s site. Once the user purchases an item, her or his e-wallet is debited.

3. Protocol and Interactions of M&E-NetPay

In this section, we describe the protocol and interactions of M&E-NetPay.

3.1. NetPay and M&E-NetPay Micropayment Protocol

M&E-NetPay is evolved from NetPay. Therefore, we start with describing NetPay. It is an off-line
micro-payment system by using a secure, inexpensive and debit-based protocol [13]. The NetPay
micropayment system has three models of “e-wallets” that manage e-coins. Like other models,
e-wallets in the first model are hosted by vendor servers. An e-wallet is passed from one vendor
to another, as a customer visits different sites for e-commerce transactions. The second model is
a stand-alone client-side application on a client’s PC. The third model is a hybrid one that caches
E-coins in a Web browser cookie for debiting, if a customer makes a purchase. The NetPay-based
system is developed for the CORBA-based broker, vendor and customer networks. By using a set of
CORBA interfaces, the broker application server communicates with the vendor application servers
for requesting touchstones and redeeming e-coins [18]. CORBA enables clients to invoke methods on
remote objects at a server, regardless of by which language objects are programed and where they
are located.

M&E-NetPay replaces the CORBA middleware with Web Services, which provide the
interoperability (i.e., platform-independent and language-independent). Using a simple XML-based
protocol and SOAP, a Web service is an emerging distributed middleware technique that allows
applications to exchange data over the Web. It is a new programming model for building distributed
applications by open Internet standards. This new technique manoeuvres the openness of specific
Internet technologies to address many interoperability issues of CORBA. Web services use Hyper Text
Transfer Protocol (HTTP) to transmit messages. This is a major advantage for building an Internet-scale
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application like the M&E-NetPay system, since most of the Internet proxies and firewalls do not
have trouble with HTTP traffic. In contrast, CORBA usually has difficulties with firewalls. Moreover,
Web Services are platform-independent and language-independent (i.e., a client program can be
programmed in C# and running under Windows, while the Web Service is programmed in Java and
running under Linux.). Web Services support different interfaces of client-side application programs.
Client code may work by constructing “call” objects that are dispatched to a server or may use a higher
level interface that hides the communication level entirely through the use of client-side stub objects
with an operational interface that imitates the server [27]. The mechanisms for generating client and
server components for Web Services and CORBA are illustrated in Figure 3.

WSDL DL
% wsdl processing Idl compile
g ¥
& @Q
Q@ Server (base)- \c,o POA Skelton &
%& class or interface NSy Implementation
< implementation
Client Stub * Client Stub
v
SQL SQL
Database Database
(a) Typical Web service client and server components (b) Typical CORBA client and server components

Figure 3. Basic client and server components from the interface for Web Services and CORBA.

M&E-NetPay uses a secure, inexpensive widely-available and debit-based protocol. The
M&E-NetPay protocol differs from the previous protocols in that running on the .NET platform,
it uses Web service interfaces as its middleware.

3.2. M&E-NetPay Micropayment Interaction

Based on the NetPay protocol of the server-side e-wallet [13,28,29], we extend it into the
M&E-NetPay protocol in a way that is suitable for mobile and Internet environments. The M&E-NetPay
protocol uses touchstones signed by a broker, as well as e-coin indexes signed by requesting peers.
The signed touchstone is used by a vendor to verify the electronic currency: paywords. A signed index
prevents customers from double spending and resolves disputes between customers and vendors.
We assume that an honest broker is trusted by both customers and vendors. The broker manages
the bank accounts of all mobile and Internet users. A bank transfers money to a broker on an online
request. The mobile/Internet users access the mobile/web application through Web browsers on
mobile phones or PCs. In order to purchase items from vendor sites, a mobile or Internet user needs to
register with a broker. Upon successful registration, the user’s account is created. She or he then needs
to buy e-coins from the broker by using her or his credit card. She or he is issued a unique e-coin id
each time once having bought e-coins from the broker. She or he can log onto a vendor site using the
e-coin id and password. In our system, two vendor sites of ringtones and wallpapers are implemented.
A user browses the site and selects the ringtone or wallpaper. A small cost is assigned to each ringtone
and wallpaper, depending on their demand and ratings. After the user clicks on the download button
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in the ringtone site, the broker debits the user account for the cost of the ringtone, e.g., if the user is
downloading a ring tone costing “10 ¢”, then the user’s account is debited by “10 ¢”.

A user e-wallet is saved on the vendor site last visited. Once the user logs on to the other vendor
site for browsing other ringtones, her or his e-wallet is transferred from her or his last visited vendor
to the current one. If her or his e-coins are run out, she or he is directed to the broker site to buy
more e-coins. At the end of each day, all of the vendors collect the money from the broker in return
for e-coins.

As an example, we describe the procedure of macro-payment in M&E-NetPay in the following.
Figure 4 also illustrates some key interactions.

Paymensnt

Open for E-coins

Account

M& Buy E-coins Payment for Redeeming
Coins
Store E-coins Redeem E-coins
in e-Wallet Get
Tpuchstone
Access
Ringtone page
Visit Wallpape
Site
Debit E-coins .Vendor 1
\ (Ringtone Site)
Vendor 2
(Wallpaper Site) Request
touchstone

Figure 4. M&E-NetPay component interactions.

Initially, a mobile user registers on a broker’s Web site and buys a number of e-coins.

1. Thebroker may provide credits as “virtual money”, which is specific to the network only. The P2P
network may require peers to use real money to subscribe and/or to use services. In this case, the
broker uses a macro-payment, e.g., credit card transactions with a conventional payment party to
buy credits.

2. The broker generates an e-coin chain and stores it in an “e-wallet”.

3. When the mobile user selects ringtones to be downloaded from Vendor 1 site, Vendor 1
obtains e-coins from the e-wallet and verifies the e-coins. The mobile user then can download
the ringtones.

4. The mobile user may download other ringtones, and her or his coins are debited. If her or his
coins run out, she or he is directed to the broker site for buying more. When the mobile user
browses Vendor 2, Vendor 2 contacts Vendor 1 in order to obtain the touchstone and index (T & I)
and then debits e-coins for this user to download more wallpapers.

5. At the end of each day, the vendors send all of their received e-coins to the broker for
redeeming them.

6.  For their own credits, vendors may be able to cash them in for real money, again via a conventional
macro-payment approach.
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As a summary, a mobile user downloads ringtones from Vendor 1. Vendor 1 requests the
touchstone, index and e-coins from the broker. After verification, the mobile user is allowed to
download ringtones. Vendor 1 sends T & I to the broker. After browsing other vendors, the mobile
user wants to download wallpapers from Vendor 2, which contacts Vendor 1 for T & I. If Vendor 1 is
off-line, then Vendor 2 requests T & I from the broker.

4. Implementation of M&E-NetPay Prototype

In this section, we present the implementation of the M&E-NetPay prototype.

Our system has implemented one broker and two vendor sites. All applications are developed on
the Microsoft.NET platform framework 4.0 [26]. We choose Microsoft Visual Studio 2010 ASP.NET
and the C# programming language for frontend implementations and Microsoft SQL Server 2005 for
database storage. We use HTML with ASP controls for Web pages and the C# programming language
for the back end of the application. The broker and vendors provide access to both mobile and Internet
users published on the web servers’ IIS. Web service interfaces are implemented on the application
servers’ IIS, which provides access to the Internet, as well as to remote sites. Vendors and the broker
can choose programming languages and operating systems for implementing their systems. A vendor
application implemented by the C# programming language on the Windows operating system, for
example, can easily communicate with another implemented by the C++ programming language on
the UNIX operating system.

To make it more effective and efficient, M&E-NetPay consists of three components: the
presentation logic, which presents information to the M&E users; business components, which controls
the relationship between inputs and determines business rules; and the data adapter layer, which
connects to the database, executes relevant queries and returns the results back to the upper layers.
The presentation and business components are communicated only via Web Services, no matter
whether they are within a system or between the systems.

Web Services are used as the middleware for M&E-NetPay. Figure 5 shows Web service references
on the broker site referenced from the broker Web Service.

<applicationSettings>

<BrokerWebApp.Properties.Settings>

<setting name="BrokerWebApp Customer CustomerChannel" serializeAs="String">
<value>http://localhost/BrokerWebService/CustomerChannel.asmx</value></setting>
<setting name="BrokerWebApp CardType CardTypeChannel" serializeAs="String">
<value>http://localhost/BrokerWebService/CardTypeChannel.asmx</value></setting>
<setting name=”BrokerWebApp_Ecoih_EcoinChannel" serializeAs="String">
<value>http://localhost/BrokerWebService/EcoinChannel.asmx</value></setting>
<setting name="BrokerWebApp VendorHost VendorHostChannel" serializeAs="String">
<value>http://localhost/BrokerWebService/VendorHostChannel.asmx</value></setting>
</BrokerWebApp.Properties.Settings>

</applicationSettings>

Figure 5. Code for Web Service references on the broker Web application.

4.1. Broker

A broker manages customer and vendor accounts, e-coin creation, e-coin redemption, touchstone
supply for e-coin verification and macro-payment handling for e-coin purchase and payment to
vendors for spent e-coins [13]. The broker database holds user and vendor information. The application
server provides business functions. Web service interfaces are for application servers of the broker
and vendor. WML interfaces, implemented by using Active Server Pages (ASP.NET) with the ASPX
extension, are for mobile users, while HTML interfaces are for Internet users. The Web service interface
allows vendors to request e-coin touchstone information, verify e-coins and redeem spent e-coins by
other vendors.
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Figure 6 shows the screenshots of a customer purchasing e-coins from a broker: (1) registering
with the broker to create her or his account; (2) logging in by using the provided customer id and
password; (3) authorizing macro-payment by the broker in order to buy e-coins; and (4) debiting the

M&E user account for paying e-coins by the bank.

| Login
[rennes ] ¥ Customer ID : 1000 (i)
| Confim Fassword [ | Password eeeees
mal da v o
Cord Type (rodtCord = Lo
Card o (22330455
egirter Options -

v Buy Ecoins
P Buy Ecoins

Home

Buy E-coins

Home

) BuyE-coins

G
(O}

Options

Customer 10: 1000
Amount of E-coins

Your £ com id s: 213 Please remember you E-coin ID.

o,

L3

Options

CUSTOMER REGISTRATION
LoGIN Buy E-coINS

sessanenne

™ Sass sesenenne

Update Customer

E-coin Buy SuccessrFuL

Your E-coin ID is: 211 . Please Remember your E-coin ID.You will need your E-coin ID when purchasing item
(s) from any vendor's site.

(b)

Figure 6. M&E users purchasing e-coins from a broker. (a) Wireless Markup Language (WML)
interfaces for mobile phone users; (b) HTML interfaces for Internet users.
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4.2. Customer

The WML/HTML interfaces of our system are provided for both mobile and Internet users,
so that a wide range of customers is allowed to access broker and vendor sites by using a standard Web
browser. The use of the thin client technology omits the need to install separate browser software on
the client site. The customers use WML/HTML-based ASP.NET pages to browse broker and vendor
sites. Being hosted on the server side, the e-wallet of a customer can be transferred from one vendor
to another, as the customer makes purchases from those vendors. The e-wallet is held on the vendor
server from which the customer is currently buying items.

4.3. Vendor

The site of a vendor displays ASPNET pages for M&E users to browse. Search functions in sites
of the ringtone and wallpaper are provided for users to search for ringtones or wallpapers. The search
results are listed as a brief summary of the ringtone or wallpaper with its download cost, as shown
in Figure 7a. After downloading an item, the refreshed ASP.NET pages indicate that the amount of
e-coins is left with the current vendor in the e-wallet of the user, as shown in Figure 7b.

v Search Details E-Coin Balance

! E-Coin Balance

Title Jai Ho
Category English

Movie: Sium Dog Millionaire Ecoin ID: 211 Balance: 120 cents

Date Posted: Saturday. 2 October 2010
Price: 10 Cents
Description: Best song of the year in year 2009

[

RINGTONES.COM 1) RINGTONES.COM

Home Ecoin Balance Search Ring Tones Ring Tong

Home Ecoin Balance search Ring Tomes

E-COIN BALANCE
RING TONE DETAILS
The balance of your E-coin ID: [211 ] is: 110cent(s).
Title: Jai Ho
Category: English

Movie: Slum Dog Millionaire

Date Posted: Saturday, 2 October 2010

Price: 10 Cents
Description: Best song of the year in year 2009
Download

You have got 120 cents left !

(b)

Figure 7. M&E user spending e-coins at the ringtone site. (a) WML interfaces for mobile phone users;
(b) HTML interfaces for Internet users.
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5. Evaluation

In this section, we compare M&E-NetPay to non-micro-payment systems. From different
perspectives of end users, we evaluate the M&E-NetPay based micro-payment system by collecting
and analysing customer views.

5.1. Experimental Design

Three types of evaluations on the M&E-NetPay micro-payment are carried out:

e  Performance evaluation [30], which compares the performance of the M&E-NetPay prototype
with that of the CORBA-based NetPay system in terms of response time. This evaluation aims to
assess the potential scalability of the system under heavy loading conditions.

e  Usability evaluation, which assesses whether M&E-NetPay is useful as far as end users are
concerned. Their opinions about our prototype are surveyed, after potential end users purchase
items by using the micro-payment, M&E-NetPay and the alternative CORBA-based NetPay
system, respectively.

e  Heuristic evaluation, which assesses the overall quality of the user interface. Potential design
problems of the user interface of the M&E-NetPay prototype are identified by using a range of
common HCI design heuristics.

Experiment prototypes and materials: The evaluations are conducted on two prototypes of
M&E-NetPay and CORBA-based NetPay. M&E-NetPay is deployed over three servers:

e Web server, which hosts the presentation layer
e Application server, which hosts Web Services, business logic components and data adapter layer
e Database server, which hosts the relational database

The CORBA-based NetPay system is deployed over three servers:

e Web server, which hosts JSP pages as the presentation layer
e  CORBA application server, which hosts business logic components
e Database server, which hosts the relational database

A number of PCs connected to the network is used by the participants. Both prototypes are
deployed over multiple machines connected via a high speed LAN.

5.2. Performance Evaluation

We carry out experiments on measuring client response time with ten tests. This evaluation aims
to compare how long it takes to download wallpapers in the two different payment systems.

Subject: Ten users are a mixture of non-IT specialists, graduate students and college students who
volunteer to conduct the evaluation.

Experimental tasks: The users are required to download the same file from both M&E-NetPay
and CORBA-based NetPay systems.

The response times of searching for wallpapers, buying e-coins and redeeming e-coins are
recorded. They give an indication of the likely scalability of the prototype systems under heavy
loading conditions.

Results: As reported in Table 1 and illustrated in Figure 8, we compare M&E-NetPay to
CORBA-based NetPay against the response time of downloading wallpapers. The response time
delay is the time for downloading a wallpaper. All ten users download the same wallpaper with the
size of 38.4 KB.
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Table 1. Times for downloading wallpapers.

Test Response Delay Time Response Delay Time with
with M&E-NetPay (ms) CORBA-Based NetPay (ms)
1 2149 2410
2 2390 2509
3 1734 2294
4 3065 2354
5 2012 2432
6 1976 2091
7 2190 2256
8 1734 2168
9 1637 2005
10 1815 2344
Average 1976 2286
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Figure 8. Response delay time of downloading wallpaper.

The result of the t-test on the data in the two columns of Table 1 rejects the null hypothesis at the
default 5% significance level. That is, the two response delay times of downloading the wallpaper
from the two systems have a statistically-significant difference. The test parameters are given below:
the p-value: 0.0033; confidence interval for the difference in population means of the response time in
M&E-NetPay and CORBA-based NetPay: —502.5709 and —117.8291; the test statistic: —3.3878; degrees
of freedom (df): 18; and the estimate of the population standard deviation: 204.7455.
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It is obvious that the above statistical test result is limited by the size of sample tests. Despite this,
the average response delay time for downloading a wallpaper from CORBA-based NetPay is slightly
higher than that from M&E-NetPay. On average, the clients take 1976 milliseconds from M&E-NetPay
and 2286 milliseconds from CORBA-based NetPay to download the same wallpaper. The time
difference is 310 milliseconds. Except for downloading time, we also compare the two systems against
the response times of the respective operations of searching for wallpapers, buying and redeeming
e-coins in Table 2.

Table 2. Results of searching wallpapers, buying and redeeming e-coins.

Tasks Average Response Delay Time Average Response Delay Time

by M&E-NetPay (ms) by CORBA-Based NetPay (ms)
Search wallpapers 1501 1703
Buy e-coins 895 920
Redeem e-coins 1990 2110

As listed in Table 2, the searching for wallpapers in M&E-NetPay is 202 milliseconds faster than
that in CORBA-based NetPay. Buying and redeeming e-coins also take less time in M&E-NetPay.

There may be other factors that affect the response time of the systems. However, the experiment
results still indicate that M&E-NetPay may respond to user interactions faster than NetPay. This
observation results from CORBA’s limitation in client-to-server communications. In contrast,
NET framework architecture 4.0 with Web Services in M&E-NetPay improves client-to-server
communications. It provides relatively fast communications amongst the vendor and broker.
In addition, M&E-NetPay, built on a stable, secure and simple architecture, is deployed over multiple
servers to share the workload among them.

5.3. Usability Evaluation

We survey the satisfaction levels of the participant users, after they download and purchase items.
Furthermore, we ask their preferences for the two systems in general: a CORBA-based NetPay system
or M&E-NetPay. As we know, usability evaluation involves testing of the usability of an interface by
having a group of individuals performing tasks specific to a system, under the general guidance from
a facilitator. It is important to realize that it has multiple components with five attributes associated
with an interface [29,31,32]. Specifically, efficiency in our evaluation is measured in terms of how easily
one can buy items and the speed of downloading them. Errors are regarded as any actions that prevent
the successful occurrence of the expected results. Since some errors escalate the users’ transaction
time, their effect is measured by the efficiency of use. Learnability and satisfaction are a subjective
measure provided by each participant in the experiment. Interface memorability is rarely tested as
thoroughly as other attributes. However, it is feasible, to some extent, to conduct comparisons and
post-test questionnaires of both systems.

The experiments use pre-test and post-test questionaries. The questions of the pre-test
questionnaire are about participants’ experience in using mobiles or PCs to download files from
the Internet. The post-test questionnaire has the number of questions with scale ratings ranging from
one to five, where one is “least favourable” and five “most favourable”. The post-test questionnaire
also contains open questions for collecting user comments.

Subjects: Fourteen participants are randomly selected with a mixture of non-IT specialists,
graduate students and college students. The participants are four non-IT adults, five non-IT graduate
students, and the rest are college students. It should be noted that although it is tempting to recruit
more participants, it is the general practice to have around 15 participants for usability testing [32].

Experimental tasks: Participants are required to complete the following tasks on M&E-NetPay
and CORBA-based NetPay systems, respectively:
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e  Create an account with the broker;

e Search for a wallpaper on the wallpaper vendor site;

e Download the wallpaper from the wallpaper vendor site;
e Download a ringtone from the ringtone vendor;

e  Buy e-coins from the broker; and

e Redeem e-coins with the broker.

Procedure: Before starting the test, participants need to fill out a pre-test questionnaire.
Participants are required to carry out all of the tasks listed in a given sheet for the two systems. After
finishing the tasks, they then fill out the post-test questionnaire to answer the questions by ticking
one level of the rating. One of the questions asks the participants to rank the overall performance of
the systems in order of their preference.

Results: From the answers to pre-test questions, we know that all of that participants have used
mobiles or PCs to download files from the web weekly or monthly for free. Only two of them use the
online credit-card payment systems to purchase goods online. Fortunately, all participants have had
such experiences before. This implies that participants’ prior knowledge has the least effect on the
experiment results.

We survey the participants’ satisfaction with buying e-coins, downloading wallpapers and their
preference for the two systems. We analyse the post-test questionnaire outcomes and plot the results in
Figure 9.
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Figure 9. Usability test results with respect to usability features.

Figure 9 shows that the participants significantly favour all of the usability features of
M&E-NetPay. With the user friendly interface, M&E-Pay is easy to learn, providing clear instructions
on how to accomplish tasks. M&E-NetPay also receives high ratings on its efficiency. The participants
comment that the speeds of downloading files (i.e., wallpaper and ringtone) are quite fast with
M&E-NetPay in that with a few clicks, they are able to download the file. They also comment that
appropriate pop-up error messages prevent them from going off of the right track. The overall average
ratings of M&E-NetPay and CORBA-based NetPay are 4.5 and 3.8, respectively. They indicate that the
participants prefer M&E-NetPay to CORBA-based NetPay. This fact results from employing new and
emerging distributed middleware technique (i.e., Web Services) in M&E-NetPay.
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For the open question, some participants write that since M&E-NetPay is available via both
mobiles and the web, they will be able to access the system from anywhere at any time with barely any
downtime. Twelve participants favour M&E-NetPay:.

5.4. Heuristic Evaluation

As the most widely-used inspection method, the heuristic evaluation technique is about
identifying usability issues in a user interface by a small number of evaluators (usually one to five) who
examine the interface and judge its compliance with usability principles (heuristics) [33-35]. While
heuristic reviews are inexpensive and less time consuming, good ideas for improving a user interface
may be produced.

Subjects: The evaluators include two IT specialists, one accountant and two graduates. They are
experts in either software engineering or applied software fields.

Experimental tasks and procedure: the evaluators are requested to judge the compliance of the
M&E-NetPay interface with usability principles (“the heuristic”). Each individual evaluator examines
the interface independently. To aid the evaluators in discovering usability problems, a list of heuristics,
as shown in Table 3 [35], is provided, which could facilitate the generation of ideas on how to improve
the system.

Table 3. Details of the heuristics employed.

Number Heuristic
Visibility
Functionality
User control and freedom
Consistency
Help recover from errors
Error prevention
Memorability
Flexibility
Aesthetic
Help and documentation

O 0N ONU s W

—
(=}

With a system checklist provided as a guide, the evaluators are required to first identify the
heuristic problems of the interface and then to determine the levels of their seriousness by using
the severity ratings as defined in Table 4 [35,36]. The evaluators are also requested to provide
recommendations based on their assigned severity ratings.

Table 4. Severity of the heuristic evaluation.

Rank Interpretation
1 Cosmetic problem only: need not be fixed unless extra time is available on a project
2 Minor usability problem: fixing this should be given a low priority
3 Major usability problem: important to fix, so should be given a high priority
4 Usability catastrophe: imperative to fix this before a product can be released

Results: The five evaluators evaluate M&E-NetPay by relying on the ten heuristics. The results of
the heuristic evaluation are given in Table 5.
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Table 5. Summary of the findings.

Heuristic No. of Severity
Number Problem Number Evaluators Ranking

No sharp colour contrast between

1 . . . 1 2 2
product information and its background.
No error message is displayed for

2 . . . 5 3 3
invalid entries.
Multiple options cannot be selected in a

3 : 2,8 1 2
menu or dialog box.

4 Insufficient keyboard shortcuts for 2 2 2
navigating the activity, function or action.
Exit button not provided to exit

5 o 2,3 3 3
application from any screen.

6 Not all integers and decimals 4 2 1
right-justified.
The price associated with the product

7 4 4 2
does not show the currency.

8 No sound used to signal an error. 5 2 1

9 No help topics provided. 10 2 3

10 Borde.rs not used to identify 17 2 2
meaningful groups.

11 Titles are not provided on every page. 1,4 3 2

12 On the login screen, the cursor is not 4 2 5

active in the customer id field.

A rating has four levels of severity. The levels of one and two are regarded as minor, which
is easily fixed. The levels of three and four should be given high priorities, which have to be fixed.
After the evaluation, three major problems have been identified, with each having a severity rating
of three. The identified problems, together with their fixing recommendations, are listed in Table 6.
We have implemented all recommendations listed in the table.

Table 6. Summary of the findings.

Number Problem Recommendation Sevel:lty Heuristic
Ranking Number
1 No error message is Appropriate error messages should 3 5

displayed for invalid entries  be displayed for invalid entries

An exit button not provided An exit button should be

2 to exit the application from . 3 2,3
implemented on every screen
any screen.

Implement help topics, as users may
3 No help topics provided not be aware of the function of the 3 10
menu or command button

We have described three kinds of evaluations on the M&E-NetPay prototype to assess performance
impact, usability and heuristic evaluations. Usability and performance evaluation have been done
on two prototypes of CORBA-based NetPay and M&E-NetPay. Even though heuristic evaluation
identifies a few errors, M&E-NetPay is successfully implemented in general. The overall result of the
evaluations demonstrates that most participants prefer M&E-NetPay. Participants and evaluators are
satisfied very much with M&E-NetPay, recommending the system for wide use.
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6. Related Work and Comparisons

In this section, we review related work and compare relevant systems to our system.

As a micro-payment for an ad hoc network, MPS [11] enables a node to join an existing ad hoc
network and allows it to pay each node that relays packets on its behalf in real time. Being a lightweight
payment scheme based on hash chains, MPS is flexible in route changes without involving a third party
(a bank or a broker), in order to pay the nodes in a new path. MPS supports multiple brokers. Off-line
verification makes the protocol more efficient and scalable.

Using a micro-payment protocol, CMP [12] is built on symmetry encryption techniques and
chaotic double hash chains. The protocol constructs two PayWord chains: one for the merchant and
another for users by using the iteration process of the Henon-like chaotic system. The chaotic hash
function generates a payment chain. The use of the symmetric algorithm that encrypts transaction
information improves the security and efficiency of CMP. CMP is an off-line system with three
stakeholders, users, vendors and a broker.

As an off-line micro-payment system, NetPay [13] is a new micro-payment model in e-commerce.
It uses CORBA interfaces to support communication between broker and vendor applications. NetPay
improves its performance and security by using fast hashing functions. This prototype is quite suitable
for e-commerce applications. In a mobile environment where a client (and possibly the server) keeps
moving, which results in changing network addresses and unreliable connections, CORBA, however, is
not well suited for this scenario. This is because of CORBA’s tight coupling between clients and servers.

We compare our M&E-NetPay protocol to other micro-payment protocols. We have analysed the
results from the three types of evaluations of M&E-NetPay prototypes to demonstrate their usability,
performance and overall satisfaction of the requirements.

It is generally agreed that the key requirements for a mobile micro-payment system are as
follows [3,8,11-13,29,30,37-39]:

e Security: The e-coins must be well encrypted to prevent peers from double spending and fraud.

e Anonymity: Peer users and peer vendors should not reveal their identities to each other or to any
other third party.

e  Ease of use: This is the ability of M&E users who are able to use the system easily without
familiarizing themselves with the M&E user interfaces or being involved in any type of
authentication at all times.

e  Scalability: The load of communication and transaction of any entity must not grow to an
unmanageable size. The load should be distributed among the vendors rather than the broker.
Payment systems should be able to cater to the rapidly growing number of users without showing
a negative impact on the performance.

e  Transferability: The e-coins used for payments should be transferable between multiple vendors.
This allows the users to use the same e-coins to make payments across multiple vendors.

e Interoperability: This is the ability of a system that operates in conjunction with other supporting
protocols, hardware, software, applications and data layers. Interoperability minimizes the
complexity of software development by reusing components and performing inter-component
communication. Interoperable systems are language and platform independent.

In the following, we compare M&E-NetPay to several well-known micro-payment systems and
also to some more recent micro-payment systems in M&E networks. The comparison criteria are the
set of the key requirements: the need for an easy-to-use micro-payment system; the need for secure
electronic coins and no double spending; ensuring anonymity for customers; supporting transferable
e-coins between vendors; a robust, low performance impact, off-line micro-payment-supported,
scalable architecture for a very large number of end users; and the ability of the system to be language
and platform independent. Table 7 summarises the comparisons of the M&E-NetPay protocol with
other systems.
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The above comparisons show that the M&E-NetPay system has advantages over other
micro-payment systems.

The security of M&E-NetPay is achieved by using existing security technologies. First, it uses a
thin client n-tier architecture. With this deployment architecture, users logging on broker or vendor
systems can access only Web servers. From there, transaction information is transferred through
a secure channel in an XML message, which cannot be intercepted by a third party. Moreover,
Web services on application servers are only available upon the request of mobile/web applications on
Web servers. The vendors and broker in M&E-NetPay rely on Web service interfaces of the other party
to exchange M&E user information. It is impossible for third parties to log directly or indirectly on to
application servers. In addition, application servers are inaccessible from outside the network.

Second, M&E-NetPay relies on the security of Web services. As we know, Web services’ security
includes three aspects: authentication, which verifies that M&E users and vendors are who they claim to
be; confidentiality and privacy, which keep information secret by encrypting the content of a message
and obfuscating the sending and receiving parties’ identities; and integrity and non-repudiation,
which make sure that a message remains unaltered during transit by having the sender digitally sign
the message. A digital signature is used to validate the signature and provides non-repudiation.

Finally, M&E-NetPay uses one-way hash functions to generate paywords and prevents M&E users
and vendors from over spending and forging paywords from a payword chain. It employs 128-bit
encryption of the messages. Since only the broker knows the mapping between the pseudonyms (IDc)
and the true identity of an M&E user, M&E user privacy is protected.

In a word, M&E-NetPay has high security features. As an off-line fully-distributed system, the
M&E-NetPay is mostly suitable for micro-payments over the WWW. In terms of transferability, e-coins
are able to be transferred freely between vendors for multiple purchases. CMP is primarily designed
for low value mobile commerce items. The protocol has greater security and faster operation efficiency,
but CMP does not support multiple platforms and languages. MPS’s design supports multiple
brokers. Off-line verification has made the protocol more efficient and scalable. The s