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Portugal

João Fialho

British University Vietnam

Vietnam

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Axioms

(ISSN 2075-1680) (available at: https://www.mdpi.com/journal/axioms/special issues/nonlinear

differential equations).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

ISBN 978-3-0365-0710-1 (Hbk)

ISBN 978-3-0365-0711-8 (PDF)

© 2021 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.



Contents

About the Editors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Preface to ”Nonlinear Differential Equations and Dynamical Systems” . . . . . . . . . . . . . . ix

Nipon Waiyaworn, Kamsing Nonlaopon and Somsak Orankitjaroen

Finite Series of Distributional Solutions for Certain Linear Differential Equations
Reprinted from: Axioms 2020, 9, 116, doi:10.3390/axioms9040116 . . . . . . . . . . . . . . . . . . . 1

Ravi P. Agarwal, Petio S. Kelevedjiev and Todor Z. Todorov

On the Solvability of Nonlinear Third-Order Two-Point Boundary Value Problems
Reprinted from: Axioms 2020, 9, 62, doi:10.3390/axioms9020062 . . . . . . . . . . . . . . . . . . . 13

Abdukomil Risbekovich Khashimov and Dana Smetanová
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Faı̈çal Ndaı̈rou and Delfim F. M. Torres

Distributed-Order Non-Local Optimal Control
Reprinted from: Axioms 2020, 9, 124, doi:10.3390/axioms9040124 . . . . . . . . . . . . . . . . . . . 135

v





About the Editors

Feliz Manuel Minhós has a PhD and Habilitation Degree, both in Mathematics, is the

Coordinador of the Research Center on Mathematics and Applications, Director of the PhD Program
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Preface to ”Nonlinear Differential Equations and

Dynamical Systems”

Nonlinear differential equations, dynamical systems, and related topics are particularly trendy

topics currently, as they have had wide and significant applications in many fields of Physics,

Chemistry, Engineering, Biology, or even Economics, in general, and Mathematics in particular.

They can be approached using several different methods and techniques. As examples, we can

refer to variational and topological methods, fractional derivatives, fixed point theory, initial and

boundary value problems, qualitative theory, stability theory, existence and control of chaos, the

existence of attractors and periodic orbits, among others.

This Special Issue contains original results and recent developments in some of the above fields,

such as fractional differential and integral equations and applications, non-local optimal control,

inverse, and higher-order nonlinear boundary value problems, distributional solutions in the form of

a finite series of the Dirac delta function and its derivatives, asymptotic properties oscillatory theory

for neutral nonlinear differential equations, the existence of extremal solutions via monotone iterative

techniques, and predator–prey interaction via fractional-order models, among others.

These recent results, and the diversity of methods and themes, involving new trends in several

areas of mathematical research, allow the reader a glance at the related state-of-the-art, and may

provide interested researchers with ideas and techniques that lead to new research and new results.

Feliz Manuel Minhós, João Fialho
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Abstract: In this paper, we present the distributional solutions of the modified spherical Bessel
differential equations t2y′′(t) + 2ty′(t)− [t2 + ν(ν + 1)]y(t) = 0 and the linear differential equations
of the forms t2y′′(t) + 3ty′(t)− (t2 + ν2 − 1)y(t) = 0, where ν ∈ N∪ {0} and t ∈ R. We find that the
distributional solutions, in the form of a finite series of the Dirac delta function and its derivatives,
depend on the values of ν. The results of several examples are also presented.

Keywords: Dirac delta function; distributional solution; Laplace transform; power series solution

1. Introduction

It is well known that the linear differential equation of the form

m

∑
n=0

an(t)y(n)(t) = 0, am(t) �= 0, (1)

where an(t) is an infinitely smooth coefficient for each n, and has no distributional solutions other
than the classical ones. However, if the leading coefficient am(t) has a zero, the classical solution of (1)
may cease to exist in a neighborhood of that zero. In that case, (1) may have a distributional solution.
It was not until 1982 that Wiener [1] proposed necessary and sufficient conditions for the existence
of an Nth-order distributional solution to the differential equation (1). The Nth-order distributional
solution that Wiener proposed is a finite sum of Dirac delta function and its derivatives:

y(t) =
N

∑
n=0

bnδ(n)(t), bN �= 0. (2)

It can be easily verified by (10) that δ(t) is a zero order distributional solution of the equation

ty′′(t) + 2y′(t) + ty(t) = 0;

the Bessel equation
t2y′′(t) + ty′(t) + (t2 − 1)y(t) = 0;

the confluent hypergeometric equation

ty′′(t) + (2 − t)y′(t)− y(t) = 0;

Axioms 2020, 9, 116; doi:10.3390/axioms9040116 www.mdpi.com/journal/axioms1
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and the second order Cauchy–Euler equation

t2y′′(t) + 3ty′(t) + y(t) = 0.

The distributional solutions with higher order of Cauchy–Euler equations were studied by many
researchers; see [2–8] for more details.

The infinite order distributional solution of the form

y(t) =
∞

∑
n=0

bnδ(n)(t) (3)

to various differential equations in a normal form with singular coefficients was studied by many
researchers [9–13]. Furthermore, a brief introduction to these concepts is presented by Kanwal [14].

In 1984, Cooke and Wiener [15] presented the existence theorems for distributional and analytic
solutions of functional differential equations. In 1987, Littlejohn and Kanwal [16] studied the
distributional solutions of the hypergeometric differential equation, whose solutions are in the form
of (3). In 1990, Wiener and Cooke [17] presented the necessary and sufficient conditions for the
simultaneous existence of solutions to linear ordinary differential equations in the forms of rational
functions and (2).

As mentioned in abstract, we propose the distributional solutions of the modified spherical Bessel
differential equations

t2y′′(t) + 2ty′(t)− [t2 + ν(ν + 1)]y(t) = 0

and the linear differential equations of the forms

t2y′′(t) + 3ty′(t)− (t2 + ν2 − 1)y(t) = 0,

where ν ∈ N∪ {0} and t ∈ R. The modified spherical Bessel differential equation is just the spherical
Bessel equation with a negative separation constant. The spherical Bessel equation occurs when
dealing with the Helmholtz equation in spherical coordinates of various problems in physics such as a
scattering problem [18].

We use the simple method, consisting of Laplace transforms of right-sided distributions and
power series solution, for searching the distributional solutions of these equations. We find that the
solutions are in the forms of finite linear combinations of the Dirac delta function and its derivatives
depending on the values of ν.

2. Preliminaries

In this section, we introduce the basic knowledge and concepts, which are essential for this work.

Definition 1. Let D be the space consisting of all real-valued functions ϕ(t) with continuous derivatives of
all orders and compact support. The support of ϕ(t) is the closure of the set of all elements t ∈ R such that
ϕ(t) �= 0. Then ϕ(t) is called a test function.

Definition 2. A distribution T is a continuous linear functional on the space D. The space of all such
distributions is denoted by D′.

For every T ∈ D′ and ϕ(t) ∈ D, the value that T acts on ϕ(t) is denoted by 〈T, ϕ(t)〉. Note that
〈T, ϕ(t)〉 ∈ R.

Example 1.

(i) The locally integrable function f (t) is a distribution generated by the locally integrable function f (t).
Then we define 〈 f (t), ϕ(t)〉 =

∫
Ω f (t)ϕ(t)dt, where Ω is the support of ϕ(t) and ϕ(t) ∈ D.

2
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(ii) The Dirac delta function is a distribution defined by 〈δ(t), ϕ(t)〉 = ϕ(0) and the support of δ(t) is {0}.

A distribution T generated by a locally integrable function is called a regular distribution;
otherwise, it is called a singular distribution.

Definition 3. The kth-order derivative of a distribution T, denoted by T(k), is defined by
〈

T(k), ϕ(t)
〉

=

(−1)k
〈

T, ϕ(k)(t)
〉

for all ϕ(t) ∈ D.

Example 2.

(i) 〈δ′(t), ϕ(t)〉 = − 〈δ(t), ϕ′(t)〉 = −ϕ′(0);

(ii)
〈

δ(k)(t), ϕ(t)
〉
= (−1)k

〈
δ(t), ϕ(k)(t)

〉
= (−1)k ϕ(k)(0).

Definition 4. Let α(t) be an infinitely differentiable function. We define the product of α(t) with any
distribution T in D′ by 〈α(t)T, ϕ(t)〉 = 〈T, α(t)ϕ(t)〉 for all ϕ(t) ∈ D.

Definition 5. If y(t) is a singular distribution and satisfies the equation

n

∑
m=0

am(t)y(n)(t) = f (t), (4)

where am(t) is an infinitely differentiable function and f (t) is an arbitrary known distribution, in the sense of
distribution, and is called a distributional solution of (4).

Definition 6. Let M ∈ R and f (t) be a locally integrable function satisfying the following conditions:

(i) f (t) = 0 for all t < M;
(ii) There exists a real number c such that e−ct f (t) is absolutely integrable over R.

The Laplace transform of f (t) is defined by

F(s) = L { f (t)} =
∫ ∞

M
f (t)e−stdt, (5)

where s is a complex variable.

It is well known that if f (t) is continuous, then F(s) is an analytic function on the half-plane
�(s) > σa, where σa is an abscissa of absolute convergence for L { f (t)}.

Recall that the Laplace transform G(s) of a locally integrable function g(t) satisfying the conditions
of definition 6, that is,

G(s) = L {g(t)} =
∫ ∞

M
g(t)e−stdt, (6)

where �(s) > σa, can be written in the form G(s) =
〈

g(t), e−st〉.

Definition 7. Let S be the space of test functions of rapid decay containing the complex-valued functions φ(t)
having the following properties:

(i) φ(t) is infinitely differentiable—i.e., φ(t) ∈ C∞(R);
(ii) φ(t), as well as its derivatives of all orders, vanish at infinity faster than the reciprocal of any polynomial

which is expressed by the inequality
|tpφ(k)(t)| < Cpk,

where Cpk is a constant depending on p, k, and φ(t). Then φ(t) is called a test function in the space S.

3
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Definition 8. A distribution of slow growth or tempered distribution T is a continuous linear functional over
the space S of test function of rapid decay and contains the complex-valued functions—i.e., there is assigned a
complex number 〈T, φ(t)〉 with properties:

(i) 〈T, c1φ1(t) + c2φ2(t)〉 = c1 〈T, φ1(t)〉+ c2 〈T, φ2(t)〉 for φ1(t), φ2(t) ∈ S and constants c1, c2;
(ii) limm→∞ 〈T, φm(t)〉 = 0 for every null sequence {φm(t)} ∈ S.

We shall let S
′

denote the set of all distributions of slow growth.

Definition 9. Let f (t) be a distribution satisfying the following properties:

(i) f (t) is a right-sided distribution, that is, f (t) ∈ D′
R.

(ii) There exists a real number c such that e−ct f (t) is a tempered distribution.

The Laplace transform of a right-sided distribution f (t) satisfying (ii) is defined by

F(s) = L { f (t)} =
〈

e−ct f (t), X(t)e−(s−c)t
〉

, (7)

where X(t) is an infinitely differentiable function with support bounded on the left, which equals 1 over a
neighbourhood of the support of f (t).

For �(s) > c, the function X(t)e−(s−c)t is a testing function in the space S and e−ct f (t) is in the
space S′. Equation (7) can be reduced to

F(s) = L { f (t)} =
〈

f (t), e−st〉 . (8)

Now F(s) is a function of s defined over the right half-plane �(s) > c. Zemanian [19] proved
that F(s) is an analytic function in the region of convergence �(s) > σ1, where σ1 is the abscissa of
convergence and e−ct f (t) ∈ S′ for some real number c > σ1.

Example 3. Let δ(t) be the Dirac delta function, H(t) be the Heaviside function, and f (t) be a
Laplace-transformable distribution in D′

R. If k is a positive integer, then the following holds:

(i) L{(tk−1H(t))/(k − 1)!} = 1/sk, �(s) > 0;
(ii) L {δ(t)} = 1, −∞ < �(s) < ∞;

(iii) L
{

δ(k)(t)
}
= sk, −∞ < �(s) < ∞;

(iv) L
{

tk f (t)
}
= (−1)kF(k)(s), �(s) > σ1;

(v) L
{

f (k)(t)
}
= skF(s), �(s) > σ1.

The proof of following lemma 1 is given in [14].

Lemma 1. Let ψ(t) be an infinitely differentiable function. Then

ψ(t)δ(m)(t) = (−1)mψ(m)(0)δ(t) + (−1)m−1mψ(m−1)(0)δ′(t)

+ (−1)m−2 m(m − 1)
2!

ψ(m−1)(0)δ′′(t) + · · ·+ ψ(0)δ(m)(t). (9)

A useful formula that follows from (9), for any monomial ψ(t) = tn, is that

tnδ(m)(t) =

{
0, if m < n;
(−1)n m!

(m−n)! δ
(m−n)(t), if m ≥ n. (10)

4
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3. Main Results

In this section, we will state our main results and give their proofs.

Theorem 1. Consider the differential equation of the form

t2y′′(t) + 2ty′(t)− [t2 + ν(ν + 1)]y(t) = 0, (11)

where ν ∈ N∪ {0} and t ∈ R. The distributional solutions of (11) are given by

y(t) = Pν(D)δ(t), (12)

where

Pν(D) =
1
2ν

�ν/2�
∑
k=0

(−1)k (2ν − 2k)!
k!(ν − k)!(ν − 2k)!

Dν−2k,

is a Legendre polynomial of distributional derivative operator D = d/dt.

Proof. Applying the Laplace transform to both sides of (11) with L{y(t)} = F(s), and using
Example 3(iv), (v), we obtain

(1 − s2)F′′(s)− 2sF′(s) + ν(ν + 1)F(s) = 0. (13)

Suppose that a solution of (13) is of the form F(s) = ∑∞
n=0 ansn. Differentiating term by term,

we obtain

F′(s) =
∞

∑
n=1

nansn−1

and

F′′(s) =
∞

∑
n=2

n(n − 1)ansn−2.

Substituting these terms into (13), we have

[2a2 + ν(ν + 1)a0] + [(3 · 2)a3 − (2 − ν(ν + 1)a1] s

+
∞

∑
n=2

[(n + 2)(n + 1)an+2 − n(n − 1)an − 2nan + ν(ν + 1)an] sn = 0.

Since sn �= 0, it follows that

2a2 + ν(ν + 1)a0 = 0, (3 · 2)a3 − (2 − ν(ν + 1)a1 = 0,

(n + 2)(n + 1)an+2 − n(n − 1)an − 2nan + ν(ν + 1)an = 0, n ≥ 2,

which leads to a recurrence relation

an+2 = − (ν − n)(ν + n + 1)
(n + 1)(n + 2)

an. (14)

5
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Thus, we obtain

a2 = −ν(ν + 1)
2!

a0

a4 = (−1)2 ν(ν − 2)(ν + 1)(ν + 3)
4!

a0

...

a2n = (−1)n ν(ν − 2) · · · (ν − 2n + 2)(ν + 1)(ν + 3) · · · (ν + 2n − 1)
(2n)!

a0.

Similarly,

a3 = − (ν − 1)(ν + 2)
2 · 3

a1

a5 = (−1)2 (ν − 1)(ν − 3)(ν + 2)(ν + 4)
5!

a1

...

a2n+1 = (−1)n (ν − 1)(ν − 3) · · · (ν − 2n + 1)(ν + 2)(ν + 4) · · · (ν + 2n)
(2n + 1)!

a1.

Letting a0 = a1 = 1, we get the two solutions of (13) in the forms

Fe(s) = 1 +
∞

∑
n=1

(−1)n ν(ν − 2) · · · (ν − 2n + 2)(ν + 1)(ν + 3) · · · (ν + 2n − 1)
(2n)!

s2n

and

Fo(s) = s +
∞

∑
n=1

(−1)n (ν − 1)(ν − 3) · · · (ν − 2n + 1)(ν + 2)(ν + 4) · · · (ν + 2n)
(2n + 1)!

s2n+1.

If ν is even, letting ν = 2m, m ∈ N∪ {0}, we note that

ν(ν − 2) · · · (ν − 2n + 2) = 2m(2m − 2) · · · (2m − 2n + 2) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, m = 0;

2nm!
(m − n)!

, m > 0, n ≤ m;

0, n > m > 0,

and

(ν + 1)(ν + 3) · · · (ν + 2n − 1) = (2m + 1)(2m + 3) · · · (2m + 2n − 1) =
(2m + 2n)!m!

2n(2m)!(m + n)!
.

Then, in this case, Fe(s) only becomes the finite series of the form

Fe(s) =
(m!)2

(2m)!

m

∑
k=0

(−1)k (2m + 2k)!s2k

(m − k)!(m + k)!(2k)!
. (15)

If ν is odd, letting ν = 2m + 1, m ∈ N∪ {0}, we note that

(ν − 1)(ν − 3) · · · (ν − 2n + 1) = 2m(2m − 2) · · · (2m − 2n + 2) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, m = 0;

2nm!
(m − n)!

, m > 0, n ≤ m;

0, n > m > 0,

6
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and

(ν + 2)(ν + 4) · · · (ν + 2n) = (2m + 3)(2m + 5) · · · (2m + 2n + 1) =
(2m + 2n + 1)!m!

2n(2m + 1)!(m + n)!
.

Then, in this case, Fo(s) only becomes the finite series of the form

Fo(s) =
(m!)2

(2m + 1)!

m

∑
k=0

(−1)k (2m + 2k + 1)!s2k+1

(m − k)!(m + k)!(2k + 1)!
. (16)

For ν = 0, 1, 2, . . ., we have Fν(s), as follows:

F0(s) = 1 = P0(s),

F1(s) = s = P1(s),

F2(s) = 1 − 3s2 = −2P2(s),

F3(s) = s − (5/3)s3 = −(2/3)P3(s),

F4(s) = 1 − 10s2 + (35/3)s4 = (8/3)P4(s),

F5(s) = s − (14/3)s3 + (21/5)s5 = (8/15)P5(s),

F6(s) = 1 − 21s2 + 63s4 − (231/5)s6 = −(16/5)P6(s),

F7(s) = s − 9s3 + (99/5)s5 − (429/35)s7 = −(16/35)P7(s),

and so on, where Pn(s) is the Legendre polynomial of s for n = 0, 1, 2, . . .. Since (13) is linear, Pν is also
its solution for all non-negative integer ν. Taking the inverse Laplace transform to Pν(s), and using
Example 3(ii),(iii), we obtain the solutions of (11),

y(t) =
1
2ν

�ν/2�
∑
k=0

(−1)k (2ν − 2k)!
k!(ν − k)!(ν − 2k)!

Dν−2kδ(t), (D ≡ d
dt

distribution derivative)

= Pν(D)δ(t),

(17)

which are the distributional solutions of the form (12).

Example 4. Letting ν = 1, (11) becomes

t2y′′(t) + 2ty′(t)− (t2 + 2)y(t) = 0. (18)

From Theorem 1, (18) has a solution
y(t) = δ′(t). (19)

Letting ν = 4, (11) becomes
t2y′′(t) + 2ty′(t)− (t2 + 20)y(t) = 0. (20)

From Theorem 1, (20) has a solution

y(t) =
35
8

δ(4)(t)− 15
4

δ′′(t) +
3
8

δ(t). (21)

By applying (10), it is not difficult to verify that (19) and (21) satisfy (18) and (20), respectively.

Theorem 2. Consider the equation of the form

t2y′′(t) + 3ty′(t)− (t2 + ν2 − 1)y(t) = 0, (22)

7
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where ν ∈ N∪ {0} and t ∈ R. The distributional solutions of (22) are given by

y(t) = Tν(D)δ(t), (23)

where

Tν(D) =
ν

2

�ν/2�
∑
k=0

(−1)k 2ν−2k(n − k − 1)!
k!(ν − 2k)!

Dν−2k,

is a Chebyshev polynomial of the first kind of distributional derivative operator D = d/dt.

Proof. Applying the Laplace transform L{y(t)} = F(s) to (22) and using Example 3(iv), (v), we obtain

(1 − s2)F′′(s)− sF′(s) + ν2F(s) = 0. (24)

Suppose that a solution of (24) is of the form F(s) = ∑∞
n=0 ansn. Differentiating F(s) term by term,

we obtain

F′(s) =
∞

∑
n=1

nansn−1

and

F′′(s) =
∞

∑
n=2

n(n − 1)ansn−2.

Substituting these terms into (24), we get

2a2 + ν2a0 +
(

6a3 − a1 + ν2a1

)
s +

∞

∑
n=2

{
(n + 2)(n + 1)an+2 − [n(n − 1) + n − ν2]an

}
sn = 0.

Since sn �= 0, it follows that

2a2 + ν2a0 = 0,

6a3 − a1 + ν2a1 = 0,

and for n = 2, 3, . . .,

(n + 2)(n + 1)an+2 − (n2 − ν2)an = 0.

Hence,

a2 = −ν2

2
a0,

a3 =
1 − ν2

3!
a1,

and for n = 2, 3, . . .,

an+2 =
n2 − ν2

(n + 2)(n + 1)
an. (25)

Thus, we obtain

a2 = −ν2

2
a0,

a4 =
(22 − ν2)(−ν2)

4!
a0,

8
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and so on. Similarly,

a3 =
1 − ν2

3!
a1,

a5 =
(32 − ν2)(1 − ν2)

5!
a1,

and so on. A pattern clearly emerges:

a2n =
[(2n − 2)2 − ν2][(2n − 4)2 − ν2] · · · (22 − ν2)(−ν2)

(2n)!
a0

and

a2n+1 =
[(2n − 1)2 − ν2][(2n − 3)2 − ν2] · · · (32 − ν2)(1 − ν2)

(2n + 1)!
a1.

Hence, we get two solutions of (24) in the forms

Fe(s) = a0 +
∞

∑
n=1

[(2n − 2)2 − ν2][(2n − 4)2 − ν2] · · · (22 − ν2)(−ν2)

(2n)!
a0s2n

and

Fo(s) = a1s +
∞

∑
n=1

[(2n − 1)2 − ν2][(2n − 3)2 − ν2] · · · (32 − ν2)(1 − ν2)

(2n + 1)!
a1s2n+1.

If ν is even, letting ν = 2m, m ∈ N∪ {0}, then a2m+2 = 0, so that a2n+2 = 0 for n ≥ m. Hence,

Fe(s) = 1 +
m

∑
n=1

[(2n − 2)2 − (2m)2][(2n − 4)2 − (2m)2] · · · [22 − (2m)2][−(2m)2]

(2n)!
s2n,

equivalently to

Fe(s) = 1 +
m

∑
n=1

∏n
k=1 4(n − k + m)(n − k − m)

(2n)!
s2n.

If ν is odd, letting ν = 2m + 1, m ∈ N∪ {0}, then a2m+3 = 0, so that a2n+3 = 0 for n ≥ m. Hence,

Fo(s) = s +
m

∑
n=1

[(2n − 1)2 − (2m + 1)2][(2n − 3)2 − (2m + 1)2] · · · [32 − (2m + 1)2)][1 − (2m + 1)2]

(2n + 1)!
s2n+1,

equivalently to

Fo(s) = s +
m

∑
n=1

∏n
k=1 4(n − k + m + 1)(n − k − m)

(2n + 1)!
s2n+1.

9
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For ν = 0, 1, 2, . . ., we have Fν(s), as follows:

F0(s) = 1 = T0(s),

F1(s) = s = T1(s),

F2(s) = 1 − 2s2 = −T2(s),

F3(s) = s − (4/3)s3 = −(1/3)T3(s),

F4(s) = 1 − 8s2 + 8s4 = T4(s),

F5(s) = s − 4s3 + (16/5)s5 = (1/5)T5(s),

F6(s) = 1 − 18s2 + 48s4 − 32s6 = −T6(s),

F7(s) = s − 8s3 + 16s5 − (64/7)s7 = −(1/7)T7(s),

and so on, where Tn(s) is the Chebyshev polynomial of the first kind of s for n = 0, 1, 2, . . ..
Since (24) is linear, Tn(s) is also its solution. Taking the inverse Laplace transform to Tn(s), and using
Example 3(ii),(iii), we obtain the solutions of (22),

yn(t) =
ν

2

�ν/2�
∑
k=0

(−1)k 2ν−2k(n − k − 1)!
k!(ν − 2k)!

Dν−2kδ(t),

= Tn(D)δ(t),

(26)

which are the distributional solutions of the forms (23).

Example 5. Letting ν = 1, (22) becomes

t2y′′(t) + 3ty′(t)− t2y(t) = 0. (27)

From Theorem 2, (27) has a solution
y(t) = δ′(t). (28)

Letting ν = 4, (22) becomes
t2y′′(t) + 2ty′(t)− (t2 + 15)y(t) = 0. (29)

From Theorem 2, (29) has a solution

y(t) = 8δ(4)(t)− 8δ′′(t) + δ(t). (30)

By applying (10), it is not difficult to verify that (28) and (30) satisfy (27) and (29), respectively.

4. Conclusions

In this paper, we seek the distributional solutions of the modified spherical Bessel differential
Equation (11) and the linear differential equation of the form (22) by using the Laplace transforms
of right-sided distributions and the power series solutions. The obtained solutions in the forms of
the finite linear combinations of the Dirac delta function and its derivatives depend on the value of ν,
to which their coefficients regard the coefficients of Legendre and Chebyshev polynomials (see [20]
for more details). However, for solutions of (11) and (22) in the usual sense, not mentioned here,
they can be seen in many standard and technical textbooks (see, for example, Ross [21]) but, even more,
may appear in models related to equilibrium of membrane structures, steady states of evolutive
equations or nonlinear science (see studies [22–25]).

10
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1. Introduction

In this paper, we study the solvability of boundary value problems (BVPs) for the differential
equation

x′′′ = f (t, x, x′, x′′), t ∈ (0, 1), (1)

with some of the boundary conditions

x(0) = A, x′(1) = B, x′′(1) = C, (2)

x(0) = A, x′(0) = B, x′′(1) = C, (3)

x(0) = A, x(1) = B, x′′(1) = C, (4)

x(0) = A, x′(0) = B, x′(1) = C, (5)

x(1) = A, x′(0) = B, x′(1) = C, (6)

where f : [0, 1]× Dx × Dp × Dq → R, Dx, Dp, Dq ⊆ R, and A, B, C ∈ R.
The solvability of BVPs for third-order differential equations has been investigated by many

authors. Here, we will cite papers devoted to two-point BVPs which are mostly with some of the above
boundary conditions; in each of these works A, B, C = 0. Such problems for equations of the form

x′′′ = f (t, x), t ∈ (0, 1),

have been studied by H. Li et al. [1], S. Li [2] (the problem may be singular at t = 0 and/or t = 1),
Z. Liu et al. [3,4], X. Lin and Z. Zhao [5], S. Smirnov [6], Q. Yao and Y. Feng [7]. Moreover, the boundary
conditions in References [2,3] are (3), in Reference [4] they are (4), in References [1,5,7] they are (5), and
in Reference [6] are

x(0) = x(1) = 0, x′(0) = C.

Y. Feng [8] and Y. Feng and S. Liu [9] have considered the equation

x′′′ = f (t, x, x′), t ∈ (0, 1),

Axioms 2020, 9, 62; doi:10.3390/axioms9020062 www.mdpi.com/journal/axioms13
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with (6) and (5), respectively. Y. Feng [10] and R. Ma and Y. Lu [11] have studied the equations

f (t, x, x′, x′′′) = 0 and x′′′ + Mx′′ + f (t, x) = 0, t ∈ (0, 1).

with (5). BVPs for the equation
x′′′ = f (t, x, x′, x′′), t ∈ (0, 1),

have been investigated by A. Granas et al. [12], B. Hopkins and N. Kosmatov [13], Y. Li and Y. Li [14];
the boundary conditions in [12] are (5), these in Reference [13] are (2) and (3), and in Reference [14]—(2).

Results guaranteeing positive or non-negative solutions can be found in References [2–4,7–11,13,14],
and results that guarantee negative or non-positive ones in References [7,9,10]. The existence of
monotone solutions has been studied in References [3,7,9].

As a rule, the main nonlinearity is defined and continuous on a set such that each dependent
variable changes in a left- and/or a right-unbounded set; in Reference [13] it is a Carathéodory
function on an unbounded set. Besides, the main nonlinearity is monotone with respect to some of
the variables in References [1,5], does not change its sign in References [2–4,14] and satisfies Nagumo
type growth conditions in Reference [14]. Maximum principles have been used in References [8,10],
Green’s functions in References [1,2,4,5], and upper and lower solutions in References [1,7–11].

Here, we use a different tool—barrier strips which allow the right side of the equation to be
defined and continuous on a bounded subset of its domain and to change its sign.

To prove our existence results we apply a basic existence theorem whose formulation requires the
introduction of the BVP

x′′′ + a(t)x′′ + b(t)x′ + c(t)x = f (t, x, x′, x′′), t ∈ (0, 1), (7)

Vi(x) = ri, i = 1, 2, 3(i = 1, 3 for short), (8)

where a, b, c ∈ C([0, 1],R), f : [0, 1]× Dx × Dp × Dq → R,

Vi(x) =
2

∑
j=0

[aijx(j)(0) + bijx(j)(1)], i = 1, 3,

with constants aij and bij such that ∑2
j=0(a2

ij + b2
ij) > 0, i = 1, 3, and ri ∈ R, i = 1, 3. Next, consider the

family of BVPs for

x′′′ + a(t)x′′ + b(t)x′ + c(t)x = g(t, x, x′, x′′, λ), t ∈ (0, 1), λ ∈ [0, 1] (7)λ

with boundary conditions (8), where g is a scalar function defined [0, 1]× Dx × Dp × Dq × [0, 1], and
a, b, c are as above. Finally, BC denotes the set of functions satisfying boundary conditions (8), and
BC0 denotes the set of functions satisfying the homogeneous boundary conditions Vi(x) = 0, i = 1, 3.
Besides, let C3

BC[0, 1] = C3[0, 1] ∩ BC and C3
BC0

[0, 1] = C3[0, 1] ∩ BC0.
The proofs of our existence results are based on the following theorem. It is a variant of Reference [12]

(Chapter I, Theorem 5.1 and Chapter V, Theorem 1.2). Its proof can be found in Reference [15]; see also
the similar result in Reference [16] (Theorem 4).

Lemma 1. Suppose:
(i) Problem (7)0, (8) has a unique solution x0 ∈ C3[0, 1].
(ii) Problems (7), (8) and (7)1, (8) are equivalent.
(iii) The map Lh : C3

BC0
[0, 1] → C[0, 1] is one-to-one: here,

Lhx = x′′′ + a(t)x′′ + b(t)x′ + c(t)x.

14
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(iv) Each solution x ∈ C3[0, 1] to family (7)λ, (8) satisfies the bounds

mi ≤ x(i) ≤ Mi for t ∈ [0, 1], i = 0, 3,

where the constants −∞ < mi, Mi < ∞, i = 0, 3, are independent of λ and x.
(v) There is a sufficiently small σ > 0 such that

[m0 − σ, M0 + σ] ⊆ Dx, [m1 − σ, M1 + σ] ⊆ Dp, [m2 − σ, M2 + σ] ⊆ Dq,

and g(t, x, p, q, λ) is continuous for (t, x, p, q, λ) ∈ [0, 1]× J × [0, 1] where J = [m0 − σ, M0 + σ]× [m1 −
σ, M1 + σ]× [m2 − σ, M2 + σ]; mi, Mi, i = 0, 3, are as in (iv).

Then boundary value problem (7), (8) has at least one solution in C3[0, 1].

For us, the equation from (7)λ has the form

x′′′ = λ f (t, x, x′, x′′). (1)λ

Preparing the application of Lemma 1, we impose conditions which ensure the a priori bounds
from (iv) for the eventual C3[0, 1] - solutions of the families of BVPs for (7)λ, λ ∈ [0, 1], with one of the
boundary conditions (k), k = 2, 6.

So, we will say that for some of the BVPs (1), (k), k = 2, 6, the conditions (H1) and (H2) hold for a
K ∈ R (it will be specified later for each problem) if:

(H1) There are constants F′
i , L′

i, i = 1, 2, such that

F′
2 < F′

1 ≤ K ≤ L′
1 < L′

2, [F′
2, L′

2] ⊆ Dq,

f (t, x, p, q) ≥ 0 for (t, x, p, q) ∈ [0, 1]× Dx × Dp × [L′
1, L′

2], (9)

f (t, x, p, q) ≤ 0 for (t, x, p, q) ∈ [0, 1]× Dx × Dp × [F′
2, F′

1]. (10)

(H2) There are constants Fi, Li, i = 1, 2, such that

F2 < F1 ≤ K ≤ L1 < L2, [F2, L2] ⊆ Dq,

f (t, x, p, q) ≤ 0 for (t, x, p, q) ∈ [0, 1]× Dx × Dp × [L1, L2],

f (t, x, p, q) ≥ 0 for (t, x, p, q) ∈ [0, 1]× Dx × Dp × [F2, F1].

Besides, we will say that for some of the BVPs (1), (k), k = 2, 6, the condition (H3) holds for
constants mi ≤ Mi, i = 0, 2, (they also will be specified later for each problem) if:

(H3) [m0 − σ, M0 + σ] ⊆ Dx, [m1 − σ, M1 + σ] ⊆ Dp, [m2 − σ, M2 + σ] ⊆ Dq and f (t, x, p, q) is
continuous on the set [0, 1]× J, where J is as in (v) of Lemma 1, and σ > 0 is sufficiently small.

In fact, the present paper supplements P. Kelevedjiev and T. Todorov [15] where only conditions
(H2) and (H3) have been used for studying the solvability of various BVPs for (1) with other boundary
conditions. Here, (H1) is also needed. Now, only (H1) guarantees the a priori bounds for x′′(t), x′(t)
and x(t), in this order, for each eventual solution x ∈ C3[0, 1] to the families (1)λ, (k), k = 2, 4, and (H1)

and (H2) together guarantee these bounds for the families (1)λ, (k), k = 5, 6. As in Reference [15], (H3)

gives the bounds for x′′′(t).
The auxiliary results which guarantee a priori bounds are given in Section 2, and the existence

theorems are in Section 3. The ability to use (H1) and (H2) for studying the existence of solutions with
important properties is shown in Appendix A. Examples are given in Section 4.
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2. Auxiliary Results

This part ensures a priori bounds for the eventual C3[0, 1]-solutions of each family (1)λ, (k), k =

2, 6, that is, it ensures the constants mi, Mi, i = 0, 2, from (iv) of Lemma 1 and (H3).

Lemma 2. Let x ∈ C3[a, b] be a solution to (1)λ. Suppose (H1) holds with [0, 1] replaced by [a, b] and
K = x′′(b). Then

F′
1 ≤ x′′(t) ≤ L′

1 on [a, b].

Proof. By contradiction, assume that x′′(t) > L′
1 for some t ∈ [a, b). This means that the set

S+ = {t ∈ [a, b] : L′
1 < x′′(t) ≤ L′

2}

is not empty because x′′(t) is continuous on [a, b] and x′′(b) ≤ L′
1. Besides, there is a γ ∈ S+ such that

x′′′(γ) < 0.

As x(t) is a C3[a, b]—solution to (1)λ,

x′′′(γ) = λ f (γ, x(γ), x′(γ), x′′(γ)).

But, (γ, x(γ), x′(γ), x′′(γ)) ∈ S+ × Dx × Dp × (L′
1, L′

2] and (9) imply

x′′′(γ) ≥ 0,

a contradiction. Consequently,
x′′(t) ≤ L′

1 for t ∈ [a, b].

Along similar lines, assuming on the contrary that the set

S− = {t ∈ [a, b] : F′
2 ≤ x′′(t) < F′

1}

is not empty and using (10), we achieve a contradiction which implies that

F′
1 ≤ x′′(t) for t ∈ [a, b].

The proof of the next assertion is virtually the same as that of Lemma 2 and is omitted; it can be
found in [15].

Lemma 3. Let x ∈ C3[a, b] be a solution to (1)λ. Suppose (H2) holds with [0, 1] replaced by [a, b] and
K = x′′(a). Then

F1 ≤ x′′(t) ≤ L1 on [a, b].

Let us recall, conditions of type (H1) and (H2) are called barrier strips, see P. Kelevedjiev [17].
As can we see from Lemmas 2 and 3 they control the behavior of x′′(t) on [a, b], depending on the sign of
f (t, x, x′, x′′) the curve of x′′(t) on [a, b] crosses the strips [a, b]× [L′

1, L′
2], [a, b]× [L1, L2], [a, b]× [F′

2, F′
1]

and [a, b]× [F2, F1] not more than once. This property ensures the a priori bounds for x′′(t).

Lemma 4. Let (H1) hold for K = C. Then every solution x ∈ C3[0, 1] to (1)λ, (2) or (1)λ, (3) satisfies
the bounds

|x(t)| ≤ |A|+ |B|+ max{|F′
1|, |L′

1|}, t ∈ [0, 1],

|x′(t)| ≤ |B|+ max{|F′
1|, |L′

1|}, t ∈ [0, 1],

16
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F′
1 ≤ x′′(t) ≤ L′

1, t ∈ [0, 1]. (11)

Proof. Let first x(t) be a solution to (1)λ, (2). Using Lemma 2 we conclude that (11) is true. Then,
according to the mean value theorem, for each t ∈ [0, 1) there is a ξ ∈ (t, 1) such that

x′(1)− x′(t) = x′′(ξ)(1 − t),

which together with (11) gives the bound for |x′(t)|. Again from the mean value theorem for each
t ∈ (0, 1] there is an η ∈ (0, t) with the property

x(t)− x(0) = x′(η)t,

which yields the bound for |x(t)|. The assertion follows similarly for (1)λ, (3).

Lemma 5. Let (H1) hold for K = C. Then every solution x ∈ C3[0, 1] to (1)λ, (4) satisfies the bounds

|x(t)| ≤ |A|+ |B − A|+ max{|F′
1|, |L′

1|}, t ∈ [0, 1],

|x′(t)| ≤ |B − A|+ max{|F′
1|, |L′

1|}, t ∈ [0, 1],

F′
1 ≤ x′′(t) ≤ L′

1, t ∈ [0, 1].

Proof. By Lemma 2, F′
1 ≤ x′′(t) ≤ L′

1 on [0, 1]. Clearly, there is a μ ∈ (0, 1) for which x′(μ) = B − A.
Further, for each t ∈ [0, μ) there is a ξ ∈ (t, μ) such that

x′(μ)− x′(t) = x′′(ξ)(μ − t),

from where, using the obtained bounds for x′′(t), we get

|x′(t)| ≤ |B − A|+ max{|F′
1|, |L′

1|}, t ∈ [0, μ].

We can proceed analogously to see that the same bound is valid for t ∈ [μ, 1]. Finally, for each
t ∈ (0, 1] there is an η ∈ (0, t) such that

x(t)− x(0) = x′(η)t,

which together with the obtained bound for|x′(t)| yields the bound for |x(t)|.

Lemma 6. Let (H1) and (H2) hold for K = C − B. Then every solution x ∈ C3[0, 1] to (1)λ, (5) or (1)λ, (6)
satisfies the bounds

|x(t)| ≤ |A|+ |B|+ max{|F1|, |L1|, |F′
1|, |L′

1|}, t ∈ [0, 1],

|x′(t)| ≤ |B|+ max{|F1|, |L1|, |F′
1|, |L′

1|}, t ∈ [0, 1],

min{F1, F′
1} ≤ x′′(t) ≤ max{L1, L′

1}, t ∈ [0, 1].

Proof. Let x(t) be a solution to (1)λ, (5); the proof is similar for (1)λ, (6). We know there is a ν ∈ (0, 1)
for which x′′(ν) = C − B. Then, applying Lemmas 2 and 3 on the intervals [0, ν] and [ν, 1], respectively,
we get

F′
1 ≤ x′′(t) ≤ L′

1 on [0, ν] and F1 ≤ x′′(t) ≤ L1 on [ν, 1]

and so the bounds for x′′(t) follow. Further, as in the proof of Lemma 4 we establish consecutively the
bounds for |x′(t)| and |x(t)|.
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3. Existence Results

Theorem 1. Let (H1) hold for K = C and (H3) hold for

M0 = |A|+ |B|+ max{|F′
1|, |′L1|}, m0 = −M0,

M1 = |B|+ max{|F′
1|, |L′

1|}, m1 = −M1, m2 = F′
1, M2 = L′

1.

Then each of BVPs (1), (2) and (1), (3) has at least one solution in C3[0, 1].

Proof. We will establish that the assertion is true for problem (1), (2) after checking that the hypotheses
of Lemma 1 are fulfilled; it follows similarly and for (1), (3). We easily check that (i) holds for (1)0, (2).
Clearly, BVP (1), (2) is equivalent to BVP (1)1, (2) and so (ii) is satisfied. Since now Lh = x′′′, (iii) also
holds. Next, according to Lemma 4, for each solution x ∈ C3[0, 1] to (1)λ, (2) we have

mi ≤ x(i)(t) ≤ Mi, t ∈ [0, 1], i = 0, 1, 2.

Now use that f is continuous on [0, 1]× J to conclude that there are constants m3 and M3 such that

m3 ≤ λ f (t, x, p, q) ≤ M3 for λ ∈ [0, 1] and (t, x, p, q) ∈ [0, 1]× J,

which together with (x(t), x′(t), x′′(t)) ∈ J for t ∈ [0, 1] and Equation (1)λ implies

m3 ≤ x′′′(t) ≤ M3, t ∈ [0, 1].

These observations imply that (iv) holds, too. Finally, the continuity of f on the set J gives (v) and
so the assertion is true by Lemma 1.

Theorem 2. Let (H1) hold for K = C and (H3) hold for

M0 = |A|+ |B − A|+ max{|F′
1|, |L′

1|}, m0 = −M0,

M1 = |B − A|+ max{|F′
1|, |L′

1|}, m1 = −M1, m2 = F′
1, M2 = L′

1.

Then BVP (1), (4) has at least one solution in C3[0, 1].

Proof. It follows the lines of the proof of Theorem 1. Now the bounds

mi ≤ x(i)(t) ≤ Mi, t ∈ [0, 1], i = 0, 1, 2,

for each solution x ∈ C3[0, 1] to a (1)λ, (4) follow from Lemma 5.

Theorem 3. Let (H1) and (H2) hold for K = C − B and (H3) hold for

M0 = |A|+ |B|+ max{|F1|, |L1|, |F′
1|, |L′

1|}, m0 = −M0,

M1 = |B|+ max{|F1|, |L1|, |F′
1|, |L′

1|}, m1 = −M1,

m2 = min{F1, F′
1}, M2 = max{L1, L′

1}.

Then each of BVPs (1), (5) and (1), (6) has at least one solution in C3[0, 1].

Proof. Arguments similar to those in the proof of Theorem 1 yield the assertion. Now the bounds

mi ≤ x(i)(t) ≤ Mi, t ∈ [0, 1], i = 0, 1, 2,
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for each solution x ∈ C3[0, 1] to (1)λ, (5) and (1)λ, (6) follow from Lemma 6.

4. Examples

Through several examples we will illustrate the application of the obtained results.

Example 1. Consider the BVPs for the equation

x′′′(t) = exp(x′′ − 3) + 5x′′(x′2 + 1)− t sin x, t ∈ (0, 1),

with boundary conditions (2) or (3).

For F′
2 = −|C| − 2, F′

1 = −|C| − 1, L′
1 = max{|C|, 3}+ 1, L′

2 = max{|C|, 3} + 2 and σ = 0.1,
for example, each of these problems has a solution in C3[0, 1] by Theorem 1.

Example 2. Consider the BVP

x′′′(t) = ϕ(t, x, x′)
(

lg
(
(x′′ + 50)(60 − x′′)

)
− 3

)
, t ∈ (0, 1),

x(0) = 5, x′(0) = 10, x′(1) = 40,

where ϕ : [0, 1]×R2 → R is continuous and does not change its sign.

If ϕ(t, x, p) ≥ 0 on [0, 1] × R2, the assumptions of Theorem 3 are satisfied for F2 = −36, F1 =

−35, F′
2 = −46, F′

1 = −45, L′
1 = 40, L′

2 = 41, L1 = 55, L2 = 56 and σ = 0.01, for example, and
if ϕ(t, x, p) ≤ 0 on [0, 1] × R2, they are satisfied for F′

2 = −36, F′
1 = −35, F2 = −46, F1 = −45,

L1 = 40, L2 = 41, L′
1 = 55, L′

2 = 56 and σ = 0.01, for example; it is clear, K = 30. Thus, the considered
problem has at least one solution in C3[0, 1]. Let us note, here Dq = (−50, 60).

Example 3. Consider the BVP

x′′′(t) =
t(x′′ + 8)(x′′ + 3)

√
625 − x′2√

900 − x2
√

100 − x′′2
, t ∈ (0, 1),

x(0) = 9, x(1) = 1, x′′(1) = −4.

For F′
2 = −6, F′

1 = −5, L′
1 = −3, L′

2 = −2 and σ = 0.1, for example, this problem has a positive,
decreasing, concave solution in C3[0, 1] by Theorem A1; notice, here Dx, Dp and Dq are bounded.

Author Contributions: All authors contributed equally. All authors have read and agreed to the published
version of the manuscript.
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Appendix A

In this part we show how the barrier strips can be used for studying the existence of positive
or non-negative, monotone, convex or concave C3[0, 1] - solutions. Here, we demonstrate this on
problem (1), (4) but it can be done for the rest of the BVPs considered in this paper. Similar results for
various other two-point boundary conditions can be found in R. Agarwal and P. Kelevedjiev [16] and
P. Kelevedjiev and T. Todorov [15].
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Lemma A1. Let A, B ≥ 0, C ≤ 0. Suppose (H1) holds for K = C with L′
1 ≤ 0. Then each solution x ∈ C3[0, 1]

to (1)λ, (4) satisfies the bounds

min{A, B} ≤ x(t) ≤ A + |B − A|+ |F′
1|, t ∈ [0, 1],

B − A + F′
1 ≤ x′(t) ≤ B − A − F′

1, t ∈ [0, 1].

Proof. From Lemma 2 we know that F′
1 ≤ x′′(t) ≤ L′

1 for t ∈ [0, 1]. Besides, for some μ ∈ (0, 1) we
have x′(μ) = B − A. Then, ∫ μ

t
F′

1ds ≤
∫ μ

t
x′′(s)ds ≤

∫ μ

t
L′

1ds, t ∈ [0, μ),

gives
B − A ≤ x′(t) ≤ B − A − F′

1, t ∈ [0, μ],

and ∫ t

μ
F′

1ds ≤
∫ t

μ
x′′(s)ds ≤

∫ t

μ
L′

1ds, t ∈ (μ, 1],

implies
B − A + F′

1 ≤ x′(t) ≤ B − A, t ∈ [μ, 1].

As a result,
B − A + F′

1 ≤ x′(t) ≤ B − A − F′
1, t ∈ [0, 1].

Using Lemma 5, conclude

|x(t)| ≤ A + |B − A|+ |F′
1| for t ∈ [0, 1].

From x′′(t) ≤ L′
1 ≤ 0 for t ∈ [0, 1] it follows that x(t) is concave on [0, 1] and so, in view of

A, B ≥ 0, x(t) ≥ min{A, B} on [0, 1], which completes the proof.

Theorem A1. Let A ≥ B ≥ 0 and C ≤ 0 (A ≥ B > 0 and C < 0). Suppose (H1) holds for K = C with
B − A ≤ F′

1 (B − A < F′
1) and L′

1 ≤ 0, and (H3) holds for

m0 = B, M0 = 2A − B + |F′
1|,

m1 = B − A + F′
1, M1 = B − A − F′

1, m2 = F′
1, M2 = L′

1.

Then BVP (1), (4) has at least one non-negative, non-increasing (positive, decreasing), concave solution in
C3[0, 1].

Proof. By Lemma 5, for every solution x ∈ C3[0, 1] to (1)λ, (4) we have F′
1 ≤ x′′(t) ≤ L′

1 on [0, 1], and
Lemma A1 yields

B − A + F′
1 ≤ x′(t) ≤ B − A − F′

1, t ∈ [0, 1]

min{A, B} ≤ x(t) ≤ A + |B − A|+ |F′
1|, t ∈ [0, 1].

Because of A ≥ B, the last inequality gets the form

B ≤ x(t) ≤ 2A − B + |F′
1|, t ∈ [0, 1].

So, x(t) satusfies the bounds

m0 ≤ x(i)(t) ≤ M0, t ∈ [0, 1], i = 0, 1, 2.
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Essentially the same reasoning as in the proof of Theorem 1 establishes that (1), (4) has a solution
in C3[0, 1]. Since m0 = B ≥ 0(m0 > 0), M1 = B − A − F′

1 ≤ 0(M1 < 0) and M2 = L′
1 ≤ 0, this solution

has the desired properties.
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Abstract: The paper is devoted to solutions of the third order pseudo-elliptic type equations.
An energy estimates for solutions of the equations considering transformation’s character of the body
form were established by using of an analog of the Saint-Venant principle. In consequence of this
estimate, the uniqueness theorems were obtained for solutions of the first boundary value problem
for third order equations in unlimited domains. The energy estimates are illustrated on two examples.
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1. Introduction

In the 19th century, A.J.C. Barré de Saint-Venant studied the planar theory of elasticity.
His principle is expressed as a prior estimate for a solution of a biharmonic equation satisfying
homogeneous boundary conditions of the first boundary value problem in the part of the domain
boundary (c.f., [1,2]). Many recent recent results are inspired by Saint-Venant principle (c.f., [3–5] and
many others).

The energetic estimates were received first in [6,7]. These estimates do not take into account
character of transformation of the body form at moving off from those part of the bound where exterior
forces are applied. In the paper [8], a proof of the Saint-Venant principle in the planar theory of elasticity
was obtained by different way. The energetic estimate was gained in the connection considered character
of transformation of the body form. The uniqueness theorem for the first boundary value problem of
the planar theory of elasticity in unlimited domains and also Pharagmen–Lindelöf type theorems were
obtained as a corollary of the energetic estimate. The proofs of the Pharagmen–Lindelöf type theorems
were done for equations of the theory of elasticity in [9] and for elliptic equations of higher order in the
papers [2,6,7,10–14]. The Saint-Venant principle for a cylindrical body was studied in [15].

Boundary value problems have applications in fluid dynamics, astrophysics, hydrodynamic,
hydromagnetic stability, astronomy, beam and long wave theory, induction motors, engineering,
and applied physics. Boundary value problems of higher order is studied in papers [16,17].
An overview of some results on the class of functions with subharmonic behaviour and their invariance
properties under conformal and quasiconformal mappings is presented in [18].

An analog of the Saint-Venant principle, uniqueness theorems in unlimited domains,
and Pharagmen–Lindelöf type theorems in the theory of elasticity were derived for the system

Axioms 2020, 9, 80; doi:10.3390/axioms9030080 www.mdpi.com/journal/axioms23
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of equations in the case of space with boundary conditions of the first boundary value problem
(c.f., [19,20]). Similar results were obtained for the mixed problems in [21].

We shall note else work [12,22], which by means of principle Saint-Venant’s is studied asymptotic
characteristic of the solutions of the third order equations of the composite type and dynamic systems.

Boundary value problems have applications in fluid dynamics, astrophysics, hydrodynamic,
hydromagnetic stability, astronomy, beam and long wave theory, induction motors, engineering,
and applied physics.

2. Notations and Formulation of the Problem

Consider in the unlimited domain Q the equation

L0lu + L1u + Mu = f (x, y, t) (1)

where
lu = ut + αk(x)uxk + α0(x)u, L1u = bij(x)uxixj + bi(x)uxi ,

Lou = ut − aij(x)uxixj + ai(x)uxi + a0(x)u,

Mu = cpq(x)uypyq + cp(x)uyp + c0(x)u.

We suppose here and later on that the summation is carried out by repeating indexes,
all coefficients in (1) and their derivatives are bounded and measurable in any finite subdomain
of the domain Q. Furthermore, we suppose that boundary of Q is smooth or piecewise-smooth.
We assume that the operators Lo, M are uniformly elliptic, i.e.,

aij = aji, λ0|ξ|2 ≤ aijξiξ j ≤ λ1|ξ|2, for all (x, y, t) ∈ Q ∪ ∂Q, for all ξ ∈ R
n+m+1

cpq = cqp, μ0|ξ|2 ≤ aijξiξ j ≤ μ1|ξ|2, for all (x, y, t) ∈ Q ∪ ∂Q, for all ξ ∈ R
n+m+1. (2)

Let G = D × Ω and ν(x) = (νx1 , . . . , νxn , νy1 , . . . , νym , νt) is a vector of the inner normal of Q in the
point (x, y, t).

We break up the bound of Q. Denote

σ0 = {(x, y, t) ∈ ∂G × (0, T) : αkνk = 0},

σ1 = {(x, y, t) ∈ ∂G × (0, T) : αkνk > 0},

σ2 = {(x, y, t) ∈ ∂G × (0, T) : αkνk < 0},

Consider in Q the boundary value problem

L0lu + L1u + Mu = f (x, y, t),

u|∂Q = 0, αkuxk |σ2 = 0. (3)

Define the operator d:

du = (bij + αkaij
xk − α0aij + aij

t )uxixj + (bi + α0ai − αiak
xk
+ αia0 − ai

t)uxi + (a0t − α0a0)u ≡

dijuxixj + diuxi + du.

Assume that the condition

dij = dji, γ0|ξ|2 ≤ dijξiξ j ≤ γ1|ξ|2, for all (x, y, t) ∈ Q ∪ ∂Q, for all ξ ∈ R
n+m+1 (4)

holds.
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Let
Qτ = Q ∩ {(x, y, t) : 0 < y1 < τ}, ∂Gτ = ∂G ∩ {y : 0 < y1 < τ},

σ0,τ = {(x.y.t) ∈ ∂Gτ × (0, T) : αkνk = 0},

σ1,τ = {(x, y, t) ∈ ∂Gτ × (0, T) : αkνk > 0},

σ2,τ = {(x, y, t) ∈ ∂Gτ × (0, T) : αkνk < 0}.

For some h > 0, define

σ2,h,τ = {(x, y, t) ∈ σ2,τ : ρ((x, y, t), ∂σ2,τ) > h}, σh
2,τ = σ2,τ \ σ2,h,τ .

Let E(Qτ) be a set of functions υ ∈ C2 (Qτ

)
such that υ = 0 in ∂Gτ × (0, T) and αkυxk = 0 on

σ0,τ ∪ σ1,τ ∪ σh
2,τ for some h > 0.

We denote as H(Qτ) the Hilbert space obtained by closing E(Qτ) with respect to the norm

‖u‖H(Qτ) =

⎧⎨⎩
∫

Qτ

(
dij

1 uxi uxj + uyp uyq + u2
t + u2

)
dx dy dt −

∫
σ2,τ

αkνkaijuxi uxj ds

⎫⎬⎭
1
2

,

where
dij

1 = −1
2

αjaij
xj −

1
2

aij
t + αjai + dij − 1

2λ0
aij,

dij
1 = dji

1 , β0|ξ|2 ≤ dij
1 ξiξ j ≤ β1|ξ|2, for all (x, y, t) ∈ Q ∪ ∂Q, for all ξ ∈ R

n+m+1.

Now consider bilinear form

a(u, υ) =
∫

Qτ

[
αkaijuxi υxjxk + aijuxi υxjt +

(
αkaij

xj − αiak
)

uxi υxj+

dijuxi υxj +
(

di − dij
xj

)
uυxi +

(
aij

xi + ai + αi
)

uxi υt + cpquyp υyq +
(

cp − cpq
yq

)
uυyp+

utυt + (α0 + a0) uυt +
(

cp
yp − c0 − cpq

ypyq + d + di
xi
+ dij

xixj

)
uυ dx dy dt.

Definition 1. If u(x, y, t) ∈ H(Qτ) for any τ < +∞ and

a(u, υ) =
∫

Qτ

f υ dx dy dt (5)

for an arbitrary function υ ∈ E(Qτ), υ|Sτ
= 0 where Sτ = Q ∩ {(x, y, t) : y1 = τ}, then the function

u(x, y, t) is said to be a generalized solution of the problem (1),(3) in the domain Q.

3. Energy Inequalities

Theorem 1. (Analog of the Saint-Venant principle)
Let −1 ≤ aij

xi + ai + a0 ≤ 0; θ ≡ d0 − 1
2 dij

xixj +
1
2 di

xi
− 1

2 cpq
ypyq + 1

2 cp
yp − c0 ≤ θ0 <

0, for all (x, y, t) ∈ Q ∪ ∂Q.
If u(x, y, t)is generalized solution of the problem (1), (3) and f (x, y, t) = 0 at y1 ≤ τ2, then for any τ1

such that 0 ≤ τ1 ≤ τ2, takes place∫
Qτ1

E(u)dx dy dt ≤ Φ−1(τ1, τ2)
∫

Qτ2

E(u)dx dy dt (6)

where E(u) = dijuxi uxj + cpquyp uyq + u2
t − θu2.
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Here Φ(τ, τ2) is a solution of the problem

Φ′ = −μ(τ)Φ, τ1 ≤ τ ≤ τ2,

Φ(τ2, τ2) = 1,
(7)

μ(τ) is an arbitrary continuous function such that

0 < μ(τ) ≤ inf
N

⎧⎪⎨⎪⎩
∫
Sτ

E(υ)dx dy′ dt

∣∣∣∣∣∣
∫
Sτ

P(υ)dx dy′ dt

∣∣∣∣∣∣
−1

⎫⎪⎬⎪⎭ , (8)

y′ = (y2, y3, . . . , ym),

P(υ) = −cp1υυyp +
1
2

(
c1 − c1q

yq

)
υ2, (9)

N is the set of continuously differentiable functions in the neighborhood of Sτ which are equal to zero in
Sτ ∩ (∂Gτ × (0, T)) .

Proof. Assume in (5) υ = um(Ψ(y1)− 1) where Ψ(y1) = Φ(τ1, τ2) if 0 ≤ y1 ≤ τ1, Ψ(y1) = Φ(y1, τ2) if
τ1 ≤ y1 ≤ τ2, and Ψ(y1) = 1 if τ2 ≤ y1.

um ∈ E(Qτ), ‖um − u‖H(Qτ) → 0, u ∈ H(Q).

Then
a(u − um + um, um(Ψ − 1)) = 0 in Qτ2 .

Therefore
a(um, um(Ψ − 1)) = δm in Qτ2 (10)

where δm = −a(u − um, um(Ψ − 1)).
It is obvious that δm → 0 at m → +∞. Integrating by parts (10), we have∫

Qτ2

E(um)(Ψ − 1)dx dy dt ≤
∫

Qτ2

P(um)Ψ′dx dy dt + δm.

Hence ∫
Qτ2

E(um)(Ψ − 1)dx dy dt ≤
∫

Qτ2\Qτ1

P(um)μΨdx dy dt + δm. (11)

The estimation (6) follows from (8) and (11) at m → +∞.

Now we will estimate μ(y1) in case when Sτ can be included to the (n + m)-dimensional
parallelepiped which smallest edge is equal to λ(τ). Suppose that

max
Sτ

{(
1
2

c1 − c1q
yq

)
, 0
}

= γ(τ), max
Sτ

cp1 = β(τ).

Applying the Friedreich and Cauchy–Bunyakovsky inequalities, we have from (9)∣∣∣∣∣∣
∫
Sτ

P(υ)dx dy′ dt

∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
∫
Sτ

cp1υυyp dx dy′ dt

∣∣∣∣∣∣+
∣∣∣∣∣∣
∫
Sτ

1
2

(
c1 − c1q

yq

)
υ2dx dy′ dt

∣∣∣∣∣∣ ≤
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β(τ)

⎡⎣∫
Sτ

υ2dx dy′ dt

⎤⎦ 1
2
⎡⎣∫

Sτ

υ2
yp dx dy′ dt

⎤⎦ 1
2

+ γ(τ)
∫
Sτ

υ2dx dy′ dt ≤

(
β(τ)λ(τ)

πγ0
+

γ(τ)λ2(τ)

π2γ0

) ∫
Sτ

E(υ)dx dy′ dt.

Therefore we can set

μ(τ) = π2γ0

(
πβ(τ)λ(τ) + λ2(τ)γ(τ)

)−1
.

If
(

c1 − 2c1q
yq

)
≤ 0 in Sτ , then γ(τ) = 0. Consequently

μ(τ) =
πγ0

β(τ)λ(τ)
. (12)

Example 1.

1. Let as y1 ≥ τ1 ≥ 0, the domain Q lies inside the rotation body |y′| ≤ M
2
(y1 + 1), i.e., λ(y1) ≤

M(y1 + 1), M > 0. We have from (15)

μ(y1) =
πc(y1)

M(y1 + 1)
, c(y1) =

d0

β(y1)
.

Suppose that c(x1) = c = const > 0.

In this case, from the inequality (6) we have

∫
Qτ1

E(u)dx dy dt ≤ Φ−1(τ1, τ2)
∫

Qτ2

E(u)dx dy dt ≤
(

τ1 + 1
τ2 + 1

)πc ∫
Qτ2

E(u)dx dy dt.

2. Consider an example of Q for which

λ(y1) ≤ πc
[
(y1 + 1)k−1

]−1
, k = const > 0.

It is clear that if k > 1, the domain Q is narrowing at x1 → +∞. If k = 1, then λ(x1) ≤ πc and this case
includes domains lying in the band with the width πc. If 0 < k < 1, then Q can be extended respectively
at x1 → +∞. For this kind of domains, we can assume

μ(y1) ≤ (y1 + 1)k−1.

Then the estimate (6) is valid for considered domains if

Φ−1(τ1, τ2) = 2 exp
[
−(τ2 + 1)k + (τ1 + 1)k

]
.

As a corollary of the Saint-Venant principle, we have the uniqueness theorem for the problem (1),
(3) in unlimited domain Q for classes of functions increasing in infinity depending from λ(τ).
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Theorem 2. Let f (x, y, t) = 0 in Q and conditions of theorem 1 hold. If u(x, y, t) is a generalized solution of
the problem (1), (3) in Q and for a sequence τm → +∞ at m → +∞ and some r∗ = const > 0,∫

Qτm

E(u)dx dy dt ≤ ε(τm)Φ(r∗, τm) (13)

where ε(τm) → 0 at τm → +∞, then u = 0 in Qr∗ .

Proof. We have from (6) considering (13)∫
Qr∗

E(u)dx dy dt ≤ Φ−1(r∗, τm)
∫

Qτ2

E(u)dx dy dt ≤ ε(τm) → 0

at τm → +∞. Hence u = 0 in Ωd∗ .
Further for any fixed r1 > r∗, we have

Φ(r∗, τm) = e

τm∫
r∗

μ(s)ds
= e

τm∫
r1

μ(s)ds
e

r1∫
r∗

μ(s)ds
= cΦ(r1, τm)

Therefore∫
Qe1

E(u)dx dy dt ≤ Φ−1(r1, τm)
∫

Qτm

E(u)dx dy dt ≤ Φ−1(r1, τm)ε(τm)Φ(r∗, τm) =

c−1ε(τm) → 0 as τm → +∞.

Hence, u = 0 in Qr1 . Since r1 was chosen arbitrary, u = 0 in Q.

4. Conclusions

In the present paper, the analogy of the Saint-Venant principle is established for the generalized
solution of the third order pseudoelliptical type equation. Furthermore, uniqueness theorems are
obtained for solutions of the first boundary value problem in classes of functions increasing in infinity
depending on the geometric characteristics of the domain Q = D × Ω × (0, T), were D ⊂ Rn

+ = {y :
y1 > 0}, Ω is bounded domain. Boundary value problems for the third order pseudoelliptical type
equations in bounded domains were considered in [13].

The main goal of our research on these problems consists of the following parts:

(1) Establish energy estimates (analogous to the Saint-Venant’s principle) that allow us to determine
the widest class of uniqueness of solutions to the problem depending on the geometric
characteristics of the domain.

(2) Construction of the solution of the problem under study on an unbounded domain in classes of
functions growing at infinity.

(3) Establish estimates for solutions of the problem and its derivatives at infinitely remote
boundary points.

The first part of our research on these problems is given in this paper. The remaining two parts
will be studied in the future, which will be performed on the basis of this paper. Therefore, the results
of this article are necessary and relevant for further qualitative research to solve third-order equations
in the vicinity of irregular boundary points.
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Abstract: Some new sufficient conditions are established for the oscillation of fourth order
neutral differential equations with continuously distributed delay of the form

(
r (t) (N′′′

x (t))α)′ +∫ b
a q (t, ϑ) xβ (δ (t, ϑ)) dϑ = 0, where t ≥ t0 and Nx (t) := x (t) + p (t) x (ϕ (t)). An example is

provided to show the importance of these results.

Keywords: fourth-order differential equations; neutral delay; oscillation

1. Introduction

The theory of differential equations is an adequate mathematical apparatus for the simulation of
processes and phenomena observed in biotechnology, neural networks, physics etc, see [1]. One area
of active research in recent times is to study the sufficient criterion for oscillation of delay differential
equations, see [1–28].

In this work, we establish the asymptotic behavior of fourth-order neutral differential equation of
the form (

r (t)
(

N′′′
x (t)

)α
)′

+
∫ b

a
q (t, ϑ) xβ (δ (t, ϑ)) dϑ = 0, (1)

where t ≥ t0 and Nx (t) := x (t) + p (t) x (ϕ (t)). In this paper, we assume that:

A1: α and β are a quotient of odd positive integers and β ≥ α;
A2: r, p ∈ C[t0, ∞), r (t) > 0, r′ (t) ≥ 0 and

∫ ∞ r−1/α (s)ds = ∞;
A3: q ∈ C ([t0, ∞)× (a, b) ,R) , q (t, ϑ) > 0, 0 ≤ p (t) < p0 < ∞ and q (t) is not identically zero for

large t;
A4: ϕ ∈ C1[t0, ∞), δ ∈ p ([t0, ∞)× (a, b) ,R) , ϕ′ (t) > 0, ϕ (t) ≤ t, limt→∞ ϕ (t) = limt→∞ δ (t, ϑ) =

∞ and δ (t, ϑ) has nondecreasing.

Definition 1. The function x ∈ C3[ty, ∞), ty ≥ t0, is called a solution of (1), if r (t) (N′′′
x (t))α ∈

C1[ty, ∞), and x (t) satisfies (1) on [ty, ∞).

Definition 2. A solution of (1) is called oscillatory if it has arbitrarily large zeros on [tx, ∞), and otherwise is
called to be nonoscillatory.

Axioms 2020, 9, 39; doi:10.3390/axioms9020039 www.mdpi.com/journal/axioms31
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Definition 3. The Equation (1) is called oscillatory if every its solutions are oscillatory.

In the following, we discuss some important papers:
Chatzarakis et al. [9] proved the equation (1) where α = β, is oscillatory, if

∫ ∞

t0

(
� (s)− 2αr (s)

μαs2αρα (s)

(
ρ′ (s)
α + 1

)α+1
)

ds = ∞,

for some μ ∈ (0, 1) and

∫ ∞

t0

(
ϑ (s)

(∫ ∞

t
(Q (υ))

1
α r

−1
α (υ) dυ

)
− θ′2+ (s)

4θ (s)

)
ds = ∞,

where � (t) := kρ (t) Q (t) (1 − p (δ (t, a)))α (δ (t, a) \t)3αand ρ, θ ∈ C1 ([υ0, ∞) , (0, ∞)) .
Moaaz et al. in [19] extended the Riccati transformation to obtain new oscillatory criteria for (1) as

condition ∫ ∞

t0

[
θ (s) Q (s)− 1

λ4

(
θ′ (s)
θ (s)

)2
]

ds = ∞,

where λ ∈ (0, 1) and a function θ ∈ C1 ([υ0, ∞) , (0, ∞)) .
Authors in [24] studied oscillatory behavior of equation

N(n)
x (t) + q (t) x (δ (t)) = 0, (2)

where n is even, they proved it oscillatory by using the Riccati transformation if either

lim inf
t→∞

∫ t

ϕ(t)
Q (s)ds >

(n − 1)!
e

, (3)

or

lim sup
t→∞

∫ t

ϕ(t)
Q (s)ds > (n − 1)!,

where Q (t) := ϕn−1 (t) (1 − p (ϕ (t))) q (t) .
Xing et al. [22] proved that the even-order differential equation(

r (t)
(

N(n−1)
x (t)

)α)′
+ q (t) xβ (δ (t)) = 0,

is oscillatory, if (
δ−1 (t)

)′
≥ δ0 > 0, ϕ′ (t) ≥ ϕ0 > 0, ϕ−1 (δ (t)) < t

and

lim inf
t→∞

∫ t

ϕ−1(δ(t))

q̂ (s)
r (s)

(
sn−1

)α
ds >

(
1
δ0
+

pα
0

δ0 ϕ0

)
e ((n − 1)!)−α , (4)

where q̂ (t) := min
{

q
(
δ−1 (t)

)
, q

(
δ−1 (ϕ (t))

)}
and n is even.

To prove this, we apply the previous results to the equation

(x (t) + px (ϕt))(n) + bx (δt) = 0, t ≥ 1, (5)

where n = 4, p = 7/8, ϕ = 1/e, δ = 1/e2 and b = q0/υ4, we find:
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1. By applying condition (3) in (5), we find

q0 > 3561.9.

2. By applying condition (4) in (5), we get

q0 > 3008.5.

Hence, [22] improved the results in [24].
Thus, the motivation in studying this paper is complement results in [9] and improve

results [22,24].
By using the Riccati transformations, we establish a new oscillation criterion for a class of

fourth-order neutral differential equations (1). An example is provided to illustrate the main results.

2. Some Auxiliary Lemmas

We shall employ the following lemmas

Lemma 1 ([3]). Let x ∈ Cn ([t0, ∞) , (0, ∞)) . Assume that x(n) (t) is of fixed sign and not identically zero on
[t0, ∞) and there exists a t1 ≥ t0 such that x(n−1) (t) x(n) (t) ≤ 0 for all t ≥ t1. If limt→∞ x (t) �= 0, then for
every μ ∈ (0, 1) there exists tμ ≥ t1 such that

x (t) ≥ μ

(n − 1)!
tn−1

∣∣∣x(n−1) (t)
∣∣∣ for t ≥ tμ.

Lemma 2 ([16]). Let the function x satisfies x(i) (t) > 0, i = 0, 1, ..., n, and x(n+1) (t) < 0, then

x (t)
tn/n!

≥ x′ (t)
tn−1/ (n − 1)!

.

Lemma 3 ([4]). Assume that x, v ≥ 0 and α ≥ 1 is a positive real number. Then

(x + v)α ≤ 2α−1 (xα + vα)

and
(x + v)β ≤ xβ + vβ, for β ≤ 1.

Lemma 4 ([9]). Assume that x is an eventually positive solution of (1). Then, there exist two possible cases:

(S1) N(κ)
x (t) > 0 for κ = 0, 1, 2, 3;

(S2) Nx (t) > 0, N′
x (t) > 0, N′′

x (t) < 0 and N′′′
x (t) > 0,

for t ≥ t1, where t1 ≥ t0 is sufficiently large.
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Notation 1. We consider the following notations:

p1 (t) =
1

p (ϕ−1 (t))

(
1 −

(
ϕ−1 (ϕ−1 (t)

))3

(ϕ−1 (t))3 p (ϕ−1 (ϕ−1 (t)))

)
,

p2 (t) =
1

p (ϕ−1 (t))

(
1 −

(
ϕ−1 (ϕ−1 (t)

))
(ϕ−1 (t)) p (ϕ−1 (ϕ−1 (t)))

)

Ψ (t) = Mβ−α
1 θ (t)

∫ b

a
q (t, ϑ) pβ

1 (δ (t, ϑ)) dϑ

R̃ (t) =
∫ b

a

(
μ
(

ϕ−1 (η (t, ϑ))
)3

6

)β

q (t, ϑ) pβ
1 (η (t, ϑ)) r−β/α

(
ϕ−1 (η (t, ϑ))

)
dϑ

R (t) =
∫ ∞

t

(
1

r (�)

∫ ∞

�

(∫ b

a
q (s, ϑ)

(
ϕ−1 (σ (s, ϑ))

s

)β

dϑ

)
ds

)1/α

d�,

and

Φ (t) := pβ/α
2 θ1 (t) M(β−α)/α

2

∫ ∞

t

(
1

r (�)

∫ ∞

�

(∫ b

a
q (s, ϑ)

(
ϕ−1 (δ (s, ϑ))

s

)β

dϑ

)
ds

)1/α

d�.

3. Main Results

In this part, we will discuss some oscillation criteria for Equation (1).

Lemma 5. Assume that x is an eventually positive solution of (1) and(
ϕ−1

(
ϕ−1 (t)

))3
<

(
ϕ−1 (t)

)3
p
(

ϕ−1
(

ϕ−1 (t)
))

. (6)

Then

x (t) ≥ 1
p (ϕ−1 (t))

(
Nx

(
ϕ−1 (t)

)
− 1

p (ϕ−1 (ϕ−1 (t)))
Nx

(
ϕ−1

(
ϕ−1 (t)

)))
. (7)

Proof. Let x be an eventually positive solution of (1) on [t0, ∞). From the definition of z (t), we see
that

p (t) x (ϕ (t)) = Nx (t)− x (t) ,

and so
p
(

ϕ−1 (t)
)

x (t) = Nx

(
ϕ−1 (t)

)
− x

(
ϕ−1 (t)

)
.

Repeating the same process, we obtain

x (t) =
1

p (ϕ−1 (t))

(
Nx

(
ϕ−1 (t)

)
−

(
Nx

(
ϕ−1 (ϕ−1 (t)

))
p (ϕ−1 (ϕ−1 (t)))

− x
(

ϕ−1 (ϕ−1 (t)
))

p (ϕ−1 (ϕ−1 (t)))

))
,

which yields

x (t) ≥ Nx
(

ϕ−1 (t)
)

p (ϕ−1 (t))
− 1

p (ϕ−1 (t))
Nx

(
ϕ−1 (ϕ−1 (t)

))
p (ϕ−1 (ϕ−1 (t)))

.

Thus, (7) holds. This completes the proof.
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Theorem 1. Let δ (t) ≤ ϕ (t) and (6) holds. If there exist positive functions θ, θ1 ∈ C1 ([t0, ∞) ,R) such that

∫ ∞

t0

⎛⎜⎝Ψ (s)− 2α

(α + 1)α+1
r
(

ϕ−1 (δ (s, a))
)
(θ′ (s))α+1(

μ1θ (s) (ϕ−1 (δ (s, a)))′ (δ (s, a))′ (ϕ−1 (δ (s, a)))2
)α

⎞⎟⎠ds = ∞ (8)

and ∫ ∞

t0

(
Φ (s)−

(
θ′1 (s)

)2

4θ1 (s)

)
ds = ∞, (9)

for some μ1 ∈ (0, 1) and every M1, M2 > 0, then (1) is oscillatory.

Proof. Let x be a non-oscillatory solution of (1) on [t0, ∞). Without loss of generality, we can assume
that x is eventually positive. It follows from Lemma 4 that there exist two possible cases (S1) and (S2).

Let (S1) holds. From Lemma 2, we obtain Nx (t) ≥ 1
3 tN′

x (t) and hence the function t−3Nx (t) is
nonincreasing, which with the fact that ϕ−1 (t) ≤ ϕ−1 (ϕ−1 (t)

)
gives(

ϕ−1 (t)
)3

Nx

(
ϕ−1

(
ϕ−1 (t)

))
≤

(
ϕ−1

(
ϕ−1 (t)

))3
Nx

(
ϕ−1 (t)

)
. (10)

From (7) and (10), we get that

x (t) ≥ Nx
(

ϕ−1 (t)
)

p (ϕ−1 (t))

(
1 −

(
ϕ−1 (ϕ−1 (t)

))n−1

(ϕ−1 (t))n−1 p (ϕ−1 (ϕ−1 (t)))

)
≥ p1 (t) Nx

(
ϕ−1 (t)

)
. (11)

From (1) and (11), we obtain(
r (t)

(
N′′′

x (t)
)α

)′
+

∫ b

a
q (t, ϑ) pβ

1 (δ (t, ϑ)) Nβ
x

(
ϕ−1 (δ (t, ϑ))

)
dϑ ≤ 0. (12)

Since δ (t, ξ) is nondecreasing with respect tos, we get δ (t, ϑ) ≥ δ (t, a) for ξ ∈ (a, b) and so

(
r (t)

(
N′′′

x (t)
)α

)′
+ Nβ

x

(
ϕ−1 (δ (t, a))

) ∫ b

a
q (t, ϑ) pβ

1 (δ (t, ϑ)) dϑ ≤ 0.

Next, we define a function ω by

ω (t) := θ (t)
r (t) (N′′′

x (t))α

Nα
x (ϕ−1 (δ (t, a)))

> 0.

Differentiating and using (12), we obtain

ω′ (t) ≤ θ′ (t)
θ (t)

ω (t)− θ (t) Nβ−α
x

(
ϕ−1 (δ (t, a))

) ∫ b

a
q (t, ϑ) pβ

1 (δ (t, ϑ)) dϑ

−αθ (t)
r (t) (N′′′

x (t))α (
ϕ−1 (δ (t, a))

)′
(δ (t, a))′ N′

x
(

ϕ−1 (δ (t, a))
)

Nα+1
x (ϕ−1 (δ (t, a)))

. (13)

Recalling that r (t) (N′′′
x (t))α is decreasing, we get

r
(

ϕ−1 (δ (t, a))
) (

N′′′
x

(
ϕ−1 (δ (t, a))

))α
≥ r (t)

(
N′′′

x (t)
)α .

35



Axioms 2020, 9, 39

This yields (
N′′′

x

(
ϕ−1 (δ (t, a))

))α
≥ r (t)

r (ϕ−1 (δ (t, a)))
(

N′′′
x (t)

)α . (14)

It follows from Lemma 1 that

N′
x

(
ϕ−1 (δ (t, a))

)
≥ μ1

2

(
ϕ−1 (δ (t, a))

)2
N′′′

x

(
ϕ−1 (δ (t, a))

)
, (15)

for all μ1 ∈ (0, 1). Thus, by (13)–(15), we get

ω′ (t) ≤ θ′ (t)
θ (t)

ω (t)− θ (t) Nβ−α
x

(
ϕ−1 (δ (t, a))

) ∫ b

a
q (t, ϑ) pβ

1 (δ (t, ϑ)) dϑ

−αθ (t)
μ1

2

(
r (t)

r (ϕ−1 (δ (t, a)))

)1/α r (t) (N′′′
x (t))α+1 (

ϕ−1 (δ (t, a))
)′
(δ (t, a))′

(
ϕ−1 (δ (t, a))

)2

Nα+1
x (ϕ−1 (δ (t, a)))

Hence,

ω′ (t) ≤ θ′ (t)
θ (t)

ω (t)− θ (t) Nβ−α
x

(
ϕ−1 (δ (t, a))

) ∫ b

a
q (t, ϑ) pβ

1 (δ (t, ϑ)) dϑ

−α
μ1

2

(
r (t)

r (ϕ−1 (δ (t, a)))

)1/α
(

ϕ−1 (δ (t, a))
)′
(δ (t, a))′

(
ϕ−1 (δ (t, a))

)2

(rθ)1/α (t)
ω

α+1
α (t) .

Since N′
x (t) > 0, there exist a t2 ≥ t1 and a constant M > 0 such that

Nx (t) > M, (16)

for all t ≥ t2. Using the inequality

Ux − Vx(β+1)/β ≤ ββ

(β + 1)β+1
Uβ+1

Vβ
, V > 0,

with

U =
θ′ (t)
θ (t)

, V = α
μ1

2

(
r (t)

r (ϕ−1 (δ (t, a)))

)1/α
(

ϕ−1 (δ (t, a))
)′
(δ (t, a))′

(
ϕ−1 (δ (t, a))

)2

(rθ)1/α (t)

and x = ω, we get

ω′ (t) ≤ −Ψ (t) +
2α

(α + 1)α+1
r
(

ϕ−1 (δ (t, a))
)
(θ′ (t))α+1(

μ1θ (t) (ϕ−1 (δ (t, a)))′ (δ (t, a))′ (ϕ−1 (δ (t, a)))2
)α .

This implies that

∫ t

t1

⎛⎜⎝Ψ (s)− 2α

(α + 1)α+1
r
(

ϕ−1 (δ (t, a))
)
(θ′ (t))α+1(

μ1θ (t) (ϕ−1 (δ (t, a)))′ (δ (t, a))′ (ϕ−1 (δ (t, a)))2
)α

⎞⎟⎠ds ≤ ω (t1) ,

which contradicts (8).
In the case where (S2) satisfies, by using Lemma 2, we find that

Nx (t) ≥ tN′
x (t) (17)

36



Axioms 2020, 9, 39

and hence
(
t−1Nx (t)

)′ ≤ 0. Therefore,

ϕ−1 (t) Nx

(
ϕ−1

(
ϕ−1 (t)

))
≤ ϕ−1

(
ϕ−1 (t)

)
Nx

(
ϕ−1 (t)

)
. (18)

From (7) and (18), we have

x (t) ≥ 1
p (ϕ−1 (t))

(
1 −

(
ϕ−1 (ϕ−1 (t)

))
(ϕ−1 (t)) p (ϕ−1 (ϕ−1 (t)))

)
Nx

(
ϕ−1 (t)

)
= p2 (t) Nx

(
ϕ−1 (t)

)
,

which with (1) gives

(
r (t)

(
N′′′

x (t)
)α

)′
≤ −

∫ b

a
q (t, ϑ) pβ

2 (δ (t, ϑ)) Nβ
x

(
ϕ−1 (δ (t, ϑ))

)
dϑ.

Integrating this inequality from t to �, we obtain

r (�)
(

N′′′
x (�)

)α − r (t)
(

N′′′
x (t)

)α ≤ −
∫ �

t

(∫ b

a
q (t, ϑ) pβ

2 (δ (t, ϑ)) Nβ
x

(
ϕ−1 (δ (t, ϑ))

)
dϑ

)
ds. (19)

From (17), we get that

Nx

(
ϕ−1 (δ (t, ϑ))

)
≥ ϕ−1 (δ (t, ϑ))

t
Nx (t) . (20)

Letting � → ∞ in (19) and using (20), we obtain

r (t)
(

N′′′
x (t)

)α ≥ pβ
2 (δ (t, a)) Nβ

x (t)
∫ ∞

t

(∫ b

a
q (s, ϑ)

(
ϕ−1 (δ (s, ϑ))

s

)β

dϑ

)
ds.

Integrating this inequality again from t to ∞, we get

N′′
x (t) ≤ −pβ/α

2 Nβ/α
x (t)

∫ ∞

t

(
1

r (�)

∫ ∞

�

(∫ b

a
q (s, ϑ)

(
ϕ−1 (δ (s, ϑ))

s

)β

dϑ

)
ds

)1/α

d�, (21)

for all μ2 ∈ (0, 1).

Now, we define

w (t) = θ1 (t)
N′

x (t)
Nx (t)

.

Then w (t) > 0 for t ≥ t1. By differentiating w and using (21), we find

w′ (t) =
θ′1 (t)
θ1 (t)

w (t) + θ1 (t)
N′′

x (t)
Nx (t)

− θ1 (t)
(

N′
x (t)

Nx (t)

)2

≤ θ′1 (t)
θ1 (t)

w (t)− 1
θ1 (t)

w2 (t)

−pβ/α
2 θ1 (t) Nβ/α−1

x (t)
∫ ∞

t

⎛⎝ 1
r (�)

∫ ∞

�

⎛⎝∫ b

a
q (s, ϑ)

(
ϕ−1 (δ (s, ϑ))

s

)β

dϑ

⎞⎠ds

⎞⎠1/α

d�.

Thus, we obtain

w′ (t) ≤ −Φ (t) +
θ′1 (t)
θ1 (t)

w (t)− 1
θ1 (t)

w2 (t) ,
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and so

w′ (t) ≤ −Φ (t) +
(
θ′1 (t)

)2

4θ1 (t)
.

Then, we get ∫ t

t1

(
Φ (s)− (θ′ (t))2

4θ (t)

)
ds ≤ w (t1) ,

which contradicts (9). This completes the proof.

Theorem 2. Let (
ϕ−1 (ϕ−1 (t)

))n−1

(ϕ−1 (t))n−1 p (ϕ−1 (ϕ−1 (t)))
≤ 1. (22)

Suppose that there exist positive functions η, σ ∈ p1 ([t0, ∞) ,R) satisfying

η (t) ≤ δ (t) , η (t) < ϕ (t) , σ (t) ≤ δ (t) , σ (t) < ϕ (t) , σ′ (t) ≥ 0 and lim
t→∞

η (t) = lim
t→∞

σ (t) = ∞. (23)

If the equations
ψ′(t) + R̃ (t)ψβ/α

(
ϕ−1 (η (t, a))

)
= 0 (24)

and
φ′ (t) + pβ/α

2

(
ϕ−1 (σ (t, a))

)β/α
R (t) φβ/α

(
ϕ−1 (σ (t, a))

)
= 0 (25)

are oscillatory, then (1) is oscillatory.

Proof. Let x be a non-oscillatory solution of (1) on [t0, ∞). Without loss of generality, we suppose that
x > 0. From Lemma 4, we find there exist two possible cases (S1) and (S2).

Assume that Case (S1) holds. From Theorem 1, we get that (12) holds. Since η (t) ≤ δ (t) and
z′ (t) > 0, we obtain

(
r (t)

(
N′′′

x (t)
)α

)′
≤ −

∫ b

a
q (t, ϑ) pβ

1 (η (t, ϑ)) Nβ
x

(
ϕ−1 (η (t, ϑ))

)
dϑ. (26)

Now, by using Lemma 1, we have

Nx (t) ≥
μ

6
t3N′′′

x (t) . (27)

for some μ ∈ (0, 1). It follows from (26) and (27) that, for all μ ∈ (0, 1) ,

(
r (t)

(
N′′′

x (t)
)α

)′
+

∫ b

a

(
μ
(

ϕ−1 (η (t, ϑ))
)3

6

)β

q (t, ϑ) pβ
1 (η (t, ϑ))

(
N′′′

x

(
ϕ−1 (η (t, ϑ))

))β
dϑ ≤ 0.

Thus, we choose
ψ (t) = r (t)

(
N′′′

x (t)
)α .

So, we find that ψ is a positive solution of the inequality

ψ′(t) + R̃ (t)ψβ/α
(

ϕ−1 (η (t, a))
)
≤ 0.

Using (see ([15] Theorem 1)), we see (24) also has a positive solution, a contradiction.
Suppose that Case (S2) holds. From Theorem 1, we get that (21) holds. Since σ (t) ≤ δ (t) and

N′
x (t) > 0, we have that
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N′′
x (t) ≤ −pβ/α

2 Nβ/α
x

(
ϕ−1 (σ (t, a))

) ∫ ∞

t

⎛⎝ 1
r (�)

∫ ∞

�

⎛⎝∫ b

a
q (s, ϑ)

(
ϕ−1 (σ (s, ϑ))

s

)β

dϑ

⎞⎠ds

⎞⎠1/α

d�, (28)

Using Lemma 2, we get that
Nx (t) ≥ tN′

x (t) . (29)

From (18) and (29), we obtain

N′′
x (t) ≤ −pβ/α

2

(
N′

x

(
ϕ−1 (σ (t, a))

))β/α (
ϕ−1 (σ (t, a))

)β/α
R (t) .

Now, we choose φ (t) := N′
x (t), thus, we find that φ is a positive solution of

φ′ (t) + pβ/α
2

(
ϕ−1 (σ (t, a))

)β/α
R (t) φβ/α

(
ϕ−1 (σ (t, a))

)
≤ 0. (30)

Using (see ([15] Theorem 1)), we see (25) also has a positive solution, a contradiction. The proof is
complete.

Example 1. Consider the differential equation([
x (t) +

1
2

x
(

t
3

)]′′′)′
+

∫ 1

0

( q0

t4

)
ϑx

(
t − ξ

2

)
dϑ = 0, (31)

where q0 > 0 is a constant. Let α = β = 1, r (t) = 1, p (t) = 1/2, ϕ (t) = t/3, ϕ−1 (t) = 3t, δ (t, a) =
t/2, q (t, ϑ) =

(
q0\t4) ϑ.

Thus, by using Theorem 1, then Equation (31) is oscillatory.

Remark 1. By applying our results in (5), we see that our results improve [22,24].

Remark 2. One can easily see that the results obtained in [24] cannot be applied to conditions in Theorem 1,
so our results are new.

4. Conclusions

In this work, our method is based on using the Riccati transformations to get some oscillation
criteria of (1). There are numerous results concerning the oscillation criteria of fourth order equations,
which include various forms of criteria as Hille/Nehari, Philos, etc. This allows us to obtain also
various criteria for the oscillation of (1). Further, we can try to get some oscillation criteria of (1) if
Nx (t) := x (t)− p (t) x (ϕ (t)) in the future work.
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Abstract: The aim of this work is to study oscillatory behavior of solutions for even-order neutral
nonlinear differential equations. By using the Riccati substitution, a new oscillation conditions is
obtained which insures that all solutions to the studied equation are oscillatory. The obtained results
complement the well-known oscillation results present in the literature. Some example are illustrated
to show the applicability of the obtained results.

Keywords: even-order differential equations; neutral delay; oscillation

1. Introduction

Neutral differential equations appear in models concerning biological, physical and chemical
phenomena, optimization, mathematics of networks, dynamical systems and their application in
concerning materials and energy as well as problems of deformation of structures, elasticity or
soil settlement, see [1].

Recently, there has been steady enthusiasm for acquiring adequate conditions for oscillatory and
nonoscillatory behavior of differential equations of different orders; see [2–13]. Particular emphasize
has been given to the study of oscillation and oscillatory behavior of these equations which have been
under investigation by using different methods an various techniques; we refer to the papers [14–26].
In this paper we study the oscillatory behavior of the even-order nonlinear differential equation(

r (ς)
(

z(n−1) (ς)
)α)′

+ q (ς) xα (δ (ς)) = 0, (1)

where ς ≥ ς0, n is an even natural number and z (ς) := x (ς) + p (ς) x (τ (ς)). Throughout
this paper, we suppose that: r ∈ C[ς0, ∞), r (ς) > 0, r′ (ς) ≥ 0, p, q ∈ C ([ς0, ∞)) , q (ς) > 0,
0 ≤ p (ς) < p0 < ∞, q is not identically zero for large ς, τ ∈ C1[ς0, ∞), δ ∈ C[ς0, ∞), τ′ (ς) > 0,
τ (ς) ≤ ς, limς→∞ τ (ς) = limς→∞ δ (ς) = ∞ , α is a quotient of odd positive integers and∫ ∞

ς0

r−1/α (s)ds = ∞. (2)

Axioms 2020, 9, 96; doi:10.3390/axioms9030096 www.mdpi.com/journal/axioms43
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Definition 1. Let x be a real function defined for all ς in a real interval I := [ςx, ∞), ςx ≥ ς0, and having an
(n − 1)th derivative for all ς ∈ I. The function f is called a solution of the differential Equation (1) on I if it
fulfills the following two requirements:(

r (ς)
(
(x (t) + p (t) x (τ (t)))(n−1) (ς)

)α)
∈ C1 ([ςx, ∞))

and
x (ς) satisfies (1) on [ςx, ∞).

Definition 2. A solution of (1) is called oscillatory if it has arbitrarily large zeros on [ςx, ∞), and otherwise is
called to be nonoscillatory.

Definition 3. The Equation (1) is said to be oscillatory if all its solutions are oscillatory.

We collect some relevant facts and auxiliary results from the existing literature.
Bazighifan [2] using the Riccati transformation together with comparison method with second

order equations, focuses on the oscillation of equations of the form(
r (ς)

(
z(n−1) (ς)

)α)′
+ q (ς) f (x (δ (ς))) = 0, (3)

where n is even.
Moaaz et al. [27] gives us some results providing informations on the asymptotic behavior of (1).

This time, the authors used comparison method with first-order equations.
In [28] (Theorem 2), the authors considered Equation (1) and proved that (1) is oscillatory if

∫ ∞

ς0

(
Ψ (s)− 2α

(α + 1)α+1
r (s) (ρ′ (s))α+1

μαs2αρα (s)

)
ds = ∞,

for some μ ∈ (0, 1) and

∫ ∞

ς0

(
ϑ (s)

(∫ ∞

ς
(Q∗ (υ))

1
α r

−1
α (υ) dυ

)
− ϑ′2

+ (s)
4ϑ (s)

)
ds = ∞,

where Ψ (ς) := ϑρ (ς) Q (ς) (1 − p (g (ς, a)))α (g (ς, a) /ς)3α .
Xing et al. [29] proved that (1) is oscillatory if(

δ−1 (ς)
)′

≥ δ0 > 0, τ′ (ς) ≥ τ0 > 0, τ−1 (δ (ς)) < ς

and

lim inf
ς→∞

∫ ς

τ−1(δ(ς))

q̂ (s)
r (s)

(
sn−1

)α
ds >

(
1
δ0

+
pα

0
δ0τ0

)
((n − 1)!)α

e
,

where q̂ (ς) := min
{

q
(
δ−1 (ς)

)
, q

(
δ−1 (τ (ς))

)}
.

In this article, we establish some oscillation criteria for the Equation (1) which complements some
of the results obtained in the literature. Some examples are presented to illustrate our main results.

To prove our main results we need the following lemmas:

Lemma 1 ([28]). Let α ≥ 1 be a ratio of two odd numbers. Then

Dw − Cw(α+1)/α ≤ αα

(α + 1)α+1
Dα+1

Cα
, C > 0.
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Lemma 2 ([30]). Let h (ς) ∈ Cn ([ς0, ∞) , (0, ∞)) . If h(n−1) (ς) h(n) (ς) ≤ 0 for all ς ≥ ςx, then for every
θ ∈ (0, 1) , there exists a constant M > 0 such that

h′ (θς) ≥ Mςn−2h(n−1) (ς) ,

for all sufficient large ς.

Lemma 3 ([31] Lemma 2.2.3). Let x ∈ Cn ([ς0, ∞) , (0, ∞)). Assume that x(n) (ς) is of fixed sign and not
identically zero on [ς0, ∞) and that there exists a ς1 ≥ ς0 such that x(n−1) (ς) x(n) (ς) ≤ 0 for all ς ≥ ς1.
If limς→∞ x (ς) �= 0, then for every μ ∈ (0, 1) there exists ςμ ≥ ς1 such that

x (ς) ≥ μ

(n − 1)!
ςn−1

∣∣∣x(n−1) (ς)
∣∣∣ for ς ≥ ςμ.

Lemma 4 ([32]). Let h ∈ Cn ([ς0, ∞) , (0, ∞)) . If h(n) (ς) is eventually of one sign for all large ς, then there
exists a ςx > ς1 for some ς1 > ς0 and an integer m, 0 ≤ m ≤ n with n + m even for h(n) (ς) ≥ 0 or
n + m odd for h(n) (ς) ≤ 0 such that m > 0 implies that h(k) (ς) > 0 for ς > ςx, k = 0, 1, . . . , m − 1 and
m ≤ n − 1 implies that (−1)m+k h(k) (ς) > 0 for ς > ςx, k = m, m + 1, . . . , n − 1.

2. One Condition Theorem

Notation 1. Here, we define the next notation:

Ω (s) =
ϑ (s)

δ0(α + 1)α+1 (λM)α

(
ϕ (s) +

ϑ′ (s)
ϑ (s)

)α+1

,

Θ (s) =
ϑ (s) ((n − 2)!)α

μαδ0(α + 1)α+1

(
ϕ (s) +

ϑ′ (s)
ϑ (s)

)α+1

and
Q (s) = min

{
q
(

δ−1 (s)
)

, q
(

δ−1 (τ (s))
)}

.

Following [33], we say that a function Φ = Φ (ς, s, l) belongs to the function class Y if
Φ ∈ (E,R) where E = {(ς, s, l) : ς0 ≤ 1 ≤ s ≤ ς} which satisfies Φ (ς, ς, l) = 0, Φ (ς, l, l) = 0 and
Φ (ς, s, l) > 0, for l < s < ς and has the partial derivative ∂Φ/∂s on E such that ∂Φ/∂s is locally
integrable with respect to s in E.

Definition 4. Define the operator B [·; l, ς] by

B [h; l, ς] =
∫ ς

l
Φ (ς, s, l) h (s)ds,

for ς0 ≤ 1 ≤ s ≤ ς and h ∈ C ([ς0, ∞),R). The function ϕ = ϕ (ς, s, l) is defined by

∂Φ (ς, s, l)
∂s

= ϕ (ς, s, l)Φ (ς, s, l) .

Remark 1. It is easy to verify that B [·; l, ς] is a linear operator and that it satisfies

B
[
h′; l, ς

]
= −B [hϕ; l, ς] , for h ∈ C1 ([ς0, ∞),R) . (4)

Lemma 5. Assume that x is an eventually positive solution of (1) and(
δ−1 (ς)

)′
≥ δ0 > 0, (τ (ς))′ ≥ τ0 > 0. (5)
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Then

1
δ0

(
r
(

δ−1 (ς)
) (

z(n−1)
(

δ−1 (ς)
))α)′

+
pα

0
δ0τ0

(
r
(

δ−1 (τ (ς))
) (

z(n−1)
(

δ−1 (τ (ς))
))α)′

+ Q (ς) zα (ς) ≤ 0. (6)

Proof. Let x be an eventually positive solution of (1) on [ς0, ∞). From (1), we see that

0 =
1

(δ−1 (ς))
′
(

r
(

δ−1 (ς)
) (

z(n−1)
(

δ−1 (ς)
))α)′

+ q
(

δ−1 (ς)
)

xα (ς) . (7)

Thus, for all sufficiently large ς, we have

0 =
1

(δ−1 (ς))
′
(

r
(

δ−1 (ς)
) (

z(n−1)
(

δ−1 (ς)
))α)′

+
pα

0

(δ−1 (τ (ς)))
′
(

r
(

δ−1 (τ (ς))
) (

z(n−1)
(

δ−1 (τ (ς))
))α)′

+q
(

δ−1 (ς)
)

xα (ς) + pα
0q

(
δ−1 (τ (ς))

)
xα (τ (ς)) . (8)

From (8) and the definition of z, we get

q
(

δ−1 (ς)
)

xα (ς) + pα
0q

(
δ−1 (τ (ς))

)
xα (τ (ς)) ≥ Q (ς) (x (ς) + p0x (τ (ς)))α

≥ Q (ς) zα (ς) . (9)

Thus, by using (8) and (9), we obtain

0 ≥ 1

(δ−1 (ς))
′
(

r
(

δ−1 (ς)
) (

z(n−1)
(

δ−1 (ς)
))α)′

+
pα

0

(δ−1 (τ (ς)))
′
(

r
(

δ−1 (τ (ς))
) (

z(n−1)
(

δ−1 (τ (ς))
))α)′

+ Q (ς) zα (ς) . (10)

From (5), we get

0 ≥ 1
δ0

(
r
(

δ−1 (ς)
) (

z(n−1)
(

δ−1 (ς)
))α)′

+
pα

0
δ0τ0

(
r
(

δ−1 (τ (ς))
) (

z(n−1)
(

δ−1 (τ (ς))
))α)′

+ Q (ς) zα (ς) .

This completes the proof.

Theorem 1. Let (2) hold. Assume that there exist positive functions ϑ ∈ C1 ([ς0, ∞) ,R) such that for all
M > 0

lim sup
ς→∞

B

⎡⎢⎣ϑ (s) Q (s)− Ω (s)

⎛⎜⎝ r
(
δ−1 (s)

)(
(δ−1 (s))n−2

)α +
pα

0r
(
δ−1 (τ (s))

)
τ0

(
(δ−1 (τ (s)))n−2

)α

⎞⎟⎠ ; l, ς

⎤⎥⎦ > 0, (11)

for some λ ∈ (0, 1), then (1) is oscillatory.

Proof. Suppose that (1) has a nonoscillatory solution in [ς0, ∞). Without loss of generality, we let x be
an eventually positive solution of (1). Then, there exists a ς1 ≥ ς0 such that x (ς) > 0, x (τ (ς)) > 0
and x (δ (ς)) > 0 for ς ≥ ς1. Thus, we have
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z (ς) > 0, z′ (ς) > 0, z(n−1) (ς) > 0, z(n) (ς) < 0. (12)

By Lemma 2, we get
z′ (λς) ≥ Mςn−2z(n−1) (ς) , (13)

where M is positive constant. Now, we define a function ψ by

ψ (ς) = ϑ (ς)
r
(
δ−1 (ς)

) (
z(n−1) (δ−1 (ς)

))α

zα (λς)
. (14)

Then we obtain ψ (ς) > 0 for ς ≥ ς1, and

ψ′ (ς) = ϑ′ (ς)
r
(
δ−1 (ς)

) (
z(n−1) (δ−1 (ς)

))α

zα (λς)
+ ϑ (ς)

(
r
(
δ−1 (ς)

) (
z(n−1) (δ−1 (ς)

))α)′

zα (λς)

−αλϑ (ς)
r
(
δ−1 (ς)

) (
z(n−1) (δ−1 (ς)

))α
z′ (λς)

zα+1 (λς)
. (15)

Combining (13) and (14) in (15), we obtain

ψ′ (ς) ≤ ϑ′ (ς)
ϑ (ς)

ψ (ς) + ϑ (ς)

(
r
(
δ−1 (ς)

) (
z(n−1) (δ−1 (ς)

))α)′

zα (λς)

−αλM
(

δ−1 (ς)
)n−2 (ψ (ς))α+1/α

(ϑ (ς) r (δ−1 (ς)))
1/α

. (16)

Similarly, define

ψ̃ (ς) = ϑ (ς)
r
(
δ−1 (τ (ς))

) (
z(n−1) (δ−1 (τ (ς))

))α

zα (λς)
. (17)

Then we obtain ψ̃ (ς) > 0 for ς ≥ ς1, and

ψ̃′ (ς) ≤ ϑ′ (ς)
ϑ (ς)

ψ̃ (ς) + ϑ (ς)

(
r
(
δ−1 (τ (ς))

) (
z(n−1) (δ−1 (τ (ς))

))α)′

zα (λς)

−αλM
(

δ−1 (τ (ς))
)n−2 (ψ̃ (ς))

α+1/α

(ϑ (ς) r (δ−1 (τ (ς))))
1/α

. (18)

Therefore, from (16) and (18), we obtain

1
δ0

ψ′ (ς) +
pα

0
δ0τ0

ψ̃′ (ς) ≤ ϑ (ς)

δ0

(
r
(
δ−1 (ς)

) (
z(n−1) (δ−1 (ς)

))α)′

zα (λς)

+
pα

0
δ0τ0

ϑ (ς)

(
r
(
δ−1 (τ (ς))

) (
z(n−1) (δ−1 (τ (ς))

))α)′

zα (λς)

+
ϑ′ (ς)

δ0ϑ (ς)
ψ (ς) +

pα
0

δ0τ0

ϑ′ (ς)
ϑ (ς)

ψ̃ (ς)

− 1
δ0

αλM
(

δ−1 (ς)
)n−2 (ψ (ς))α+1/α

(ϑ (ς) r (δ−1 (ς)))
1/α

−αλM
pα

0
δ0τ0

(
δ−1 (τ (ς))

)n−2 (ψ̃ (ς))
α+1/α

(ϑ (ς) r (δ−1 (τ (ς))))
1/α

. (19)
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From (16), we obtain

1
δ0

ψ′ (ς) +
pα

0
δ0τ0

ψ̃′ (ς) ≤ −ϑ (ς) Q (ς) +
ϑ′ (ς)

δ0ϑ (ς)
ψ (ς) +

pα
0

δ0τ0

ϑ′ (ς)
ϑ (ς)

ψ̃ (ς)

− 1
δ0

αλM
(

δ−1 (ς)
)n−2 (ψ (ς))α+1/α

(ϑ (ς) r (δ−1 (ς)))
1/α

−αλM
pα

0
δ0τ0

(
δ−1 (τ (ς))

)n−2 (ψ̃ (ς))
α+1/α

(ϑ (ς) r (δ−1 (τ (ς))))
1/α

. (20)

Applying B [·; l, ς] to (20), we obtain

B
[

1
δ0

ψ′ (ς) + pα
0

δ0τ0
ψ̃′ (ς) ; l, ς

]
≤ B[−ϑ (s) Q (s) + ϑ′(s)

δ0ϑ(s)ψ (s) + pα
0

δ0τ0

ϑ′(s)
ϑ(s) ψ̃ (s)

− 1
δ0

αλM
(
δ−1 (s)

)n−2 (ψ(s))α+1/α

(ϑ(s)r(δ−1(s)))
1/α

−αλM pα
0

δ0τ0

(
δ−1 (τ (s))

)n−2 (ψ̃(s))α+1/α

(ϑ(s)r(δ−1(τ(s))))
1/α ; l, ς].

(21)

By (4) and the inequality above, we find

ς [ϑ (s) Q (s) ; l, ς] ≤ ς[
1
δ0

(
ϕ (s) +

ϑ′ (s)
ϑ (s)

)
ψ (s) +

pα
0

δ0τ0

(
ϕ (s) +

ϑ′ (s)
ϑ (s)

)
ψ̃ (s)

− 1
δ0

αλM
(

δ−1 (s)
)n−2 (ψ (s))α+1/α

(ϑ (s) r (δ−1 (s)))1/α

−αλM
pα

0
δ0τ0

(
δ−1 (τ (s))

)n−2 (ψ̃ (s))α+1/α

(ϑ (s) r (δ−1 (τ (s))))1/α
; l, ς]. (22)

Using Lemma 1, we set

D =
1
δ0

(
ϕ (s) +

ϑ′ (s)
ϑ (s)

)
, C =

1
δ0

αλM
(
δ−1 (s)

)n−2

(ϑ (s) r (δ−1 (s)))1/α
and w = ψ,

we have

1
δ0

(
ϕ (s) +

ϑ′ (s)
ϑ (s)

)
ψ (s)− 1

δ0
αλM

(
δ−1 (s)

)n−2 (ψ (s))α+1/α

(ϑ (ς) r (δ−1 (s)))1/α

<
1

(α + 1)α+1δ0

(
ϕ (ς) +

ϑ′ (s)
ϑ (s)

)α+1 ϑ (ς) r
(
δ−1 (τ (s))

)(
λM (δ−1 (s))n−2

)α . (23)

Hence, from (22) and (23), we have

B [ϑ (s) Q (s) ; l, ς] ≤ B[
(

ϕ (s) +
ϑ′ (s)
ϑ (s)

)α+1 ϑ (s) r
(
δ−1 (s)

)
(α + 1)α+1δ0

(
λM (δ−1 (s))n−2

)α

+

(
ϕ (s) +

ϑ′ (s)
ϑ (s)

)α+1 pα
0ϑ (s) r

(
δ−1 (τ (s))

)
(α + 1)α+1δ0τ0

(
λM (δ−1 (τ (s)))n−2

)α ; l, ς].

Easily, we find that
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B [ϑ (s) Q (s) ; l, ς] ≤ B[
ϑ (s)

δ0(α + 1)α+1 (λM)α

(
ϕ (s) +

ϑ′ (s)
ϑ (s)

)α+1

×

⎛⎜⎝ r
(
δ−1 (s)

)(
(δ−1 (s))n−2

)α +
pα

0r
(
δ−1 (τ (s))

)
τ0

(
(δ−1 (τ (s)))n−2

)α

⎞⎟⎠ ; l, ς].

That is,

B

⎡⎢⎣ϑ (s) Q (s)− Ω (ς)

⎛⎜⎝ r
(
δ−1 (s)

)(
(δ−1 (s))n−2

)α +
pα

0r
(
δ−1 (τ (s))

)
τ0

(
(δ−1 (τ (s)))n−2

)α

⎞⎟⎠ ; l, ς

⎤⎥⎦ ≤ 0.

Taking the super limit in the inequality above, we obtain

lim sup
ς→∞

B

⎡⎢⎣ϑ (s) Q (s)− Ω (s)

⎛⎜⎝ r
(
δ−1 (s)

)(
(δ−1 (s))n−2

)α +
pα

0r
(
δ−1 (τ (s))

)
τ0

(
(δ−1 (τ (s)))n−2

)α

⎞⎟⎠ ; l, ς

⎤⎥⎦ ≤ 0, (24)

which is a contradiction. The proof is complete.

3. Tow Conditions Theorem

Lemma 6 ([22]). (Lemma 1.2) Assume that x is an eventually positive solution of (1). Then, there exists two
possible cases:

(I1) z (ς) > 0, z′ (ς) > 0, z′′ (ς) > 0, z(n−1) (ς) > 0, z(n) (ς) < 0,
(I2) z (ς) > 0, z(j)(ς) > 0, z(j+1)(ς) < 0 for all odd integer

j ∈ {1, 2, . . . , n − 3}, z(n−1)(ς) > 0, z(n)(ς) < 0,

for ς ≥ ς1, where ς1 ≥ ς0 is sufficiently large.

Lemma 7 ([22]). (Lemma 1.2) Assume that x is an eventually positive solution of (1) and

∫ ∞

ς0

(
Ψ (s)− 2α

(α + 1)α+1
r (s) (ρ′ (s))α+1

μαs2αρα (s)

)
ds = ∞, (25)

where
Ψ (ς) = ϑρ (ς) q (ς) (1 − p (δ (ς)))α (δ (ς) \ς)3α ,

where ρ ∈ C1 ([ς0, ∞) , (0, ∞)), then it will be z does not satisfy case (I1) .

Lemma 8. Let (2) holds and assume that x is an eventually positive solution of (1). If there exists positive
functions ϑ ∈ C1 ([ς0, ∞) ,R) such that for all M > 0

lim sup
ς→∞

B

⎡⎢⎣ϑ (s) Q (s)− Θ (s)

⎛⎜⎝ r
(
δ−1 (s)

)(
(δ−1 (s))n−2

)α +
pα

0r
(
δ−1 (τ (s))

)
τ0

(
(δ−1 (τ (s)))n−2

)α

⎞⎟⎠ ; l, ς

⎤⎥⎦ > 0, (26)

for some μ ∈ (0, 1), then z not satisfies case (I2) .

Proof. Assume to the contrary that (1) has a nonoscillatory solution in [ς0, ∞). Without loss
of generality, we let x be an eventually positive solution of (1). From Lemma 3, we obtain

z′ (ς) ≥ μ

(n − 2)!
ςn−2z(n−1) (ς) . (27)
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Now, we define a function ω by

ω (ς) = ϑ (ς)
r
(
δ−1 (ς)

) (
z(n−1) (δ−1 (ς)

))α

zα (ς)
. (28)

Then we see that ω (ς) > 0 for ς ≥ ς1, and

ω′ (ς) ≤ ϑ′ (ς)
ϑ (ς)

ω (ς) + ϑ (ς)

(
r
(
δ−1 (ς)

) (
z(n−1) (δ−1 (ς)

))α)′

zα (λς)

−α
μ

(n − 2)!

(
δ−1 (ς)

)n−2 (ω (ς))α+1/α

(ϑ (ς) r (δ−1 (ς)))
1/α

. (29)

Similarly, define

ω̃ (ς) = ϑ (ς)
r
(
δ−1 (τ (ς))

) (
z(n−1) (δ−1 (τ (ς))

))α

zα (ς)
. (30)

Then we see that ω̃ (ς) > 0 for ς ≥ ς1, and

ω̃′ (ς) ≤ ϑ′ (ς)
ϑ (ς)

ω̃ (ς) + ϑ (ς)

(
r
(
δ−1 (τ (ς))

) (
z(n−1) (δ−1 (τ (ς))

))α)′

zα (ς)

−α
μ

(n − 2)!

(
δ−1 (τ (ς))

)n−2 (ω̃ (ς))α+1/α

(ϑ (ς) r (δ−1 (τ (ς))))
1/α

.

Thus, we get

lim sup
ς→∞

B

⎡⎢⎣ϑ (s) Q (s)− Θ (s)

⎛⎜⎝ r
(
δ−1 (s)

)(
(δ−1 (s))n−2

)α +
pα

0r
(
δ−1 (τ (s))

)
τ0

(
(δ−1 (τ (s)))n−2

)α

⎞⎟⎠ ; l, ς

⎤⎥⎦ ≤ 0,

which is a contradiction. The proof is complete.

Theorem 2. Assume that (25) and (26) hold for some μ ∈ (0, 1). Then every solution of (1) is oscillatory.

Example 1. Consider the equation

(x (ς) + 2x (ς − 5π))′′ + q0x (ς − π) = 0. (31)

We note that r (ς) = 1, p (ς) = 2, τ (ς) = ς − 5π, δ (ς) = ς − π, δ−1 (s) = ς + π and
q (ς) = Q (ς) = q0. Thus, if we choose Φ (ς) = (ς − s) (s − l), then it is easy to see that

ϕ (ς, s, l) =
(ς − s)− (s − l)
(ς − s) (s − l)

and

Ω (s) =
ϑ (s)

δ0(α + 1)α+1 (λM)α

(
ϕ (s) +

ϑ′ (s)
ϑ (s)

)α+1

=
1

4λM

(
(ς − s)− (s − l)
(ς − s) (s − l)

)2
.
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Thus,

lim sup
ς→∞

B

⎡⎢⎣ϑ (s) Q (s)− Ω (s)

⎛⎜⎝ r
(
δ−1 (s)

)(
(δ−1 (s))n−2

)α +
pα

0r
(
δ−1 (τ (s))

)
τ0

(
(δ−1 (τ (s)))n−2

)α

⎞⎟⎠ ; l, ς

⎤⎥⎦
= lim sup

ς→∞
B

[
q0 −

3
4λM

(
(ς − s)− (s − l)
(ς − s) (s − l)

)2
; l, ς

]
> 0.

Therefore, by Theorem 1, every solution of Equation (31) is oscillatory.

Example 2. Consider the equation

(x (ς) + p0x (ς − 5π))(4) + q0x (ς − π) , (32)

where q0 > 0. Let r (ς) = 1, p (ς) = p0, τ (ς) = ς − 5π, δ (ς) = ς − π, δ−1 (s) = ς + π and
q (ς) = Q (ς) = q0, then we have ∫ ∞

ς0

r−1/α (s)ds = ∞.

Next, if we choose ϕ (ς) = (ς − s) (s − l), then we conclude that the conditions (25) and (26) are satisfied.
Thus, using Theorem 2, Equation (32) is oscillatory.

4. Conclusions

In this work, by using the generalized Riccati transformations technique, we provided new
oscillation criteria for (1). Furthermore, in future work, by using the comparison method, we find
some new Hille and Nehari types and Philos type oscillation criteria of (1).

Author Contributions: Writing original draft, formal analysis, writing review and editing, O.B. and O.M.; writing
review and editing, funding and supervision, R.A.E.-N. All authors have read and agreed to the published version
of the manuscript.

Funding: This research received no external funding.

Acknowledgments: The authors thank the reviewers for for their useful comments, which led to the improvement
of the content of the paper.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Hale, J.K. Theory of Functional Differential Equations; Springer: New York, NY, USA, 1977.
2. Bazighifan, O. An Approach for Studying Asymptotic Properties of Solutions of Neutral

Differential Equations. Symmetry 2020, 12, 555. [CrossRef]
3. Agarwal, R.P.; Bohner, M.; Li, T.; Zhang, C. A new approach in the study of oscillatory behavior of even-order

neutral delay diferential equations. Appl. Math. Comput. 2013, 225, 787–794.
4. Agarwal, R.; Grace, S.; O’Regan, D. Oscillation Theory for Difference and Functional Differential Equations;

Kluwer Academic Publishers: Dordrecht, The Netherlands, 2000.
5. Baculikova, B.; Dzurina, J. Oscillation theorems for second-order nonlinear neutral differential equations.

Comput. Math. Appl. 2011, 62, 4472–4478. [CrossRef]
6. Baculikova, B.; Dzurina, J.; Li, T. Oscillation results for even-order quasi linear neutral functional differential

equations. Electron. J. Differ. Equ. 2011, 2011, 1–9.
7. Baculikova, B.; Dzurina, J. Oscillation theorems for higher order neutral diferential equations.

Appl. Math. Comput. 2012, 219, 3769–3778.

51



Axioms 2020, 9, 96

8. Bazighifan, O. Kamenev and Philos-types oscillation criteria for fourth-order neutral differential equations.
Adv. Differ. Equ. 2020, 201, 1–12.

9. Bazighifan, O.; Ramos, H. On the asymptotic and oscillatory behavior of the solutions of a class of
higher-order differential equations with middle term. Appl. Math. Lett. 2020, 107, 106431. [CrossRef]

10. Bazighifan, O.; Chatzarakis, G.E. Oscillatory and asymptotic behavior of advanced differential equations.
Adv. Differ. Equ. 2020, 2020, 414. [CrossRef]

11. Bazighifan, O.; Postolache, M. An improved conditions for oscillation of functional nonlinear
differential equations. Mathematics 2020, 8, 552. [CrossRef]

12. Bazighifan, O. On the oscillation of certain fourth-order differential equations with p-Laplacian like operator.
Appl. Math. Comput. 2020, 386, 125475. [CrossRef]

13. Bazighifan, O. Oscillatory applications of some fourth-order differential equations. Math. Meth. Appl. Sci.
2020, 1–11. [CrossRef]

14. Li, T.; Han, Z.; Zhao, P.; Sun, S. Oscillation of even-order neutral delay differential equations. Adv. Differ. Equ.
2010, 2010, 1–9. [CrossRef]

15. Kiguradze, I.T.; Chanturiya, T.A. Asymptotic Properties of Solutions of Nonautonomous Ordinary
Differential Equations; Kluwer Academic Publishers: Dordrecht, The Netherlands, 1993.

16. Moaaz, O.; Dassios, I.; Bazighifan, O.; Muhib, A. Oscillation Theorems for Nonlinear Differential Equations
of Fourth-Order. Mathematics 2020, 8, 520. [CrossRef]

17. Moaaz, O.; Furuichi, S.; Muhib, A. New Comparison Theorems for the Nth Order Neutral Differential
Equations with Delay Inequalities. Mathematics 2020, 8, 454. [CrossRef]

18. Moaaz, O.; Elabbasy, E.M.; Bazighifan, O. On the asymptotic behavior of fourth-order functional
differential equations. Adv. Differ. Equ. 2017, 2017, 261. [CrossRef]

19. Moaaz, O.; Awrejcewicz, J.; Bazighifan, O. A New Approach in the Study of Oscillation Criteria of Even-Order
Neutral Differential Equations. Mathematics 2020, 8, 197. [CrossRef]

20. Moaaz, O.; Dassios, I.; Bazighifan, O. Oscillation Criteria of Higher-order Neutral Differential Equations
with Several Deviating Arguments. Mathematics 2020, 8, 412. [CrossRef]

21. Meng, F.; Xu, R. Oscillation criteria for certain even order quasi-linear neutral differential equations with
deviating arguments. Appl. Math. Comput. 2007, 190, 458–464. [CrossRef]

22. Philos, C.G. A new criterion for the oscillatory and asymptotic behavior of delay differential equations.
Bull. Acad. Pol. Sci. Ser. Sci. Math. 1981, 39, 61–64.

23. Park, C.; Moaaz, O.; Bazighifan, O. Oscillation Results for Higher Order Differential Equations. Axioms
2020, 9, 14. [CrossRef]

24. Zafer, A. Oscillation criteria for even order neutral differential equations. Appl. Math. Lett. 1998, 11, 21–25.
[CrossRef]

25. Elabbasy, E.M.; Cesarano, C.; Bazighifan, O.; Moaaz, O. Asymptotic and oscillatory behavior of solutions of
a class of higher order differential equation. Symmetry 2019, 11, 1434. [CrossRef]

26. El-Nabulsi, R.A.; Moaaz, O.; Bazighifan, O. New Results for Oscillatory Behavior of Fourth-Order
Differential Equations. Symmetry 2020, 12, 136. [CrossRef]

27. Moaaz, O.; Kumam, P.; Bazighifan, O. On the Oscillatory Behavior of a Class of Fourth-Order Nonlinear
Differential Equation. Symmetry 2020, 12, 524. [CrossRef]

28. Chatzarakis, G.E.; Elabbasy, E.M.; Bazighifan, O. An oscillation criterion in 4th-order neutral differential
equations with a continuously distributed delay. Adv. Differ. Equ. 2019, 336, 1–9.

29. Xing, G.; Li, T.; Zhang, C. Oscillation of higher-order quasi linear neutral differential equations.
Adv. Differ. Equ. 2011, 2011, 1–10. [CrossRef]

30. Moaaz, O.; Elabbasy, E.M.; Muhib, A. Oscillation criteria for even-order neutral differential equations with
distributed deviating arguments. Adv. Differ. Equ. 2019, 297, 1–10. [CrossRef]

31. Philos, C.G. On the existence of non-oscillatory solutions tending to zero at ∞ for differential equations with
positive delays. Arch. Math. 1981, 36, 168–178. [CrossRef]

52



Axioms 2020, 9, 96

32. Zhang, Q.; Yan, J. Oscillation behavior of even order neutral differential equations with variable coefficients.
Appl. Math. Lett. 2006, 19, 1202–1206. [CrossRef]

33. Liu, L.; Bai, Y. New oscillation criteria for second-order nonlinear neutral delay differential equations.
J. Comput. Appl. Math. 2009, 231, 657–663. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

53





axioms

Article

Initial Value Problem For Nonlinear Fractional
Differential Equations With ψ-Caputo Derivative via
Monotone Iterative Technique

Choukri Derbazi 1,†, Zidane Baitiche 1,† and Mouffak Benchohra 2,† and Alberto Cabada 3,*,†

1 Laboratory of Mathematics and Applied Sciences, University of Ghardaia, Metlili 47000, Algeria;
choukriedp@yahoo.com (C.D.); baitichezidane19@gmail.com (Z.B.)

2 Laboratory of Mathematics, Djillali Liabes University of Sidi-Bel-Abbes, Sidi Bel Abbès 22000, Algeria;
benchohra@yahoo.com

3 Departamento de Estatistica, Análise Matemática e Optimización, Facultade de Matemáticas,
Instituto de Matemáticas, Universidade de Santiago de Compostela, 15705 Santiago de Compostela, Spain

* Correspondence: alberto.cabada@usc.gal
† These authors contributed equally to this work.

Received: 6 May 2020; Accepted: 16 May 2020; Published: 21 May 2020

Abstract: In this article, we discuss the existence and uniqueness of extremal solutions for
nonlinear initial value problems of fractional differential equations involving the ψ-Caputo derivative.
Moreover, some uniqueness results are obtained. Our results rely on the standard tools of functional
analysis. More precisely we apply the monotone iterative technique combined with the method of
upper and lower solutions to establish sufficient conditions for existence as well as the uniqueness of
extremal solutions to the initial value problem. An illustrative example is presented to point out the
applicability of our main results.

Keywords: ψ-Caputo fractional derivative; Cauchy problem extremal solutions; monotone iterative
technique; upper and lower solutions

1. Introduction

Fractional differential equations have been applied in many fields of engineering, physics, biology,
and chemistry see [1–4]. Moreover, to get a couple of developments about the theory of fractional
differential equations, one can allude to the monographs of Abbas et al. [5–7], Kilbas et al. [8],
Miller and Ross [9], Podlubny [10], and Zhou [11,12], as well as to the papers by Agarwal, et al. [13],
Benchohra, et al. [14–16], and the references therein. In the recent past, Almeida in [17] presented
a new fractional differentiation operator called by ψ-Caputo fractional operator. For more details
see [18–23], and the references given therein.

At the present day, different kinds of fixed point theorems are widely used as fundamental
tools in order to prove the existence and uniqueness of solutions for various classes of nonlinear
fractional differential equations for details, we refer the reader to a series of papers [24–30] and the
references therein, but here we focus on those using the monotone iterative technique, coupled with
the method of upper and lower solutions. This method is a very useful tool for proving the existence
and approximation of solutions to many applied problems of nonlinear differential equations and
integral equations (see [31–42]). However, as far as we know, there is no work yet reported on the
existence of extremal solutions for the Cauchy problem with ψ-Caputo fractional derivative. Motivated

Axioms 2020, 9, 57; doi:10.3390/axioms9020057 www.mdpi.com/journal/axioms55
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by this fact, in this paper we deal with the existence and uniqueness of extremal solutions for the
following initial value problem of fractional differential equations involving the ψ-Caputo derivative:{

cDα;ψ
a+ x(t) = f (t, x(t)), t ∈ J := [a, b],

x(a) = a∗,
(1)

where cDα;ψ
a+ is the ψ-Caputo fractional derivative of order α ∈ (0, 1], f : [a, b]×R −→ R is a given

continuous function and a∗ ∈ R.
The rest of the paper is organized as follows: in Section 2, we give some necessary definitions

and lemmas. The main results are given in Section 3. Finally, an example is presented to illustrate the
applicability of the results developed.

2. Preliminaries

In this section, we introduce some notations and definitions of fractional calculus and present
preliminary results needed in our proofs later.

We begin by defining ψ-Riemann-Liouville fractional integrals and derivatives. In what follows,

Definition 1 ([8,17]). For α > 0, the left-sided ψ-Riemann-Liouville fractional integral of order α for an
integrable function x : J −→ R with respect to another function ψ : J −→ R that is an increasing differentiable
function such that ψ′(t) �= 0, for all t ∈ J is defined as follows

Iα;ψ
a+ x(t) =

1
Γ(α)

∫ t

a
ψ′(s)(ψ(t)− ψ(s))α−1x(s)ds, (2)

where Γ is the classical Euler Gamma function.

Definition 2 ([17]). Let n ∈ N and let ψ, x ∈ Cn(J,R) be two functions such that ψ is increasing and
ψ′(t) �= 0, for all t ∈ J. The left-sided ψ-Riemann–Liouville fractional derivative of a function x of order α is
defined by

Dα;ψ
a+ x(t) =

(
1

ψ′(t)
d
dt

)n
In−α;ψ
a+ x(t)

=
1

Γ(n − α)

(
1

ψ′(t)
d
dt

)n ∫ t

a
ψ′(s)(ψ(t)− ψ(s))n−α−1x(s)ds,

where n = [α] + 1.

Definition 3 ([17]). Let n ∈ N and let ψ, x ∈ Cn(J,R) be two functions such that ψ is increasing and
ψ′(t) �= 0, for all t ∈ J. The left-sided ψ-Caputo fractional derivative of x of order α is defined by

cDα;ψ
a+ x(t) = In−α;ψ

a+

(
1

ψ′(t)
d
dt

)n
x(t),

where n = [α] + 1 for α /∈ N, n = α for α ∈ N.
To simplify notation, we will use the abbreviated symbol

x[n]ψ (t) =
(

1
ψ′(t)

d
dt

)n
x(t).
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From the definition, it is clear that

cDα;ψ
a+ x(t) =

⎧⎨⎩
∫ t

a
ψ′(s)(ψ(t)−ψ(s))n−α−1

Γ(n−α)
x[n]ψ (s)ds , if α /∈ N,

x[n]ψ (t) , if α ∈ N.
(3)

We note that if x ∈ Cn(J,R) the ψ-Caputo fractional derivative of order α of x is determined as

cDα;ψ
a+ x(t) = Dα;ψ

a+

⎡⎣x(t)−
n−1

∑
k=0

x[k]ψ (a)

k!
(ψ(t)− ψ(a))k

⎤⎦ .

(see, for instance, [17], Theorem 3).

Lemma 1 ([20]). Let α, β > 0, and x ∈ L1(J,R). Then

Iα;ψ
a+ Iβ;ψ

a+ x(t) = Iα+β;ψ
a+ x(t), a.e. t ∈ J.

In particular, if x ∈ C(J,R), then Iα;ψ
a+ Iβ;ψ

a+ x(t) = Iα+β;ψ
a+ x(t), t ∈ J.

Lemma 2 ([20]). Let α > 0, The following holds:
If x ∈ C(J,R) then

cDα;ψ
a+ Iα;ψ

a+ x(t) = x(t), t ∈ J.

If x ∈ Cn(J,R), n − 1 < α < n. Then

Iα;ψ
a+

cDα;ψ
a+ x(t) = x(t)−

n−1

∑
k=0

x[k]ψ (a)

k!
[ψ(t)− ψ(a)]k , t ∈ J.

Lemma 3 ([8,20]). Let t > a, α ≥ 0, and β > 0. Then

• Iα;ψ
a+ (ψ(t)− ψ(a))β−1 = Γ(β)

Γ(β+α)
(ψ(t)− ψ(a))β+α−1,

• cDα;ψ
a+ (ψ(t)− ψ(a))β−1 = Γ(β)

Γ(β−α)
(ψ(t)− ψ(a))β−α−1,

• cDα;ψ
a+ (ψ(t)− ψ(a))k = 0, for all k ∈ {0, . . . , n − 1}, n ∈ N.

Definition 4 ([43]). The one-parameter Mittag–Leffler function Eα(·), is defined as:

Eα(z) =
∞

∑
k=0

zk

Γ(αk + 1)
, (z ∈ R, α > 0).

Definition 5 ([43]). The Two-parameter Mittag–Leffler function Eα,β(·), is defined as:

Eα,β(z) =
∞

∑
k=0

zk

Γ(αk + β)
, α, β > 0 and z ∈ R. (4)

Theorem 1 (Weissinger’s fixed point theorem [44]). Assume (E, d) to be a non empty complete metric space
and let β j ≥ 0 for every j ∈ N such that ∑n−1

j=0 β j converges. Furthermore, let the mapping T : E → E satisfy
the inequality

d(Tju,Tjv) ≤ β jd(u, v),

for every j ∈ N and every u, v ∈ E. Then, T has a unique fixed point u∗. Moreover, for any v0 ∈ E, the sequence
{Tjv0}∞

j=1 converges to this fixed point u∗.
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3. Main Results

Let us recall the definition and lemma of a solution for problem (1). First of all, we define what
we mean by a solution for the boundary value problem (1).

Definition 6. A function x ∈ C(J,R) is said to be a solution of Equation (1) if x satisfies the equation
cDα;ψ

a+ x(t) = f (t, x(t)), for each t ∈ J and the condition

x(a) = a∗.

For the existence of solutions for problem (1) we need the following lemma for a general linear
equation of α > 0, that generalizes expression (3.1.34) in [8].

Lemma 4. For a given h ∈ C(J,R) and α ∈ (n − 1, n], with n ∈ N, the linear fractional initial value problem{
cDα;ψ

a+ x(t) + rx(t) = h(t), t ∈ J := [a, b],

x[k]ψ (a) = ak, k = 0, . . . , n − 1,
(5)

has a unique solution given by

x(t) =
n−1

∑
k=0

ak
k!

[ψ(t)− ψ(a)]k − rIα;ψ
a+ x(t) + Iα;ψ

a+ h(t)

=
n−1

∑
k=0

ak
k!

[ψ(t)− ψ(a)]k − r
Γ(α)

∫ t

a
ψ′(s)(ψ(t)− ψ(s))α−1x(s)ds

+
1

Γ(α)

∫ t

a
ψ′(s)(ψ(t)− ψ(s))α−1h(s)ds.

(6)

Moreover, the explicit solution of the Volterra integral equation (6) can be represented by

x(t) =
n−1

∑
k=0

ak [ψ(t)− ψ(a)]k Eα,k+1
(
−r(ψ(t)− ψ(a))α

)
+

∫ t

a
ψ′(s)(ψ(t)− ψ(s))α−1

Eα,α
(
−r(ψ(t)− ψ(a))α

)
h(s)ds,

(7)

where Eα,β(·) is the two-parametric Mittag–Leffer function defined in (4).

Proof. Since α ∈ (n − 1, n], from Lemma 2 we know that the Cauchy problem (5) is equivalent to the
following Volterra integral equation

x(t) =
n−1

∑
k=0

ak
k!

[ψ(t)− ψ(a)]k − rIα;ψ
a+ x(t) + Iα;ψ

a+ h(t)

=
n−1

∑
k=0

ak
k!

[ψ(t)− ψ(a)]k − r
Γ(α)

∫ t

a
ψ′(s)(ψ(t)− ψ(s))α−1x(s)ds

+
1

Γ(α)

∫ t

a
ψ′(s)(ψ(t)− ψ(s))α−1h(s)ds.

Note that the above equation can be written in the following form

x(t) = T x(t),
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where the operator T is defined by

T x(t) =
n−1

∑
k=0

ak
k!

[ψ(t)− ψ(a)]k − rIα;ψ
a+ x(t) + Iα;ψ

a+ h(t).

Let n ∈ N and x, y ∈ C(J,R). Then, we have

|T n(x)(t)− T n(y)(t)| =
∣∣∣−rIα;ψ

a+

(
T n−1x(t)− T n−1y(t)

)∣∣∣
=

∣∣∣−rIα;ψ
a+

(
−rIα;ψ

a+

(
T n−2x(t)− T n−2y(t)

))∣∣∣
...

=
∣∣∣(−r)nInα;ψ

a+ (x(t)− y(t))
∣∣∣

≤
(
r(ψ(b)− ψ(a))α

)n

Γ(nα + 1)
‖x − y‖.

Hence, we have

‖T n(x)− T n(y)‖ ≤ rn(ψ(b)− ψ(a))nα

Γ(nα + 1)
‖x − y‖.

It’s well known that

∞

∑
n=0

rn(ψ(b)− ψ(a))nα

Γ(nα + 1)
= Eα

(
r(ψ(b)− ψ(a))α

)
,

it follows that the mapping T n is a contraction. Hence, by Weissinger’s fixed point theorem, T has a
unique fixed point. That is (5) has a unique solution.

Now we apply the method of successive approximations to prove that the integral Equation (6)
can be expressed by

x(t) =
n−1

∑
k=0

ak [ψ(t)− ψ(a)]k Eα,k+1
(
−r(ψ(t)− ψ(a))α

)
+

∫ t

a
ψ′(s)(ψ(t)− ψ(s))α−1

Eα,α
(
−r(ψ(t)− ψ(a))α−1)h(s)ds.

For this, we set ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x0(t) =

n−1

∑
k=0

ak
k!

[ψ(t)− ψ(a)]k

xm(t) = x0(t)− r
Γ(α)

∫ t
a ψ′(s)(ψ(t)− ψ(s))α−1xm−1(s)ds

+ 1
Γ(α)

∫ t
a ψ′(s)(ψ(t)− ψ(s))α−1h(s)ds.

(8)

It follows from Equation (8) and Lemma 3 that

x1(t) = x0(t)− rIα;ψ
a+ x0(t) + Iα;ψ

a+ h(t)

=
n−1

∑
k=0

ak
k!

[ψ(t)− ψ(a)]k − r
n−1

∑
k=0

ak
Γ(α + k + 1)

[ψ(t)− ψ(a)]α+k + Iα;ψ
a+ h(t). (9)
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Similarly, Equations (8) and (9) and Lemmas 1 and 3 yield

x2(t) =x0(t)− rIα;ψ
a+ x1(t) + Iα;ψ

a+ h(t)

=
n−1

∑
k=0

ak
k!

[ψ(t)− ψ(a)]k − rIα;ψ
a+

(
n−1

∑
k=0

ak
k!

[ψ(t)− ψ(a)]k

−r
n−1

∑
k=0

ak
Γ(α + k + 1)

[ψ(t)− ψ(a)]α+k + Iα;ψ
a+ h(t)

)
+ Iα;ψ

a+ h(t)

=
n−1

∑
k=0

ak
k!

[ψ(t)− ψ(a)]k − r
n−1

∑
k=0

ak
Γ(α + k + 1)

[ψ(t)− ψ(a)]α+k

+ r2
n−1

∑
k=0

ak
Γ(2α + k + 1)

[ψ(t)− ψ(a)]2α+k − rI2α;ψ
a+ h(t) + Iα;ψ

a+ h(t)

=
2

∑
l=0

n−1

∑
k=0

(−r)l ak
Γ(lα + k + 1)

[ψ(t)− ψ(a)]lα+k +
∫ t

a
ψ′(s)

1

∑
l=0

(−r)l−1(ψ(t)− ψ(s))lα+α−1

Γ(lα + α)
h(s)ds.

Continuing this process, we derive the following relation

xm(t) =
m

∑
l=0

n−1

∑
k=0

(−r)l ak
Γ(lα + k + 1)

[ψ(t)− ψ(a)]lα+k +
∫ t

a
ψ′(s)

m−1

∑
l=0

(−r)l−1(ψ(t)− ψ(s))lα+α−1

Γ(lα + α)
h(s)ds.

Taking the limit as n → ∞, we obtain the following explicit solution x(t) to the integral
Equation (6):

x(t) =
∞

∑
l=0

n−1

∑
k=0

(−r)l ak
Γ(lα + k + 1)

[ψ(t)− ψ(a)]lα+k +
∫ t

a
ψ′(s)

∞

∑
l=0

(−r)l−1(ψ(t)− ψ(s))lα+α−1

Γ(lα + α)
h(s)ds

=
n−1

∑
k=0

ak (ψ(t)− ψ(a))k
∞

∑
l=0

(−r)l

Γ(lα + k + 1)
[ψ(t)− ψ(a)]lα

+
∫ t

a
ψ′(s)(ψ(t)− ψ(s))α−1

∞

∑
l=0

(−r)l−1(ψ(t)− ψ(s))lα

Γ(lα + α)
h(s)ds.

Taking into account (4), we get

x(t) =
n−1

∑
k=0

ak [ψ(t)− ψ(a)]k Eα,k+1
(
−r(ψ(t)− ψ(a))α

)
+

∫ t

a
ψ′(s)(ψ(t)− ψ(s))α−1

Eα,α
(
−r(ψ(t)− ψ(s))α

)
h(s)ds.

Then the proof is completed.

Lemma 5 (Comparison result). Let α ∈ (0, 1] be fixed and r ∈ R. If ρ ∈ C(J,R) satisfies the
following inequalities {

cDα;ψ
a+ ρ(t) ≥ −rρ(t), t ∈ [a, b],

ρ(a) ≥ 0,
(10)

then ρ(t) ≥ 0 for all t ∈ J.

Proof. Using the integral representation (7) and the fact that, Eα,1(z) ≥ 0 and Eα,α(z) ≥ 0 for all
α ∈ (0, 1] and z ∈ R, (see [45]) it suffices to take h(t) = cDα;ψ

a+ ρ(t) + rρ(t) ≥ 0 with initial conditions
ρ(a) = a∗ ≥ 0.
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Definition 7. A function x0 ∈ C(J,R) is said to be a lower solution of the problem (1), if it satisfies{
cDα;ψ

a+ x0(t) ≤ f (t, x0), t ∈ (a, b],

x0(a) ≤ a∗.
(11)

Definition 8. A function y0 ∈ C(J,R) is called an upper solution of problem (1), if it satisfies{
cDα;ψ

a+ y0(t) ≥ f (t, y0), t ∈ (a, b],

y0(a) ≥ a∗.
(12)

Theorem 2. Let the function f ∈ C(J ×R,R). In addition assume that:

(H1) There exist x0, y0 ∈ C(J,R) such that x0 and y0 are lower and upper solutions of problem (1), respectively,
with x0(t) ≤ y0(t), t ∈ J.

(H2) There exists a constant r ∈ R such that

f (t, y)− f (t, x) ≥ −r(y − x) for x0 ≤ x ≤ y ≤ y0.

Then there exist monotone iterative sequences {xn} and {yn}, which converge uniformly on the interval J
to the extremal solutions of (1) in the sector [x0, y0], where

[x0, y0] = {z ∈ C(J,R) : x0(t) ≤ z(t) ≤ y0(t), t ∈ J}.

Proof. First, for any x0(t), y0(t) ∈ C(J,R), we consider the following linear initial value problems of
fractional order: {

cDα;ψ
a+ xn+1(t) = f (t, xn(t))− r(xn+1(t)− xn(t)), t ∈ J,

xn+1(a) = a∗,
(13)

and {
cDα;ψ

a+ yn+1(t) = f (t, yn(t))− r(yn+1(t)− yn(t)), t ∈ J,

yn+1(a) = a∗.
(14)

By Lemma 4, we know that (13) and (14) have unique solutions in C(J,R) which are defined
as follows:

xn+1(t) = a∗Eα,1
(
−r(ψ(t)− ψ(a))α

)
+

∫ t

a
ψ′(s)(ψ(t)− ψ(s))α−1

Eα,α
(
−r(ψ(t)− ψ(s))α

)(
f (s, xn(s)) + rxn(s)

)
ds, t ∈ J,

(15)

yn+1(t) = a∗Eα,α
(
−r(ψ(t)− ψ(a))α

)
+

∫ t

a
ψ′(s)(ψ(t)− ψ(s))α−1

Eα,α
(
−r(ψ(t)− ψ(s))α

)(
f (s, yn(s)) + ryn(s)

)
ds, t ∈ J.

(16)

We will divide the proof into three steps.
Step 1: We show that the sequences xn(t), yn(t)(n ≥ 1) are lower and upper solutions of problem (1),
respectively and the following relation holds

x0(t) ≤ x1(t) ≤ · · · ≤ xn(t) ≤ · · · ≤ yn(t) ≤ · · · ≤ y1(t) ≤ y0(t), t ∈ J. (17)
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First, we prove that

x0(t) ≤ x1(t) ≤ y1(t) ≤ y0(t), t ∈ J. (18)

Set ρ(t) = x1(t)− x0(t). From (13) and Definition 7, we obtain

cDα;ψ
a+ ρ(t) = cDα;ψ

a+ x1(t)− cDα;ψ
a+ x0(t)

≥ f
(
t, x0(t)

)
− r(x1(t)− x0(t))− f

(
t, x0(t)

)
= −rρ(t).

Again, since
ρ(a) = x1(a)− x0(a) = a∗ − x0(a) ≥ 0.

By Lemma 5, ρ(t) ≥ 0, for t ∈ J. That is, x0(t) ≤ x1(t). Similarly, we can show that
y1(t) ≤ y0(t), t ∈ J.

Now, let ρ(t) = y1(t)− x1(t). From (13), (14) and (H2), we get

cDα;ψ
a+ ρ(t) = cDα;ψ

a+ y1(t)− cDα;ψ
a+ x1(t)

= f
(
t, y0(t)

)
− r

(
y1(t)− y0(t)

)
− f

(
t, x0(t)

)
+ r

(
x1(t)− x0(t)

)
= f

(
t, y0(t)

)
− f

(
t, x0(t)

)
− r

(
y1(t)− y0(t)

)
+ r

(
x1(t)− x0(t)

)
≥ −r

(
y0(t)− x0(t)

)
− r

(
y1(t)− y0(t)

)
+ r

(
x1(t)− x0(t)

)
= −rρ(t).

Since, ρ(a) = x1(a)− y1(a) = a∗ − a∗ = 0. By Lemma 5, we get x1(t) ≤ y1(t), t ∈ J.
Secondly, we show that x1(t), y1(t) are lower and upper solutions of problem (1), respectively.

Since x0 and y0 are lower and upper solutions of problem (1), by (H2), it follows that

cDα;ψ
a+ x1(t) = f

(
t, x0(t)

)
− r

(
x1(t)− x0(t)

)
≤ f

(
t, x1(t)

)
,

also x1(a) = a∗. Therefore, x1(t) is a lower solution of problem (1). Similarly, it can be obtained that
y1(t) is an upper solution of problem (1).

By the above arguments and mathematical induction, we can show that the sequences
xn(t), yn(t), (n ≥ 1) are lower and upper solutions of problem (1), respectively and the following
relation holds

x0(t) ≤ x1(t) ≤ · · · ≤ xn(t) ≤ · · · ≤ yn(t) ≤ · · · ≤ y1(t) ≤ y0(t), t ∈ J.

Step 2: The sequences {xn(t)}, {yn(t)} converge uniformly to their limit functions
x∗(t), y∗(t), respectively.

Note that the sequence {xn(t)} is monotone nondecreasing and is bounded from above by y0(t).
Since the sequence {yn(t)} is monotone nonincreasing and is bounded from below by x0(t), therefore
the pointwise limits exist and these limits are denoted by x∗ and y∗. Moreover, since {xn(t)}, {yn(t)}
are sequences of continuous functions defined on the compact set [a, b], hence by Dini’s theorem [46],
the convergence is uniform. This is

lim
n→∞

xn(t) = x∗(t) and lim
n→∞

yn(t) = y∗(t),

uniformly on t ∈ J and the limit functions x∗, y∗ satisfy problem (1). Furthermore, x∗ and y∗ satisfy
the relation

x0 ≤ x1 ≤ · · · ≤ xn ≤ x∗ ≤ y∗ ≤ · · · ≤ yn ≤ · · · ≤ y1 ≤ y0.
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Step 3: We prove that x∗ and y∗ are extremal solutions of problem (1) in [x0, y0].
Let z ∈ [x0, y0] be any solution of (1). We assume that the following relation holds for some n ∈ N:

xn(t) ≤ z(t) ≤ yn(t), t ∈ J. (19)

Let ρ(t) = z(t)− xn+1(t). We have

cDα;ψ
a+ ρ(t) = cDα;ψ

a+ z(t)− cDα;ψ
a+ xn+1(t)

= f
(
t, z(t)

)
− f

(
t, xn(t)

)
+ r

(
xn+1(t)− xn(t)

)
≥ −r

(
z(t)− xn(t)

)
+ r

(
xn+1(t)− xn(t)

)
= −rρ(t).

Furthermore, ρ(a) = z(a) − xn+1(a) = a∗ − a∗ = 0. By Lemma 5, we obtain ρ(t) ≥ 0, t ∈ J,
which means

xn+1(t) ≤ z(t), t ∈ J.

Using the same method, we can show that

z(t) ≤ yn+1(t), t ∈ J.

Hence, we have
xn+1(t) ≤ z(t) ≤ yn+1(t), t ∈ J.

Therefore, (19) holds on J for all n ∈ N. Taking the limit as n → ∞ on both sides of (19), we get

x∗ ≤ z ≤ y∗.

Therefore x∗, y∗ are the extremal solutions of (1) in [x0, y0]. This completes the proof.

Now, we shall prove the uniqueness of the solution of the system (1) by monotone
iterative technique.

Theorem 3. Suppose that (H1) and (H2) are satisfied. Furthermore, we impose that:

(H3) There exists a constant r∗ ≥ −r such that

f (t, y)− f (t, x) ≤ r∗(y − x),

for every x0 ≤ x ≤ y ≤ y0, t ∈ J. Then problem (1) has a unique solution between x0 and y0.

Proof. From the Theorem 2, we know that x∗(t) and y∗(t) are the extremal solutions of the IVP (1) and
x∗(t) ≤ y∗(t), t ∈ J. It is sufficient to prove x∗(t) ≥ y∗(t), t ∈ J. In fact, let ρ(t) = x∗(t)− y∗(t), t ∈ J,
in view of (H3), we have

cDα;ψ
a+ ρ(t) = cDα;ψ

a+ x∗(t)− cDα;ψ
a+ y∗(t)

= f
(
t, x∗(t)

)
− f

(
t, y∗(t)

)
≥ r∗

(
x∗(t)− y∗(t)

)
= r∗ρ(t).

Furthermore, ρ(a) = x∗(a)− y∗(a) = a∗ − a∗ = 0. From Lemma 5, it follows that ρ(t) ≥ 0, t ∈ J.
Hence, we obtain

x∗(t) ≥ y∗(t), t ∈ J.

Therefore, x∗ ≡ y∗ is the unique solution of the Cauchy problem (1) in [x0, y0]. This ends the
proof of Theorem 3.
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As a direct consequence of the previous result, we arrive at the following one

Corollary 1. Suppose that (H1) is satisfied and that f ∈ C(E,R), is differentiable with respect to x and
∂ f /∂x ∈ C(E,R), with

E = {(t, x) ∈ R
2, such that x0(t) ≤ x ≤ y0(t)}.

Then problem (1) has a unique solution between x0 and y0.

Proof. The proof follows immediately from the fact that E is a compact set and, as a consequence,
∂ f /∂x is bounded in E.

4. An Example

Example 1. Consider the following problem:⎧⎨⎩cD
1
2
0+x(t) = 1 − x2(t) + 2t, t ∈ J := [0, 1],

x(0) = 1
(20)

Note that, this problem is a particular case of IVP (1), where

α =
1
2

, a = 0, b = 1, a∗ = 1, ψ(t) = t,

and f : J ×R −→ R given by

f (t, x) = 1 − x2 + 2t, for t ∈ J, x ∈ R.

Taking x0(t) ≡ 0 and y0(t) = 1 + t, it is not difficult to verify that x0, y0 are lower and upper solutions
of (20), respectively, and x0 ≤ y0. So (H1) of Theorem 2 holds

On the other hand, it is clear that the function f is continuous and satisfies∣∣∣∣ f (t, x)
∂x

(t, x)
∣∣∣∣ = | − 2x| ≤ 4 for all t ∈ [0, 1] and 0 ≤ x ≤ t + 1.

Hence, by Corollary 1, the initial value problem (20) has a unique solution u∗ and there exist monotone
iterative sequences {xn} and {yn} converging uniformly to u∗. Furthermore, we have the following
iterative sequences

xn+1(t) = E 1
2 ,1

(
−4

√
t
)
+

∫ t

0
(t − s)−1/2

E 1
2 , 1

2

(
−4

√
t − s

)(
1 − x2

n(s) + 2s + 4xn(s)
)
ds, t ∈ J,

yn+1(t) = E 1
2 ,1

(
−4

√
t
)
+

∫ t

0
(t − s)−1/2

E 1
2 , 1

2

(
−4

√
t − s

)(
1 − y2

n(s) + 2s + 4yn(s)
)
ds, t ∈ J.

We notice that the sequences are obtained by solving a recurrence formula of the type vn+1 = A vn, with A
a suitable integral operator and v0 given. So, by a simple numerical procedure, it is not difficult to represent
some iterates of the recurrence sequence. We plot in Figure 1 the four first iterates of each sequence. We point out
that the unique solution is lying within x3 and y3 which gives us a good approximation of such a solution.
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Figure 1. First four iterates for problem (20).

5. Conclusions

In previous sections, we have presented the existence and uniqueness of extremal solutions to a
Cauchy problem with ψ-Caputo fractional derivative. Moreover, some uniqueness results are obtained.
The proof of the existence results is based on the monotone iterative technique combined with the
method of upper and lower solutions. Moreover, an example is presented to illustrate the validity of
our main results. Our results are not only new in the given configuration but also correspond to some
new situations associated with the specific values of the parameters involved in the given problem.
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Abstract: In this paper, we consider a boundary value problem for a nonlinear partial differential
equation of mixed type with Hilfer operator of fractional integro-differentiation in a positive
rectangular domain and with spectral parameter in a negative rectangular domain. With respect to
the first variable, this equation is a nonlinear fractional differential equation in the positive part of the
considering segment and is a second-order nonlinear differential equation with spectral parameter
in the negative part of this segment. Using the Fourier series method, the solutions of nonlinear
boundary value problems are constructed in the form of a Fourier series. Theorems on the existence
and uniqueness of the classical solution of the problem are proved for regular values of the spectral
parameter. For irregular values of the spectral parameter, an infinite number of solutions of the mixed
equation in the form of a Fourier series are constructed.

Keywords: mixed type nonlinear equation; boundary value problem; hilfer operator; mittag–leffler
function; spectral parameter; solvability

1. Introduction

One of the most striking areas of mathematical analysis is the invention of fractional-order
integro-differential operators. Today, the theory and application of operators of fractional
differentiation and integration have become a powerful industry of theoretical and applied research at
the highest levels of different science and technology. In particular, a concrete physical and engineering
interpretation of the generalized fractional operator is given in [1] (Volume 4–8), [2–6]. At present,
the operators of fractional differentiation and integration are also widely used in the study of problems
associated with the study of the coronavirus COVID-19 (see, for example [1,7]).

In this paper we use Hilfer operator:

Dα,γ = Jγ−α
0+

d
dt

J1−γ
0+ , 0 < α ≤ γ ≤ 1,

where

J α
0+ ϕ (t) =

1
Γ (α)

t∫
0

ϕ (τ) d τ

(t − τ) 1−α
, α > 0

is a Riemann–Liouville integral operator.
For γ = α and γ = 1 we have Dα, 0 = RL Dα

0+ and Dα, 1 = C Dα
0+. Therefore,

the generalized integro-differentiation operator Dα,γ is a continuous interpolation of the well-known
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fractional order differentiation operators of Riemann–Liouville and Caputo, which describe diffusion
processes [1] (Volume 1, pp. 47–85).

Now we consider in detail a review of some works. For the first time, the generalized
Riemann–Liouville operator (named as the Hilfer fractional derivative) was introduced by R. Hilfer on
the basis of fractional time evolutions that arise during the transition from the microscopic scale to
the macroscopic time scale [8]. Furthermore, R. Hilfer solved a Cauchy type problem for a fractional
order equation with the same operator, applying in this case the Laplace transforms. In addition,
using the integral Fourier, Laplace, and Mellin transforms, he investigated the Cauchy problem for the
generalized diffusion equation, the solution of which is presented in the form of the Fox H-function.

It is applied in [9,10], the generalized fractional integro-differentiation operator in studying the
dielectric relaxation in glass-forming liquids with different chemical compositions. For this, as usual,
a classical Debye-type model was used, which describes exponential relaxation. The Debye-type
model is determined by a first-order differential equation (see Equation (19) in [9]). But, as follows
from the experiments, the ubiquitous feature of the dynamics of supercooled liquids and amorphous
polymers is just non-exponential relaxation, which is the result of slow relaxation. To successfully
describe the relaxation dynamics of glassy materials, the author of this article proposed a new model of
dielectric relaxation containing derivatives and integrals of the non-integer order, which are a natural
generalization of the Debye equation.

In [11] boundary value problems for the fractional diffusion equation with the time-generalized
Riemann–Liouville fractional derivative (named as the Hilfer fractional derivative) in finite and infinite
domains are studied. In the finite domain, the method of separation of variables and the Laplace
transform method for solving the problem were used. In addition, the solution of the considered
problem was obtained in the form of an infinite series containing the Mittag–Leffler function, and the
asymptotic behavior of this solution at infinity was also found. In the infinite domain with respect
to the spatial variable by the Fourier-Laplace transform method, the Cauchy problem is solved.
In particular, a fundamental solution of the Cauchy problem is found and the fractional moments of
the fundamental solution of the fractional diffusion equation are calculated. It is also shown in [11] that
the corresponding solutions of the diffusion equations with fractional derivatives in the sense of Caputo
or Riemann–Liouville are particular cases of diffusion equations with a fractional derivative according
to Hilfer. The results obtained in this work are relevant in the study of the dielectric relaxation of glass
and problems of the aquifer.

In [12] the analytical and numerical solution of boundary value problems for the fractional
diffusion equation with the Hilfer fractional derivative was studied with respect to time and with
respect to the Riesz–Feller spatial fractional derivative. To solve the problem, the Laplace and Fourier
transform methods were used, and the solutions are presented by the Mittag–Leffler functions and
the Fox H-function. A numerical solution of the problem is also considered by aid of approximating
fractional derivatives with fractional derivatives of the Grunwald–Letnikov.

In [13], a new definition of the fractional derivative is introduced: The Hilfer–Prabhakar fractional
derivative, which generalizes the fractional derivatives of Riemann–Liouville and Caputo. The new
operator is constructed by replacing the Riemann–Liouville integrals of fractional order with more
general Prabhakar integrals of fractional order. In addition, some applications of these generalized
fractional derivatives in solving classical equations of mathematical physics are shown. Here we
can note the heat equations and differential-difference equations that determine the dynamics of
generalized random recovery processes, etc.

In [14] the properties of the Hilfer operator were investigated in a special functional space,
and an operational method was developed for solving fractional differential equations with this
operator. Developing the results of [14], the authors of [15] developed an operational method for
solving fractional differential equations containing a finite linear combination of Hilfer operators with
various parameters.

70



Axioms 2020, 9, 68

More detailed information as well as a bibliography related to the Hilfer fractional derivative
can be found in the recently published monograph [16], where the theory of fractional
integro-differentiation, including the Hilfer fractional derivative, is systematically presented. Section 2
of this paper gives the basic properties of the Hilfer operators, and its generalization is the
Hilfer–Prabhakar fractional derivative, and Section 4 shows the applications of these fractional
derivatives in solving various applied problems of mathematical physics.

So, a large number of scientific papers have been devoted to the investigation of initial, boundary,
and inverse value problems for linear and nonlinear ordinary and partial differential equations (see
also [17–26]).

We note that in [27] the problem of source identification was studied for the generalized diffusion
equation with operator D α, γ. In the work [28] the inverse problems are investigated for a generalized
fourth-order parabolic equation with the operator D α, γ.

In nature and in physics, processes that occur over time are usually nonlinear. Therefore, the study
of nonlinear differential and functional-differential equations of fractional order is relevant.

2. Problem Statement

In a domain Ω = {−a < t < b, 0 < x, y < l} we consider a nonlinear partial fractional
differential equation of mixed type:

0 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
D α, γ − D α, γ

(
∂2

∂ x2 +
∂2

∂ y2

)
−

(
∂2

∂ x2 +
∂2

∂ y2

))
U (t, x, y)

−g 1 (t) f 1

(
x, y,

b∫
0

l∫
0

l∫
0

Θ 1
(
θ, ζ, ς, θ 1−γU (θ, ζ, ς)

)
d θ d ζ d ς

)
, (t, x, y) ∈ Ω 1,(

∂ 2

∂ t 2 − ∂ 2

∂ t 2

(
∂2

∂ x2 +
∂2

∂ y2

)
− ω2

(
∂2

∂ x2 +
∂2

∂ y2

))
U (t, x, y)

−g 2 (t) f 2

(
x, y,

0∫
−a

l∫
0

l∫
0

Θ 2 (θ, ζ, ς, U (θ, ζ, ς)) d θ d ζ d ς

)
, (t, x, y) ∈ Ω 2,

(1)

where Ω 1 = {0 < t < b, 0 < x, y < l}, Ω 2 = {−a < t < 0, 0 < x, y < l}, ω is positive spectral
parameter, and a, b are positive real numbers,

Dα,γ = Jγ−α
0+

d
dt

J1−γ
0+ , 0 < α ≤ γ ≤ 1

is Hilfer operator, g 1 (t) ∈ C [ 0 ; b], g 2 (t) ∈ C [−a ; 0],

f i (x, y, u ) ∈ C ([0; l] 2 ×R) , i = 1, 2, Θ1(t, x, y, U) ∈ C ([0; b]× [0; l] 2 ×R),

Θ2(t, x, y, U ) ∈ C ([−a; 0]× [0; l] 2 ×R).

Problem 1 (Tω). It is required to find a function U (t, x, y), which belongs to the class:[
t 1−γ ∂ k U

∂ x k ∈ C (Ω 1), t 1−γ ∂ k U
∂ y k ∈ C (Ω 1), ∂ k U

∂ x k ∈ C (Ω 2), ∂ k U
∂ y k ∈ C (Ω 2),

D α, γ U ∈ C (Ω 1), U t t, U x x, U y y ∈ C (Ω 1 ∪ Ω 2), k = 0, 1, 2,
(2)

satisfies mixed differential Equation (1) in the domain Ω 1 ∪ Ω 2, boundary value conditions:

U (t, 0, y) = U (t, l, y) = U (t, x, 0) = U (t, x, l) = 0, t �= 0, (3)

U (−a, x, y) = U (b, x, y) + ϕ (x, y), 0 ≤ x, y ≤ l, (4)
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gluing conditions:

lim
t→+0

J 1−γ
0+ U (t, x, y) = lim

t→−0
U (t, x, y), lim

t→+0
J 1−α

0+
d

d t
J 1−γ

0+ U (t, x, y) = lim
t→−0

d
d t

U (t, x, y), (5)

where ϕ (x, y) is given a sufficiently smooth function.

Note that boundary value conditions of type (3) take place in modeling problems of the flow
around a profile by a subsonic velocity stream with a supersonic zone. Nonlocal boundary value
problems for different type of equations were studied in the works of many authors, in particular,
in [29–36]. Nonlinear differential and integro-differential equations without mixing of the type of
equations were studied in [37–42] by the Fourier series method.

In our work, unlike mixed parabolic-hyperbolic equations, the problem of small denominators do
not arise. In this paper, we consider a boundary value problem for a mixed type nonlinear differential
equation with Hilfer operator of fractional integro-differentiation. The Fourier method of separation of
variables is used taking into account the features of the fractional integro-differentiation operator and
nonlinearity. We study the solvability of problem (1)–(5) for various values of the spectral parameter.
This work is a further development of the results of [35,38–40,42–45].

3. Nonhomogeneous Ordinary Differential Equation With Hilfer Operator

We consider the Cauchy problem for a nonhomogeneous differential equation of fractional order:{
D α, γ u (t) = k u (t) + f (t), t ∈ (0, t1),
lim

t→+0
J 1−γ

0+ u (t) = u 0, (6)

where f (t) is given continuous function, u 0 = const.
Note that in [28], the Laplace method was applied to solve this problem. In [15], a solution

was found using operational calculus for a more general problem than (6) in a specially constructed
functional space. In our work, we use a more rational way to solve problem (6), which allows us to
obtain an explicit solution.

We prove that there holds the following lemma.

Lemma 1. Let be f (t) ∈ C (0; t1] ∩ L 1 (0; t1). Then the solution of the problem (6) u (t) ∈ C (0; t1] ∩
L 1 (0; t1) is represented as follows:

u (t) = u 0 t γ−1 E α, γ (k t α) +

t∫
0

(t − τ) α−1 E α, α (k (t − τ)α) f (τ) d τ, (7)

where

E α, γ (z) =
∞

∑
m=0

z m

Γ (α m + γ)
, z, α, γ ∈ C, Re (α) > 0

is a Mittag–Leffler function (Volume 1, pp. 269–295) in [1].

Proof. We rewrite the differential equation of problem (6) in the form:

J γ−α
0+ D γ

0+ u (t) = k u (t) + f (t).

Applying the operator J α
0+ to both sides of this equation, taking into account the linearity of this

operator and the following formula [15]:

J γ
0+ D γ

0+ u (t) = u (t)− 1
Γ (γ)

J 1−γ
0+ u (t)| t=0t γ−1,
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we obtain:
u (t) =

u 0

Γ (γ)
t γ−1 + J α

0+ f (t) + k J α
0+ u (t). (8)

Using the lemma from [44], we represent the solution of Equation (8) as follows:

u (t) =
u 0

Γ (γ)
t γ−1 + J α

0+ f (t)+

+ k
t∫

0

(t − τ) α−1 E α, α (k (t − τ) α)

[
u 0

Γ (γ)
τ γ−1 + J α

0+ f (τ)
]

d τ. (9)

We rewrite the representation (9) as the sum of two expressions:

I 1 (t) = u 0

⎡⎣ t γ−1

Γ (γ)
+

k
Γ (γ)

t∫
0

(t − τ) α−1 E α, α (k (t − τ) α) τ γ−1 d τ

⎤⎦ , (10)

I 2 (t) = J α
0+ f (t) + k

t∫
0

(t − τ) α−1 E α, α (k (t − τ) α) J α
0+ f (τ) d τ. (11)

We apply the following representations (Volume 1, pp. 269–295) in [1]:

E α, γ (z) =
1

Γ (γ)
+ z E α, γ+α (z), α > 0, γ > 0, (12)

1
Γ (τ)

z∫
0

(z − t) τ−1 E α, γ (k t α) t γ−1 d t = z γ+τ−1 E α, γ+τ (k z α ) , τ > 0, γ > 0. (13)

Then for the integral (10) we obtain:

I 1(t) = u 0 t γ−1 E α, γ (k t α) . (14)

The integral in (11) we can transform as follows:

t∫
0

(t − ξ) α−1 E α, α (k (t − ξ) α ) J α
0+ f (ξ) d ξ

=
1

Γ (α)

t∫
0

(t − ξ) α−1 E α, α (k (t − ξ) α) d ξ

τ∫
0

(ξ − s) α−1 f (s) d s

=
1

Γ (α)

t∫
0

f (s) d s
t∫

s

(t − ξ) α−1 (ξ − s) α−1 E α, α (k (t − ξ) α) d ξ. (15)

Taking (13) into account the second integral in the last equality of (15) can be written as:

t∫
s

(t − ξ) α−1 (ξ − s) α−1 E α, α (k (t − ξ) α ) d ξ = Γ (α) (t − ξ) 2 α−1 E α, 2α (k (t − ξ) α) .
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Then, taking into account (12), we represent (11) in the following form:

I 2 (t) =
t∫

0

(t − ξ) α−1 E α, α (k (t − ξ) α) f (ξ) d ξ. (16)

Substituting (14) and (16) into the sum u (t) = I 1 (t) + I 2 (t), we obtain (7). The Lemma 1
is proved.

4. Formal Expansion of the Solution of the Problem (1)–(5) into Fourier Series

The solution of the mixed differential Equation (1) in the domain Ω is sought in the form of a
Fourier series:

U (t , x, y) =
∞

∑
n, m=1

u n, m(t) ϑ n, m (x, y) , (17)

where

u n, m (t) =
l∫

0

l∫
0

U (t, x, y) ϑ n, m (x, y) d x d y, (18)

ϑ n, m (x, y) =
2
l

sin (μ n x) sin (μ m x), μ n =
n π

l
, μ m =

m π

l
, n, m ∈ N.

We suppose also that:

f i(x, y, ·) =
∞

∑
n, m=1

f i n, m(·) ϑ n, m(x, y) , i = 1, 2, (19)

where

f i n, m(·) =
l∫

0

l∫
0

f i(x, y, ·) ϑ n, m (x, y) d x d y, i = 1, 2.

Substituting series (17) and (19) into mixed Equation (1), we obtain a countable system of
differential equations:

D α, γ u n, m (t) + λ 2
n, m u n, m (t) = g 1 (t) f 1 n, m (·) , t > 0, (20)

u′′
n, m (t) + λ 2

n, m ω 2 u n, m (t) = g 2 (t) f 2 n, m (·), t < 0, (21)

where

λ 2
n, m =

μ 2
n + μ 2

m
1 + μ 2

n + μ 2
m

, μ n =
n π

l
, μ m =

m π

l
, n, m ∈ N.

Taking (18) into account from the conditions (5) we derive:

lim
t→+0

J 1−γ
0+ u n, m (t) =

2
l

l∫
0

l∫
0

lim
t→+0

J 1−γ
0+ U (t, x, y) sin (μ n x) · sin (μ m y) d x d y

=
2
l

l∫
0

l∫
0

lim
t→−0

U (t, x, y) sin (μ n x) sin (μ m y) d x d y = lim
t→−0

u n, m (t), (22)

lim
t→+0

J1−α
0+

d
d t

J1−γ
0+ un, m(t) =

2
l

l∫
0

l∫
0

lim
t→+0

J1−α
0+

d
d t

J1−γ
0+ U (t, x, y) sin (μn x) sin (μm y) d x d y
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=
2
l

l∫
0

l∫
0

lim
t→−0

d
d t

U (t, x, y) sin (μ n x) sin (μ m y) d x d y = lim
t→−0

d
d t

u n, m (t). (23)

Analogously we find from condition (4) that:

u n, m (−a) = u n, m (b) + ϕ n, m, (24)

where

ϕ n, m =
2
l

l∫
0

l∫
0

ϕ (x, y) sin (μ n x) sin (μ m y) d x d y, n, m = 1, 2, ...

By applying Lemma 1, for (20) and (21) we obtain the general forms of solutions:

u n, m (t) = A 1 n, m t γ−1 E α, γ

(
−λ2

n, m t α
)
+ f 1 n, m (·) h 1 n (t), t > 0, (25)

u n, m (t) = A 2 n, m sin λ n, m ω t + A 3 n, m cos λ n, m ω t + f 2 n, m (·) h 2 n, m (t), t < 0, (26)

where A i n, m are arbitrary constants, i = 1 , 3, n, m = 1, 2, ...

h 1 n, m (t) =
t∫

0

(t − s) α−1 E α, α

(
−λ 2

n, m (t − s)α
)

g 1 (s) d s,

h 2 n, m (t) =
1

λ n, m ω

t∫
0

sin (λ n, m ω (t − s)) g 2 (s) d s.

Taking into account that h 1 n, m (0) = h 2 n, m (0) = 0 and satisfying functions (25) and (26) to
conditions (22) and (23), we obtain the following systems of algebraic equations:

A 2 n, m = −λ n, m

ω
A 1 n, m , A 3 n, m = A 1 n, m. (27)

Applying the condition (24) and representation (27) to (25) and (26), we derive:

A 1 n, m =
ϕ n, m + f 1 n, m (·) h 1 n, m (b)− f 2 n, m (·) h 2 n, m (−a)

Δ n, m (ω)
, (28)

if there holds the condition:

Δ n, m(ω) = λ n, m ω−1 sin (λ n, m ω a) + cos (λ n, m ω a)− b γ−1E α, γ

(
−λ2

n, m b α
)
�= 0. (29)

Substituting (28) into (27), for (25) and (26) we obtain the system of countable systems of nonlinear
integral equations (SCSNIE):

u n, m (t, ω) = I1 (t; u n, m )

≡ ϕ n, m η 1 n, m (t, ω) + f 1 n, m (·) η 2 n, m (t, ω) + f 2 n, m (·) η 3 n, m (t, ω), t > 0, (30)

u n, m (t, ω) = I2 (t; u n, m )

≡ ϕ n, m ξ 1 n, m (t, ω) + f 1 n, m (·) ξ 2 n, m (t, ω) + f 2 n, m (·) ξ 3 n, m (t, ω), t < 0, (31)

where
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f1 n,m(·) =
l∫

0

l∫
0

f1

⎛⎝x, y,
b∫

0

l∫
0

l∫
0

Θ1

(
θ, ζ, ς,

∞

∑
i, j=1

θ 1−γui, j(θ) ϑi, j (ζ, ς)

)
d θ d ζ d ς

⎞⎠ ϑn,m (x, y) d x d y,

f2 n,m(·) =
l∫

0

l∫
0

f2

⎛⎝x, y,
0∫

−a

l∫
0

l∫
0

Θ2

(
θ, ζ, ς,

∞

∑
i, j=1

ui, j(θ) ϑi, j (ζ, ς)

)
d θ d ζ d ς

⎞⎠ ϑn, m (x, y) d x d y,

η 1 n, m (t, ω) =
t γ−1

Δ n, m (ω)
E α, γ

(
−λ2

n, m t α
)

, η 2 n, m (t, ω) = h 1 n, m (t) + h 1 n, m (b) η 1 n, m (t, ω),

η3 n, m(t, ω) = −h2 n, m(−a) η1 n, m(t, ω), ξ1 n, m(t, ω) =
1

Δn, m(ω)
[sin (λn, mω t) + cos (λn, mω t)] ,

ξ 2 n, m (t, ω) = h1 n, m (b) ξ 1 n, m (t, ω), ξ 3 n, m (t, ω) = h2 n, m (t) + h2 n, m (−a) ξ 1 n, m (t, ω).

5. Solvability of SCSNIE (30) and (31)

Now we consider the case, when condition (29) is violated. Let Δ k, s(ω) = 0 be for all ω. Then the
considering problem (ϕ (x, y) ≡ 0) has the nontrivial solution:

Vk, s (t, x, y) = υ k, s(t) ϑ k, s (x, y), (t, x, y) ∈ Ω, (32)

where

υ k, s (t) =

{
t γ−1 E α, γ

(
−λ 2

k, s t α
)
+ f 1 k, s (·) h 1 k, s (t), t > 0,

sin λ k, s ω t + cos λ k, s ω t + f 2 k, s(·) h 2 k, s (t), t < 0.

From Δ n, m (ω) = 0 we come to the trigonometric equation:√
1 +

λ 2
n, m

ω 2 sin (λ n, m ω a + ρn, m)− b γ−1E α, γ

(
−λ 2

n, m b α
)
= 0, (33)

where ρ n, m = arcsin
(

ω√
ω 2+λ 2

n, m

)
. From this we obtain that the quantity Δ n, m (ω) vanishes at

the values:

ω =
1

λ n, m a

⎡⎣(−1)z arcsin
ω bγ−1Eα, γ

(
−λ 2

n, m b α
)√

ω 2 + λ 2
n, m

+ πz − ρ n, m

⎤⎦ , z ∈ N.

The set of positive solutions � of trigonometric Equation (33) with respect to spectral parameter
ω is called a set of irregular values of the spectral parameter ω. The set of the remaining values of the
spectral parameter ℵ = (0; ∞) \ � is called a set of regular values of the spectral parameter ω. For all
regular values of the spectral parameter ω, the quantity Δ n, m (ω) is nonzero. So, for large n, m the
values of Δ n, m (ω) can not become quite small and there the problem of "small denominators" does
not arise. Therefore, for regular values of the spectral parameter ω, the quantity Δ n, m (ω) is separated
from zero.

Indeed, from the relations:

λ 2
n, m =

μ 2
n + μ 2

m
1 + μ 2

n + μ 2
m

, μ n =
n π

l
, μ m =

m π

l
, n, m ∈ N
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we see that λ 2
n, m → 1 as n, m → ∞. Therefore, for regular values of the spectral parameter ω we have:

lim
n, m→∞

Δ n, m (ω) =
1
ω

sin ω a + cos ω a − b γ−1E α, γ (−b α) �= 0.

Lemma 2. Suppose that γ ∈ (0, 1], a, b are arbitrary positive real numbers. Then for regular values of the
spectral parameter ω ∈ ℵ and for arbitrary n, m there exists a positive constant M0 such that there holds the
following estimate:

|Δ n, m (ω) | ≥ M 0 > 0. (34)

Proof. From (33) for all n, m and a, b > 0 we derive:

|Δ n, m (ω, ν) | ≥

∣∣∣∣∣∣±
√

1 +
λ 2

n, m(ν)

ω 2 − bγ−1Eα, γ

(
−λ 2

n, m b α
) ∣∣∣∣∣∣

≥
∣∣∣ 1 − b γ−1E α, γ

(
−λ 2

n, m b α
) ∣∣∣ .

We use the following properties of the Mittag–Leffler function (Volume 1, pp. 269–295) in [1]:

(1) For all k > 0, α, γ ∈ (0; 1], α ≤ γ, t ≥ 0 the function t γ−1E α, γ (−k t α) is completely
monotonous and there holds:

(−1) s
[
t γ−1E α, γ (−k t α)

] (s)
≥ 0, s = 0, 1, 2, ... (35)

(2) For all α ∈ (0; 2), γ ∈ R and arg z = π there takes place the following estimate:

| E α, γ (z) | ≤
M 1

1 + |z| , (36)

where 0 < M 1 = const does not depend from z.

Then, from the inequalities (35) and (36) we derive that there exists a number M 0 such that:∣∣∣ 1 − bγ−1E α, γ

(
−λ 2

n, m b α
) ∣∣∣ = M0 > 0.

Consequently, for regular values of the spectral parameter ω there takes place (34): |Δ n, m (ω) | ≥
M 0 > 0. Lemma 2 is proved.

Condition A. Let the following be fulfilled:

ϕ (x , y) ∈ C 3 [0 ; l] 2, ϕ xxxx (x , y) ∈ L 2 [0 ; l] 2, ϕ yyyy (x , y) ∈ L 2 [0 ; l] 2.

Then by integrating in parts four times over the variable x the integral:

ϕ n, m =

l∫
0

l∫
0

ϕ (x, y) ϑ n , m (x , y) d x d y,

we derive that:

ϕ n , m =

(
l
π

)4 ϕ
(IV)
n , m

n 4 , (37)
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where,

ϕ
(IV)
n , m =

l∫
0

l∫
0

ϕ x x x x (x , y) ϑ n , m (x , y) d x d y, (38)

ϑ n , m (x , y) =
2
l

sin
π n

l
x sin

π m
l

y.

Similarly, by integrating the integral (38) in parts four times with respect to the variable y yields:

ϕ
(IV)
n , m =

(
l
π

) 4 ϕ
(VII I)
n , m

m 4 , (39)

where

ϕ
(VII I)
n , m =

l∫
0

l∫
0

ϕ x x x x y y y y (x , y) ϑ n , m (x , y) d x d y. (40)

Substituting (39) into (37), we obtain:

ϕ n, m =

(
l
π

)8 ϕ
(VII I)
n, m

n 4m 4 . (41)

Applying the Bessel inequality for the integral (40), we obtain the estimate:

∞

∑
n, m=1

[
ϕ
(VII I)
n, m

] 2
=

∞

∑
n, m=1

⎡⎣ l∫
0

l∫
0

ϕ x x x x y y y y(x, y) ϑ n, m (x , y) d x d y

⎤⎦ 2

≤
l∫

0

l∫
0

[
ϕ x x x x y y y y(x, y)

] 2 d x d y < ∞. (42)

Condition B. Let the following be fulfilled:

f i (x, y, u) ∈ C 3, 3, 0
x, y, u

(
[0; l] 2 ×R

)
, fi xxxx (x, y, u) ∈ L 2

(
[0; l] 2 ×R

)
,

fi yyyy (x, y, u) ∈ L 2

(
[0; l] 2 ×R

)
, i = 1, 2,

where

L 2

(
[0; l] 2 ×R

)
=

⎧⎪⎨⎪⎩ f (x, y, u) :

√√√√√ l∫
0

l∫
0

| f (x, y, u) | 2 d x d y < ∞

⎫⎪⎬⎪⎭ .

Similarly to the case of condition A, we obtain:

fi n, m (·) =
(

l
π

)8 f (VII I)
i n, m (·)
n 4m 4 , (43)

∞

∑
n, m=1

[
f (VII I)

i n, m (·)
] 2

≤
l∫

0

l∫
0

[
f i x x x x y y y y(x, y, ·)

] 2 d x d y < ∞, (44)

where

f (VII I)
i n, m (·) = 2

l

l∫
0

l∫
0

fi x x x x y y y y (x, y, ·) sin
π n

l
x sin

π m
l

y d x d y.
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For all regular values of the spectral parameter ω ∈ ℵ the SCSNIE (30) and (31) are true. In order to
prove the unique solvability of SCSNIE (30) and (31), we introduce the following well-knowing spaces.

Space B 2 [−a; b] of sequences of continuous functions { u n, m(t) }∞
n, m=1 on the segment [−a; b]

with the norm:
‖ u (t) ‖ B 2 [−a; b] = ‖ u (t) ‖ B 2 [−a; 0] + ‖ u (t) ‖ B 2 [0; b]

=

√√√√ ∞

∑
n, m=1

(
max

t∈[−a; 0]
| u n, m(t) |

) 2
+

√√√√ ∞

∑
n, m=1

(
max

t∈[0; b]
| u n, m(t) |

) 2
< ∞.

The space L 2 [0; l] 2 of square-summable functions on the domain [0; l] 2 = [0; l]× [0; l] with the
norm:

‖ ϑ (x, y) ‖ L 2 [0; l] 2 =

√√√√√ l∫
0

l∫
0

| ϑ (x, y) |2 d x d y < ∞.

On the basis of lemma 2, Conditions A and B for regular spectral values from the sets ℵ we prove
that it holds.

Theorem 1. Suppose that the following conditions and Conditions A, B are fulfilled:

(1) χ1 1 = max
i=1, 3

max
n, m∈N

max
t∈[0; b]

∣∣ t 1−γη i n m (t, ω)
∣∣ < ∞; χ2 1 = max

i=1, 3
max

n, m∈N
max

t∈[−a; 0]
| ξi n m (t, ω) | < ∞;

(2) χ30 =
∥∥ ϕ xxxxyyyy(x, y)

∥∥
L 2 [0; l] 2 < ∞; χ3i =

∥∥ fi xxxxyyyy(x, y, γ)
∥∥

L 2 [0; l] 2 < ∞;

(3)
∣∣ f i xxxxyyyy(x, y, γ 1)− f i xxxxyyyy(x, y, γ 2)

∣∣ ≤ K i (x, y) | γ 1 − γ 2 | ,

K0i = ‖K i (x, y) ‖ L 2 [0; l] 2 < ∞;
(4) |Θ i (ξ, x, y, u 1)− Θ i (ξ, x, y, u 2) | ≤ Θ 1 i (x, y) | u 1 − u 2 |,

Θ2 i = ‖Θ1 i (x, y) ‖ L 2 [0; l] 2 < ∞, i = 1, 2;
(5) ρ = γ 2 (γ 1 + γ 3) γ 4 < 1, γ 4 = max {b K 0 1 Θ2 1; a K 0 2Θ2 2}.

Then SCSNIE (30) and (31) are uniquely solvable in the spaces B 2 [−a; 0] and B 2 [0; b], respectively for
all regular values of the spectral parameter ω ∈ ℵ.

Proof. We use the method of compressing mappings in the Banach spaces B 2 [−a; 0] and B 2 [0; b].
Successive approximations are defined as follows:{

u 0
n, m (t, ω) = ϕ n, m η 1 n, m (t, ω), u k+1

n, m = I1 (t; u k
n, m), k = 0, 1, 2, . . . , t > 0,

u 0
n, m (t, ω) = ϕ n, m ξ 1 n, m (t, ω), u k+1

n, m = I2 (t; u k
n, m), t < 0, ω ∈ ℵ.

(45)

When t > 0, by virtue of the first condition of the theorem and applying Cauchy–Schwarz
inequality and properties (41) and (42) to the approximations (45) for the zero approximation
u 0

n, m (t, ω) with the norm in B 2 [0; b] obtains the estimate:

∥∥∥ t 1−γ u 0(t, ω)
∥∥∥

B 2 [0; b]
≤ max

t∈[0; b]

∞

∑
n, m=1

| ϕ n |
∣∣∣ t 1−γ η 1 n m (t, ω)

∣∣∣
≤ max

n, m∈N
max

t∈[0; b]

∣∣∣ t 1−γ η 1 n m (t, ω)
∣∣∣ ∞

∑
n, m=1

∣∣∣∣∣
(

l
π

)8 ϕ
(VII I)
n, m

n 4m 4

∣∣∣∣∣
≤ χ 1 1

(
l
π

)8 ∞

∑
n, m=1

∣∣∣∣ 1
n 4m 4

∣∣∣∣ · ∣∣∣ ϕ
(VII I)
n, m

∣∣∣ ≤ γ 1

√√√√ ∞

∑
n, m=1

1
n 8m 8

√√√√ ∞

∑
n, m=1

∣∣∣ ϕ
(VII I)
n, m

∣∣∣ 2
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≤ γ 1 γ 2

√√√√√ l∫
0

l∫
0

[
ϕ x x x x y y y y(x, y)

] 2 d x d y = γ 1 γ 2 γ 30 < ∞, (46)

where γ 1 = χ 1 1

(
l
π

)8
, γ 2 =

√
∞
∑

n, m=1

1
n 8m 8 .

Similarly, by virtue of the conditions of the theorem and applying Cauchy–Schwarz inequality
and properties (43) and (44) for the first difference of approximations (45), we derive:

∥∥∥ t 1−γ
(

u 1( t, ω)− u 0(t, ω)
) ∥∥∥

B 2 [0; b]
≤ max

t∈[0; b]

∞

∑
n, m=1

∣∣∣ f 0
1 n, m (·)

∣∣∣ · ∣∣∣ t 1−γ η 2 n m (t, ω)
∣∣∣

+ max
t∈[0; b]

∞

∑
n, m=1

∣∣∣ f 0
2 n, m (·)

∣∣∣ · ∣∣∣ t 1−γ η 3 n m (t, ω)
∣∣∣

≤ max
n, m∈N

max
t∈[0; b]

∣∣∣ t 1−γ η 2 n m (t, ω)
∣∣∣ ( l

π

)8 ∞

∑
n, m=1

∣∣∣∣∣∣ f (VII I)
1 n, m (·)
n 4m 4

∣∣∣∣∣∣
+ max

n, m∈N
max

t∈[0; b]

∣∣∣ t 1−γ η 3 n m (t, ω)
∣∣∣ ( l

π

)8 ∞

∑
n, m=1

∣∣∣∣∣∣ f (VII I)
2 n, m (·)
n 4m 4

∣∣∣∣∣∣
≤ χ 11

(
l
π

)8
[

∞

∑
n, m=1

1
n 4m 4

∣∣∣ f (VII I)
1 n, m (·)

∣∣∣+ ∞

∑
n, m=1

1
n 4m 4

∣∣∣ f (VII I)
2 n, m (·)

∣∣∣]

≤ γ 1

√√√√ ∞

∑
n, m=1

1
n 8m 8

⎡⎣√√√√ ∞

∑
n, m=1

∣∣∣ f (VII I)
1 n, m (·)

∣∣∣ 2
+

√√√√ ∞

∑
n, m=1

∣∣∣ f (VII I)
2 n, m (·)

∣∣∣ 2
⎤⎦

≤ γ 1 γ 2

⎡⎢⎣
√√√√√ l∫

0

l∫
0

[
f 1 x x x x y y y y(x, y, ·)

] 2 d x d y

+

√√√√√ l∫
0

l∫
0

[
f 2 x x x x y y y y(x, y, ·)

] 2 d x d y

⎤⎥⎦ = γ 1 γ 2 (χ 31 + χ 32) < ∞, (47)

where

f k
1 n, m(·) =

l∫
0

l∫
0

f1

⎛⎝x, y,
b∫

0

l∫
0

l∫
0

Θ1

(
θ, ζ, ς,

∞

∑
i, j=1

θ1−γu k
i, j(θ) ϑi, j (ζ, ς)

)
d θ d ζ d ς

⎞⎠ ϑn, m (x, y) d x d y,

f k
2 n, m(·) =

l∫
0

l∫
0

f2

⎛⎝x, y,
0∫

−a

l∫
0

l∫
0

Θ2

(
θ, ζ, ς,

∞

∑
i, j=1

uk
i, j(θ) ϑi, j (ζ, ς)

)
d θ d ζ d ς

⎞⎠ ϑ n, m (x, y) d x d y,

k = 0, 1, 2, . . .
We use the conditions of theorem, Cauchy–Schwarz inequality, and Bessel inequality for the

arbitrary difference u k+1
n, m(t, ω)− u k

n, m(t, ω) with the norm in B 2 [0; b]. Then we derive from (45) the
following estimate: ∥∥∥ t 1−γ

(
u k+1( t, ω)− u k(t, ω)

) ∥∥∥
B 2 [0; b]
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≤ max
t∈[0; b]

∞

∑
n, m=1

∣∣∣ f k
1 n, m (·) − f k−1

1 n, m(·)
∣∣∣ ∣∣∣ t 1−γ η 2 n m (t, ω)

∣∣∣
+ max

t∈[0; b]

∞

∑
n, m=1

∣∣∣ f k
2 n, m (·)− f k−1

2 n, m(·)
∣∣∣ · ∣∣∣ t 1−γη 3 n m (t, ω)

∣∣∣
≤ γ 1

[
∞

∑
n, m=1

1
n 4m 4

∣∣∣ f k (VII I)
1 n, m (·)− f k−1 (VII I)

1 n, m (·)
∣∣∣+ ∞

∑
n, m=1

1
n 4m 4

∣∣∣ f k (VII I)
2 n, m (·)− f k−1 (VII I)

2 n, m (·)
∣∣∣]

≤ γ 1

√√√√ ∞

∑
n, m=1

1
n 8m 8

⎡⎢⎣
√√√√√ l∫

0

l∫
0

∣∣∣ f k
1 x x x x y y y y(x, y, ·)− f k−1

1 x x x x y y y y(x, y, ·)
∣∣∣ 2

d x d y

+

√√√√√ l∫
0

l∫
0

∣∣∣ f k
2 x x x x y y y y(x, y, ·)− f k−1

2 x x x x y y y y(x, y, ·)
∣∣∣ 2

d x d y

⎤⎥⎦

≤ γ 1 γ 2

⎡⎢⎣
√√√√√ l∫

0

l∫
0

| K 1(x, y) | 2 d x d y
b∫

0

l∫
0

l∫
0

∣∣∣ Θ k
1(·)− Θ k−1

1 (·)
∣∣∣ d θ d ζ d ς

+

√√√√√ l∫
0

l∫
0

∣∣ K 2(x, y)
∣∣ 2 d x d y

0∫
−a

l∫
0

l∫
0

∣∣∣ Θ k
2(·)− Θ k−1

2 (·)
∣∣∣ d θ d ζ d ς

⎤⎥⎦

≤ γ 1 γ 2

⎡⎣K 0 1

b∫
0

l∫
0

l∫
0

|Θ 1 1 (ζ, ς) | ·
∣∣∣∣∣ ∞

∑
i, j=1

θ 1−γ
[
u k

i, j(θ)− u k−1
i, j (θ)

]
ϑ i, j (ζ, ς)

∣∣∣∣∣ d θ d ζ d ς

+K 0 2

0∫
−a

l∫
0

l∫
0

|Θ 1 2(ζ, ς) | ·
∣∣∣∣∣ ∞

∑
i, j=1

[
u k

i, j(θ)− u k−1
i, j (θ)

]
ϑ i, j (ζ, ς)

∣∣∣∣∣ d θ d ζ d ς

⎤⎦

≤ γ 1γ 2

⎡⎣K 0 1 ‖Θ1 1 (x, y) ‖ L 2 [0; l] 2

b∫
0

∥∥∥ θ 1−γ
(

u k( θ, ω)− u k−1(θ, ω)
) ∥∥∥

B 2 [0; b]
d θ

+K 0 2 ‖Θ1 2 (x, y) ‖ L 2 [0; l] 2

0∫
−a

∥∥∥ u k(θ, ω)− u k−1(θ, ω)
∥∥∥

B 2 [−a; 0]
d θ

⎤⎦
≤ γ 1 γ 2

[
b K 0 1 Θ2 1

∥∥∥ t 1−γ
(

u k( t, ω)− u k−1(t, ω)
) ∥∥∥

B 2 [0; b]

+a K 0 2 Θ2 2

∥∥∥ u k( t, ω)− u k−1(t, ω)
∥∥∥

B 2 [−a; 0]

]
. (48)

When t < 0, by virtue of the conditions of the theorem and applying the Cauchy–Schwarz
inequality and Bessel inequality to (45) we similarly obtain the following estimates:

∥∥∥ u 0( t, ω)
∥∥∥

B 2 [−a; 0]
≤ max

t∈[−a; 0]

∞

∑
n, m=1

| ϕ n | | ξ 1 n m (t, ω) |

≤ γ 2 γ 3
∥∥ ϕ x x x x y y y y(x, y)

∥∥
L 2 [0; l] 2 < ∞, (49)
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where γ 3 = χ 2 1

(
l
π

)8
;

∥∥∥ u 1(t, ω)− u 0(t, ω)
∥∥∥

B 2 [−a; 0]
≤ max

t∈[−a; 0]

∞

∑
n, m=1

∣∣∣ f 0
1 n, m(·)

∣∣∣ · | ξ 2 n m(t, ω) |

+ max
t∈[−a; 0]

∞

∑
n, m=1

∣∣∣ f 0
2 n, m (·)

∣∣∣ · | ξ 3 n m(t, ω) | ≤ γ 2 γ 3

[∥∥ f 1 x x x x y y y y(x, y, ·)
∥∥

L 2 [0; l] 2

+
∥∥ f 2 x x x x y y y y(x, y, ·)

∥∥
L 2 [0; l] 2

]
= γ 2 γ 3 (χ 31 + χ 32) < ∞; (50)∥∥∥ u k+1(t, ω)− u k(t, ω)

∥∥∥
B 2 [−a; 0]

≤ max
t∈[−a; 0]

∞

∑
n, m=1

∣∣∣ f k
1 n, m(·)− f k−1

1 n, m(·)
∣∣∣ | ξ 2 n m (t, ω) |

+ max
t∈[−a; 0]

∞

∑
n, m=1

∣∣∣ f k
2 n, m(·)− f k−1

2 n, m(·)
∣∣∣ · | ξ 3 n m (t, ω) |

≤ γ 2 γ 3

⎡⎣‖K 1 (x, y) ‖ L 2 [0; l] 2

b∫
0

l∫
0

l∫
0

∣∣∣ Θ k
1(·)− Θ k−1

1 (·)
∣∣∣ d θ d ζ d ς

+ ‖K 2 (x, y) ‖ L 2[0; l] 2

0∫
−a

l∫
0

l∫
0

∣∣∣ Θ k
2(·)− Θ k−1

2 (·)
∣∣∣ d θ d ζ d ς

⎤⎦

≤ γ 2 γ 3

⎡⎣K 0 1 ‖Θ1 1 (x, y) ‖ L 2 [0; l] 2

b∫
0

∥∥∥ θ 1−γ
(

u k( θ, ω)− u k−1(θ, ω)
) ∥∥∥

B 2 [0; b]
d θ

+K 0 2 ‖Θ1 2 (x, y) ‖ L 2 [0; l] 2

0∫
−a

∥∥∥ u k( θ, ω)− u k−1(θ, ω)
∥∥∥

B 2 [−a; 0]
d θ

⎤⎦
≤ γ 2 γ 3

[
b K 0 1 Θ2 1

∥∥∥ t 1−γ
(

u k( t, ω)− u k−1(t, ω)
) ∥∥∥

B 2 [0; b]

+a K 0 2 Θ2 2

∥∥∥ u k( t, ω)− u k−1(t, ω)
∥∥∥

B 2 [−a; 0]

]
. (51)

Adding inequalities (48) and (51), we obtain:∥∥∥ u k+1( t, ω)− u k(t, ω)
∥∥∥

B 2 [−a; b]
≤ ρ

∥∥∥ u k( t, ω)− u k−1(t, ω)
∥∥∥

B 2 [−a; b]
, (52)

where ρ = γ 2 (γ 1 + γ 3) γ 4, γ 4 = max {b K 0 1 Θ2 1; a K 0 2 Θ2 2}.
According to the last condition of the theorem there is ρ = γ 2 (γ 1 + γ 3) γ 4 < 1. Therefore from

the estimates (46), (47), (49), (50) and (52) implies that the operators on the right side of (30), and (31)
are compressive and there exists a unique fixed point for these operators. Therefore the SCSNIE (30)
and (31) are uniquely solvable in the space B 2[−a; b] for regular spectral values of parameter ω ∈ ℵ.
Theorem 1 is thus proved.

6. Convergence of Fourier Series

Substituting SCSNIE (30) and (31) into the Fourier series (17), we obtain:

U (t, x, y, ω) =
∞

∑
n, m=1

ϑ n, m(x, y) [ϕ n, m η 1 n, m (t, ω) + η 2 n, m (t, ω) f 1 n, m(·)
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+η 3 n, m (t, ω) f 2 n, m (·)] , (t, x, y) ∈ Ω 1, (53)

U (t, x, y, ω) =
∞

∑
n, m=1

ϑ n, m(x, y) [ϕ n, m ξ 1 n, m (t, ω) + ξ 2 n, m (t, ω) f 1 n, m (·)

+ξ 3 n, m (t, ω) f 2 n, m(·)] , (t, x, y) ∈ Ω 2, (54)

where

f1 n, m(·) =
l∫

0

l∫
0

f1

⎛⎝x, y,
b∫

0

l∫
0

l∫
0

Θ1

(
θ, ζ, ς,

∞

∑
i, j=1

θ1−γui, j(θ) ϑi, j (ζ, ς)

)
d θ d ζ d ς

⎞⎠ ϑn, m (x, y) d x d y,

f2 n, m(·) =
l∫

0

l∫
0

f2

⎛⎝x, y,
0∫

−a

l∫
0

l∫
0

Θ2

(
θ, ζ, ς,

∞

∑
i, j=1

ui, j(θ) ϑi, j(ζ, ς)

)
d θ d ζ d ς

⎞⎠ ϑn, m (x, y) d x d y.

Theorem 2. Let conditions of the Theorem 1 be fulfilled. Then for regular values of the spectral parameter
ω ∈ ℵ the Fourier series (53) and (54) are convergent absolutely and uniformly in the domain Ω 1 and Ω 2,
respectively. The series (53) and (54) possess the Properties (2).

Proof. We prove the absolutely and uniformly convergence of series (53) and (54). Similarly to the
estimates (46), (47) and (49), (50), we obtain:∣∣∣ t 1−γ U (t, x, y, ω)

∣∣∣ ≤ max
t∈[0; b]

∞

∑
n, m=1

∣∣∣ t 1−γ u n, m (t, ω)
∣∣∣ · | ϑ n m (x, y) |

≤ 2
l

max
t∈[0; b]

[
∞

∑
n, m=1

| ϕ n, m(·)| ·
∣∣∣ t 1−γ η 1 n m (t, ω)

∣∣∣+ ∞

∑
n, m=1

| f 1 n, m(·) | ·
∣∣∣ t 1−γ η 2 n m (t, ω)

∣∣∣
+

∞

∑
n, m=1

| f 2 n, m(·) | ·
∣∣∣ t 1−γ η 3 n m (t, ω)

∣∣∣]

≤ 2
l

γ 1

[
∞

∑
n, m=1

1
n 4m 4

∣∣∣ ϕ
(VII I)
n, m

∣∣∣+ ∞

∑
n, m=1

1
n 4m 4

∣∣∣ f (VII I)
1 n, m (·)

∣∣∣+ ∞

∑
n, m=1

1
n 4m 4

∣∣∣ f (VII I)
2 n, m (·)

∣∣∣]

≤ γ 5

[∥∥ ϕ x x x x y y y y(x, y)
∥∥

L 2 [0; l] 2 +
∥∥ f 1 x x x x y y y y(x, y, ·)

∥∥
L 2 [0; l] 2

+
∥∥ f 2 x x x x y y y y(x, y, ·)

∥∥
L 2 [0; l] 2

]
= γ 5 (χ 30 + χ 31 + χ 32) < ∞, γ 5 =

2
l

γ 1 γ 2; (55)

|U (t, x, y, ω) | ≤ max
t∈[−a; 0]

∞

∑
n, m=1

| u n, m (t, ω) | · | ϑ n m (x, y) |

≤ 2
l

max
t∈[−a; 0]

[
∞

∑
n, m=1

| ϕ n, m(·) | · | ξ 1 n m (t, ω) |+
∞

∑
n, m=1

| f 1 n, m (·) | · | ξ 2 n m (t, ω) |

+
∞

∑
n, m=1

| f 2 n, m (·) | · | ξ 3 n m (t, ω) |
]
≤ 2

l
γ 3

[
∞

∑
n, m=1

1
n 4m 4

∣∣∣ ϕ
(VII I)
n, m

∣∣∣
+

∞

∑
n, m=1

1
n 4m 4

∣∣∣ f (VII I)
1 n, m (·)

∣∣∣+ ∞

∑
n, m=1

1
n 4m 4

∣∣∣ f (VII I)
2 n, m (·)

∣∣∣ ]

≤ γ 6 (χ 30 + χ 31 + χ 32) < ∞, γ 6 =
2
l

γ 2 γ 3. (56)
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Similarly to case of (55) and (56), it is easy to prove that the following series are convergent
absolutely and uniformly in the domain Ω 1 and Ω 2, respectively:

t 1−γ D α, γ U (t, x, y, ω) =
∞

∑
n,m=1

t 1−γ D α, γ u n,m (t, ω) ϑ n,m (x, y), (t, x, y) ∈ Ω 1, (57)

t1−γ ∂kU (t, x, y, ω)

∂ xk = (−1)k+1
∞

∑
n,m=1

t1−γun,m (t, ω) μ k
nϑn,m (x, y), k = 1, 2, (t, x, y) ∈ Ω1, (58)

t1−γ ∂kU (t, x, y, ω)

∂ yk = (−1)k+1
∞

∑
n,m=1

t1−γun,m(t, ω) μk
mϑn,m(x, y), k = 1, 2, (t, x, y) ∈ Ω 1, (59)

∂ 2 U (t, x, y, ω)

∂ t 2 =
∞

∑
n,m=1

d 2u n,m (t, ω)

d t 2 ϑ n,m (x, y), (t, x, y) ∈ Ω 2, (60)

∂ k U (t, x, y, ω)

∂ x k = (−1)k+1
∞

∑
n,m=1

u n,m (t, ω) μ k
n ϑ n,m (x, y), k = 1, 2, (t, x, y) ∈ Ω 2, (61)

∂ k U (t, x, y, ω)

∂ y k = (−1)k+1
∞

∑
n,m=1

u n,m (t, ω) μ k
m ϑ n,m (x, y), k = 1, 2, (t, x, y) ∈ Ω 2. (62)

Theorem 2 is proved.

7. Irregular Value of Spectral Parameter ω

We note that Δ n, m (ω) = 0 for irregular values of the spectral parameter ω ∈ � and n, m = k, s
(γ �= 1). Then, for the solvability of systems (25) and (26), it is necessary and sufficient that the
orthogonality conditions are satisfied:

ϕk, s =

l∫
0

l∫
0

ϕ (x, y) ϑk, s (x, y) d x d y = 0. (63)

In this case, by virtue of (32), the solutions of nonlocal problem are represented as:

U (t, x, y) =
∞

∑
k, s=1

C k, s

[
t γ−1 E α, γ

(
−λ 2

k, s t α
)
+ f 1 k, s(·) h 1 k, s (t)

]
ϑ k, s (x, y), (t, x, y) ∈ Ω 1, (64)

U (t, x, y) =
∞

∑
k, s=1

Ck, s [sin λk, s ω t + cos λk, s ω t + f2 k, s(·) h2 k, s (t)] ϑk, s (x, y), (t, x, y) ∈ Ω2, (65)

where k, s = k 1, ..., k s, C k, s are arbitrary constants.
The absolute and uniform convergence of the obtained series (64) and (65) is clear, since C k, s are

arbitrary numbers. Them we can select that these series converge. We recall that the Fourier coefficient
functions f 1 k, s(·) and f 2 k, s(·) in (64) and (65) satisfy the properties (43) and (44).

8. Conclusions

In this paper, we considered a nonlocal boundary value problem Tω for a weak nonlinear partial
differential equation of mixed type with fractional Hilfer operator Dα,γ in a positive rectangular
domain Ω 1 = {0 < t < b, 0 < x, y < l} and with spectral parameter ω in a negative rectangular
domain Ω 2 = {−a < t < 0, 0 < x, y < l}.

The set of positive solutions � of trigonometric Equation (33) with respect to spectral parameter
ω was called a set of irregular values of the spectral parameter ω. The set of the remaining values of
the spectral parameter ℵ = (0; ∞) \ � was called a set of regular values of the spectral parameter ω.
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For all regular values of the spectral parameter ω the quantity Δ n, m (ω) was nonzero. So, for large n, m
the values of Δ n, m (ω) could not become quite small and there the problem of "small denominators"
did not arise. Therefore, for regular values of the spectral parameter ω the quantity Δ n, m (ω) was
separated from zero and we considered the questions of one value solvability of the considering
boundary value problems (1)–(5).

We studied the boundary value problem Tω with following assumptions:

ϕ (x, y) ∈ C 3[0; l] 2, ϕ x x x x (x, y) ∈ L 2[0; l] 2, ϕ y y y y (x, y) ∈ L 2[0; l] 2;

f i(x, y, u) ∈ C 3, 3, 0
x, y, u

(
[0; l]2 ×R

)
, f i x x x x(x, y, u) ∈ L 2

(
[0; l]2 ×R

)
,

f i y y y y(x, y, u) ∈ L 2

(
[0; l]2 ×R

)
;

χ1 1 = max
i=1, 3

max
n, m∈N

max
t∈[0; b]

∣∣∣ t 1−γη i n m (t, ω)
∣∣∣ < ∞; χ2 1 = max

i=1, 3
max

n, m∈N
max

t∈[−a; 0]
| ξi n m (t, ω) | < ∞;

χ30 =
∥∥ ϕ xxxxyyyy(x, y)

∥∥
L 2 [0; l] 2 < ∞; χ3i =

∥∥ fi xxxxyyyy(x, y, γ)
∥∥

L 2 [0; l] 2 < ∞;

∣∣ f i xxxxyyyy(x, y, γ 1)− f i xxxxyyyy(x, y, γ 2)
∣∣ ≤ K i (x, y) | γ 1 − γ 2 |],

K0i = ‖K i (x, y) ‖ L 2 [0; l] 2 < ∞;

|Θ i (ξ, x, y, u 1)− Θ i (ξ, x, y, u 2) | ≤ Θ 1 i (x, y) | u 1 − u 2 | ,

Θ2 i = ‖Θ1 i (x, y) ‖ L 2 [0; l] 2 < ∞, i = 1, 2;

ρ = γ 2 (γ 1 + γ 3) γ 4 < 1, γ 4 = max {b K 0 1 Θ2 1; a K 0 2Θ2 2} .

If these conditions were fulfilled, then the boundary value problem Tω was uniquely solvable
for regular values of the spectral parameter ω ∈ ℵ with these solutions represented in the form of the
Fourier series (53) and (54) in the domains Ω 1 and Ω 2, respectively. There the series (53), (54) and
(57)–(62) were convergent absolutely and uniformly in the corresponding domains Ω 1 or Ω 2.

For irregular values of the spectral parameter ω ∈ � and for some k, s = k 1 , ..., k s the problem
Tω had an infinite number of solutions in the form of series (64) and (65), if there the condition (63)
was fulfilled.

Author Contributions: Conceptualization, T.K.Y. and B.J.K. All authors have read and agreed to the published
version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The author declares no conflicts of interest.

85



Axioms 2020, 9, 68

References

1. Handbook of Fractional Calculus with Applications; Tenreiro Machado, J.A., Ed.; Walter de Gruyter GmbH:
Berlin, Germany, 2019; Volumes 8, pp. 47–85.

2. Sun, H.; Chang, A.; Zhang, Y.; Chen, W. A review on variable-order fractional differential equations:
Mathematical foundations, physical models, numerical methods and applications. Fract. Calc. Appl. Anal.
2019, 22, 27–59. [CrossRef]

3. Kumar, D.; Baleanu, D. Fractional Calculus and Its Applications in Physics. Front. Phys. 2019, 7. [CrossRef]
4. Saxena Ram, K.; Garra, R.; Orsingher, E. Analytical solution of space-time fractional telegraph-type equations

involving Hilfer and Hadamard derivatives. Integral Transform. Spec. Funct. 2016, 27, 30–42. [CrossRef]
5. Patnaik, S.; Hollkamp, J.P.; Semperlotti, F. Applications of variable-order fractional operators: A review.

Proc. R. Soc. 2020. [CrossRef] [PubMed]
6. Klafter, J.; Lim, S.C.; Metzler, R. Fractional Dynamics, Recent Advances; World Scientific: Singapore, 2011;

Chapter 9.
7. Xu, C.; Yu, Y.; Chen, Y.Q.; Lu, Z. Forecast analysis of the epidemic trend of COVID-19 in the United States by

a generalized fractional-order SEIR model. arXiV 2020. . [CrossRef]
8. Hilfer, R. Application of Fractional Calculus in Physics; World Scientific Publishing Company: Singapore, 2000.
9. Hilfer, R. Experimental evidence for fractional time evolution in glass forming materials. Chem. Phys. 2002,

284, 399–408. [CrossRef]
10. Hilfer, R. On fractional relaxation. Fractals 2003, 11, 251–257. [CrossRef]
11. Sandev, T.; Metzler, R.; Tomovski, Ž. Fractional diffusion equation with a generalized Riemann–Liouville

time fractional derivative. J. Phys. A Math. Theor. 2011, 44, 255203. [CrossRef]
12. Tomovski, Ž.; Sandev, T.; Metzler, R.; Dubbeldam, J. Generalized space-time fractional diffusion equation

with composite fractional time derivative. Phys. A 2012, 391, 2527–2542. [CrossRef]
13. Garra, R.; Gorenflo, R.; Polito, F.; Tomovski, Ž. Hilfer-Prabhakar derivatives and some applications.

Appl. Math. Comput. 2014, 242, 576–589. [CrossRef]
14. Hilfer, R.; Luchko, Y.; Tomovski, Ž. Operational method for the solution of fractional differential equations

with generalized Riemann–Liouville fractional derivatives. Fract. Calc. Appl. Anal. 2009, 12, 299–318.
15. Myong-Ha, K.; Guk-Chol, R.; Hyong-Chol, O. Operational method for solving multi-term fractional

differential equations with the generalized fractional derivatives. Fract. Calc. Appl. Anal. 2014, 17, 79–95.
16. Sandev, T.; Tomovski, Ž. Fractional Equations and Models: Theory and Applications; Springer Nature Switzerland

AG: Cham, Switzerland, 2019.
17. Al-Ghafri, K.S.; Rezazadeh, H. Solitons and other solutions of (3+1)-dimensional space-time fractional

modified KdV-Zakharov-Kuznetsov equation. Appl. Math. Nonlinear Sci. 2019, 4, 289–304. [CrossRef]
18. Delbosco, D.; Rodino, L. Existence and uniqueness for a nonlinear fractional differential equation. J. Math.

Anal. Appl. 1996, 204, 609–625. [CrossRef]
19. Ding, X.; Ahmad, B. Analytical solutions to fractional evolution equations with almost sectorial operators.

Adv. Differ. Equ. 2016, 2016, 1–25. [CrossRef]
20. Furati, K.M.; Kassim, M.D.; Tatar, N.E. Existence and uniqueness for a problem involving Hilfer fractional

derivative. Comput. Math. Appl. 2012, 64, 1616–1626. [CrossRef]
21. He, J.H. Some applications of nonlinear fractional differential equations and their approximations.

Bull. Sci. Technol. 1999, 15, 86–90.
22. Jaiswal, A.; Bahuguna, D. Hilfer Fractional Differential Equations with Almost Sectorial Operators. Differ Equ.

Dynam. Syst. 2020, 13, 18. [CrossRef]
23. Partohaghighi, M.; Inc, M.; Bayram, M.; Baleanu, D. On Numerical Solution Of The Time Fractional

Advection-Diffusion Equation Involving Atangana-Baleanu-Caputo Derivative. Open Phys. 2019, 17, 816–822.
[CrossRef]

24. Tripathi, B.; Sharma, B.; Sharma, M. Modeling and analysis of MHD two-phase blood flow through a
stenosed artery having temperature-dependent viscosity. Eur. Phys. J. Plus. 2019 134, 1–17. [CrossRef]

25. Zhou, Y. Basic Theory of Fractional Differential Equations; World Scientific: Singapore, 2014.
26. Arqub, O.A.; Al-Smadi, M. Atangana–Baleanu fractional approach to the solutions of Bagley–Torvik and

Painlevé equations in Hilbert space. Chaos Solitons Fractals 2018, 117, 161–167. [CrossRef]

86



Axioms 2020, 9, 68

27. Malik, S.A.; Aziz, S. An inverse source problem for a two parameter anomalous diffusion equation with
nonlocal boundary conditions. Comput. Math. Appl. 2017, 73, 12. [CrossRef]

28. Aziz, S.; Malik, S.A. Identification of an unknown source term for a time fractional fourth-order parabolic
equation. Electron. J. Differ. Equ. 2016, 2016, 1–20.

29. Sabitov, K.B.; Safin, E.M. The inverse problem for a mixed-type parabolic-hyperbolic equation in a rectangular
domain. Russ. Math. 2010, 54, 48–54. [CrossRef]

30. Sabitov, K.B.; Martem’yanova, N.V. A nonlocal inverse problem for a mixed-type equation. Russ. Math.
2011, 55, 61–74. [CrossRef]

31. Sabitov, K.B.; Sidorov, S.N. On a nonlocal problem for a degenerating parabolic-hyperbolic equation.
Differ. Equ. 2014, 50, 352–361. [CrossRef]

32. Sabitov, K.B. On the Theory of Mixed Type Equations; Fizmatlit Publ. House: Moscow, Russia, 2014; 301p.
(In Russian)

33. Urinov, A.K.; Nishonova, S.T. A problem with integral conditions for an elliptic-parabolic equation.
Math. Notes 2017, 102, 68–80. [CrossRef]

34. Yuldashev, T.K. Solvability of a boundary value problem for a differential equation of the Boussinesq type.
Differ. Equ. 2018, 54, 1384–1393. [CrossRef]

35. Yuldashev, T.K. Nonlocal inverse problem for a pseudohyperbolic-pseudoelliptic type integro-differential
equations. Axioms 2020, 9, 45. [CrossRef]

36. Zikirov, O.S. A non-local boundary value problem for third-order linear partial differential equation of
composite type. Math. Model. Anal. 2009, 14, 407–421. [CrossRef]

37. Yuldashev, T.K. Mixed value problem for a nonlinear differential equation of fourth order with small
parameter on the parabolic operator. Comput. Math. Math. Phys. 2011, 51, 1596–1604. [CrossRef]

38. Yuldashev, T.K. Mixed value problem for nonlinear integro-differential equation with parabolic operator of
higher power. Comput. Math. Math. Phys. 2012, 52, 105–116. [CrossRef]

39. Yuldashev, T.K. Inverse problem for a nonlinear Benney–Luke type integro-differential equations with
degenerate kernel. Russ. Math. 2016, 60, 53–60. [CrossRef]

40. Yuldashev, T.K. Nonlocal mixed-value problem for a Boussinesq-type integrodifferential equation with
degenerate kernel. Ukr. Math. J. 2016, 68, 1278–1296. [CrossRef]

41. Yuldashev, T.K. Mixed problem for pseudoparabolic integrodifferential equation with degenerate kernel.
Differ. Equ. 2017, 53, 99–108. [CrossRef]

42. Yuldashev, T.K. On a boundary-value problem for Boussinesq type nonlinear integro-differential equation
with reflecting argument. Lobachevskii J. Math. 2020, 41, 111–123. [CrossRef]

43. Berdyshev, A.S.; Kadirkulov, B.J. On a Nonlocal Problem for a Fourth-Order Parabolic Equation with the
Fractional Dzhrbashyan-Nersesyan Operator. Differ. Equ. 2016, 52, 122–127. [CrossRef]

44. Berdyshev, A.S.; Cabada, A.; Kadirkulov, B.J. The Samarskii-Ionkin type problem for fourth order parabolic
equation with fractional differential operator. Comput. Math. Appl. 2011, 62, 3884–3893. [CrossRef]

45. Kerbal, S.; Kadirkulov, B.J.; Kirane, M. Direct and inverse problems for a Samarskii-Ionkin type problem for
a two dimensional fractional parabolic equation. Progr. Fract. Differ. Appl. 2018, 4, 1–14. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

87





axioms

Article

A Rosenzweig–MacArthur Model with Continuous
Threshold Harvesting in Predator Involving
Fractional Derivatives with Power Law and
Mittag–Leffler Kernel

Hasan S. Panigoro 1,2, Agus Suryanto 1,*, Wuryansari Muharini Kusumawinahyu 1

and Isnani Darti 1

1 Department of Mathematics, Faculty of Mathematics and Natural Sciences, University of Brawijaya,
Malang 65145, Indonesia; hspanigoro@ung.ac.id (H.S.P.); wmuharini@ub.ac.id (W.M.K.);
isnanidarti@ub.ac.id (I.D.)

2 Department of Mathematics, Faculty of Mathematics and Natural Sciences, State University of Gorontalo,
Bone Bolango 96119, Indonesia

* Correspondence: suryanto@ub.ac.id

Received: 17 September 2020; Accepted: 19 October 2020; Published: 22 October 2020

Abstract: The harvesting management is developed to protect the biological resources from
over-exploitation such as harvesting and trapping. In this article, we consider a predator–prey
interaction that follows the fractional-order Rosenzweig–MacArthur model where the predator is
harvested obeying a threshold harvesting policy (THP). The THP is applied to maintain the existence
of the population in the prey–predator mechanism. We first consider the Rosenzweig–MacArthur
model using the Caputo fractional-order derivative (that is, the operator with the power-law
kernel) and perform some dynamical analysis such as the existence and uniqueness, non-negativity,
boundedness, local stability, global stability, and the existence of Hopf bifurcation. We then reconsider
the same model involving the Atangana–Baleanu fractional derivative with the Mittag–Leffler kernel
in the Caputo sense (ABC). The existence and uniqueness of the solution of the model with ABC
operator are established. We also explore the dynamics of the model with both fractional derivative
operators numerically and confirm the theoretical findings. In particular, it is shown that models with
both Caputo operator and ABC operator undergo a Hopf bifurcation that can be controlled by the
conversion rate of consumed prey into the predator birth rate or by the order of fractional derivative.
However, the bifurcation point of the model with the Caputo operator is different from that of the
model with the ABC operator.

Keywords: Rosenzweig–MacArthur model; fractional derivatives; threshold harvesting

1. Introduction

More than 50 years after the model has been proposed, the Rosenzweig–MacArthur predator–prey
model [1] has been consistently developed by many scholars to approach the real world phenomena
with more realistic mathematical models. The commonsensical modified Rosenzweig–MacArthur
models are accomplishable by considering the biological perspectives of ecosystem conditions,
for instance the stage structure [2,3], the refuge effect [4–8], the fear effect [9], the Allee effect [10,11],
the intraspecific competition [12,13], the cannibalism [14], the infectious disease [15–17], and so forth.

On the other hand, the modeling also contemplates the optimal management of bioeconomic
resources as in fishery and pest management. Some researchers put an intervention into the
predator–prey model such as the harvesting to one or more population [8,18–22]. To protect
the population from over-exploitation during the harvesting, some management techniques have
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been established. One of the famous technique is a continuous threshold harvesting policy (THP)
(see [23–29]). THP is regulated as follows: when the population density above the threshold level,
harvesting is permitted; when the population density drops below the threshold level, harvesting
is prohibited.

In 2013, Lv et al. [26] proposed the following Rosenzweig–MacArthur model with THP in predator

dx
dt

=rx
(

1 − x
K

)
− mxy

a + x
,

dy
dt

=
nxy

a + x
− dy − H(y),

(1)

where

H(y) =

⎧⎨⎩ 0 , if y < T,
h(y − T)

c + (y − T)
, if y ≥ T.

We describe the biological interpretation of variables and parameters of model (1) in Table 1.
Model (1) represents an interaction between two populations with a prey–predator relationship,
where THP is only applied for the predator to preserving its populations. Some appealing examples of
the ecological model (1) are given by the interaction between Sycanus sp. and Setothosea asigna and
between Rhinocoris sp. and Spodoptera litura. Shepard [30] reported that Sycanus sp. and Rhinocoris
sp. are the natural predators of the pests such as Setothosea asigna and Spodoptera litura which exist in
agricultural lands and plantations. The worrying problem is: How if the density of insects such as
Sycanus sp. and Rhinocoris sp. uncontrolled? One solution is applying THP as in model (1).

Table 1. Description of variables and parameters of the model (1).

Variables and Parameters Description

x(t) The density of prey
y(t) The density of predator

r The intrinsic growth rate of prey
K The environmental carrying capacity of prey
m The maximum uptake rate for prey
n The conversion rate of consumed prey into predator birth
a The environment protection for prey
d The natural death rate of predator
h The harvesting rate
c The half saturation constant for harvesting
T The threshold level of harvesting

Lv et al. [26] successfully explored the dynamics of the model (1) including the local stability
and the existence of various phenomena (saddle-node, Hopf, cusp, and Bogdanov–Taken bifurcations).
Despite their success works, the model with the first-order derivative is limited to its capability of involving
all previous conditions to the growth rates of both predator and prey. The growth rates of both populations
in the model (1) depend only on the current state. Biologically, the growth rates must be dependent on all
of the previous conditions which are known as the memory effects. To account for such memory effects,
some researchers proposed to apply the fractional-order derivative instead of the first-order derivative
when expressing the growth rate of the population. The fractional-order models are naturally related
to systems with memory which exists in most biological models [7,31]. The fractional-order models
are also well-liked due to their capability in providing an exact description of different nonlinear
phenomena [32]. In recent years, the development of fractional-order models grows rapidly and
becomes popular in studying the dynamical behavior of predator–prey interaction [17,33–38]. It has
been shown that the order of the fractional derivate significantly affects the dynamical behavior of

90



Axioms 2020, 9, 122

the models, which is in contrast to the first-order derivative models that depend only on the values
of parameters.

In this paper, we modify the model of Lv et al. [26] by applying the fractional-order derivative to the
left-hand sides of the first-order differential Equation (1). We use two types of fractional-order derivatives,
namely the Caputo operator (that is, the operator with the power law kernel) [39] and Atangana–Baleanu
operator [40]. The basic difference between these two operators lies on their kernel. Atangana–Baleanu
operator has a non-singular and non-local (that is, Mittag–Leffler) kernel while the Caputo operator does
not [41,42]. From the biological meanings, a model with Atangana–Baleanu operator gives better results
in applying memory effects [43–45]. Nevertheless, the Caputo operator has more complex analytical tools
in investigating the dynamics of the model such as the local stability [46–50], the global stability [51,52],
bifurcation theory [52–54], and so on. By considering the deficiencies and advantages, the model with
Caputo and Atangana–Baleanu operator are employed in our work. Based on our literature review,
the dynamics of the model (1) with Caputo and Atangana–Baleanu operator have never been studied.
For this reason, we are interested in investigating the dynamical behavior of model (1) using both
Caputo and Atangana–Baleanu fractional-order operators.

If the first-order derivatives d
dt at the left hand sides of model (1) are replaced by the

fractional-order derivatives Dα
t , then we obtain

Dα
t x =r̂x

(
1 − x

K

)
− m̂xy

a + x
,

Dα
t y =

n̂xy
a + x

− d̂y − H(y).
(2)

Note that the left hand sides of model (2) have the dimension of (time)−α, while the parameters at
the right hand sides of model (2) such as r̂, m̂, n̂, d̂, and ĥ have the dimension of (time)−1; this shows the
inconsistency of physical dimensions in the model (2) (see [55,56]). To overcome such inconsistency,
we rescale the parameters in the model (2) to get the following model

Dα
t x =r̂αx

(
1 − x

K

)
− m̂αxy

a + x
,

Dα
t y =

n̂αxy
a + x

− d̂αy − H(y),
(3)

where

H(y) =

⎧⎨⎩
0 , if y < T,

ĥα(y − T)
c + (y − T)

, if y ≥ T.

By applying new parameters r = r̂α, m = m̂α, n = n̂α, d = d̂α, and h = ĥα, we obtain

Dα
t x =rx

(
1 − x

K

)
− mxy

a + x
,

Dα
t y =

xy
a + x

− dy − H(y),
(4)

where

H(y) =

⎧⎨⎩ 0 , if y < T,
h(y − T)

c + (y − T)
, if y ≥ T.

This paper is organized as follows. In Section 2, we investigate the dynamics of model (4) with the
Caputo operator. We identify the existence, uniqueness, non-negativity, and boundedness of solutions.
Furthermore, we explore the dynamics of the model by examining the existence of the equilibrium
points, their local and global stability, and the existence of Hopf bifurcation. In Section 3, the existence
and uniqueness of solutions of the model with Atangana–Baleanu operator are verified. In Section 4,
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we explore the dynamics of the model using both operators numerically. We demonstrate numerically
the stability of the equilibrium point, and the occurrence of forward and Hopf bifurcations. We end
our works with a brief conclusion in Section 5.

2. The Caputo Fractional-Order Rosenzweig–MacArthur Model with THP in Predator

2.1. Model Formulation

The operator of Caputo fractional-order derivative is defined as follows

Definition 1. [48] Let α ∈ (0, 1], f ∈ Cn([0,+∞),R), and Γ(·) is the Gamma function. The Caputo fractional
derivative of order-α is defined by

CDα
t f (t) =

1
Γ(1 − α)

∫ t

0
(t − s)−α f ′(s)ds, t ≥ 0. (5)

The kernel of Caputo operator is known as the power law kernel. By applying Definition 1 to
model (4), we get the Caputo fractional order Rosenzweig–MacArthur model with THP in predator

CDα
t x =rx

(
1 − x

K

)
− mxy

a + x
≡ F1,

CDα
t y =

nxy
a + x

− dy − H(y) ≡ F2.
(6)

2.2. Existence and Uniqueness

In this part, we study the existence and uniqueness of model (6).

Lemma 1. [57] Consider a Caputo fractional-order system

CDα
t x(t) = f (t, x(t)), t > 0, x(0) ≥ 0, α ∈ (0, 1], (7)

where f : (0, ∞)× Θ → Rn, Θ ⊆ Rn. A unique solution of Equation (7) on (0, ∞)× Θ exists if f (t, x(t))
satisfies the locally Lipschitz condition with respect to x.

Since the right hand-side of model (6) is a piecewise function which is switched when the number
of predators passes through the threshold level, we divide the existence and uniqueness of the solution
into two cases, namely y ≥ T and y < T. We start from y ≥ T. Consider the region Θ × [0, T+] where
Θ :=

{
(x, y) ∈ R2 : max (|x|, |y|) ≤ γ, y ≥ T

}
, T+ < +∞, and a mapping F(Λ) = (F1(Λ), F2(Λ)).

For any Λ = (x,y) ∈ Θ and Λ̄ = (x̄, ȳ) ∈ Θ, we obtain
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∥∥F(Λ)− F(Λ̄)
∥∥ =

∣∣F1(Λ)− F1(Λ̄)
∣∣+ ∣∣F2(Λ)− F2(Λ̄)

∣∣
=

∣∣∣∣rx
(

1 − x
K

)
− mxy

a + x
−

(
rx̄

(
1 − x̄

K

)
− mx̄ȳ

a + x̄

)∣∣∣∣+∣∣∣∣ nxy
a + x

− dy − H(y)−
(

nx̄ȳ
a + x̄

− dȳ − H(ȳ)
)∣∣∣∣

=

∣∣∣∣r(x − x̄)− r
K

(
x2 − x̄2

)
− m

(
xy

a + x
− x̄ȳ

a + x̄

)∣∣∣∣+∣∣∣∣n (
xy

a + x
− x̄ȳ

a + x̄

)
− d (y − ȳ)− (H(y)− H(ȳ))

∣∣∣∣
=r |x − x̄|+ r

K
|x + x̄| |x − x̄|+ (m + n)

∣∣∣∣ xy
a + x

− x̄ȳ
a + x̄

∣∣∣∣+
d |y − ȳ|+

∣∣∣∣ h(y − T)
c + (y − T)

− h(ȳ − T)
c + (ȳ − T)

∣∣∣∣
=r |x − x̄|+ r

K
|x + x̄| |x − x̄|+ (m + n)

∣∣∣∣ ay(x − x̄) + (ax̄ + x̄x)(y − ȳ)
(a + x)(a + x̄)

∣∣∣∣+
d |y − ȳ|+

∣∣∣∣ ch(y − ȳ)
(c + y − T)(c + ȳ − T)

∣∣∣∣
≤r |x − x̄|+ 2γr

K
|x − x̄|+ m + n

a2 |ay(x − x̄) + (ax̄ + x̄x)(y − ȳ)|+

d |y − ȳ|+ h
c
|y − ȳ|

≤r |x − x̄|+ 2γr
K

|x − x̄|+ (m + n)γ
a

|x − x̄|+

(m + n)(aγ + γ2)

a2 |y − ȳ|+ d |y − ȳ|+ h
c
|y − ȳ|

=

(
r +

2γr
K

+
(m + n)γ

a

)
|x − x̄|+

(
(m + n)(aγ + γ2)

a2 + d +
h
c

)
|y − ȳ|

≤M1
∥∥Λ − Λ̄

∥∥ ,

where M1 = max
{

r +
2γr
K

+
(m + n)γ

a
,
(m + n)(aγ + γ2)

a2 + d +
h
c

}
. Hence, F(Λ) satisfies the

Lipschitz condition for y ≥ T. By using similar approaches, when y < T, it is easy to check that∥∥F(Λ)− F(Λ̄)
∥∥ ≤ M2

∥∥Λ − Λ̄
∥∥, where M2 = max

{
r +

2γr
K

+
(m + n)γ

a
,
(m + n)(aγ + γ2)

a2 + d
}

and hence the Lipschitz condition is also satisfied. According to Lemma 1, model (6) with
non-negative initial condition has a unique solution Λ(t) = (x(t), y(t)) ∈ Θ. Thus, we establish
the following theorem.

Theorem 1. For each non-negative initial condition (x0, y0) ∈ Θ, there exists a unique solution
(x(t), y(t)) ∈ Θ of model (6), which is defined for all t ≥ 0.

2.3. Non-Negativity and Boundedness

The solution of model (6) is required to be nonnegative and bounded to establish a biologically
well-behaved model. To determine the non-negativity and boundedness of the solution of model (6),
the following lemmas are needed.

Lemma 2. [58] Let 0 < α ≤ 1. Suppose that f (t) ∈ C[a, b] and CDα
t f (t) ∈ C[a, b].

If CDα
t f (t) ≥ 0, ∀ t ∈ (a, b), then f (t) is a non-decreasing function for each t ∈ [a, b].

If CDα
t f (t) ≤ 0, ∀t ∈ (a, b), then f (t) is a non-increasing function for each t ∈ [a, b].
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Lemma 3. (Standard comparison theorem for Caputo fractional-order derivative [31]). Let x(t) ∈ C ([0,+∞)).
If x(t) satisfies CDα

t x(t) + λx(t) ≤ μ, x(0) = x0, where α ∈ (0, 1], (λ, μ) ∈ R2 and λ �= 0, then x(t) ≤(
x0 −

μ

λ

)
Eα[−λtα] +

μ

λ
.

In the following theorem, we prove the non-negativity and boundedness of solutions using the
above lemmas.

Theorem 2. All solutions of model (6) with non-negative initial conditions are non-negative and
uniformly bounded.

Proof. We start by proving that, if the initial condition is non-negative, then x(t) ≥ 0 for all t → ∞.
Suppose that it is incorrect; then, we can find t1 > 0 such that⎧⎪⎨⎪⎩

x(t) > 0, 0 ≤ t < t1,
x(t1) = 0,
x(t+1 ) < 0

(8)

By employing (8) and the first equation of model (6), we obtain

CDα
t x(t1)

∣∣∣
x(t1)=0

= 0. (9)

Based on Lemma 2, we have x(t+1 ) = 0, which contradicts the fact that x(t+1 ) < 0. Thus, x(t) ≥ 0
for all t ≥ 0. Using a similar procedure, we conclude y(t) ≥ 0 for all t > 0.

Now, we adopt the similar manner as in [34] to show the boundedness of solutions. By setting up

a function V(t) = x +
my
n

, we get

CDα
t V(t) + dV(t) =CDα

t x +
m
n

CDα
t y + dx +

dmy
n

=rx
(

1 − x
K

)
− mxy

a + x
+

m
n

(
nxy

a + x
− dy − H(y)

)
+ dx +

dmy
n

=(d + r)x − rx2

K
− mH(y)

n

=− r
K

(
x − (d + r)K

2r

)2

+
(d + r)2K

4r
− mH(y)

n

≤ (d + r)2K
4r

.

According to the standard comparison theorem for Caputo fractional-order derivative in Lemma 3,
we achieve the following inequality

V(t) ≤
(
V(0)− (d + r)2K

4r

)
Eα [−d(t)α] +

(d + r)2K
4r

,

where Eα is the one-parameter Mittag–Leffler function. Since Eα [−d(t)α] → 0 as t → 0, we acquire

V(t) → (d + r)2K
4r

for t → ∞. Hence, with non-negative initial condition, all solutions are restricted to
the region ΘM where

ΘM :=
{
(x, y) ∈ R

2
+ : x +

my
n

≤ (d + r)2K
4r

+ ε, ε > 0
}

.

Consequently, all solutions of model (6) are uniformly bounded.
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2.4. The Existence of Equilibrium Point

The first commonplace technique in studying the dynamical behavior of a fractional-order system
is investigating the existence of the equilibrium point. Due to the biological nature, we give the
following definition.

Definition 2. Consider a Caputo fractional-order system

CDα
t �x = �f (�x);�x(0) = �x0; α ∈ (0, 1]. (10)

A point �x∗ is called an equilibrium point of Equation (10) if it satisfies �f (�x∗) = 0. Particularly, it is called
the biological equilibrium point of Equation (10) if it satisfies �x∗ ≥ 0.

Based on Definition 2, the equilibrium point of model (6) is obtained by solving[
r − rx

K
− my

a + x

]
x =0,

nxy
a + x

− dy − H(y) =0.
(11)

Thus, we get four feasible biological equilibrium points as follows.

(i) The equilibrium points when y < T are

(i.a) the origin point E0 = (0, 0) which always exists;

(i.b) the predator extinction point E1 = (K, 0) which always exists; and

(i.c) the first co-existence point Ê =

(
x̂,

(K − x̂) (a + x̂)r
mK

)
, with x̂ =

ad
n − d

, which exists if

n >
ad
K

+ d and (K − x̂) (a + x̂) <
TmK

r
.

(ii) The equilibrium point when y ≥ T is the second co-existence point E∗ = (x∗, y∗) where y∗ =
(K − x∗) (a + x∗)r

mK
and x∗ is the positive roots of polynomial β1x4 + β2x3 + β3x2 + β4x + β5 = 0

where

β1 =(n − d)r2,

β2 = [(an + 2dK)− 2(ad + nK)] r2,

β3 =(nrK + 4adr + cdm + mnT + hm)rK

− ((drK + 2anr + cmn + dmT)K + a2dr)r,

β4 =((anr + cmn + dmT)K + (2adr + hm + cdm)a)rK

− ((2adr + hm + cdm + mnT)K + admT)rK,

β5 = [(adr + hm)mT − (adr + hm + cdm)ar] K2.

E∗ exists if 0 < x∗ < K and (K − x∗) (a + x∗) ≥ TmK
r

.

2.5. Local Asymptotic Stability

In this part, we discuss the local stability of E0, E1, Ê, and E∗. For this aim, we need the
following theorem.

Theorem 3. (Matignon condition [48,59]) The equilibrium point �x∗ of system (10) is locally asymptotically
stable if all eigenvalues λj of the Jacobian matrix J = ∂�f /∂�x evaluated at �x∗ satisfy | arg(λj)| > απ/2.
If there exists at least one eigenvalue satisfying | arg(λk)| > απ/2 and | arg(λl)| < απ/2, k �= l, then �x∗ is
a saddle-point.
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Now, we present Theorems 4–7 to show the local stability properties of E0, E1, Ê, and E∗.

Theorem 4. The origin point E0 = (0, 0) is always a saddle point.

Proof. When E0 = (0, 0), the model (6) has Jacobian matrix J(E0) =

[
r 0
0 −d

]
, where its eigenvalues

are λ1 = r > 0 and λ2 = −d < 0. It is clear that |arg(λ1)| = 0 < απ/2 and |arg(λ2)| = π > απ/2.
Therefore, based on Theorem 3, E0 is always a saddle point.

Theorem 5. The predator extinction point E1 = (K, 0) is locally asymptotically stable if n <
ad
K

+ d.

Otherwise, if n >
ad
K

+ d, then E1 = (K, 0) is a saddle point.

Proof. The Jacobian matrix of model (6) evaluated at E1 is J(E1) =

[
−r − mK

a+K
0 nK

a+K − d

]
. The eigenvalues

of J(E1) are λ1 = −r < 0 and λ2 =
nK

a + K
− d. Clearly, |arg(λ1)| = π > απ/2 and |arg(λ2)| = π >

απ/2 if n <
ad
K

+ d and |arg(λ2)| = 0 < απ/2 if n >
ad
K

+ d. Hence, we have the theorem.

Remark 1. It is noted that the existence condition for the first co-existence point Ê contradicts the stability
condition of E1. Consequently, if E1 is locally asymptotically stable, then Ê does not exist. This condition also
indicates the existence of forward bifurcation, which is confirmed numerically in the next section.

Theorem 6. Let Δ =
4 (K − x̂) anrx̂
(a + x̂)2K

−
(

K − x̂
a + x̂

− 1
)2 r2 x̂2

K2 and α̂ =
2
π

tan−1

( √
Δ(a + x̂)K

(K − a − 2x̂) rx̂

)
.

Suppose that one of the following statements is obeyed.

(i) x̂ >
K − a

2
; or

(ii) x̂ <
K − a

2
, Δ > 0, and α < α̂.

Then, the first co-existence point Ê =

(
x̂,

(K − x̂) (a + x̂)r
mK

)
is locally asymptotically stable.

Proof. We first observe that the Jacobian matrix of model (6) evaluated at Ê is

J(Ê) =

⎡⎢⎢⎣
(

K − x̂
a + x̂

− 1
)

rx̂
K

− mx̂
a + x̂

(K − x̂) anr
(a + x̂)mK

0

⎤⎥⎥⎦ . (12)

The eigenvalues of the Jacobian matrix (12) are the solutions of the characteristic equation

λ2 −
(

K − x̂
a + x̂

− 1
)

rx̂
K

λ +
(K − x̂) anrx̂
(a + x̂)2K

= 0,

namely

λ1 =

(
K − x̂
a + x̂

− 1
)

rx̂
2K

+
i
√

Δ
2

,

λ2 =

(
K − x̂
a + x̂

− 1
)

rx̂
2K

− i
√

Δ
2

.

(13)
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When x̂ >
K − a

2
, the real parts of λ1,2 are negative. Thus, the eigenvalues (13) always satisfy

|arg(λ1,2)| > απ/2 for any Δ. If x̂ <
K − a

2
and Δ ≤ 0, then λ1λ2 =

(K − x̂) anrx̂
(a + x̂)2K

> 0 and λ1 +

λ2 =

(
K − x̂
a + x̂

− 1
)

rx̂
K

> 0, meaning that |arg(λ1,2)| = 0 < απ/2. If x̂ <
K − a

2
and Δ > 0,

then |arg(λ1,2)| > απ/2 for α < α̂. Hence, we prove the theorem.

Theorem 7. Let

ξ =
((y∗ − T)2 − cT)h

y∗(c + y∗ − T)2 +

(
my∗

(a + x∗)2 − r
K

)
x∗,

θ =

(
my∗

(a + x∗)2 − r
K

)
((y∗ − T)2 − cT)h

y∗(c + y∗ − T)2 x∗ +
(

1 − x∗

a + x

)
mnx∗y∗

(a + x∗)2 .

If one of the following statements is satisfied, then the second co-existence point E∗ = (x∗, y∗) is locally
asymptotically stable:

(i) θ > 0 and ξ < 0; or
(ii) ξ2 < 4θ, ξ > 0, and α < α∗.

Proof. The Jacobian matrix of model (6) evaluated at E∗ is given by

J(E∗) =

⎡⎢⎢⎢⎣
(

my∗

(a + x∗)2 − r
K

)
x∗ − mx∗

a + x∗(
1 − x∗

a + x∗

)
ny∗

a + x∗
((y∗ − T)2 − cT)h

y∗(c + y∗ − T)2

⎤⎥⎥⎥⎦ . (14)

The eigenvalues of (14) are obtained by solving the characteristic equation λ2 − ξλ + θ = 0. Thus,

we have λ1,2 =
ξ

2
±

√
ξ2 − 4θ

2
. If θ > 0 and ξ < 0, then |arg(λ1,2)| > απ/2. If ξ2 < 4θ and ξ > 0,

then |arg(λ1,2)| > απ/2 for α < α∗. Using Theorem 3, the local stability of E∗ is completely proven.

2.6. Global Asymptotic stability

To study the global stability of equilibrium points, we need the following lemmas.

Lemma 4. [51] Let x(t) ∈ C (R+), x∗ ∈ R+, and its Caputo fractional derivative of order-α exists for any

α ∈ (0, 1]. Then, for any t > 0, we have CDα
t

[
x(t)− x∗ − x∗ ln

x(t)
x∗

]
≤

(
1 − x∗

x(t)

)
CDα

t x(t).

Lemma 5. (Generalized Lasalle Invariance Principle [52]). Suppose Ω is a bounded closed set and every
solution of system

CDα
t x(t) = f (x(t)), (15)

which starts from a point in Ω remains in Ω for all time. Let V(x) : Ω → R be a continuously differentiable
function such that

CDα
t V|(15) ≤ 0.

Let E :=
{

x|CDα
t V|(15) = 0

}
and M be the largest invariant set of E. Then, every solution x(t) originating

in Ω tends to M as t → ∞.

Since model (6) is basically a piecewise fractional-order differential equations that depends on
T, the analysis of the global stability is split into two regions defined by Ω1 := {(x, y) : x ≥ 0, y < T}
and Ω2 := {(x, y) : x ≥ 0, y ≥ T}. Therefore, the global stabilities of E1, Ê, and E∗ are investigated
as follows.
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Theorem 8. If n <
ad
K

, then the predator extinction point E1 = (K, 0) is globally asymptotically stable in the
region Ω1.

Proof. By specifying a positive Lyapunov function L1(x, y) =
(

x − K − K ln
x
K

)
+

my
n

,
and conforming to Lemma 4, we obtain

CDα
t L1(x, y) ≤

(
x − K

x

)
CDα

t x +
m
n

CDα
t y

=(x − K)
(

r − rx
K

− my
a + x

)
+

m
n

(
nxy

a + x
− dy

)
=2rx − rK − rx2

K
+

mKy
a + x

− dmy
n

=− r
K
(x − K)2 +

mKy
a + x

− dmy
n

≤− r
K
(x − K)2 +

mKy
a

− dmy
n

≤−
(

d
n
− K

a

)
my.

Owing to the fact that n <
ad
K

, we have CDα
t L1(x, y) ≤ 0. In consequence of Lemma 5, E1 is

globally asymptotically stable in the region Ω1.

Remark 2. Notice E1 is locally asymptotically stable if n <
ad
K

+ d and is globally asymptotically stable if

n <
ad
K

. Hence, if the global stability condition is fulfilled, then the local stability is also achieved but not vice
versa. This fact reinforces that the global stability condition has a larger attracting region than that of the local
stability condition.

Theorem 9. If (K − x̂) (a+ x̂) < a2 , then the first co-existence point Ê =

(
x̂,

(K − x̂) (a + x̂)r
mK

)
is globally

asymptotically stable in the region Ω1.

Proof. Let Ê = (x̂, ŷ) where ŷ =
(K − x̂) (a + x̂)r

mK
and ϕ is a positive constant. By considering a

Lyapunov function L2(x, y) =
[

x − x̂ − x̂ ln
x
x̂

]
+ ϕ

[
y − ŷ − ŷ ln

y
ŷ

]
, and using Lemma 4, we get

CDα
t L2(x, y) ≤

(
x − x̂

x

)
CDα

t x + ϕ

(
y − ŷ

y

)
CDα

t y

=(x − x̂)
(

r − rx
K

− my
a + x

)
+ ϕ(y − ŷ)

(
nx

a + x
− d

)
=(x − x̂)

(
rx̂
K

+
mŷ

a + x̂
− rx

K
− my

a + x

)
+ ϕ(y − ŷ)

(
nx

a + x
− nx̂

a + x̂

)
=− (x − x̂)

(
(x − x̂)

r
K

+

(
y

a + x
− ŷ

a + x̂

)
m
)
+ nϕ(y − ŷ)

(
x

a + x
− x̂

a + x̂

)
=− (x − x̂)2 r

K
− (x − x̂)

(
(y − ŷ)(a + x̂) + (x̂ − x)ŷ

(a + x)(a + x̂)

)
m +

(
(x − x̂)(y − ŷ)
(a + x)(a + x̂)

)
anϕ

=− (x − x̂)2 r
K

−
(
(x − x̂)(y − ŷ)(a + x̂)

(a + x)(a + x̂)

)
m +

(
(x − x̂)2ŷ

(a + x)(a + x̂)

)
m+(

(x − x̂)(y − ŷ)
(a + x)(a + x̂)

)
anϕ

≤− (x − x̂)2
(

r
K

− mŷ
a2

)
+

(
(x − x̂)(y − ŷ)
(a + x)(a + x̂)

)
(anϕ − (a + x̂)m).
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By choosing ϕ =
(a + x̂)m

an
and substituting the value of ŷ, we get

CDα
t L2(x, y) ≤ − (x − x̂)2

(
a2 − (K − x̂) (a + x̂)

) r
a2K

.

Therefore, if (K − x̂) (a + x̂) < a2, then CDα
t L2(x, y) ≤ 0. Using Lemma 5, we conclude that Ê is

globally asymptotically stable in the region Ω1.

Based on Theorem 2, x(t) and y(t) are bounded. Let Ψ be the upper bound of y(t) such that
0 < T ≤ y(t) ≤ Ψ. The global stability of E∗ is stated in the following theorem.

Theorem 10. If y∗ < min
{

a2r
mK

,
cT

Ψ − T
+ T

}
, then the second co-existence point E∗ = (x∗, y∗) is globally

asymptotically stable in the region Ω2.

Proof. We consider a positive Lyapunov function L3(E∗) =
[

x − x∗ − x∗ ln
x
x∗

]
+

ϕ∗
[

y − y∗ − y∗ ln
y
y∗

]
. According to Lemma 4, the fractional derivative of L3(E∗) satisfies

CDα
t L2(x, y) ≤

(
x − x∗

x

)
CDα

t x + ϕ∗
(

y − y∗

y

)
CDα

t y

=(x − x∗)
(

r − rx
K

− my
a + x

)
+ ϕ∗(y − y∗)

(
nx

a + x
− d − h(y − T)

(c + y − T)y

)
=(x − x∗)

(
rx∗

K
+

my∗

a + x∗
− rx

K
− my

a + x

)
+ ϕ∗(y − y∗)

(
nx

a + x
− nx∗

a + x∗
+

h(y∗ − T)
(c + y∗ − T)y∗

− h(y − T)
(c + y − T)y

)

=− (x − x∗)2 r
K
− (x − x∗)

(
(y − y∗)(a + x∗)m − (x − x∗)my∗

(a + x∗)(a + x)

)
+ ϕ∗(y − y∗)

(
(x − x∗)an

(a + x∗)(a + x)
− (y − y∗)chT − (y − y∗)(y∗ − T)(y − T)h

(c + y∗ − T)(c + y − T)y∗y

)
=− (x − x∗)2 r

K
− (x − x∗)(y − y∗)(a + x∗)m

(a + x∗)(a + x)
+

(x − x∗)2my∗

(a + x∗)(a + x)

+
(x − x∗)(y − y∗)anϕ∗

(a + x∗)(a + x)
− (cT − (y∗ − T)(y − T))(y − y∗)2hϕ∗

(c + y∗ − T)(c + y − T)y∗y

≤− (x − x∗)2 r
K
− (x − x∗)(y − y∗)(a + x∗)m

(a + x∗)(a + x)
+ (x − x∗)2 my∗

a2

+
(x − x∗)(y − y∗)anϕ∗

(a + x∗)(a + x)
− (cT − (y∗ − T)(y − T))(y − y∗)2hϕ∗

(c + y∗ − T)(c + y − T)y∗y

By taking ϕ∗ =
(a + x∗)m

an
and remembering that y(t) < Ψ, we obtain

CDα
t L2(E∗) ≤− (x − x∗)2

(
r
K
− my∗

a2

)
− (cT − (y∗ − T)(Ψ − T))(y − y∗)2(a + x∗)mh

(c + y∗ − T)(c + y − T)any∗y
.

It is easily confirmed that, if y∗ < min
{

a2r
mK

,
cT

Ψ − T
+ T

}
, then CDα

t L2(x, y) ≤ 0. Based on

Lemma 5, Ê is globally asymptotically stable in the region Ω2.
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2.7. The Existence of Hopf Bifurcation

The Hopf bifurcation is a local phenomenon when a stable equilibrium point loses its stability
and all nearby solutions converge to a periodic solution namely limit-cycle if a parameter is
varied [54,60,61]. It is shown that many fractional-order models involving the Caputo operator
undergo a Hopf bifurcation which is driven by the order of the derivative (see [2,17,34,53,62]).
The difference between the Hopf bifurcation in the integer-order model and that in the fractional-order
model lies on the property of the limit-cycle. In the integer-order model, the limit-cycle is a
periodic orbit which does not exist in the fractional-order model [63]. In the fractional-order model,
the limit-cycle is not a periodic solution, but all nearby solutions converge to a limit-cycle [56,62].

Adapted from Theorem 3 in [62], for two dimensional Caputo fractional-order system, a Hopf
bifurcation occurs when the eigenvalues λ1,2 of the Jacobian matrix evaluated at the equilibrium point
satisfy the following conditions:

(i) λ1,2 = ψ ± ωi where ψ > 0;
(ii) m(α∗) = α∗π/2 − min1≤i≤2 |arg(λi)| = 0; and

(iii)
dm(α)

dα

∣∣∣∣
α=α∗

�= 0.

Now, consider the stability condition in Theorems 6 and 7. For y < T, the Jacobian matrix of
model (6) evaluated at Ê has a pair of complex eigenvalues if Δ > 0. We can easily confirm that,

if x̂ <
K − a

2
, then the real part of the eigenvalues are positive. We also have that m(α̂) = 0 and

dm(α)

dα

∣∣∣∣
α=α̂

�= 0. Therefore, Ê undergoes a Hopf bifurcation when α crosses α̂. A similar circumstance

also occurs when y ≥ T. When ξ2 < 4θ, the Jacobian matrix of model (6) has a pair of complex
eigenvalues. The real part of the eigenvalues are also positive when ξ > 0. We can also check that

m(α∗) = 0 and
dm(α)

dα

∣∣∣∣
α=α∗

�= 0. This means the Hopf bifurcation also occurs when y ≥ T. Therefore,

we have the following theorem.

Theorem 11. (i) Let Δ > 0 and x̂ <
K − a

2
. The first co-existence point Ê undergoes a Hopf bifurcation

when α passes through α̂ in the region Ω1.
(ii) Let ξ2 < 4θ and ξ > 0. The second co-existence point E∗ undergoes a Hopf bifurcation when α passes

through α∗ in the region Ω2.

3. The Atangana–Baleanu Fractional-Order Rosenzweig–MacArthur Model with THP in Predator

3.1. Model Formulation

In this section, we consider a fractional-order Rosenzweig–MacArthur model with THP in
predator involving the Atangana–Baleanu operator. Specifically, we consider the Atangana–Baleanu
operator in Caputo sense of order-α which is defined as follows.

Definition 3. [40] Suppose 0 < α ≤ 1. The Atangana–Baleanu fractional integral and derivative in Caputo
sense of order-α (ABC) is defined by

ABCIα
t f (t) =

1 − α

B(α)
f (t) +

α

Γ(α)B(α)

∫ t

0
(t − s)α−1 f (s)ds,

ABCDα
t f (t) =

B(α)
1 − α

∫ t

0
Eα

[
− α

1 − α
(t − s)α

]
f ′(s)ds,

where t ≥ 0, f ∈ Cn([0,+∞),R), Eα(t) = ∑∞
k=0

tk

Γ(αk + 1)
is the Mittag–Leffler function and B(α) is a

normalization function with B(0) = B(1) = 1. In this paper, we define B(α) = 1 − α +
α

Γ(α)
.
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By applying Definition 3 to model (4), we get the following fractional-order model with
ABC operator

ABCDα
t x =rx

(
1 − x

K

)
− mxy

a + x
≡ G1,

ABCDα
t y =

nxy
a + x

− dy − H(y) ≡ G2.
(16)

Due to the lack of analytical theory, model (16) is investigated numerically. However, we first
show the existence and uniqueness of the solution of the model (16).

3.2. Existence and Uniqueness

We start this work by representing the Lipschitz condition of the kernels of model (16). Since the
harvesting is performed by obeying threshold harvesting policy, we give the proof into two cases i.e.,
y < T and y ≥ T.

We start for y ≥ T. Let x, x̄, y, and ȳ be functions satisfying ‖x‖ ≤ a1, ‖x̄‖ ≤ a2, ‖y‖ ≤ b1,
and ‖ȳ‖ ≤ b2. Suppose that

g1 =r + (a1 + a2)
r
K
+

my
a

,

g2 =n + d +
h
c

.

Therefore, we get

‖G1(x)− G1(x̄)‖ =

∥∥∥∥(rx
(

1 − x
K

)
− mxy

a + x

)
−

(
rx̄

(
1 − x̄

K

)
− mx̄y

a + x̄

)∥∥∥∥
=

∥∥∥∥rx − rx2

K
− mxy

a + x
− rx̄ +

rx̄2

K
+

mx̄y
a + x̄

∥∥∥∥
=

∥∥∥∥r(x − x̄)− r
K
(x2 − x̄2)− my

(
x

a + x
− x̄

a + x̄

)∥∥∥∥
=

∥∥∥∥r(x − x̄)− r
K
(x + x̄)(x − x̄)− amy(x − x̄)

(a + x)(a + x̄)

∥∥∥∥
≤r ‖x − x̄‖+ (a1 + a2)

r
K
‖x − x̄‖+ my

a
‖x − x̄‖

=
(

r + (a1 + a2)
r
K
+

my
a

)
‖x − x̄‖

=g1 ‖x − x̄‖ ,

(17)

and

‖G2(y)− G2(ȳ)‖ =

∥∥∥∥( nxy
a + x

− dy − h(y − T)
c + (y − T)

)
−

(
nxȳ

a + x
− dȳ − h(ȳ − T)

c + (ȳ − T)

)∥∥∥∥
=

∥∥∥∥ nxy
a + x

− dy − h(y − T)
c + (y − T)

− nxȳ
a + x

+ dȳ +
h(ȳ − T)

c + (ȳ − T)

∥∥∥∥
=

∥∥∥∥nx(y − ȳ)
a + x

− d(y − ȳ)− ch(y − ȳ)
(c + y − T)(c + ȳ − T)

∥∥∥∥
≤n ‖y − ȳ‖+ d ‖y − ȳ‖+ h

c
‖y − ȳ‖

=

(
n + d +

h
c

)
‖y − ȳ‖

=g2 ‖y − ȳ‖ .

(18)
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When y < T, by utilizing the similar manner, we achieve ‖G2(y)− G2(ȳ)‖ ≤ g3 ‖y − ȳ‖ where
g3 = n + d. Accordingly, the kernel of (16) satisfies the Lipschitz condition. Furthermore, if 0 ≤ g1 < 1
and 0 ≤ g3 < g2 < 1, then G1 and G2 are contracted.

Now, by employing the fixed-point theorem, the solution of model (16) is investigated. By utilizing
the Atangana–Baleanu fractional integral operator, model (16) is transformed into the following
Volterra-type integral equation.

x(t)− x(0) =
1 − α

B(α)
G1(t, x) +

α

B(α)Γ(α)

∫ t

0
(t − s)α−1G1(s, x)ds,

y(t)− y(0) =
1 − α

B(α)
G2(t, y) +

α

B(α)Γ(α)

∫ t

0
(t − s)α−1G2(s, y)ds.

(19)

In a recursive form, Equation (19) is written as

xn(t) =
1 − α

B(α)
G1(t, xn−1) +

α

B(α)Γ(α)

∫ t

0
(t − s)α−1G1(s, xn−1)ds,

yn(t) =
1 − α

B(α)
G2(t, yn−1) +

α

B(α)Γ(α)

∫ t

0
(t − s)α−1G2(s, yn−1)ds.

(20)

The associated initial conditions along with Equation (20) are x0(t) = x(0) and y0(t) = y(0).
By considering Equation (20), we have the difference expression of successive terms as follows.

Φ1,n(t) =xn(t)− xn−1(t)

=
1 − α

B(α)
(G1(t, xn−1)− G1(t, xn−2)) +

α

B(α)Γ(α)

∫ t

0
(t − s)α−1 (G1(t, xn−1)− G1(t, xn−2)) ds,

Φ2,n(t) =yn(t)− yn−1(t)

=
1 − α

B(α)
(G2(t, yn−1)− G2(t, yn−2)) +

α

B(α)Γ(α)

∫ t

0
(t − s)α−1 (G2(t, yn−1)− G2(t, yn−2)) ds.

(21)

According to Equation (21), we get xn(t) = ∑n
i=1 Φ1,i(t) and yn(t) = ∑n

i=1 Φ2,i(t). By applying
Equations (17), (18) and (21), we have that

‖Φ1,n(t)‖ ≤1 − α

B(α)
g1 ‖Φ1,n−1‖+

α

B(α)Γ(α)
g1

∫ t

0
‖Φ1,n−1(s)‖ (t − s)α−1ds,

‖Φ2,n(t)‖ ≤1 − α

B(α)
g2 ‖Φ2,n−1‖+

α

B(α)Γ(α)
g2

∫ t

0
‖Φ2,n−1(s)‖ (t − s)α−1ds.

(22)

Therefore, by using (22), the existence and uniqueness of model (16) is presented as follows.

Theorem 12. Model (16) has a unique solution if we can find t0 such that

(1 − α)gi
B(α)

+
tα
0 gi

B(α)Γ(α)
< 1, i = 1, 2, 3. (23)

Proof. Let x(t) and y(t) be bounded functions, and hence the Lipschitz condition is satisfied.
Thus, according to Equation (22), we obtain the following inequalities.

‖Φ1,n(t)‖ ≤ ‖x0‖
(
(1 − α)g1

B(α)
+

tαg1

B(α)Γ(α)

)n
,

‖Φ2,n(t)‖ ≤ ‖y0‖
(
(1 − α)g2

B(α)
+

tαg2

B(α)Γ(α)

)n
.

(24)
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Therefore, the continuity and existence of solution are proved since ‖Φ1,n(t)‖ → 0 and
‖Φ2,n(t)‖ → 0 as n → ∞ and t = t0. Now, suppose that

x(t)− x(0) =xn(t)− Υ1,n(t),

y(t)− y(0) =yn(t)− Υ2,n(t).
(25)

We confirm that

‖Υ1,n(t)‖ ≤
(
(1 − α)

B(α)
+

tα

B(α)Γ(α)

)n+1

gn+1
1 (26)

It is clear that ‖Υ1,n(t)‖ → 0 when n → ∞. By using a similar manner, we acquire
‖Υ2,n(t)‖ → 0, n → ∞. Finally, the uniqueness of solution for the model is proven. Suppose that there
exists different set of solutions denote by x̃(t) and ỹ(t); then, we have

x(t)− x̃(t) =
1 − α

B(α)
(G1(t, x)− G1(t, x̃)) +

α

B(α)Γ(α)

∫ t

0
(G1(s, x)− G1(s, x̃))(t − s)α−1ds. (27)

Taking the norm for both sides and using a simplification as in (22) and (24), we obtain

‖x(t)− x̃(t)‖
(

1 − (1 − α)g1

B(α)
− tαg1

B(α)Γ(α)

)
≤ 0. (28)

For t = t0, we have (23), thus ‖x(t)− x̃(t)‖ = 0 and hence x(t) = x̃(t). Applying the same
algebraic procedures, we can show that y(t) = ỹ(t). Therefore, the solution is unique.

4. Numerical Simulations

In this section, the numerical simulations of Caputo model (6) and ABC model (16) are
performed to illustrate the previous theoretical results. In the literature, there exist many numerical
methods to solve a system of fractional differential equations, such as the Monte Carlo method [64],
the Grünwald–Letnikov method [65,66] and the predictor–corrector method [67–69]. We apply the
predictor–corrector scheme proposed by Diethelm et al. [67] to solve the Caputo fractional-order model
and the predictor–corrector scheme proposed by Baleanu et al. [69] to solve the Atangana–Baleanu in
Caputo sense model (ABC). Due to the limitation of field data, we use hypothetical parameter values
that correspond to the theoretical results. The initial parameter values are given as follows.

r = 0.5, K = 1, m = 0.3, a = 0.2, d = 0.1, h = 0.1, T = 0.9, c = 0.1, and α = 0.9. (29)

In Figure 1, we plot a bifurcation diagram by varying the conversion rate of consumed prey
into predator birth n in interval [0.08, 0.2]. We notice that the parameter values (29) and the interval
0.08 ≤ n ≤ 0.2 lead to the non-existence of equilibrium point in Ω2. Therefore, the first numerical
simulations are focused on the dynamics in Ω1.

For 0.08 ≤ n < n∗
1 = 0.12, Theorem 5 states that the predator extinction point E1 = (1, 0) is the

only equilibrium point which is asymptotically stable. To see this behavior, we take n = 0.1 and plot
the phase portrait and the time series as in Figure 2. It is seen that all solutions with initial values in
both Ω1 and Ω2 are convergent to E1. When the initial value is in Ω2, then the solution is oscillating
when it crosses the threshold harvesting level and eventually converges to E1.

When n passes through n∗
1, the equilibrium point E1 = (1, 0) undergoes a forward bifurcation.

In this case, there appear two equilibrium points, namely the unstable E1 and an asymptotically stable
Ê. Figure 1 shows that Ê is asymptotically stable if 0.12 < n � n∗

2 = 0.1557. In Figure 3, we show
the phase portrait and time series for the case of n = 0.14. We see that E0 = (0, 0) and E1 = (1, 0)
are saddle points, while Ê = (0.5, 0.5833) is asymptotically stable. This circumstance corresponds to
Theorems 4–6 and 9.
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Figure 1. Bifurcation diagram of Caputo model (6) and ABC model (16) driven by the conversion
rate of consumed prey into predator birth (n) with constant parameter values (29). There exists two
bifurcations namely a forward bifurcation which occurs when n passes through n∗

1 ≈ 0.12, and a Hopf
bifurcation which occurs when n passes through n∗

2 ≈ 0.1557.
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Figure 2. Numerical simulations of Caputo model (6) and ABC model (16) with parameter values (29)
and n = 0.1: Figure (a) phase portrait; and Figure (b) time series.

Furthermore, if we increase the value of n such that n > n∗
2, then the equilibrium point Ê loses its

stability, and all solutions converge to a limit-cycle. This situation confirms the occurrence of a Hopf
bifurcation driven by n. For example, if we select n = 0.2 then all equilibrium points are unstable and
all solutions eventually converge to limit cycle (see Figure 4).

Now, we perform simulation using the same parameter values as in Figure 4, but with a lower
threshold value, namely T = 0.5. In this case, there is no equilibrium point Ê in Ω1, and E∗ =

(0.5954, 0.5364) occurs in Ω2. According to Theorem 7, E∗ is asymptotically stable. Such dynamics
can be clearly seen in Figure 5. This simulation shows that by applying the THP when the interior
equilibrium point is stable, we can choose a suitable constant of threshold so that the existence of both
prey and predator are maintained.
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Figure 3. Numerical simulations of Caputo model (6) and ABC model (16) with parameter values (29)
and n = 0.14: Figure (a) phase portrait; and Figure (b) time series.

Notice that, in Figures 2–5, we see that both model with Caputo operator (6) and
Atangana–Baleanu operator (16) have similar dynamical behavior. The noticeable difference between
them is the orbit of solutions and the diameter of the limit-cycle. In Figure 4, the diameter of the
limit-cycle of the model with ABC operator looks shorter than that of the Caputo operator, which may
give different dynamics when a Hopf bifurcation occurs. To get more detail view, we plot a bifurcation
diagram by varying the order of the fractional derivative (α) (see Figure 6). In this simulation, we use
parameter values as in Figure 4 and vary the order-α in the interval [0.6, 0.9]. It is clearly seen that,
besides the diameter of the limit-cycle, the bifurcation points of Caputo model and ABC model are also
different. The Caputo model has an earlier bifurcation point than that of the ABC model. To show this
situation, we show some numerical simulations using different values of α (see Figure 7). For α = 0.7,
the equilibrium point Ê of both model are asymptotically stable. For α = 0.772, the equilibrium point
Ê of the Caputo model loses its stability, while that of the ABC model remains asymtotically stable.
For α = 0.83, the equilibrium point Ê of both models are unstable.
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Figure 4. Numerical simulations of Caputo model (6) and ABC model (16) with parameter values (29)
and n = 0.2: Figure (a) phase portrait; and Figure (b) time series.
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Figure 5. Numerical simulations of Caputo model (6) and ABC model (16) with parameter values (29),
n = 0.2 and T = 0.5.
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the fractional-derivative (α) with constant parameter values (29) and n = 0.2. There exists a Hopf
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Figure 7. Numerical simulations of Caputo model (6) and ABC model (16) with parameter values (29),
n = 0.2, and α = {0.7, 0.772, 0.83}: Figure (a) phase portrait; and Figure (b) time series.

From the biological point of view, all previous numerical simulations show that the dynamical
properties of both Caputo model and ABC model are similar except when the eigenvalues of the
Jacobian matrix evaluated at the interior equilibrium point Ê are a pair of complex conjugate with
positive real part. There is a biological condition such that the prey and predator densities are
eventually periodic for the Caputo model, while for ABC model, the densities of both predator and
prey are eventually constant.

5. Conclusions

The dynamics of a Rosenzweig–MacArthur model with continuous threshold harvesting in
predator involving the Caputo fractional-order derivative and ABC fractional-order derivative are
studied. We prove the existence and uniqueness of solutions of both Caputo and ABC models.
Particularly, we completely investigate the dynamics of the Caputo model including the non-negativity,
boundedness, local stability, global stability, and the existence of Hopf bifurcation. From the biological
meanings, the extinction of both populations never occurs since the origin point (E0) is a saddle point.
Some of the situations that might occur are: (1) the predator goes extinct while the prey still survives,
which is indicated by the stability of E1; (2) both predator and prey co-exist and converge to a constant
population density, which happens if the interior point Ê or E∗ are asymptotically stable; and (3) both
predator and prey co-exist where both population densities change periodically, namely when a Hopf
bifurcation occurs. We show numerically that our model may undergo a forward bifurcation or a
Hopf bifurcation. The Hopf bifurcation in models with both Caputo operator and ABC operator can
be driven by the conversion rate of consumed prey into the predator birth rate or by the order of
fractional derivative. Our numerical simulations show that the Hopf bifurcation point of both models
are different.
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Abstract: The questions of the one-value solvability of an inverse boundary value problem for a
mixed type integro-differential equation with Caputo operators of different fractional orders and
spectral parameters are considered. The mixed type integro-differential equation with respect to the
main unknown function is an inhomogeneous partial integro-differential equation of fractional order
in both positive and negative parts of the multidimensional rectangular domain under consideration.
This mixed type of equation, with respect to redefinition functions, is a nonlinear Fredholm type
integral equation. The fractional Caputo operators’ orders are smaller in the positive part of the
domain than the orders of Caputo operators in the negative part of the domain under consideration.
Using the method of Fourier series, two systems of countable systems of ordinary fractional
integro-differential equations with degenerate kernels and different orders of integro-differentation
are obtained. Furthermore, a method of degenerate kernels is used. In order to determine arbitrary
integration constants, a linear system of functional algebraic equations is obtained. From the
solvability condition of this system are calculated the regular and irregular values of the spectral
parameters. The solution of the inverse problem under consideration is obtained in the form of Fourier
series. The unique solvability of the problem for regular values of spectral parameters is proved.
During the proof of the convergence of the Fourier series, certain properties of the Mittag–Leffler
function of two variables, the Cauchy–Schwarz inequality and Bessel inequality, are used. We also
studied the continuous dependence of the solution of the problem on small parameters for regular
values of spectral parameters. The existence and uniqueness of redefined functions have been justified
by solving the systems of two countable systems of nonlinear integral equations. The results are
formulated as a theorem.

Keywords: integro-differential equation; mixed type equation; small parameter; spectral parameters;
Caputo operators of different fractional orders; inverse problem; one value solvability

1. Introduction

Fractional calculus plays an important role in the mathematical modeling of many natural and
engineering processes (see [1]). We can gladly refer to many examples of applied research works,
where fractional integro-differential operators are successfully and widely used. For example, in [2]
some applications of basic problems in continuum and statistical mechanics are considered. In [3],
the mathematical problems of an Ebola epidemic model by fractional order equations are studied.
In [4,5], fractional models of the dynamics of tuberculosis infection and novel coronavirus (nCoV-2019)
are studied, respectively. The construction of various models for studying problems of theoretical

Axioms 2020, 9, 121; doi:10.3390/axioms9040121 www.mdpi.com/journal/axioms111
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physics by the aid of fractional calculus is described in [6] (vol. 4, 5), [7,8]. A specific physical
interpretation of the fractional derivatives, describing the random motion of a particle moving on the
real line at Poisson-paced times with finite velocity, is given in [9]. A detailed review of the applications
of fractional calculus in solving practical problems is given in [6] (vol. 6–8), [10]. More detailed
information, as well as a bibliography related to the theory of fractional integro-differentiation and
fractional derivatives, can also be found in [11–18].

We also note the special role of generalized special functions, such as polynomials, in solving
fractional differential equations. In [19], using Hermite polynomials of higher and fractional order,
some operational techniques to find general solutions of extended forms to d’Alembert and Fourier
equations. In [20], the solutions of various generalized forms of the Heat Equation, by means of
different tools ranging from the use of Hermite–Kampé de Fériet polynomials of higher and fractional
order to operational techniques, are discussed. In [21], the combined use of integral transforms and
special polynomials provides a powerful tool to deal with fractional derivatives and integrals. The real
need to know the properties of such special functions in solving direct and inverse problems for
fractional partial differential equations has been shown in [22].

Applications for equations of mixed type are studied in the works of many researchers.
For example, in [23], an example of gas motion in a channel surrounded by a porous medium was
studied, with the gas motion in a channel being described by a wave equation, while—outside the
channel—a diffusion equation was posed. In [24], a problem related to the propagation of electric
oscillations in compound lines, when the losses on a semi-infinite line were neglected and the rest
of the line was treated as a cable with no leaks, was investigated. This reduced the problem under
consideration to a mixed parabolic–hyperbolic type equation. In [25], a hyperbolic–parabolic system,
in relation to pulse combustion, is investigated. Mixed type fractional differential equations are studied
in many works by scientists—particularly in [26–35].

The theories of integral and integro-differential equations are important in studying the large
directions of the general theory of equations of mathematical physics. The presence of an integral
term in differential equations of the first and second order has an important role in the theory of
dynamical systems of automatic control [36,37]. Boundary value problems for integro-differential
equations with spectral parameters have singularities in studying the questions of one-value
solvability [38,39]. Mixed type integer order integro-differential equations with degenerate kernels
and spectral parameters are studied in [40,41].

To find the solutions of direct mixed and boundary value problems of mathematical physics, it is
required to set the coefficients of the equation, the boundary of the domain under consideration,
and the initial and boundary data. It usually happens that, in solving the applied problems
experimentally, the quantitative characteristics of the object under study are not available for direct
observation, or it is impossible to carry out the experiment itself for one reason or another. Then,
in practice, the researchers can obtain some indirect information and draw a conclusion about the
properties of the studied object. This information is determined by the nature of the object under study
and here requires mathematical processing and the interpretation of research results. Nonlocal integral
conditions often arise when the experiment gives averaged information about this object. When the
structure of the mathematical model of the studying process is known, the problem of redefining the
mathematical model is posed. Such problems belong to the class of inverse problems. By inverse
problems we mean problems whose solution consists of determining the parameters of a model
based on the available observation results and other experimental information. Inverse problems for
equations of mixed type are studied relatively rarely due to the complexity of the studying process.

In the present paper, we study the questions of the one-value solvability of an inverse boundary
value problem for a mixed type integro-differential equation with Caputo operators of different
fractional orders and spectral parameters in a multidimensional rectangular domain.

The rest of this paper is organized as follows. In Section 2, we state the problem, which we will
investigate in this work. Section 3 is devoted to formally expanding the solution of the direct problem
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into Fourier series. In Section 4, we formally determine the redefinition functions. Section 5 contains
the proof of existence and uniqueness of Fourier coefficients of redefinition functions from a countable
system of nonlinear integral equations. Section 6 is devoted to the justification of convergence and the
possibility of the term by term differentiation of the obtained Fourier series. Section 7 contains the
proof of the continuous dependence of the solution on the small parameter. In the last Section 8, as a
conclusion, we formulate the theorem, which we have proved in this paper.

2. Statement of the Problem

We recall that the Caputo differential operator of fractional order m − 1 < α < m has the form

CD α
a t f (t) =

1
Γ (m − α)

t∫
a

(t − s)m−α−1 f (m) (s) d s,

where Γ (z) is Euler gamma function.
In the multidimensional domain Ω = {−T < t < T, 0 < x1, . . . , xm < l}, a mixed type

integro-differential equation of the following form is considered:

A ε(U)− B ω(U) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ν

T∫
0

K 1(t, s)U(s, x) d s + F1 (t, x), t > 0,

ν
0∫

−T
K 2(t, s)U(s, x) d s + F2 (t, x), t < 0,

(1)

where

Fi (t, x) = k i (t)

⎡⎢⎣g i (x) + f i

⎛⎜⎝x,
∫

Ω m
l

Θi(y) g i (y) d y

⎞⎟⎠
⎤⎥⎦ , i = 1, 2,

A ε(U) =
1 + sgn (t)

2

[
CD α1

0 t − ε
m

∑
i=1

∂ 2

∂ xi ∂ xi
CD β1

0 t

]
U (t, x)

+
1 − sgn (t)

2

[
CD α2

0 t − ε
m

∑
i=1

∂ 2

∂ xi ∂ xi
CD β2

0 t

]
U (t, x),

B ω(U) =

⎧⎪⎪⎨⎪⎪⎩
m
∑

i=1
Uxi xi , t > 0,

ω 2
m
∑

i=1
Uxi xi , t < 0,

T and l are given as positive real numbers, ω is a positive spectral parameter, ε is a positive small
parameter, ν is a real non-zero spectral parameter, 0 �= K j(t, s) = aj(t) bj(s), aj(t) ∈ C 2[−T; T], bj(s) ∈

C [−T; T], f i ∈ C 2
x
(
Ω m

l ×R
)
,
∫

Ω m
l

|Θi(y) | d y < ∞,
∫

Ω m
l

|Θi(y) | d y =
l∫

0
. . .

l∫
0
|Θi(y) | d y 1 · . . . · d y m,

i, j = 1, 2, k 1(t) ∈ C 2[0; T], k 2(t) ∈ C 2[−T; 0], while g 1(x) and g 2(x) are redefinition functions,
R ≡ (−∞; ∞), x ∈ Ω m

l ≡ [0; l]m, 0 < β1 < α1 ≤ 1, 1 < β2 < α2 ≤ 2.
Problem. Find in the domain Ω a triple of unknown function

U (t, x) ∈ C (Ω) ∩ C 0, 1 (Ω′) ∩ C α1, 2(Ω+) ∩ C α2, 2(Ω−) ∩ Cα1+2
t, x (Ω+) ∩ Cα2+2

t, x (Ω−)

∩Cα1+2+0+ ...+0
t, x1, x2, ..., xm

(Ω+) ∩ Cα2+2+0+ ...+0
t, x1, x2, ..., xm

(Ω−) ∩ Cα1+0+2+0+ ...+0
t, x1, x2, x3, ..., xm

(Ω+)

∩C α2+0+2+0+ ...+0
t, x1, x2, x3, ..., xm

(Ω−) ∩ . . . ∩ C α1+0+ ...+0+2
t, x1, ..., xm−1, xm

(Ω+) ∩ C α2+0+ ...+0+2
t, x1, ..., xm−1, xm

(Ω−)

(2)
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and redefinition functions g i(x) ∈ C
(
Ωm

l
)

, i = 1, 2, satisfying the mixed integro-differential
Equation (1) and the following boundary conditions

U (−T, x) = ϕ 1(x), CD θ
0 t U (−T, x) = ϕ 2(x), x ∈ Ωm

l , (3)

U (t, 0) = U (t, l) = 0, −T < t < T (4)

and additional conditions
T∫

0

Φ 1(t)U (t, x) = ψ1(x), x ∈ Ωm
l , (5)

0∫
−T

Φ 2(t)U (t, x) = ψ2(x), x ∈ Ωm
l , (6)

where 0 < θ < 1, ϕi(x), ψi(x) are given smooth functions, ϕi(0) = ϕi(l) = 0, ψi(0) =

ψi(l) = 0, i = 1, 2, C r(Ω) is a class of functions U (t, x1, . . . , xm) with continuous derivatives
∂ rU
∂ t r , ∂ rU

∂ x r
1

, . . . , ∂ rU
∂ x r

m
in Ω, C r, s

t, x(Ω) is a class of functions U (t, x1, . . . , xm) with continuous derivatives
∂ rU
∂ t r , ∂ sU

∂ x s
1

, . . . , ∂ sU
∂ x s

m
in Ω, C r+r+0+ ...+0

t, x1, x2, ..., xm
(Ω) is a class of functions U (t, x1, . . . , xm) with continuous

derivative ∂ 2 rU
∂ t r ∂ x r

1
in Ω, . . ., C r+0+ ...+0+r

t, x1, ..., xm−1, xm
(Ω) is a class of functions U (t, x1, . . . , xm) with

continuous derivative ∂ 2 rU
∂ t r∂ x r

m
in Ω, r, s are positive real numbers, Ω =

{
−T ≤ t ≤ T, x ∈ Ωm

l
}

,
Ω′ = Ω ∪ {x1, . . . , xm = 0} ∪ {x1, . . . , xm = l}, Ω− = {−T < t < 0, 0 < x1, . . . , xm < l},
Ω+ = {0 < t < T, 0 < x1, . . . , xm < l}.

3. Expansion of the Solution of the Direct Problem (1)–(4) into Fourier Series

Our investigation is based on the application of sine Fourier series to the mixed type
integro-differential Equation (1) of the complicated form. Hence, the solution of the mixed
integro-differential Equation (1) in domain Ω is sought in the form of the following Fourier series

U (t, x) =
∞

∑
n1, ..., nm=1

u±
n1, ..., nm(t) ϑn1, ..., nm(x), (7)

where

u±
n1, ..., nm(t) =

⎧⎪⎪⎨⎪⎪⎩
u+

n1, ..., nm(t) =
∫

Ωm
l

U (t, x) ϑn1, ..., nm(x) d x, t > 0,

u−
n1, ..., nm(t) =

∫
Ωm

l

U (t, x) ϑn1, ..., nm(x) d x, t < 0,
(8)

∫
Ωm

l

U (t, x) ϑn1, ..., nm(x) d x =

l∫
0

. . .
l∫

0

U (t, x) ϑn1, ..., nm(x) d x1 · . . . · d xm,

ϑn1, ..., nm(x) =

(√
2
l

)m

sin
π n1

l
x1 · . . . · sin

π nm

l
xm, n1, . . . , nm = 1, 2, . . .

In this order, we also suppose that the redefinition functions and nonlinear functions on the
right-hand side of the integro-differential Equation (1) are representable as the following Fourier series

gi(x) =
∞

∑
n1, ..., nm=1

gi n1, ..., nm ϑn1, ..., nm(x), fi(x, Vi) =
∞

∑
n1, ..., nm=1

fi n1, ..., nm(Vi) ϑn1, ..., nm(x), (9)
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where

gi n1, ..., nm =
∫

Ωm
l

gi(x) ϑn1, ..., nm(x) d x, fi n1, ..., nm(Vi) =
∫

Ωm
l

fi(y, Vi) ϑn1, ..., nm(y) d y,

fi(y, Vi) = fi

⎛⎜⎝y,
∫

Ωm
l

Θi(z) gi(z) d z

⎞⎟⎠ , i = 1, 2.

Substituting series (7) and (9) into mixed Equation (1), we obtain two fractional countable systems
of ordinary integro-differential equations

CDα1
0 tu

+
n1, ..., nm(t) + ε μ2

n1, ..., nm CDβ1
0 t u+

n1, ..., nm(t) + μ2
n1, ..., nm u+

n1, ..., nm(t)

= ν
T∫
0

a1(t) b1(s) u+
n1, ..., nm(s) d s + F1 n1, ..., nm(t), t > 0,

(10)

CDα2
0 tu

−
n1, ..., nm(t) + ε μ2

n1, ..., nm CDβ2
0 t u−

n1, ..., nm(t) + μ2
n1, ..., nm ω2u−

n1, ..., nm(t)

= ν
0∫

−T
a2(t) b2(s) u−

n1, ..., nm(s) d s + F2 n1, ..., nm(t), t < 0,
(11)

where μn1, ..., nm = π
l

√
n2

1 + . . . + n2
m,

Fi n1, ..., nm(t) = ki(t)
[
gi n1, ..., nm + fi n1, ..., nm(Vi)

]
, i = 1, 2. (12)

We use the method of degenerate kernels. In this order, by the aid of designations

τ+
n1, ..., nm =

T∫
0

b1(s) u+
n1, ..., nm(s) d s, (13)

τ−
n1, ..., nm =

0∫
−T

b2(s) u−
n1, ..., nm(s) d s (14)

we present the countable systems of ordinary integro-differential Equations (10) and (11) as follows

CDα1
0 tu

+
n1, ..., nm(t) + ε μ2

n1, ..., nm CDβ1
0 t u+

n1, ..., nm(t) + μ2
n1, ..., nm u+

n1, ..., nm(t)

= ν a1(t) τ+
n1, ..., nm + F1 n1, ..., nm(t), t > 0,

(15)

CDα2
0 tu

−
n1, ..., nm(t) + ε μ2

n1, ..., nm CDβ2
0 t u−

n1, ..., nm(t) + μ2
n1, ..., nm ω2u−

n1, ..., nm(t)

= ν a2(t) τ−
n1, ..., nm + F2 n1, ..., nm(t), t < 0.

(16)

The solutions of the countable systems of differential Equations (15) and (16), satisfying conditions

u+
n1, ..., nm(0) = C+

1 n1, ..., nm
, u−

n1, ..., nm(0) = C−
1 n1, ..., nm

,
d

d t
u−

n1, ..., nm(0) = C−
2 n1, ..., nm

have the following form:

u+
n1,...,nm(t) = ν τ+

n1,...,nm Ψ11n1,...,nm(t, ε) + Ψ12n1,...,nm(t, ε) + C+
1n1,...,nm

Ψ13n1,...,nm(t, ε), t > 0, (17)
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u−
n1, ..., nm(t) = ν τ−

n1, ..., nm Ψ21 n1, ..., nm(t, ε, ω) + Ψ22 n1, ..., nm(t, ε, ω)

+C−
1 n1, ..., nm

Ψ23 n1, ..., nm(t, ε, ω)− C−
2 n1, ..., nm

Ψ24 n1, ..., nm(t, ε, ω), t < 0,
(18)

where C+
1 n1, ..., nm

, C−
i n1, ..., nm

, (i = 1, 2) are for unknown constants to be uniquely determined,

Ψ11 n1, ..., nm(t, ε) =

t∫
0

a1(t − s) sα1−1 E(α1−β1, α1), α1

(
−ε μ2

n1, ..., nm sα1−β1 , −μ2
n1, ..., nm sα1

)
d s,

Ψ12 n1, ..., nm (t, ε) =

t∫
0

F1 n1, ..., nm (t − s) sα1−1 E(α1−β1, α1), α1

(
−ε μ2

n1, ..., nm
sα1−β1 , −μ2

n1, ..., nm
sα1

)
d s,

Ψ13 n1, ..., nm(t, ε) = E(α1−β1, α1), 1

(
−ε μ2

n1, ..., nm t α1−β1 , −μ2
n1, ..., nm tα1

)
,

Ψ21 n1, ..., nm(t, ε, ω) =

0∫
t

a2(s − t) (−s)α2−1Ψ25 n1, ..., nm(t, ε, ω)d s,

Ψ22 n1, ..., nm(t, ε, ω) =

0∫
t

F2 n1, ..., nm(s − t) (−s)α2−1Ψ25 n1, ..., nm(t, ε, ω)d s,

Ψ23 n1, ..., nm(t, ε, ω) = E(α2−β2, α2), 1

(
−ε μ2

n1, ..., nm(−t)α2−β2 , −μ2
n1, ..., nm ω2(−t)α2

)
,

Ψ24 n1, ..., nm(t, ε, ω) = t E(α2−β2, α2), 2

(
−ε μ2

n1, ..., nm(−t)α2−β2 , −μ2
n1, ..., nm ω2(−t)α2

)
,

Ψ25 n1, ..., nm(t, ε, ω) = E(α2−β2, α2), α2

(
−ε μ2

n1, ..., nm(−s)α2−β2 , −μ2
n1, ..., nm ω2(−s)α2

)
,

The function E(α, β), γ(z1, z2) is a Mittag–Leffler function of two variables:

E(α, β), γ(z1, z2) =
∞

∑
m1, m2=0

zm1
1 zm2

2
Γ (γ + α m1 + β m2)

,

where zi, α, β, γ ∈ C, Re (α) > 0, Re (β) > 0.
From the statement of the problem (properties in (2)), it follows that the continuous conjugation

condition is fulfilled for the main unknown function: U (0 + 0, x) = U (0 − 0, x). Therefore, by taking
Formula (6) into account, we have the conditions for Fourier coefficients of the main unknown function

u+
n1, ..., nm(0 + 0) =

∫
Ωm

l

U (0 + 0, x) ϑn1, ..., nm(x) d x

=
∫

Ωm
l

U (0 − 0, x) ϑn1, ..., nm(x) d x = u−
n1, ..., nm(0 − 0).

(19)

We put

ϕi n1, ..., nm =
∫

Ωm
l

ϕi(x) ϑn1, ..., nm(x) d x, i = 1, 2.

Then, taking (8) into account, from the conditions in (3), we obtain

u−
n1, ..., nm(−T) =

∫
Ωm

l

U (−T, x) ϑn1, ..., nm(x) d x =
∫

Ωm
l

ϕ1(x) ϑn1, ..., nm(x) d x = ϕ1 n1, ..., nm , (20)
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CDθ
0 tu

−
n1, ..., nm(−T) =

∫
Ωm

l

CDθ
0 t U (−T, x) ϑn1, ..., nm(x) d x

=
∫

Ωm
l

ϕ2(x) ϑn1, ..., nm(x) d x = ϕ2 n1, ..., nm .
(21)

By the aid of the continuous conjugation condition (19) from (17) and (18), we have the relation
that C+

1 n1, ..., nm
= C−

1 n1, ..., nm
. To find the unknown coefficients of the integration C−

1 n1, ..., nm
and

C−
2 n1, ..., nm

in (18), we use the conditions (20) and (21) and deduce the following system of linear
algebraic equations:⎧⎪⎪⎪⎨⎪⎪⎪⎩

ν τ−
n1, ..., nm Ψ21 n1, ..., nm(−T, ε, ω) + Ψ22 n1, ..., nm(−T, ε, ω)+

+C−
1 n1, ..., nm

Ψ23 n1, ..., nm(−T, ε, ω)− C−
2 n1, ..., nm

Ψ24 n1, ..., nm(−T, ε, ω) = ϕ1 n1, ..., nm ,
ν τ−

n1, ..., nm Dθ
0 tΨ21 n1, ..., nm(−T, ε, ω) + Dθ

0 tΨ22 n1, ..., nm(−T, ε, ω)+

+C−
1n1,...,nm

Dθ
0tΨ23n1,...,nm(−T, ε, ω)− C−

2n1,...,nm
Dθ

0tΨ24n1,...,nm(−T, ε, ω) = ϕ2n1,...,nm ,

(22)

where by Dθ
0 tΨ(−T) is denoted Dθ

0 tΨ(t)| t=−T . We assume that

σn1, ..., nm (ω) = Ψ24 n1, ..., nm(−T, ε, ω) · Dθ
0 tΨ23 n1, ..., nm(−T, ε, ω)

−Ψ23 n1, ..., nm(−T, ε, ω) · Dθ
0 tΨ24 n1, ..., nm(−T, ε, ω) �= 0.

(23)

If the condition (23) is fulfilled, then the system (22) with respect to C−
1 n1, ..., nm

and C−
2 n1, ..., nm

is uniquely solvable. By solving this system (22), we arrive at the following presentations for these
unknown coefficients

C−
1 n1, ..., nm

=
1

σn1, ..., nm(ω)

×
[

ϕ1 n1, ..., nm D θ
0 tΨ24 n1, ..., nm(−T, ε, ω) + ϕ2 n1, ..., nm Ψ24 n1, ..., nm(−T, ε, ω)− ν τ−

n1, ..., nm

×
(

Ψ24n1,...,nm (−T, ε, ω) Dθ
0tΨ21n1,...,nm (−T, ε, ω)− Ψ21n1,...,nm (−T, ε, ω) Dθ

0tΨ24n1,...,nm (−T, ε, ω)
)

+ Ψ22n1,...,nm (−T, ε, ω) Dθ
0tΨ24n1,...,nm (−T, ε, ω)− Ψ24n1,...,nm (−T, ε, ω) Dθ

0tΨ22n1,...,nm (−T, ε, ω)
]

,

C−
2 n1, ..., nm

=
1

σn1, ..., nm (ω)

×
[

ϕ1n1,...,nm Dθ
0tΨ23n1,...,nm(−T, ε, ω) + ϕ2n1,...,nm Ψ23n1,...,nm(−T, ε, ω)− ν τ−

n1,...,nm

×
(

Ψ23n1,...,nm (−T, ε, ω) Dθ
0tΨ21n1,...,nm (−T, ε, ω)− Ψ21n1,...,nm (−T, ε, ω) Dθ

0tΨ23n1,...,nm (−T, ε, ω)
)

+ Ψ22n1,...,nm (−T, ε, ω) Dθ
0tΨ23n1,...,nm (−T, ε, ω)− Ψ23n1,...,nm (−T, ε, ω) Dθ

0tΨ22n1,...,nm (−T, ε, ω)
]

.

By substituting these results into (18) and taking into account C+
1 n1, ..., nm

= C−
1 n1, ..., nm

in (17)
and designation (12), we obtain the following representations for the Fourier coefficients of the main
unknown functions in the positive and negative parts of the domain:

u+
n1, ..., nm(t, ε, ω, ν) =

[
ϕ1 n1, ..., nm + ϕ2 n1, ..., nm

]
N11 n1, ..., nm(t, ε, ω)

+ν τ+
n1, ..., nm N12 n1, ..., nm(t, ε)− ν τ−

n1, ..., nm N13 n 1, ..., nm(t, ε, ω) +
[
g 1 n1, ..., nm + f 1 n1, ..., nm(V1)

]
×N14 n1, ..., nm(t, ε) +

[
g 2 n1, ..., nm + f 2 n1, ..., nm(V2)

]
N15 n1, ..., nm(t, ε, ω), t > 0,

(24)

u−
n1, ..., nm(t, ε, ω, ν) = ϕ1 n1, ..., nm N21 n1, ..., nm(t, ε, ω) + ϕ2 n1, ..., nm N22 n1, ..., nm(t, ε, ω)

+ν τ−
n1, ..., nm N23 n1, ..., nm(t, ε, ω) +

[
g 2 n1, ..., nm + f2 n1, ..., nm(V2)

]
N24 n1, ..., nm(t, ε, ω), t < 0,

(25)
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where
N11 n1, ..., nm(t, ε, ω) =

1
σn1, ..., nm(ω)

Ψ13 n1, ..., nm(t, ε)Ψ24 n1, ..., nm(−T, ε, ω),

N12 n1, ..., nm(t, ε) = Ψ11 n1, ..., nm(t, ε),

N13 n1, ..., nm(t, ε, ω) =
1

σn1, ..., nm(ω)

[
Ψ24 n1, ..., nm(−T, ε, ω) D θ

0 t Ψ21 n1, ..., nm(−T, ε, ω)

−Ψ21 n1, ..., nm(−T, ε, ω) D θ
0 t Ψ24 n1, ..., nm(−T, ε, ω)

]
Ψ13 n1, ..., nm(t, ε),

N14 n1, ..., nm(t, ε) = Ψ12 n1, ..., nm(t, ε),

N15 n1, ..., nm(t, ε, ω) =
1

σn1, ..., nm(ω)

[
Ψ22 n1, ..., nm(−T, ε, ω) D θ

0 t Ψ24 n1, ..., nm(−T, ε, ω)

−Ψ24 n1, ..., nm(−T, ε, ω) D θ
0 tΨ22 n1, ..., nm(−T, ε, ω)

]
Ψ13 n1, ..., nm(t, ε),

N21 n1, ..., nm(t, ε, ω) =
1

σn1, ..., nm(ω)

[
Ψ23 n1, ..., nm(t, ε, ω) D θ

0 t Ψ24 n1, ..., nm(−T, ε, ω)

−Ψ24 n1, ..., nm(t, ε, ω) D θ
0 t Ψ23 n1, ..., nm(−T, ε, ω)

]
,

N22 n1, ..., nm(t, ε, ω) =
1

σn1, ..., nm(ω)

[
Ψ23 n1, ..., nm(t, ε, ω)Ψ24 n1, ..., nm(−T, ε, ω)

+Ψ24 n1, ..., nm(t, ε, ω)Ψ23 n1, ..., nm(−T, ε, ω)
]

, N23 n1, ..., nm(t, ε, ω) = Ψ21 n1, ..., nm(t, ε, ω)

− 1
σn1, ..., nm(ω)

[
Ψ24 n1, ..., nm(−T, ε, ω) D θ

0 t Ψ21 n1, ..., nm(−T, ε, ω)

−Ψ21 n1, ..., nm(−T, ε, ω) D θ
0 t Ψ24 n1, ..., nm(−T, ε, ω)

]
Ψ23 n1, ..., nm(t, ε, ω)

+
1

σn1, ..., nm(ω)

[
Ψ23 n1, ..., nm(−T, ε, ω) D θ

0 t Ψ21 n1, ..., nm(−T, ε, ω)

−Ψ21 n1, ..., nm(−T, ε, ω) D θ
0 t Ψ23 n1, ..., nm(−T, ε, ω)

]
Ψ24 n1, ..., nm(t, ε, ω),

N24 n1, ..., nm(t, ε, ω) = Ψ22 n1, ..., nm(t, ε, ω)

+
1

σn1, ..., nm (ω)

[
Ψ22 n1, ..., nm(−T, ε, ω) D θ

0 t Ψ24 n1, ..., nm(−T, ε, ω)

−Ψ24 n1, ..., nm(−T, ε, ω) D θ
0 t Ψ22 n1, ..., nm(−T, ε, ω)

]
Ψ23 n1, ..., nm(t, ε, ω)

+
1

σn1, ..., nm(ω)

[
Ψ22 n1, ..., nm(−T, ε, ω) D θ

0 t Ψ23 n1, ..., nm(−T, ε, ω)

−Ψ23 n1, ..., nm(−T, ε, ω) D θ
0 t Ψ22 n1, ..., nm(−T, ε, ω)

]
Ψ24 n1, ..., nm(t, ε, ω),

Ψ 12 n1, ..., nm(t, ε) =

t∫
0

k1(t − s) sα1−1 E(α1−β1, α1), α1

(
−ε μ 2

n1, ..., nm sα1−β1 , −μ 2
n1, ..., nm sα1

)
d s,

Ψ22 n1, ..., nm(t, ε, ω) =

0∫
t

k2(s − t) (−s)α2−1 Ψ 25 n1, ..., nm(t, ε, ω) d s.
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According to the degenerate kernels method, we substitute these presentations, (24) and (25),
into designations (13) and (14):

τ +
n1, ..., nm

[
1 − ν χ12 n 1, ..., nm(ε, ω)

]
+ ν τ−

n1, ..., nm χ13 n1, ..., nm(ε, ω)

=
[
ϕ1 n1, ..., nm + ϕ2 n1, ..., nm

]
χ11 n1, ..., nm(ε, ω) +

[
g 1 n1, ..., nm + f1 n1, ..., nm(V1)

]
χ14 n1, ..., nm(ε, ω)

+
[
g2 n1, ..., nm + f2 n1, ..., nm(V2)

]
χ15 n1, ..., nm(ε, ω),

(26)

τ−
n1, ..., nm

[
1 − ν χ23 n1, ..., nm(ε, ω)

]
= ϕ1 n1, ..., nm χ21 n1, ..., nm(ε, ω) + ϕ2 n1, ..., nm χ22 n1, ..., nm(ε, ω)

+
[
g2 n1, ..., nm + f2 n 1, ..., nm(V2)

]
χ24 n1, ..., nm(ε, ω),

(27)

where

χ1i n1, ..., nm(ε, ω) =

T∫
0

b1(s) N1i n1, ..., nm(s, ε, ω) d s, i = 1, 5,

χ2i n1, ..., nm(ε, ω) =

0∫
−T

b2(s) N2i n1, ..., nm(s, ε, ω) d s, i = 1, 4.

We solve the linear algebraic Equations (26) and (27) as a system of algebraic equations with
respect to quantities τ+

n1, ..., nm and τ−
n1, ..., nm . If the following conditions are fulfilled

ν χ12 n1, ..., nm(ε, ω) �= 1, ν χ23 n1, ..., nm(ε, ω) �= 1, (28)

then, from (26) and (27), we derive

τ+
n1, ..., nm

= ϕ1 n1, ..., nm M11 n1, ..., nm (ε, ω) + ϕ2 n1, ..., nm M12 n1, ..., nm (ε, ω)

+ [g1n1,...,nm + f1n1,...,nm (V1)] M13n1,...,nm (ε, ω) + [g2n1,...,nm + f2n1,...,nm (V2)] M14n1,...,nm (ε, ω),
(29)

τ−
n1, ..., nm = ϕ1 n1, ..., nm M21 n1, ..., nm(ε, ω) + ϕ2 n1, ..., nm M22 n1, ..., nm(ε, ω)

+
[
g2 n1, ..., nm + f2 n1, ..., nm(V2)

]
M23 n1, ..., nm(ε, ω),

(30)

where

M1in1,...,nm (ε, ω) =
1

1 − ν χ12n1,...,nm (ε, ω)

[
χ11n1,...,nm (ε, ω)− ν

χ13n1,...,nm (ε, ω) χ2in1,...,nm (ε, ω)

1 − ν χ23n1,...,nm (ε, ω)

]
,

i = 1, 2, M13 n1, ..., nm(ε, ω) =
χ14 n1, ..., nm(ε, ω)

1 − ν χ12 n1, ..., nm(ε, ω)
,

M14n1,...,nm (ε, ω) =
1

1 − ν χ12n1,...,nm (ε, ω)

[
χ15n1,...,nm (ε, ω)− ν

χ13n1,...,nm (ε, ω) χ24n1,...,nm (ε, ω)

1 − ν χ23n1,...,nm (ε, ω)

]
,

M2i n1, ..., nm (ε, ω) =
χ2i n1, ..., nm (ε, ω)

1 − ν χ23 n1, ..., nm (ε, ω)
, i = 1, 2, M23 n1, ..., nm (ε, ω) =

χ24 n1, ..., nm (ε, ω)

1 − ν χ23 n1, ..., nm (ε, ω)
.

Substituting presentations (29) and (30) of τ±
n1, ..., nm into (24) and (25), we derive

u+
n1, ..., nm(t, ε, ω, ν) = ϕ1 n1, ..., nm Q11 n1, ..., nm(t, ε, ω, ν) + ϕ2 n1, ..., nm Q12 n1, ..., nm(t, ε, ω, ν)

+
[
g1 n1, ..., nm + f1 n1, ..., nm(V1)

]
Q13 n1, ..., nm(t, ε, ω, ν)

+
[
g2 n 1, ..., nm + f2 n1, ..., nm(V2)

]
Q14 n1, ..., nm(t, ε, ω, ν), t > 0,

(31)
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u−
n1, ..., nm(t, ε, ω, ν) = ϕ1 n1, ..., nm Q21 n1, ..., nm(t, ε, ω, ν) + ϕ2 n1, ..., nm Q22 n1, ..., nm(t, ε, ω, ν)

+
[
g2 n1, ..., nm + f2 n1, ..., nm(V2)

]
Q23 n1, ..., nm(t, ε, ω, ν), t < 0,

(32)

where

Q1i n1, ..., nm(t, ε, ω, ν) = N11 n1, ..., nm(t, ε, ω) + ν N12 n1, ..., nm(t, ε, ω) M1i n1, ..., nm (ε, ω)

−ν N13 n1, ..., nm(t, ε, ω) M2i n1, ..., nm(ε, ω), i = 1, 2,

Q13 n1, ..., nm(t, ε, ω, ν) = N14 n1, ..., nm(t, ε, ω) + ν N12 n1, ..., nm(t, ε, ω) M13 n1, ..., nm(ε, ω),

Q14 n1, ..., nm(t, ε, ω, ν) = N15 n1, ..., nm(t, ε, ω) + ν N12 n1, ..., nm(t, ε, ω) M14 n1, ..., nm(ε, ω)

−ν N13 n1, ..., nm(t, ε, ω) M23 n1, ..., nm(ε, ω),

Q2i n1, ..., nm (t, ε, ω, ν) = N2i n1, ..., nm (t, ε, ω) + ν N23 n1, ..., nm (t, ε, ω) M2i n1, ..., nm (ε, ω), i = 1, 2,

Q23 n1, ..., nm(t, ε, ω, ν) = N24 n1, ..., nm(t, ε, ω) + ν N23 n1, ..., nm(t, ε, ω) M23 n1, ..., nm(ε, ω).

Now, we substitute presentations (31) and (32) into the Fourier series (7) and obtain the following
formal solution of the direct problem (1)–(4)

U (t, x, ε, ω, ν) =
∞
∑

n1, ..., nm=1
ϑn1, ..., nm (x)

[
ϕ1 n1, ..., nm Q11 n1, ..., nm (t, ε, ω, ν)

+ϕ2 n1, ..., nm Q12 n1, ..., nm (t, ε, ω, ν) +
(

g1 n1, ..., nm + f1 n1, ..., nm (V1)
)

Q13 n1, ..., nm (t, ε, ω, ν)

+
(

g2 n1, ..., nm + f2 n1, ..., nm (V2)
)

Q14 n1, ..., nm (t, ε, ω, ν)
]

, t > 0,

(33)

U (t, x, ε, ω, ν) =
∞
∑

n1, ..., nm=1
ϑn1, ..., nm (x)

[
ϕ1 n1, ..., nm Q21 n1, ..., nm (t, ε, ω, ν) + ϕ2 n1, ..., nm

×Q22 n1, ..., nm (t, ε, ω, ν) +
(

g2 n1, ..., nm + f2 n1, ..., nm (V2)
)

Q23 n1, ..., nm (t, ε, ω, ν)
]

, t < 0.

(34)

We suppose that the conditions of (23) were violated for some values of spectral parameter ω. So,
we have to consider the algebraic equation with respect to spectral parameter ω

σn1, ..., nm(ω) = Ψ24n1, ..., nm(−T, ε, ω) · Dθ
0 tΨ23n1, ..., nm(−T, ε, ω)

−Ψ23n1, ..., nm(−T, ε, ω) · D θ
0 tΨ24n1, ..., nm(−T, ε, ω) = 0.

(35)

The set of positive solutions of this algebraic Equation (35) with respect to the spectral parameter
ω, we denote by � 1. We call these values ω ∈ � 1 as irregular values and, for these values,
the condition (23) is violated. Another set Λ 1 = (0; ∞) \ � 1 is called the set of regular values of
the spectral parameter ω and, for these regular values, the condition (23) is fulfilled.

Now, we assume that the conditions in (28) are violated
ν χ12 n1, ..., nm(ε, ω) = 1, ν χ23 n1, ..., nm(ε, ω) = 1. Hence, we have

ν1 =
1

χ12 n1, ..., nm(ε, ω)
, ν2 =

1
χ23 n1, ..., nm(ε, ω)

.

For regular values ω ∈ Λ 1 there hold χ12 n1, ..., nm(ε, ω) �= 0, χ23 n1, ..., nm(ε, ω) �= 0. So, we denote
the set {ν1, ν2} by � 2. Then a set Λ 2 = (−∞; 0) ∪ (0; ∞) \ � 2 is called the set of regular values of
the spectral parameter ν. Therefore, for all values of ν ∈ Λ 2, condition (28) is satisfied. We use the
following notation ℵ = {n1, . . . , nm ∈ N; ω ∈ Λ 1; ν ∈ Λ 2}, where N is the set of natural numbers.
This is the set on which all values of the spectral parameters ω and ν are regular. Therefore, in this case,
we study the solution of the direct problem (1)–(4) in the domain Ω as Fourier series (33) and (34).
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4. Redefinition Functions

Suppose that the functions ψi(x) expand in the Fourier series

ψi(x) =
∞

∑
n1, ..., nm=1

ψi n1, ..., nm ϑn1, ..., nm(x), (36)

where
ψi n1, ..., nm =

∫
Ωm

l

ψi(x) ϑn1, ..., nm(x) d x, i = 1, 2, n1, . . . , nm = 1, 2, . . .

By virtue of series (33), (34) and (36), we apply conditions (5) and (6):

∞

∑
n1, ..., nm=1

ψ1 n1, ..., nm ϑn1, ..., nm(x) =
∞

∑
n1, ..., nm=1

ϑn1, ..., nm(x)

×
T∫

0

Φ1(t)
[
ϕ1 n1, ..., nm Q 11 n1, ..., nm(t, ε, ω, ν) + ϕ2 n1, ..., nm Q12 n1, ..., nm(t, ε, ω, ν)

+ (g1n1,...,nm + f1n1,...,nm (V1)) Q13n1,...,nm (t, ε, ω, ν) + (g2n1,...,nm + f2n1,...,nm (V2)) Q14n1,...,nm (t, ε, ω, ν)] dt,

∞

∑
n1, ..., nm=1

ψ2 n1, ..., nm ϑn1, ..., nm(x) =
∞

∑
n1, ..., nm=1

ϑn1, ..., nm(x)

×
0∫

−T

Φ2(t)
[
ϕ1 n1, ..., nm Q21 n1, ..., nm(t, ε, ω, ν) + ϕ2 n 1, ..., nm Q 22 n 1, ..., nm(t, ε, ω, ν)

+
(

g 2 n1, ..., nm + f2 n1, ..., nm(V2)
)

Q23 n1, ..., nm(t, ε, ω, ν)
]

d t.

Hence, we obtain

ψ1n1,...,nm = ϕ1n1,...,nm Υ11n1,...,nm(ε, ω, ν) + ϕ2n1,...,nm Υ12n1,...,nm(ε, ω, ν)

+
(

g1 n1, ..., nm + f1 n1, ..., nm(V1)
)

Υ13 n1, ..., nm(ε, ω, ν)

+
(

g2 n1, ..., nm + f2 n1, ..., nm(V2)
)

Υ14 n1, ..., nm(ε, ω, ν),

(37)

ψ2 n1, ..., nm = ϕ1 n1, ..., nm Υ21 n1, ..., nm(ε, ω, ν) + ϕ2 n1, ..., nm Υ22 n1, ..., nm(ε, ω, ν)

+
(

g2 n1, ..., nm + f2 n1, ..., nm(V2)
)

Υ23 n1, ..., nm(ε, ω, ν),
(38)

where

Υ1 i n1, ..., nm(ε, ω, ν) =

T∫
0

Φ1(t) Q1 i n1, ..., nm(t, ε, ω, ν) d t, i = 1, 4,

Υ2 i n1, ..., nm(ε, ω, ν) =

0∫
−T

Φ2(t) Q2 i n1, ..., nm(t, ε, ω, ν) d t, i = 1, 3.

The relations of (37) and (38) we consider as a system of functional algebraic equations with respect
to coefficients of redefinition functions. By solving this system, we obtain the following representations

g1n1,...,nm(ε, ω, ν) + f1n1,...,nm(V1) = ψ1n1,...,nm Δ11n1,...,nm(ε, ω, ν) + ψ2n1,...,nm Δ12n1,...,nm(ε, ω, ν)

+ϕ1 n1, ..., nm Δ13 n1, ..., nm(ε, ω, ν) + ϕ2 n1, ..., nm Δ14 n1, ..., nm(ε, ω, ν),
(39)
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g2 n1, ..., nm(ε, ω, ν) + f2 n1, ..., nm(V2) = ψ2 n1, ..., nm Δ21 n1, ..., nm(ε, ω, ν)

+ϕ1 n1, ..., nm Δ22 n1, ..., nm(ε, ω, ν) + ϕ2 n1, ..., nm Δ23 n1, ..., nm(ε, ω, ν),
(40)

where
Δ11 n1, ..., nm(ε, ω, ν) =

(
Υ13 n1, ..., nm(ε, ω, ν)

)−1 ,

Δ12 n1, ..., nm(ε, ω, ν) = −Υ23 n1, ..., nm(ε, ω, ν)
(
Υ13 n1, ..., nm(ε, ω, ν)

)−1 ,

Δ13n1,...,nm (ε, ω, ν) = [−Υ11n1,...,nm (ε, ω, ν) + Υ21n1,...,nm (ε, ω, ν)Υ23n1,...,nm (ε, ω, ν)] (Υ13n1,...,nm (ε, ω, ν))−1 ,

Δ14n1,...,nm (ε, ω, ν) = [−Υ12n1,...,nm (ε, ω, ν) + Υ22n1,...,nm (ε, ω, ν)Υ23n1,...,nm (ε, ω, ν)] (Υ13n1,...,nm (ε, ω, ν))−1 ,

Δ21 n1, ..., nm(ε, ω, ν) =
(
Υ23 n1, ..., nm(ε, ω, ν)

)−1 ,

Δ22 n1, ..., nm(ε, ω, ν) = −Υ21 n1, ..., nm(ε, ω, ν)
(
Υ23 n1, ..., nm(ε, ω, ν)

)−1 ,

Δ23 n1, ..., nm(ε, ω, ν) = −Υ22 n1, ..., nm(ε, ω, ν)
(
Υ23 n1, ..., nm(ε, ω, ν)

)−1 .

We rewrite Formulas (39) and (40) in the form of countable systems of nonlinear integral
equations (CSNIE)

gi n1, ..., nm(ε, ω, ν) = Ii
(

gi n1, ..., nm

)
≡ ci n1, ..., nm(ε, ω, ν)

−
∫

Ωm
l

fi

⎛⎝y,
∫

Ωm
l

Θi(z)
∞
∑

n1, ..., nm=1
gi n1, ..., nm(ε, ω, ν) ϑn1, ..., nm(z) d z

⎞⎠ ϑn1, ..., nm(y) d y, i = 1, 2,
(41)

where

c1 n1, ..., nm(ε, ω, ν) = ψ1 n1, ..., nm Δ11 n1, ..., nm(ε, ω, ν) + ψ2 n1, ..., nm Δ12 n1, ..., nm(ε, ω, ν)

+ϕ1 n1, ..., nm Δ13 n1, ..., nm(ε, ω, ν) + ϕ2 n1, ..., nm Δ14 n1, ..., nm(ε, ω, ν),

c2 n1, ..., nm(ε, ω, ν) = ψ2 n1, ..., nm Δ21 n1, ..., nm(ε, ω, ν)

+ϕ1 n1, ..., nm Δ22 n1, ..., nm(ε, ω, ν) + ϕ2 n1, ..., nm Δ23 n1, ..., nm(ε, ω, ν).

5. Unique Solvability of CSNIE (41)

We use the concepts of the following well-known Banach spaces, including a Hilbert coordinate
space �2 of number sequences {bn1, ..., nm}∞

n1, ..., nm=1 with the norm

‖ b ‖� 2
=

√√√√ ∞

∑
n1, ..., nm=1

| b n1, ..., nm | 2 < ∞.

We also use the space L2(Ωm
l ) of square-summable functions on the domain Ωm

l with the norm

‖ ϑ (x) ‖ L 2(Ωm
l ) =

√√√√√∫
Ωm

l

| ϑ (x) | 2 d x < ∞.

In the process of proofing the unique solvability of CSNIE (41), we need the following conditions.
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Smoothness conditions. Let functions

ϕi(x), ψi(x) ∈ C 2(Ωm
l ), fi

⎛⎜⎝x,
∫

Ωm
l

Θi(y) g i(y) d y

⎞⎟⎠ ∈ C 2
x(Ω

m
l ×R), i = 1, 2

in the domain Ωm
l have piecewise continuous third order derivatives.

Then, by integrating them in parts three times over all variables x 1, x 2, . . . , x m, we obtain the
following formulas [41]

∞

∑
n1, ..., nm=1

[
ϕ
(3 m)
i n1, ..., nm

] 2
≤

(
2
l

)m ∫
Ω m

l

[
∂ 3 m ϕi(x)

∂ x 3
1∂ x 3

2 . . . ∂ x 3
m

] 2

d x, (42)

∞

∑
n1, ..., nm=1

[
ψ

(3 m)
i n1, ..., nm

] 2
≤

(
2
l

)m ∫
Ω m

l

[
∂ 3 mψi(x)

∂ x 3
1∂ x 3

2 . . . ∂ x 3
m

] 2

d x, (43)

∣∣ϕi n1, ..., nm

∣∣ = (
l
π

)3 m
∣∣∣ ϕ

(3 m)
i n1, ..., nm

∣∣∣
n 3

1 . . . n 3
m

,
∣∣ ψi n1, ..., nm

∣∣ = (
l
π

)3 m
∣∣∣ ψ

(3 m)
i n1, ..., nm

∣∣∣
n 3

1 . . . n 3
m

, (44)

where

ϕ
(3 m)
i n1, ..., nm

=
∫

Ω m
l

∂ 3 m ϕi(x)
∂ x 3

1∂ x 3
2 . . . ∂ x 3

m
ϑn1, ..., nm(x) d x,

ψ
(3 m)
i n1, ..., nm

=
∫

Ω m
l

∂ 5 mψi(x)
∂ x 3

1∂ x 3
2 . . . ∂ x 3

m
ϑn1, ..., nm(x) d x, i = 1, 2.

We obtain also that

∣∣ fi n1, ..., nm(Vi)
∣∣ = (

l
π

)3 m
∣∣∣ f (3 m)

i n1, ..., nm
(x, Vi)

∣∣∣
n 3

1 . . . n 3
m

, (45)

∞

∑
n1, ..., nm=1

[
f (3 m)
i n1, ..., nm

(Vi)
] 2

≤
(

2
l

)m ∫
Ω m

l

[
∂ 3 m fi(x, Vi)

∂ x 3
1∂ x 3

2 . . . ∂ x 3
m

] 2

d x, (46)

where

f (3 m)
i n1, ..., nm

(Vi) =
∫

Ω m
l

∂ 3 m fi(x, Vi)

∂ x 3
1∂ x 3

2 . . . ∂ x 3
m

ϑ n 1, ..., nm(x) d x, i = 1, 2.

We use also the following well known properties of the Mittag–Leffler function:
(1) For all k > 0, α0, β0, γ0 ∈ (0; 2], α0 ≤ β0 ≤ γ0, t ≥ 0 the function

t β0−1E α0, β0, γ0

(
−k t α, −k t β

)
is complete and monotonous and there holds

(−1)s
[
t β0−1E (α0, β0), γ0

(
−k t α0 , −k t β0

)] (s)
≥ 0, s = 0, 1, 2, . . . (47)

(2) For all α0, β0 ∈ (0, 2), γ ∈ R and arg z1 = π, there hold the following estimates∣∣∣ E (α0, β0), γ0
(z1, z2)

∣∣∣ ≤ C 1

1 +
∣∣z1

∣∣ , (48)

∣∣∣ E (α0, β0), γ0
(ε1z1, z2)− E (α0, β0), γ0

(ε2z1, z2)
∣∣∣ ≤ | ε1 − ε2 |

C 2

1 +
∣∣z 1

∣∣ , (49)
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where 0 < C i = const does not depend on z, εi ∈ (0; ε0) , 0 < ε0 = const, i = 1, 2.
According to the properties of the Mittag–Leffler function (Formulas (47) and (48)) the quantities

Δ 1,j n1, ..., nm(ε, ω, ν) (j = 1, 4) and Δ 2,j n1, ..., nm(ε, ω, ν) (j = 1, 3) are uniformly bounded. So, for any
positive integers n1, . . . , nm, there exist finite constant numbers C 0i (i = 1, 2), by which the following
estimates take place

max
n1, ..., nm∈N

max
j

∣∣ Δ 1, j n1, ..., nm(ε, ω, ν)
∣∣ ≤ C 01, j = 1, 4, (50)

max
n1, ..., nm∈/mathbbN

max
j

∣∣ Δ 2, j n1, ..., nm(ε, ω, ν)
∣∣ ≤ C 02, j = 1, 3, (51)

where 0 < C 0i = const, i = 1, 2.

Lemma 1. Suppose that the smoothness conditions are fulfilled and

| fi(x, V1i)− fi(x, V2i) | ≤ K 1i(x) |V1i − V2i | , ρ < 1,

where ρ = C 04γ3 ‖Θ i(x) ‖ L 2(Ω m
l ), γ3 = C 03

(
l
π

)3 m ( 2
l
)m,

C 03 =

√√√√ ∞

∑
n1, ..., nm=1

1
n 6

1 . . . n 6
m
< ∞; max

i

∥∥∥∥∥ ∂ 3 mK 1i(x)
∂ x 3

1∂ x 3
2 . . . ∂ x 3

m

∥∥∥∥∥
L 2(Ω m

l )

≤ C 04 < ∞, i = 1, 2.

Then, for regular values of spectral parameters ω and ν, CSNIE (41) is uniquely solvable in the space � 2.
In this case, successive approximations are defined as follows:

g 0
i n1, ..., nm

(ε, ω, ν) = c i n1, ..., nm , g k+1
i n1, ..., nm

(ε, ω, ν) = I i n1, ..., nm(g k
i ), i = 1, 2. (52)

Proof. We apply the method of successive approximations and the method of compressive mappings.
We use Formulas (42)–(44) and estimates (50) and (51). By the aid of the Cauchy–Schwartz inequality
and the Bessel inequality for the zeroth approximation of the coefficients of the redefinition functions
from successive approximations (52), we obtain

∥∥ g 0
1(ε, ω, ν)

∥∥
� 2

≤
∞
∑

n1, ..., nm=1
| c 1 n1, ..., nm (ε, ω, ν) |

≤
∞
∑

n1, ..., nm=1
|ψ1 n1, ..., nm Δ 1 1 n1, ..., nm (ε, ω, ν) |+

∞
∑

n1, ..., nm=1
|ψ2 n1, ..., nm Δ 12 n1, ..., nm (ε, ω, ν) |

+
∞
∑

n1, ..., nm=1
| ϕ 1 n1, ..., nm Δ 13 n1, ..., nm (ε, ω, ν) |+

∞
∑

n1, ..., nm=1
| ϕ2 n1, ..., nm Δ 14 n1, ..., nm (ε, ω, ν) |

≤ C01

[
∞
∑

n1,...,nm=1
|ψ1n1,...,nm |+

∞
∑

n1,...,nm=1
|ψ2n1,...,nm |+

∞
∑

n1,...,nm=1
|ϕ1n1,...,nm |+

∞
∑

n1,...,nm=1
|ϕ2n1,...,nm |

]

≤ C 01

(
l
π

)3 m
[

∞
∑

n1, ..., nm=1

∣∣∣ ψ
(3 m)
1 n1, ..., nm

∣∣∣
n 3

1 ...n 3
m

+
∞
∑

n1, ..., nm=1

∣∣∣ ψ
(3 m)
2 n1, ..., nm

∣∣∣
n 3

1 ...n 3
m

+
∞
∑

n1, ..., nm=1

∣∣∣ ϕ
(3 m)
1n1, ..., nm

∣∣∣
n 3

1 ...n 3
m

+
∞
∑

n1, ..., nm=1

∣∣∣ ϕ
(3 m)
2n1, ..., nm

∣∣∣
n 3

1 ...n 3
m

]

≤ C 01

(
l
π

)3 m
√

∞
∑

n1, ..., nm=1

1
n 6

1 ...n 6
m

[∥∥∥ ψ
(3 m)
1

∥∥∥
� 2
+

∥∥∥ ψ
(3 m)
2

∥∥∥
� 2
+

∥∥∥ ϕ
(3 m)
1

∥∥∥
� 2
+

∥∥∥ ϕ
(3 m)
2

∥∥∥
� 2

]

≤ γ1

[∥∥∥ ∂ 3 mψ1(x)
∂ x 3

1∂ x 3
2 ...∂ x 3

m

∥∥∥
L 2

(
Ω m

l

) + ∥∥∥ ∂ 3 mψ2(x)
∂ x 3

1∂ x 3
2 ...∂ x 3

m

∥∥∥
L 2

(
Ω m

l

)
+

∥∥∥ ∂ 3 m ϕ1(x)
∂ x 3

1∂ x 3
2 ...∂ x 3

m

∥∥∥
L 2

(
Ω m

l

) + ∥∥∥ ∂ 3 m ϕ2(x)
∂ x 3

1∂ x 3
2 ...∂ x 3

m

∥∥∥
L 2

(
Ω m

l

)] < ∞,

(53)
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where γ 1 = C 01C 03
( 2

l
)m

(
l
π

)3 m
, C 03 =

√
∞
∑

n1, ..., nm=1

1
n 6

1 ...n 6
m
< ∞;

∥∥ g 0
2(ε, ω, ν)

∥∥
� 2

≤
∞
∑

n1, ..., nm=1
| c 2 n1, ..., nm (ε, ω, ν) | ≤

∞
∑

n1, ..., nm=1
|ψ2 n1, ..., nm Δ 21 n1, ..., nm (ε, ω, ν) |

+
∞
∑

n1, ..., nm=1
| ϕ1 n1, ..., nm Δ 22 n1, ..., nm (ε, ω, ν) |+

∞
∑

n1, ..., nm=1
| ϕ2 n1, ..., nm Δ 23 n1, ..., nm (ε, ω, ν) |

≤ C 02

(
l
π

)3 m
[

∞
∑

n1, ..., nm=1

∣∣∣ ψ
(3 m)
2 n1, ..., nm

∣∣∣
n 3

1 ...n 3
m

+
∞
∑

n1, ..., nm=1

∣∣∣ ϕ
(3 m)
1n1, ..., nm

∣∣∣
n 3

1 ...n 3
m

+
∞
∑

n1, ..., nm=1

∣∣∣ ϕ
(3 m)
2n1, ..., nm

∣∣∣
n 3

1 ...n 3
m

]

≤ γ2

[∥∥∥ ∂3mψ2(x)
∂ x3

1∂ x3
2 ...∂ x3

m

∥∥∥
L2

(
Ωm

l

) + ∥∥∥ ∂3m ϕ1(x)
∂ x3

1∂ x3
2 ...∂ x3

m

∥∥∥
L2

(
Ωm

l

) + ∥∥∥ ∂3m ϕ2(x)
∂ x3

1∂ x3
2 ...∂ x3

m

∥∥∥
L2

(
Ωm

l

)] < ∞,

(54)

where γ2 = C 02C 03
( 2

l
)m

(
l
π

)3 m
.

By Formulas (45) and (46), using the Cauchy–Schwartz inequality and Bessel inequality for the
first difference of approximation (52), we obtain

∥∥g1
i (ε, ω, ν)− g0

i (ε, ω, ν)
∥∥
�2
≤

∞
∑

n1,...,nm=1

∣∣∣∣∣ ∫Ωm
l

fi

(
x,

∫
Ωm

l

Θi(y) g0
i (y, ε, ω, ν) d y

)
ϑn1,...,nm (x) d x

∣∣∣∣∣
≤

(
l
π

)3 m ∞
∑

n1, ..., nm=1

∣∣∣ f (3 m)
i n1, ..., nm

(
x, V0

i

) ∣∣∣
n 3

1 ...n 3
m

≤ γ3

∥∥∥∥ ∂ 3 m fi

(
x, V0

i

)
∂ x 3

1∂ x 3
2 ...∂ x 3

m

∥∥∥∥
L 2

(
Ω m

l

) < ∞,

(55)

where γ3 = C 03

(
l
π

)3 m ( 2
l
)m

, V0
i =

∫
Ω m

l

Θ i(x) g0
i(x, ε, ω, ν) d x, i = 1, 2.

Analogously, by the condition of the lemma and expansion (9), using the Cauchy–Schwartz
inequality and Bessel inequality for an arbitrary difference of approximation (52), we obtain∥∥∥ g k+1

i (ε, ω, ν)− g k
i (ε, ω, ν)

∥∥∥
� 2

≤ γ 3

∥∥∥ ∂ 3 m

∂ x 3
1 ∂ x 3

2 ... ∂ x 3
m

∣∣∣ fi(x, Vk
i )− fi(x, Vk−1

i )
∣∣∣ ∥∥∥

L 2(Ω m
l )

≤ γ 3
∫

Ω m
l

|Θi(y) | ·
∣∣∣ g k

i (y, ε, ω, ν)− g k−1
i (y, ε, ω, ν)

∣∣∣ d y
∥∥∥ ∂ 3 mK 1i(x)

∂ x 3
1 ∂ x 3

2 ... ∂ x 3
m

∥∥∥
L 2(Ω m

l )

≤ C 04 γ 3
∫

Ω m
l

|Θ i(y) |
∞
∑

n1, ..., nm=1

∣∣∣ g k
i n1, ..., nm

(ε, ω, ν)− g k−1
i n 1, ..., nm

(ε, ω, ν)
∣∣∣ · | ϑ n1, ..., nm (y) | d y

≤ ρ
∥∥∥ g k

i (ε, ω, ν)− g k−1
i (ε, ω, ν)

∥∥∥
� 2

, i = 1, 2,

(56)

where

ρ = C 04γ 3 ‖Θi(x) ‖
L 2

(
Ω m

l

) , max
i

∥∥∥∥∥ ∂ 3 mK 1i(x)
∂ x 3

1∂ x 3
2 . . . ∂ x 3

m

∥∥∥∥∥
L 2

(
Ω m

l

) ≤ C 04 < ∞, i = 1, 2.

By the condition of the lemma, ρ < 1. Therefore, it follows from estimate (56) that the operators
on the right-hand side of (41) are contracting. From the estimates (53)–(56), it is implied that there
exists a unique pair of fixed points

{
g 1n1, ..., nm(ε, ω, ν); g 2n1, ..., nm(ε, ω, ν)

}
, which is a solution of

CSNIE (41) in the space � 2. The Lemma 1 is proved.
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6. Convergence of Fourier Series (57)

Now, we determine the redefinition functions. In this order, we substitute representations (41)
into the Fourier series (9) and obtain

g i(x, ε, ω, ν) =
∞
∑

n1, ..., nm=1
ϑn1, ..., nm(x)

[
c i n1, ..., nm(ε, ω, ν)

−
∫

Ωm
l

fi

⎛⎝y,
∫

Ωm
l

Θi(z)
∞
∑

n1,...,nm=1
g i n1,...,nm(ε, ω, ν) ϑn1,...,nm(z) d z

⎞⎠ ϑn1,...,nm(y) d y

⎤⎦ , i = 1, 2.
(57)

We prove that the following lemma holds.

Lemma 2. Assume that the conditions of Lemma 1 are satisfied. Then for regular values of spectral parameters
ω and ν, the series (57) converge absolutely.

Proof. We use estimates (53)–(55). Using the Cauchy–Schwartz inequality and Bessel inequality for
series (57), we obtain the following estimates

| g1(x, ε, ω, ν) | ≤
∞
∑

n1, ..., nm=1
| ϑn1, ..., nm (x) |

[
| c 1 n1, ..., nm (ε, ω, ν)|

+

∣∣∣∣∣ ∫Ω m
l

f1

(
y,

∫
Ω m

l

Θ1(z)
∞
∑

n1, ..., nm=1
g1 n1, ..., nm (ε, ω, ν) ϑn1, ..., nm (z) d z

)
ϑn1, ..., nm (y) d y

∣∣∣∣∣
]

≤ C 03

(
2
l

) 3 m
2
(

l
π

)3 m
[

C 01

∥∥∥ ψ
(3 m)
1

∥∥∥
� 2
+ C 01

∥∥∥ ψ
(3 m)
2

∥∥∥
� 2

+C 01

∥∥∥ ϕ
(3 m)
1

∥∥∥
� 2
+ C 01

∥∥∥ ϕ
(3 m)
2

∥∥∥
� 2
+

∥∥∥ f (3 m)
1 (V1)

∥∥∥
� 2

]

≤ γ4

[∥∥∥ ∂ 3 mψ1(x)
∂ x 3

1∂ x 3
2 ...∂ x 3

m

∥∥∥
L 2

(
Ω m

l

) + ∥∥∥ ∂ 3 mψ2(x)
∂ x 3

1∂ x 3
2 ...∂ x 3

m

∥∥∥
L 2

(
Ω m

l

) + ∥∥∥ ∂ 3 m ϕ 1(x)
∂ x 3

1∂ x 3
2 ...∂ x 3

m

∥∥∥
L 2

(
Ω m

l

)
+

∥∥∥ ∂ 3 m ϕ 2(x)
∂ x 3

1∂ x 3
2 ...∂ x 3

m

∥∥∥
L 2

(
Ω m

l

) + ∥∥∥ ∂ 3 m f1(x, V1)
∂ x 3

1∂ x 3
2 ...∂ x 3

m

∥∥∥
L 2

(
Ω m

l )

]
< ∞,

(58)

| g2(x, ε, ω, ν) | ≤
∞
∑

n1, ..., nm=1
| ϑn1, ..., nm (x) |

[
| c 2 n1, ..., nm (ε, ω, ν)|

+

∣∣∣∣∣ ∫Ω m
l

f2

(
y,

∫
Ω m

l

Θ2(z)
∞
∑

n1, ..., nm=1
g2 n1, ..., nm (ε, ω, ν) ϑn1, ..., nm (z) d z

)
ϑn1, ..., nm (y) d y

∣∣∣∣∣
]

≤ γ4

[∥∥∥ ∂ 3 mψ2(x)
∂ x 3

1∂ x 3
2 ...∂ x 3

m

∥∥∥
L 2

(
Ω m

l

) + ∥∥∥ ∂ 3 m ϕ1(x)
∂ x 3

1∂ x 3
2 ...∂ x 3

m

∥∥∥
L 2

(
Ω m

l

)
+

∥∥∥ ∂ 3 m ϕ2(x)
∂ x 3

1∂ x 3
2 ...∂ x 3

m

∥∥∥
L 2

(
Ω m

l

) + ∥∥∥ ∂ 3 m f2(x, V2)
∂ x 3

1∂ x 3
2 ...∂ x 3

m

∥∥∥
L 2

(
Ω m

l

)] < ∞,

(59)

where ∥∥∥∥∥ ∂ 3 m fi
(
x, V2

)
∂ x 3

1∂ x 3
2 . . . ∂ x 3

m

∥∥∥∥∥
L 2

(
Ω m

l

) =

√√√√√∫
Ω m

l

[
∂ 3 m fi

(
x, Vi

)
∂ x 3

1∂ x 3
2 . . . ∂ x 3

m

] 2

d x,

Vi =
∫

Ω m
l

Θ i(y)
∞

∑
n1, ..., nm=1

gi n1, ..., nm(ε, ω, ν) ϑn1, ..., nm(z) d z, i = 1, 2,

γ4 = C 03C 05

(
2
l

) 3 m
2
(

l
π

)3 m
, C 05 = max {C 01; C 02; 1} .

From (58) and (59) the convergence of series (57) is implied. Lemma 2 is proved.
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So, we determined the redefinition functions as a Fourier series (57). Using representations (39)
and (40),we can present Fourier series (33) and (34) of the main unknown functions as

U(t, x, ε, ω, ν) =
∞
∑

n1,...,nm=1
ϑn1,...,nm (x) [ψ1n1,...,nm W11n1,...,nm (t, ε, ω, ν) + ψ2n1,...,nm W12n1,...,nm (t, ε, ω, ν)

+ϕ1 n1, ..., nm W13 n1, ..., nm (t, ε, ω, ν) + ϕ2 n1, ..., nm W14 n1, ..., nm (t, ε, ω, ν)] , t > 0,
(60)

U (t, x, ε, ω, ν) =
∞
∑

n1, ..., nm=1
ϑ n1, ..., nm (x) [ψ2 n1, ..., nm W21 n1, ..., nm (t, ε, ω, ν)

+ϕ1 n1, ..., nm W22 n1, ..., nm (t, ε, ω, ν) + ϕ2 n1, ..., nm W23 n1, ..., nm (t, ε, ω, ν)] , t < 0,
(61)

where
Wi1 n1, ..., nm(t, ε, ω, ν) = Δ i1 n1, ..., nm(ε, ω, ν) Q i3 n1, ..., nm(t, ε, ω, ν), i = 1, 2,

W12n1,...,nm (t, ε, ω, ν) = Δ12n1,...,nm (ε, ω, ν) Q13n1,...,nm (t, ε, ω, ν) + Δ21n1,...,nm (ε, ω, ν) Q14n1,...,nm (t, ε, ω, ν),

W1j n1, ..., nm (t, ε, ω, ν) = Q 1j−2 n1, ..., nm (t, ε, ω, ν) + Δ 1j n1, ..., nm (ε, ω, ν) Q 13 n1, ..., nm (t, ε, ω, ν)

+Δ 2j−1 n1, ..., nm (ε, ω, ν) Q 14 n1, ..., nm (t, ε, ω, ν), j = 3, 4,

W2kn1, ..., nm (t, ε, ω, ν) = Q2k−1n1, ..., nm (t, ε, ω, ν) + Δ2kn1, ..., nm (ε, ω, ν) Q23n1, ..., nm (t, ε, ω, ν), k = 2, 3.

To establish the uniqueness of the function U (t, x, ε, ω, ν), we suppose that there are two
solutions U1 and U2 to this problem. Then, their difference U = U1 − U2 is a solution of Equation (1),
satisfying conditions (2)–(6) with functions ϕi(x) ≡ 0, ψi(x) ≡ 0 (i = 1, 2). Then, for ϕi n1, ..., nm =

ψi n1, ..., nm = 0 (i = 1, 2), it follows from Formulas (60) and (61) in the domain Ω that∫
Ω m

l

U (t, x, ε, ω, ν) ϑn1, ..., nm(x) d x = 0.

Hence, by virtue of the completeness of the systems of eigenfunctions
{√

2
l sin π n1

l x1

}
,{√

2
l sin π n2

l x2

}
, . . .,

{√
2
l sin π nm

l xm

}
in L 2

(
Ω m

l
)
, we deduce that U (t, x, ε, ω, ν) ≡ 0 for all

x ∈ Ω m
l ≡ [0; l]m and t ∈ [−T; T].

Therefore, for regular values of spectral parameters ω and ν, the function U (t, x, ε, ω, ν) is a
unique solution tp the mixed type integro-differential Equation (1) with conditions (2)–(6), if this
function exists in the domain Ω.

Lemma 3. Let smoothness conditions hold. Then, for regular values of spectral parameters ω and ν, series (60)
and (61) converge. At the same time, their term by term differentiation is possible.

Proof. According to the properties of the Mittag–Leffler function (Formulas (47) and (48)), the functions
W1i n1, ..., nm(t, ε, ω, ν) (i = 1, 4) and W2j n1, ..., nm(t, ε, ω, ν) (j = 1, 3) are uniformly bounded on
the segment [−T; T]. So, for any positive integers n1, . . . , nm, there exist finite constant numbers
C 1k (k = 1, 2); then, the following estimates take place

max
n1,...,nm∈N

max
i=1,4

∣∣W1in1,...,nm(t, ε, ω, ν)
∣∣ ≤ C11, max

n1,...,nm∈N
max
j=1,3

∣∣W1jn1,...,nm(t, ε, ω, ν)
∣∣ ≤ C12, (62)

where C 1k = const, k = 1, 2.
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Analogously to the estimates (58) and (59), by applying estimates (62), the Cauchy–Schwartz
inequality and Bessel inequality for series (60) and (61), we

|U (t, x, ε, ω, ν) | ≤
∞
∑

n1, ..., nm=1

∣∣ u+
n1, ..., nm

(t, ε, ω, ν)
∣∣ · | ϑn1, ..., nm (x) |

≤
(√

2
l

)m
C 11

∞
∑

n1, ..., nm=1
[|ψ1 n1, ..., nm |+ |ψ2 n1, ..., nm |+ | ϕ1 n1, ..., nm |+ | ϕ2 n1, ..., nm |]

≤ γ5

⎡⎣√ ∫
Ω m

l

[
∂ 3 mψ1(x)

∂ x 3
1∂ x 3

2 ...∂ x 3
m

] 2
d x +

√ ∫
Ω m

l

[
∂ 3 mψ2(x)

∂ x 3
1∂ x 3

2 ...∂ x 3
m

] 2
d x

+

√ ∫
Ω m

l

[
∂ 3 m ϕ1(x)

∂ x 3
1∂ x 3

2 ... ∂ x 3
m

] 2
d x +

√ ∫
Ω m

l

[
∂ 3 m ϕ2(x)

∂ x 3
1∂ x 3

2 ...∂ x 3
m

] 2
d x

⎤⎦ < ∞,

(63)

where γ5 =

(√
2
l

) 3 m
2

C 11C 03

(
l
π

)3 m
,

|U (t, x, ε, ω, ν) | ≤
∞
∑

n1, ..., nm=1

∣∣ u−
n1, ..., nm(t, ε, ω, ν)

∣∣ · | ϑn1, ..., nm(x) |

≤ γ6

⎡⎣√√√√ ∫
Ω m

l

[
∂ 3 mψ2(x)

∂ x 3
1∂ x 3

2 ...∂ x 3
m

] 2
d x

+

√√√√ ∫
Ω m

l

[
∂ 3 m ϕ1(x)

∂ x 3
1∂ x 3

2 ...∂ x 3
m

] 2
d x +

√√√√ ∫
Ω m

l

[
∂ 3 m ϕ2(x)

∂ x 3
1∂ x 3

2 ...∂ x 3
m

] 2
d x

⎤⎦ < ∞,

(64)

where γ6 =

(√
2
l

) 3 m
2

C 12C 03

(
l
π

)3 m
.

It follows from estimates (63) and (64) that the series (60) and (61) are convergent absolutely and
uniformly in the domain Ω for the

(n1, . . . , nm, ω, ν) ∈ ℵ = {n1, . . . , nm ∈ N; ω ∈ Λ 1; ν ∈ Λ 2} .

Therefore, for the (n1, . . . , nm, ω, ν) ∈ ℵ functions, (63) and (64) formally differentiate in Ω the
required number of times

CD α1
0 t U(t, x, ε, ω, ν) =

∞
∑

n1, ..., nm=1
ϑn1, ..., nm(x)

×
[
ψ1 n1, ..., nm CDα1

0 tW11 n1, ..., nm(t, ε, ω, ν) + ψ2 n1, ..., nm CDα1
0 tW12 n1, ..., nm(t, ε, ω, ν)

+ϕ1 n1, ..., nm CDα1
0 tW13 n1, ..., nm(t, ε, ω, ν) + ϕ2 n1, ..., nm CDα1

0 tW14 n1, ..., nm(t, ε, ω, ν)
]

, t > 0,

(65)

CDα2
0 tU (t, x, ε, ω, ν) =

∞
∑

n1, ..., nm=1
ϑn1, ..., nm(x)

[
ψ2 n1, ..., nm CDα2

0 tW21 n1, ..., nm(t, ε, ω, ν)

+ϕ1 n1, ..., nm CDα2
0 tW22 n1, ..., nm(t, ε, ω, ν) + ϕ2 n1, ..., nm CDα2

0 tW23 n1, ..., nm(t, ε, ω, ν)
]

, t < 0,
(66)

U x1x1(t, x, ε, ω, ν) = −
∞
∑

n1, ..., nm=1

(π n1
l

) 2
ϑ n1, ..., nm(x)

[
ψ1 n1, ..., nm W11 n1, ..., nm(t, ε, ω, ν)

+ψ 2 n1,...,nm W12 n1,...,nm (t, ε, ω, ν) + ϕ 1n1,...,nm W13 n1,...,nm (t, ε, ω, ν)

+ϕ 2 n1,...,nm W14 n1,...,nm (t, ε, ω, ν)
]

, t > 0,

(67)

Ux1x1(t, x, ε, ω, ν) = −
∞
∑

n1, ..., nm=1

(π n1
l

) 2
ϑn1, ..., nm(x)

[
ψ2 n1, ..., nm W21 n1, ..., nm(t, ε, ω, ν)

+ ϕ1 n1, ..., nm W22 n1, ..., nm(t, ε, ω, ν) + ϕ2 n1, ..., nm W23 n1, ..., nm(t, ε, ω, ν)
]

, t < 0,
(68)
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Ux2x2(t, x, ε, ω, ν) = −
∞
∑

n1, ..., nm=1

(π n2
l

) 2
ϑn1, ..., nm(x)

[
ψ1 n1, ..., nm W11 n1, ..., nm(t, ε, ω, ν)

+ψ 2 n1,...,nm W12 n1,...,nm (t, ε, ω, ν) + ϕ 1n1,...,nm W13 n1,...,nm (t, ε, ω, ν)

+ϕ 2 n1,...,nm W14 n1,...,nm (t, ε, ω, ν)
]

, t > 0,

(69)

Ux2x2(t, x, ε, ω, ν) = −
∞
∑

n1, ..., nm=1

(π n2
l

) 2
ϑn1, ..., nm(x)

[
ψ2 n1, ..., nm W21 n 1, ..., nm(t, ε, ω, ν)

+ ϕ1 n1, ..., nmW22 n1, ..., nm(t, ε, ω, ν) + ϕ2 n1, ..., nm W23 n1, ..., nm(t, ε, ω, ν)
]

, t < 0.
(70)

The expansions of the following functions into Fourier series are defined in the domain Ω in a
similar way

Ux3x3(t, x, ε, ω, ν), . . . , Uxmxm(t, x, ε, ω, ν), C Dα1
0 tUx1x1(t, x, ε, ω, ν),

C Dα2
0 tUx1x1(t, x, ε, ω, ν), C Dα1

0 tUx2x2(t, x, ε, ω, ν), . . . , C Dα2
0 tUx2x2(t, x, ε, ω, ν), . . . ,

C Dα1
0 tUxmxm(t, x, ε, ω, ν), C Dα2

0 tUxmxm(t, x, ε, ω, ν).

The convergence of series (65) and (66) is proved similarly to the proof of the convergence of
series (60) and (61). So, it is enough to show the convergence of series (67) and (70). Taking into
account Formulas (42)–(44) and estimates (62) and applying the Cauchy–Schwartz inequality and
Bessel inequality, we obtain

|Ux1x1(t, x, ε, ω, ν) | ≤
∞

∑
n1, ..., nm=1

(π n1

l

) 2 ∣∣ u+
n1, ..., nm(t, ε, ω, ν)

∣∣ · | ϑn1, ..., nm(x) |

≤
(√

2
l

)m (π

l

) 2
C 11

∞

∑
n1, ..., nm=1

n 2
1 [|ψ1 n1, ..., nm |+ |ψ2 n1, ..., nm |+ | ϕ1 n1, ..., nm |+ |ϕ2 n1, ..., nm |]

≤
(√

2
l

)m

C 11

(
l
π

)3 m−2
[

∞

∑
n1, ..., nm=1

1
n1n3

2 . . . n3
m

∣∣∣ ψ
(3 m)
1n1, ..., nm

∣∣∣+ ∞

∑
n1, ..., nm=1

1
n1n3

2 . . . n3
m

∣∣∣ ψ
(3 m)
2 n1, ..., nm

∣∣∣
+

∞

∑
n1, ..., nm=1

1
n1n3

2 . . . n3
m

∣∣∣ ϕ
(3 m)
1n1, ..., nm

∣∣∣+ ∞

∑
n1, ..., nm=1

1
n1n3

2 . . . n3
m

∣∣∣ ϕ
(3 m)
2 n1, ..., nm

∣∣∣]

≤ γ7

⎡⎢⎣
√√√√√∫

Ωm
l

[
∂3 mψ1(x)

∂ x3
1∂ x3

2 . . . ∂ x3
m

] 2

d x +

√√√√√∫
Ωm

l

[
∂ 3 mψ2(x)

∂ x3
1 ∂ x3

2 . . . ∂ x3
m

] 2

d x

+

√√√√√∫
Ωm

l

[
∂ 3 m ϕ1(x)

∂ x3
1∂ x3

2 . . . ∂ x3
m

] 2

d x +

√√√√√∫
Ωm

l

[
∂ 3 m ϕ2(x)

∂ x3
1 ∂ x3

2 . . . ∂ x3
m

] 2

d x

⎤⎥⎦ < ∞,

where γ7 =

(√
2
l

) 3 m
2

C 11C 06

(
l
π

)3 m−2
, C 06 =

√
∞
∑

n1, ..., nm=1

1
n2

1n6
2 ...n6

m
;

|Ux2x2(t, x, ε, ω, ν) | ≤
∞

∑
n1, ..., nm=1

(π n2

l

) 2 ∣∣ u−
n1, ..., nm(t, ε, ω, ν)

∣∣ · | ϑn1, ..., nm(x) |

≤
(√

2
l

)m (π

l

) 2
C 12

∞

∑
n1, ..., nm=1

n2
2
[∣∣ ψ2 n1, ..., nm

∣∣+ ∣∣ ϕ1 n1, ..., nm

∣∣+ ∣∣ ϕ2 n1, ..., nm

∣∣]
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≤
(√

2
l

)m

C 12

(
l
π

)3 m−2
[

∞

∑
n1, ..., nm=1

1
n3

1n2n3
3 . . . n3

m

∣∣∣ ψ
(3 m)
2n1, ..., nm

∣∣∣
+

∞

∑
n1, ..., nm=1

1
n3

1n2n3
3 . . . n3

m

∣∣∣ ϕ
(3 m)
1n1, ..., nm

∣∣∣+ ∞

∑
n1, ..., nm=1

1
n3

1n2n3
3 . . . n3

m

∣∣∣ ϕ
(3 m)
2 n1, ..., nm

∣∣∣]

≤ γ8

⎡⎢⎣
√√√√√∫

Ωm
l

[
∂ 3 mψ2(x)

∂ x3
1 ∂ x3

2 . . . ∂ x3
m

] 2

d x

+

√√√√√∫
Ωm

l

[
∂ 3 m ϕ1(x)

∂ x3
1∂ x3

2 . . . ∂ x3
m

] 2

d x +

√√√√√∫
Ωm

l

[
∂ 3 m ϕ2(x)

∂ x3
1∂ x3

2 . . . ∂ x3
m

] 2

d x

⎤⎥⎦ < ∞,

where γ8 =

(√
2
l

) 3 m
2

C 12C 07

(
l
π

)3 m−2
, C 07 =

√
∞
∑

n1, ..., nm=1

1
n6

1n2
2 ...n6

m
.

The convergence of series (68) and (69) is similar to the convergence of series (67) and (70).
The convergence of Fourier series for functions

Ux3x3(t, x, ε, ω, ν), . . . , Uxmxm(t, x, ε, ω, ν), C D α1
0 t Ux1x1(t, x, ε, ω, ν),

C D α2
0 t Ux1 x1(t, x, ε, ω, ν), C D α1

0 t Ux2x2(t, x, ε, ω, ν), . . . , C D α2
0 t Ux2x2(t, x, ε, ω, ν), . . . ,

C D α1
0 t Uxmxm(t, x, ε, ω, ν), C D α2

0 t Uxmxm(t, x, ε, ω, ν)

is proved in a similar way in the domain Ω. It follows from these last estimates that functions (60)
and (61) possess the properties of (2) for the regular values of spectral parameters ω and ν.

7. Continuous Dependence of Solution on the Small Parameter

We consider the continuous dependence of the solution to the problem (1)–(4) on small-parameter
ε > 0 for regular values of spectral parameters ω and ν. Let ε1 and ε2 be two different values of small
positive parameter ε. It is easy to check from (47)–(49) that the following estimates hold

max
n1,...,nm∈N

max
t∈[0;T]

∣∣W1in1,...,nm(t, ε1, ω, ν)− W1in1,...,nm(t, ε2, ω, ν)
∣∣ ≤ C21 | ε1 − ε2 | , i = 1, 4, (71)

max
n1,...,nm∈N

max
t∈[−T;0]

∣∣W2in1,...,nm(t, ε1, ω, ν)− W2in1,...,nm(t, ε2, ω, ν)
∣∣ ≤ C22 | ε1 − ε2 | , i = 1, 3, (72)

where 0 < C 2i = const, ε i ∈ (0; ε0) , 0 < ε0 = const, i = 1, 2.
Then, taking estimates (63), (64), (71) and (72) into account and applying the Cauchy–Schwartz

inequality and Bessel inequality, from series (60) and (61), we obtain

|U (t, x, ε 1, ω, ν)− U (t, x, ε 2, ω, ν |

≤
∞
∑

n1, ..., nm=1

∣∣ u+
n1, ..., nm

(t, ε 1, ω, ν)− u+
n1, ..., nm

(t, ε 2, ω, ν)
∣∣ · | ϑn1, ..., nm (x) |

≤
(√

2
l

)m
C 21 | ε 1 − ε 2 |

∞
∑

n1, ..., nm=1
[|ψ1 n1, ..., nm |+ |ψ2 n1, ..., nm |+ | ϕ1 n1, ..., nm |+ | ϕ2 n1, ..., nm |]

≤ γ 9 | ε 1 − ε 2 |

⎡⎣√ ∫
Ω m

l

[
∂ 3 mψ1(x)

∂ x 3
1 ∂ x 3

2 ... ∂ x 3
m

] 2
d x +

√ ∫
Ω m

l

[
∂ 3 mψ2(x)

∂ x 3
1∂ x 3

2 ...∂ x 3
m

] 2
d x

+

√ ∫
Ω m

l

[
∂ 3 m ϕ1(x)

∂ x 3
1∂ x 3

2 ...∂ x 3
m

] 2
d x +

√ ∫
Ω m

l

[
∂ 3 m ϕ2(x)

∂ x 3
1∂ x 3

2 ...∂ x 3
m

] 2
d x

⎤⎦ = | ε 1 − ε 2 | · C 31,

(73)
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where γ 9 =

(√
2
l

) 3 m
2

C 21C 03

(
l
π

)3 m
, 0 < C 31 = const < ∞;

|U (t, x, ε 1, ω, ν)− U (t, x, ε 2, ω, ν |

≤
∞
∑

n1, ..., nm=1

∣∣ u−
n1, ..., nm(t, ε 1, ω, ν)− u−

n1, ..., nm(t, ε 2, ω, ν)
∣∣ · | ϑn1, ..., nm(x) |

≤ γ10 | ε 1 − ε 2 |

⎡⎣√√√√ ∫
Ω m

l

[
∂ 3 mψ2(x)

∂ x 3
1∂ x 3

2 ...∂ x 3
m

] 2
d x+

+

√√√√ ∫
Ω m

l

[
∂ 3 m ϕ1(x)

∂ x 3
1∂ x 3

2 ...∂ x 3
m

] 2
d x +

√√√√ ∫
Ω m

l

[
∂ 3 m ϕ2(x)

∂ x 3
1∂ x 3

2 ...∂ x 3
m

] 2
d x

⎤⎦ = | ε 1 − ε 2 | · C 32,

(74)

where γ10 =

(√
2
l

) 3 m
2

C 22C 03

(
l
π

)3 m
, 0 < C 32 = const < ∞.

It follows from estimates (73) and (74) that |U (t, x, ε 1, ω, ν)− U (t, x, ε 2, ω, ν | is small
if | ε 1 − ε 2 | is small in the domain Ω for the (n1, . . . , nm, ω, ν) ∈ ℵ.

8. Conclusions and Statement of the Theorem

In the present paper, we study the questions of the one-value solvability of an inverse boundary
value problem (1)–(6) for a mixed type integro-differential equation with Caputo operators of
different fractional orders and spectral parameters in a multidimensional rectangular domain.
For (n1, . . . , nm, ω, ν) ∈ ℵ, we proved four lemmas under the following conditions A: Let functions

ϕi(x), ψi(x) ∈ C 2(Ωm
l ), f i

⎛⎜⎝x,
∫

Ω m
l

Θi(y) g i(y) d y

⎞⎟⎠ ∈ C 2
x(Ω

m
l ×R), i = 1, 2

in the domain Ωm
l have piecewise continuous third order derivatives.

We will formulate a theorem as generalizing the above four proved lemmas. Thus, the following
theorem is true.

Theorem 1. Let the conditions of A be fulfilled. Then, for the possible numbers n1, . . . , nm and regular values
of spectral parameters ω and ν from the set ℵ, the inverse boundary value problem (1)–(6) is uniquely solvable
in the domain Ω and the triple of solutions is represented in the form of series (57), (60) and (61). Moreover, it is
true that

lim
ε→0

U (t, x, ε, ω, ν) = U (t, x, 0, ω, ν),

where U (t, x, 0, ω, ν) is the solution of the mixed type fractional integro-differential equation of the form

A 0(U)− B ω(U) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ν

T∫
0

K 1(t, s)U(s, x) d s + F1(t, x), t > 0,

ν
0∫

−T
K 2(t, s)U(s, x) d s + F2(t, x), t < 0,

A 0(U) =

[
1 + sgn (t)

2 CD α1
0 t +

1 − sgn (t)
2 CD α2

0 t

]
U (t, x), B ω(U) =

⎧⎪⎪⎨⎪⎪⎩
m
∑

i=1
Uxixi , t > 0,

ω 2
m
∑

i=1
Uxixi , t < 0
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with boundary value conditions (3)–(6) under consideration,

Fi(t, x) = k i(t)

⎡⎢⎣g i(x) + f i

⎛⎜⎝x,
∫

Ω m
l

Θi(y) g i(y) d y

⎞⎟⎠
⎤⎥⎦ , i = 1, 2.

As a conclusion, we say that the numerical methods for solving fractional differential equations
are important in the implementation of applied problems. In the future, we will also try to consider the
applications of the numerical solution to the problems that we are solving. There are many methods
for the numerical implementation of fractional differential equations. In this regard, we note the work
done in [42]. In this paper, a new class of (C, Gf )-invex functions is introduced and given nontrivial
numerical examples, which justify the existence of such functions. Moreover, we construct generalized
convexity definitions (such as, (F, Gf )-invexity, C-convex etc.).
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Abstract: Distributed-order fractional non-local operators were introduced and studied by Caputo at
the end of the 20th century. They generalize fractional order derivatives/integrals in the sense that
such operators are defined by a weighted integral of different orders of differentiation over a certain
range. The subject of distributed-order non-local derivatives is currently under strong development
due to its applications in modeling some complex real world phenomena. Fractional optimal
control theory deals with the optimization of a performance index functional, subject to a fractional
control system. One of the most important results in classical and fractional optimal control is the
Pontryagin Maximum Principle, which gives a necessary optimality condition that every solution to
the optimization problem must verify. In our work, we extend the fractional optimal control theory
by considering dynamical system constraints depending on distributed-order fractional derivatives.
Precisely, we prove a weak version of Pontryagin’s maximum principle and a sufficient optimality
condition under appropriate convexity assumptions.

Keywords: distributed-order fractional calculus; basic optimal control problem; Pontryagin extremals

MSC: 26A33; 49K15

1. Introduction

Distributed-order fractional operators were introduced and studied by Caputo at the end
of the previous century [1,2]. They can be seen as a kind of generalization of fractional order
derivatives/integrals in the sense that these operators are defined by a weighted integral of different
orders of differentiation over a certain range. This subject gained more interest at the beginning of
the current century by researchers from different mathematical disciplines, through attempts to solve
differential equations with distributed-order derivatives [3–6]. Moreover, at the same time, in the
domain of applied mathematics, those distributed-order fractional operators have started to be used,
in a satisfactory way, to describe some complex phenomena modeling real world problems—see,
for instance, works in viscoelasticity [7,8] and in diffusion [9]. Today, the study of distributed-order
systems with fractional derivatives is a hot subject—see, e.g., [10–12] and references therein.

Fractional optimal control deals with optimization problems involving fractional differential
equations, as well as a performance index functional. One of the most important results is the
Pontryagin Maximum Principle, which gives a first-order necessary optimality condition that
every solution to the dynamic optimization problem must verify. By applying such a result, it
is possible to find and identify candidate solutions to the optimal control problem. For the state
of the art on fractional optimal control, we refer the readers to [13–15] and references therein.
Recently, distributed-order fractional problems of the calculus of variations were introduced and

Axioms 2020, 9, 124; doi:10.3390/axioms9040124 www.mdpi.com/journal/axioms135
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investigated in [16]. Here, our main aim is to extend the distributed-order fractional Euler–Lagrange
equation of [16] to the Pontryagin setting (see Remark 2).

Regarding optimal control for problems with distributed-order fractional operators, the results are
rare and reduce to the following two papers: [17,18]. Both works develop numerical methods while,
in contrast, here we are interested in analytical results (not in numerical approaches). Moreover,
our results are new and bring new insights. Indeed, in [17], the problem is considered with
Riemann–Liouville distributed derivatives, while in our case we consider optimal control problems
with Caputo distributed derivatives. We must also note an inconsistency in [17]: when one defines the
control system with a Riemann–Liouville derivative, then in the adjoint system it should appear as a
Caputo derivative—when one considers optimal control problems with a control system with Caputo
derivatives, the adjoint equation should involve a Riemann–Liouville operator—as a consequence
of integration by parts (cf. Lemma 1). This inconsistency has been corrected in [18], where optimal
control problems with Caputo distributed derivatives (as in this paper) are considered. Unfortunately,
there is still an inconsistency in the necessary optimality conditions of both [17,18]: the transversality
conditions are written there exactly as in the classical case, with the multiplier vanishing at the end of
the interval, while the correct condition, as we prove in our Theorem 1, should involve a distributed
integral operator—see condition (3).

The text is organized as follows. We begin by recalling definitions and necessary results of the
literature in Section 2 of preliminaries. Our original results are then given in Section 3. More precisely,
we consider fractional optimal control problems where the dynamical system constraints depend
on distributed-order fractional derivatives. We prove a weak version of Pontryagin’s maximum
principle for the considered distributed-order fractional problems (see Theorem 1) and investigate
a Mangasarian-type sufficient optimality condition (see Theorem 2). An example, illustrating the
usefulness of the obtained results, is given (see Examples 1 and 2). We end with Section 4 of conclusions,
mentioning also some possibilities of future research.

2. Preliminaries

In this section, we recall necessary results and fix notations. We assume the reader to be familiar
with the standard Riemann–Liouville and Caputo fractional calculi [19,20].

Let α be a real number in [0, 1] and let ψ be a non-negative continuous function defined on [0, 1]
such that ∫ 1

0
ψ(α)dα > 0.

This function ψ will act as a distribution of the order of differentiation.

Definition 1 (See [1]). The left and right-sided Riemann–Liouville distributed-order fractional derivatives of a
function x : [a, b] → R are defined, respectively, by

D
ψ(·)
a+ x(t) =

∫ 1

0
ψ(α) · Dα

a+x(t)dα and D
ψ(·)
b− x(t) =

∫ 1

0
ψ(α) · Dα

b−x(t)dα,

where Dα
a+ and Dα

b− are, respectively, the left and right-sided Riemann–Liouville fractional derivatives of order α.

Definition 2 (See [1]). The left and right-sided Caputo distributed-order fractional derivatives of a function
x : [a, b] → R are defined, respectively, by

C
D

ψ(·)
a+ x(t) =

∫ 1

0
ψ(α) ·C Dα

a+x(t)dα and C
D

ψ(·)
b− x(t) =

∫ 1

0
ψ(α) ·C Dα

b−x(t)dα,

where CDα
a+ and CDα

b− are, respectively, the left and right-sided Caputo fractional derivatives of order α.
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As noted in [16], there is a relation between the Riemann–Liouville and the Caputo
distributed-order fractional derivatives:

C
D

ψ(·)
a+ x(t) = D

ψ(·)
a+ x(t)− x(a)

∫ 1

0

ψ(α)

Γ(1 − α)
(t − a)−αdα

and
C
D

ψ(·)
b− x(t) = D

ψ(·)
b− x(t)− x(b)

∫ 1

0

ψ(α)

Γ(1 − α)
(b − t)−αdα.

Along the text, we use the notation

I
1−ψ(·)
b− x(t) =

∫ 1

0
ψ(α) · I1−α

b− x(t)dα,

where I1−α
b− represents the right Riemann–Liouville fractional integral of order 1 − α.

The next result has an essential role in the proofs of our main results; that is, in the proofs of
Theorems 1 and 2.

Lemma 1 (Integration by parts formula [16]). Let x be a continuous function and y a continuously
differentiable function. Then,

∫ b

a
x(t) ·C D

ψ(·)
a+ y(t)dt =

[
y(t) · I1−ψ(·)

b− x(t)
]b

a
+

∫ b

a
y(t) ·Dψ(·)

b− x(t)dt.

Next, we recall the standard notion of concave function, which will be used in Section 3.3.

Definition 3 (See [21]). A function h : Rn → R is concave if

h(βθ1 + (1 − β)θ2) ≥ βh(θ1) + (1 − β)h(θ2)

for all β ∈ [0, 1] and for all θ1, θ2 in Rn.

Lemma 2 (See [21]). Let h : Rn → R be a continuously differentiable function. Then h is a concave function if
and only if it satisfies the so called gradient inequality:

h(θ1)− h(θ2) ≥ ∇h(θ1)(θ1 − θ2)

for all θ1, θ2 ∈ Rn.

Finally, we recall a fractional version of Gronwall’s inequality, which will be useful to prove the
continuity of solutions in Section 3.1.

Lemma 3 (See [22]). Let α be a positive real number and let a(·), b(·), and u(·) be non-negative continuous
functions on [0, T] with b(·) monotonic increasing on [0, T). If

u(t) ≤ a(t) + b(t)
∫ t

0
(t − s)α−1u(s)ds,

then

u(t) ≤ a(t) +
∫ t

0

[
∞

∑
n=0

(b(t)Γ(α))n

Γ(nα)
(t − s)nα−1u(s)

]
ds

for all t ∈ [0, T).

137



Axioms 2020, 9, 124

3. Main Results

The basic problem of optimal control we consider in this work, denoted by (BP), consists in
finding a piecewise continuous control u ∈ PC and the corresponding piecewise smooth state trajectory
x ∈ PC1 solution of the distributed-order non-local variational problem

J[x(·), u(·)] =
∫ b

a
L (t, x(t), u(t)) dt −→ max,

C
D

ψ(·)
a+ x(t) = f (t, x(t), u(t)) , t ∈ [a, b],

x(·) ∈ PC1, u(·) ∈ PC,

x(a) = xa,

(BP)

where functions L and f , both defined on [a, b]×R×R, are assumed to be continuously differentiable
in all their three arguments: L ∈ C1, f ∈ C1. Our main contribution is to prove necessary (Section 3.2)
and sufficient (Section 3.3) optimality conditions.

3.1. Sensitivity Analysis

Before we can prove necessary optimality conditions to problem (BP), we need to establish
continuity and differentiability results on the state solutions for any control perturbation (Lemmas 4
and 5), which are then used in Section 3.2. The proof of Lemma 4 makes use of the following mean
value theorem for integration, that can be found in any textbook of calculus (see Lemma 1 of [23]): if
F : [0, 1] → R is a continuous function and ψ is an integrable function that does not change the sign on
the interval, then there exists a number ᾱ, such that∫ 1

0
ψ(α)F(α)dα = F(ᾱ)

∫ 1

0
ψ(α)dα.

Lemma 4 (Continuity of solutions). Let uε be a control perturbation around the optimal control u∗, that is,
for all t ∈ [a, b], uε(t) = u∗(t) + εh(t), where h(·) ∈ PC is a variation and ε ∈ R. Denote by xε its
corresponding state trajectory, solution of

C
D

ψ(·)
a+ xε(t) = f (t, xε(t), uε(t)) , xε(a) = xa.

Then, we have that xε converges to the optimal state trajectory x∗ when ε tends to zero.

Proof. Starting from the definition, we have, for all t ∈ [a, b], that∣∣∣CDψ(·)
a+ xε(t)−C

D
ψ(·)
a+ x∗(t)

∣∣∣ = | f (t, xε(t), uε(t))− f (t, x∗(t), u∗(t))| .

Then, by linearity,∣∣∣CDψ(·)
a+ xε(t)−C

D
ψ(·)
a+ x∗(t)

∣∣∣ = ∣∣∣CDψ(·)
a+ (xε(t)− x∗(t))

∣∣∣ = | f (t, xε(t), uε(t))− f (t, x∗(t), u∗(t))|

and it follows, by definition of the distributed operator, that∣∣∣∣∫ 1

0
ψ(α)CDα

a+ (xε(t)− x∗(t)) dα

∣∣∣∣ = | f (t, xε(t), uε(t))− f (t, x∗(t), u∗(t))| .

Now, using the mean value theorem for integration, and denoting m :=
∫ 1

0 ψ(α)dα, we obtain
that there exists an ᾱ such that∣∣∣CDᾱ

a+ (xε(t)− x∗(t))
∣∣∣ ≤ | f (t, xε(t), uε(t))− f (t, x∗(t), u∗(t))|

m
.
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Clearly, one has

CDᾱ
a+ (xε(t)− x∗(t)) ≤

∣∣∣CDᾱ
a+ (xε(t)− x∗(t))

∣∣∣ ≤ | f (t, xε(t), uε(t))− f (t, x∗(t), u∗(t))|
m

,

which leads to

xε(t)− x∗(t) ≤ I ᾱ
a+

[ | f (t, xε(t), uε(t))− f (t, x∗(t), u∗(t))|
m

]
.

Moreover, because f is Lipschitz-continuous, we have∣∣∣ f (t, xε, uε)− f (t, x∗, u∗)
∣∣∣ ≤ K1

∣∣∣xε − x∗
∣∣∣+ K2

∣∣uε − u∗
∣∣∣.

By setting K = max{K1, K2}, it follows that∣∣∣xε(t)− x∗(t)
∣∣∣ ≤ K

m
I ᾱ
a+

(∣∣∣xε(t)− x∗(t)
∣∣∣+ ∣∣∣εh(t)

∣∣∣)
=

K
m

[
|ε|I ᾱ

a+

(∣∣∣h(t)∣∣∣)+ I ᾱ
a+

(∣∣∣xε(t)− x∗(t)
∣∣∣)]

=
K
m

[
|ε|I ᾱ

a+

(∣∣∣h(t)∣∣∣)+
1

Γ(ᾱ)

∫ t

a
(t − s)ᾱ−1

∣∣∣xε(s)− x∗(s)
∣∣∣ds

]
for all t ∈ [a, b]. Now, by applying Lemma 3 (the fractional Gronwall inequality), it follows that

∣∣∣xε(t)− x∗(t)
∣∣∣ ≤ K

m

[
|ε|I ᾱ

a+

(∣∣∣h(t)∣∣∣)+ |ε|
∫ t

a

(
∞

∑
i=0

1
Γ(iᾱ)

(t − s)iᾱ−1 I ᾱ
a+

(∣∣∣h(s)∣∣∣)) ds

]

= |ε| K
m

[
I ᾱ
a+

(∣∣∣h(t)∣∣∣)+
∫ t

a

(
∞

∑
i=1

1
Γ(iᾱ + 1)

(t − s)iᾱ I ᾱ
a+

(∣∣∣h(s)∣∣∣)) ds

]

≤ |ε| K
m

[
I ᾱ
a+

(∣∣∣h(t)∣∣∣)+
∫ t

a

(
∞

∑
i=1

δiᾱ

Γ(iᾱ + 1)
I ᾱ
a+

(∣∣∣h(s)∣∣∣)) ds

]
.

The series in the last inequality is a Mittag–Leffler function and thus convergent. Hence, by taking
the limit when ε tends to zero, we obtain the desired result: xε → x∗ for all t ∈ [a, b].

Lemma 5 (Differentiation of the perturbed trajectory). There exists a function η defined on [a, b] such that

xε(t) = x∗(t) + εη(t) + o(ε).

Proof. Since f ∈ C1, we have that

f (t, xε, uε) = f (t, x∗, u∗) + (xε − x∗)
∂ f (t, x∗, u∗)

∂x
+ (uε − u∗)

∂ f (t, x∗, u∗)
∂u

+ o(|xε − x∗|, |uε − u∗|).

Observe that uε − u∗ = εh(t) and uε → u∗ when ε → 0 and, by Lemma 4, we have xε → x∗

when ε → 0. Thus, the residue term can be expressed in terms of ε only, that is, the residue is o(ε).
Therefore, we have

C
D

ψ(·)
a+ xε(t) =C

D
ψ(·)
a+ x∗(t) + (xε − x∗)

∂ f (t, x∗, u∗)
∂x

+ εh(t)
∂ f (t, x∗, u∗)

∂u
+ o(ε),

which leads to

lim
ε→0

⎡⎣CD
ψ(·)
a+ (xε − x∗)

ε
− (xε − x∗)

ε

∂ f (t, x∗, u∗)
∂x

− h(t)
∂ f (t, x∗, u∗)

∂u

⎤⎦ = 0,
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meaning that

C
D

ψ(·)
a+

(
lim
ε→0

xε − x∗

ε

)
= lim

ε→0

xε − x∗

ε

∂ f (t, x∗, u∗)
∂x

+ h(t)
∂ f (t, x∗, u∗)

∂u
.

We want to prove the existence of the limit lim
ε→0

xε − x∗

ε
=: η, that is, to prove that

xε(t) = x∗(t) + εη(t) + o(ε). This is indeed the case, since η is solution of the distributed order
fractional differential equation⎧⎪⎨⎪⎩

CD
ψ(·)
a+ η(t) = ∂ f (t,x∗ ,u∗)

∂x η(t) + ∂ f (t,x∗ ,u∗)
∂u h(t),

η(a) = 0.

The intended result is proven.

3.2. Pontryagin’s Maximum Principle of Distributed-Order

The following result is a necessary condition of Pontryagin type [24] for the basic distributed-order
non-local optimal control problem (BP).

Theorem 1 (Pontryagin Maximum Principle for (BP)). If (x∗(·), u∗(·)) is an optimal pair for (BP),
then there exists λ ∈ PC1, called the adjoint function variable, such that the following conditions hold for all t
in the interval [a, b]:

• The optimality condition

∂L
∂u

(t, x∗(t), u∗(t)) + λ(t)
∂ f
∂u

(t, x∗(t), u∗(t)) = 0; (1)

• The adjoint equation

D
ψ(·)
b− λ(t) =

∂L
∂x

(t, x∗(t), u∗(t)) + λ(t)
∂ f
∂x

(t, x∗(t), u∗(t)); (2)

• The transversality condition
I

1−ψ(·)
b− λ(b) = 0. (3)

Proof. Let (x∗(·), u∗(·)) be the solution to problem (BP), h(·) ∈ PC be a variation, and ε a real constant.
Define uε(t) = u∗(t) + εh(t), so that uε ∈ PC. Let xε be the state corresponding to the control u∗,
that is, the state solution of

C
D

ψ(·)
a+ xε(t) = f (t, xε(t), uε(t)) , xε(a) = xa. (4)

Note that uε(t) → u∗(t) for all t ∈ [a, b] whenever ε → 0. Furthermore,

∂uε(t)
∂ε

∣∣∣
ε=0

= h(t). (5)

Something similar is also true for xε. Because f ∈ C1, it follows from Lemma 4 that, for each

fixed t, xε(t) → x∗(t) as ε → 0. Moreover, by Lemma 5, the derivative
∂xε(t)

∂ε

∣∣∣
ε=0

exists for each t.

The objective functional at (xε, uε) is

J[xε, uε] =
∫ b

a
L (t, xε(t), uε(t)) dt.
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Next, we introduce the adjoint function λ. Let λ(·) be in PC1, to be determined. By the integration
by parts formula (see Lemma 1),

∫ b

a
λ(t) ·C D

ψ(·)
a+ xε(t)dt =

[
xε(t) · I1−ψ(·)

b− λ(t)
]b

a
+

∫ b

a
xε(t) ·Dψ(·)

b− λ(t)dt,

and one has∫ b

a
λ(t) ·C D

ψ(·)
a+ xε(t)dt −

∫ b

a
xε(t) ·Dψ(·)

b− λ(t)dt − xε(b) · I1−ψ(·)
b− λ(b) + xε(a) · I1−ψ(·)

b− λ(a) = 0.

Adding this zero to the expression J[xε, uε] gives

φ(ε) = J[xε, uε] =
∫ b

a

[
L (t, xε(t), uε(t)) + λ(t) ·C D

ψ(·)
a+ xε(t)− xε(t) ·Dψ(·)

b− λ(t)
]

dt

− xε(b) · I1−ψ(·)
b− λ(b) + xε(a) · I1−ψ(·)

b− λ(a),

which by (4) is equivalent to

φ(ε) = J[xε, uε] =
∫ b

a

[
L (t, xε(t), uε(t)) + λ(t) · f (t, xε(t), uε(t))− xε(t) ·Dψ(·)

b− λ(t)
]

dt

− xε(b) · I1−ψ(·)
b− λ(b) + xa · I1−ψ(·)

b− λ(a).

Since the process (x∗, u∗) = (x0, u0) is assumed to be a maximizer of problem (BP), the derivative
of φ(ε) with respect to ε must vanish at ε = 0; that is,

0 = φ′(0) =
d
dε

J[xε, uε]|ε=0

=
∫ b

a

[
∂L
∂x

∂xε(t)
∂ε

∣∣∣
ε=0

+
∂L
∂u

∂uε(t)
∂ε

∣∣∣
ε=0

+ λ(t)
(

∂ f
∂x

∂xε(t)
∂ε

∣∣∣
ε=0

+
∂ f
∂u

∂uε(t)
∂ε

∣∣∣
ε=0

)
−D

ψ(·)
b− λ(t)

∂xε(t)
∂ε

∣∣∣
ε=0

]
dt − ∂xε(b)

∂ε

∣∣∣
ε=0

I
1−ψ(·)
b− λ(b),

where the partial derivatives of L and f , with respect to x and u, are evaluated at (t, x∗(t), u∗(t)).
Rearranging the term and using (5), we obtain that

∫ b

a

[(∂L
∂x

+ λ(t)
∂ f
∂x

−D
ψ(·)
b− λ(t)

)∂xε(t)
∂ε

∣∣∣
ε=0

+
(∂L

∂u
+ λ(t)

∂ f
∂u

)
h(t)

]
dt − ∂xε(b)

∂ε

∣∣∣
ε=0

I
1−ψ(·)
b− λ(b) = 0.

Setting H(t, x, u, λ) = L(t, x, u) + λ f (t, x, u), it follows that

∫ b

a

[(∂H
∂x

−D
ψ(·)
b− λ(t)

)∂xε(t)
∂ε

∣∣∣
ε=0

+
∂H
∂u

h(t)
]

dt − ∂xε(b)
∂ε

∣∣∣
ε=0

I
1−ψ(·)
b− λ(b) = 0,

where the partial derivatives of H are evaluated at (t, x∗(t), u∗(t), λ(t)). Now, choosing

D
ψ(·)
b− λ(t) =

∂H
∂x

(t, x∗(t), u∗(t), λ(t)) , with I
1−ψ(·)
b− λ(b) = 0,

that is, given the adjoint equation (2) and the transversality condition (3), it yields

∫ b

a

∂H
∂u

(t, x∗(t), u∗(t), λ(t)) h(t) = 0
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and, by the fundamental lemma of the calculus of variations [25], we have the optimality condition (1):

∂H
∂u

(t, x∗(t), u∗(t), λ(t)) = 0.

This concludes the proof.

Remark 1. If we change the basic optimal control problem (BP) by changing the boundary condition given
on the state variable at initial time, x(a) = xa, to a terminal condition, then the optimality condition and the
adjoint equation of the Pontryagin Maximum Principle (Theorem 1) remain exactly the same. Changes appear
only on the transversality condition:

• A boundary condition at final/terminal time—that is, fixing the value x(b) = xb with x(a) remaining free,
leads to

I
1−ψ(·)
a− λ(a) = 0;

• In the case when no boundary conditions is given (i.e., both x(a) and x(b) are free), then we have

I
1−ψ(·)
b− λ(b) = 0 and I

1−ψ(·)
a− λ(a) = 0.

Remark 2. If f (t, x, u) = u, that is, CD
ψ(·)
a+ x(t) = u(t), then our problem (BP) gives a basic problem of the

calculus of variations, in the distributed-order fractional sense of [16]. In this very particular case, we obtain
from our Theorem 1 the Euler–Lagrange equation of [16] (cf. Theorem 2 of [16]).

Remark 3. Our distributed-order fractional optimal control problem (BP) can be easily extended to the vector
setting. Precisely, let x := (x1, . . . , xn) and u := (u1, . . . , um) with (n, m) ∈ N2, such that m ≤ n,
and functions f : [a, b]×Rn ×Rm → Rn and L : [a, b]×Rn ×Rm → R be continuously differentiable with
respect to all its components. If (x∗, u∗) is an optimal pair, then the following conditions hold for t ∈ [a, b]:

• The optimality conditions

∂L
∂ui

(t, x∗(t), u∗(t)) + λ(t) · ∂ f
∂ui

(t, x∗(t), u∗(t)) = 0, i = 1, . . . , m;

• The adjoint equations

D
ψ(·)
b− λj(t) =

∂L
∂xj

(t, x∗(t), u∗(t)) + λ(t) · ∂ f
∂xj

(t, x∗(t), u∗(t)), j = 1, . . . , n;

• The transversality conditions
I

1−ψ(·)
b− λj(b) = 0, j = 1, . . . , n. (6)

Definition 4. The candidates to solutions of (BP), obtained by the application of our Theorem 1, will be called
(Pontryagin) extremals.

We now illustrate the usefulness of our Theorem 1 with an example.

Example 1. The triple (x̃, ũ, λ) given by x̃(t) = t2, ũ(t) =
t(t − 1)

ln t
, and λ(t) = 0, for t ∈ [0, 1], is an

extremal of the following distributed-order fractional optimal control problem:

J[x(·), u(·)] =
∫ 1

0
−

(
x(t)− t2

)2
−

(
u − t(t − 1)

ln t

)2

−→ max,

C
D

ψ(·)
0+ x(t) = u(t), t ∈ [0, 1],

x(0) = 0.

(7)
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Indeed, by defining the Hamiltonian function as

H(t, x, u, λ) = −
[
(x − t2) +

(
u − t(t − 1)

ln t

)2
]
+ λu, (8)

it follows:

• From the optimality condition
∂H
∂u

= 0,

λ(t) = 2
(

u − t(t − 1)
ln t

)
; (9)

• From the adjoint equation D
ψ(α)
0+ λ(t) =

∂H
∂x

,

D
ψ(α)
0+ λ(t) = −2(x − t2); (10)

• From the transversality condition,
I

1−ψ(α)
b− λ(b) = 0. (11)

We easily see that (9), (10) and (11) are satisfied for

x(t) = t2, u(t) =
t(t − 1)

ln t
, λ(t) = 0.

3.3. Sufficient Condition for Global Optimality

We now prove a Mangasarian type theorem for the distributed-order fractional optimal control
problem (BP).

Theorem 2. Consider the basic distributed-order fractional optimal control problem (BP). If (x, u) → L(t, x, u)
and (x, u) → f (t, x, u) are concave and (x̃, ũ, λ) is a Pontryagin extremal with λ(t) ≥ 0, t ∈ [a, b], then

J[x̃, ũ] ≥ J[x, u]

for any admissible pair (x, u).

Proof. Because L is concave as a function of x and u, we have from Lemma 2 that

L (t, x̃(t), ũ(t))− L (t, x(t), u(t)) ≥ ∂L
∂x

(t, x̃(t), ũ(t)) · (x̃(t)− x(t)) +
∂L
∂u

(t, x̃(t), ũ(t)) · (ũ(t)− u(t))

for any control u and its associated trajectory x. This gives

J[x̃(·),ũ(·)]− J[x(·), u(·)] =
∫ b

a
[L (t, x̃(t), ũ(t))− L (t, x(t), u(t))] dt

≥
∫ b

a

[
∂L
∂x

(t, x̃(t), ũ(t)) · (x̃(t)− x(t)) +
∂L
∂u

(t, x̃(t), ũ(t)) · (ũ(t)− u(t))
]

dt

=
∫ b

a

[
∂L
∂x

(t, x̃(t), ũ(t)) · (x̃(t)− x(t))− ∂L
∂u

(t, x̃(t), ũ(t)) · (ũ(t)− u(t))
]

dt.

(12)

From the adjoint equation (2), we have

∂L
∂x

(t, x̃(t), ũ(t)) = D
ψ(·)
b− λ(t)− λ(t)

∂ f
∂x

(t, x̃(t), ũ(t)).
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From the optimality condition (1), we know that

∂L
∂u

(t, x̃(t), ũ(t)) = −λ(t)
∂ f
∂u

(t, x̃(t), ũ(t)).

It follows from (12) that

J[x̃(·), ũ(t)]− J[x(·), u(·)] ≥
∫ b

a

(
D

ψ(·)
b− λ(t)− λ(t)

∂ f
∂x

(t, x̃(t), ũ(t))
)
· (x̃(t)− x(t))

− λ(t)
∂ f
∂u

(t, x̃(t), ũ(t)) · (ũ(t)− u(t)) dt. (13)

Using the integration by parts formula of Lemma 1,

∫ b

a
λ(t) ·C D

ψ(·)
a+ (x̃(t)− x(t)) dt =

[
(x̃(t)− x(t)) · I1−ψ(·)

b− λ(t)
]b

a
+

∫ b

a
(x̃(t)− x(t)) ·Dψ(·)

b− λ(t)dt,

meaning that

∫ b

a
(x̃(t)− x(t)) ·Dψ(·)

b− λ(t)dt

=
∫ b

a
λ(t) ·C D

ψ(·)
a+ (x̃(t)− x(t)) dt −

[
(x̃(t)− x(t)) · I1−ψ(·)

b− λ(t)
]b

a
. (14)

Substituting (14) into (13), we get

J [x̃(·), ũ(·)]− J [x(·), u(·)] ≥
∫ b

a
λ(t) [ f (t, x̃(t), ũ(t))

− f (t, x(t), u(t))− ∂ f
∂x

(t, x̃(t), ũ(t)) · (x̃(t)− x(t))− ∂ f
∂u

(t, x̃(t), ũ(t)) · (ũ(t)− u(t))
]

dt.

Finally, taking into account that λ(t) ≥ 0 and f is concave in both x and u, we conclude that
J [x̃(·), ũ(·)]− J [x(·), u(·)] ≥ 0.

Example 2. The extremal (x̃, ũ, λ) given in Example 1 is a global minimizer for problem (7). This is easily
checked from Theorem 2 since the Hamiltonian defined in (8) is a concave function with respect to both variables
x and u and, furthermore, λ(t) ≡ 0. In Figure 1, we give the plots of the optimal solution to problem (7).

Figure 1. The optimal control u∗ and corresponding optimal state variable x∗, solution of problem (7).
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4. Conclusions

In this paper we investigated fractional optimal control problems depending on distributed-order
fractional operators. We have proven a necessary optimality condition of Pontryagin’s type and a
Mangasarian-type sufficient optimality condition. The new results were illustrated with an example.
As for future work, it would be interesting to develop proper numerical approaches to solve problems
of optimal control with distributed-order fractional derivatives. In this direction, the approaches found
in [17,18] can be easily adapted.
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