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Preface to “Volatile Organic Compounds in 
Environment” 

The cycling of various volatile organic compounds occurring across major environmental media, 
i.e., air, water, and soil, pose threats to humans in diverse routes. These compounds are released not as a 
single constituent but as complicated mixtures into different environmental segments through numerous 
routes and result in unpredicted health risks ranging from various kinds of allergies to cancers due to 
synergistic or antagonistic interactions. Moreover, the development of antibiotic-resistant strains of 
microorganisms due to the presence of certain antibiotics based on aromatic systems in the environment 
may lead to serious biological issues. 

The adverse effects of hazardous pollutants in the environment necessitate continuous efforts on 
their monitoring via precise identification and quantitation. Through such efforts, their pollution levels in 
each specific medium can be properly regulated with the application of effective control techniques. In 
this book, we organized various efforts directed toward monitoring and regulation of VOCs that were 
implemented with the advent of technological advances. In light of the environmental significance of their 
pollution, this book will help the readers acquire a better knowledge on all these technological issues so as 
to shed light on the regulation of their pollution levels under various environmental settings. 

Ki-Hyun Kim 
Special Issue Editor 
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Abstract: In the past decades, hazardous air pollutants (HAPs), so-called air toxics or toxic air
pollutants, have been detected in the atmospheric air at low concentration levels, causing public
concern about the adverse effect of long-term exposure to HAPs on human health. Most HAPs
belong to volatile organic compounds (VOCs). More seriously, most of them are known carcinogens
or probably carcinogenic to humans. The objectives of this paper were to report the regulatory
aspects and environmental monitoring management of toxic VOCs designated by Japan and Korea
under the Air Pollution Control Act, and the Clean Air Conservation Act, respectively. It can be
found that the environmental quality standards and environmental monitoring of priority VOCs
(i.e., benzene, trichloroethylene, tetrachloroethylene, and dichloromethane) have been set and taken
by the state and local governments of Japan since the early 2000, but not completely established in
Korea. On the other hand, the significant progress in reducing the emissions of some toxic VOCs,
including acrylonitrile, benzene, 1,3-butadiene, 1,2-dichloroethane, dichloromethane, chloroform,
tetrachloroethylene, and trichloroethylene in Japan was also described as a case study in the brief
report paper.

Keywords: hazardous air pollutant; volatile organic compound; air quality monitoring; regulatory
system; human carcinogen

1. Introduction

In the past decades, many studies have been focused on the non-carcinogenic health effects
(e.g., respiratory disease or irritation) of non-criteria air pollutants in the atmospheric environment,
which are mostly released from a variety of anthropogenic sources such as petrochemical
facilities, motor vehicles, metal processing/finishing industries, gas stations, and energy sectors [1].
However, a very high incidence of leukemia and lung/liver cancers has been occurring in the
urban environment between the developed and developing countries [2], showing a large number
of carcinogenic air pollutants in the ambient air, including benzene, 1,3-butadiene, formaldehyde,
vinyl chloride, perchloroethylene, and polycyclic aromatic hydrocarbons (PAHs). Among them,
benzene may be the most notable environmental carcinogens because it has been classified by the
International Agency for Research on Cancer (IARC) as the Group 1 carcinogen (confirmed as a
human carcinogen) [3]. As a consequence, there is an additional control program to address human
health concerns resulting from exposure to hazardous air pollutants (HAPs) other than the criteria
air pollutants with ambient air quality standards since the late 1980s. Thereafter, the Clean Air Act
Amendments of 1990 in the USA changed the focus from HAPs to the industry sectors emitting specific
HAPs and the use of Maximum Achievable Control Technology (MACT) [4,5]. With these regulation
changes, the control of HAPs has become much more effective in the USA. By contrast, the Air Quality
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Guidelines of the World Health Organization (WHO), first set in 1987, were advised by the European
Commission as a starting point for deriving limit values on HAPs [6,7].

Volatile organic compounds (VOCs) are generally referred to as the highly reactive and/or toxic
organics emitted by both human-made and natural sources due to their high volatility at normal
atmospheric conditions [8]. As a result, the definition varies among scientific organizations and official
agencies in different countries, but they are characterized as organic compounds that have a relatively
high vapor pressure. It should be noted that VOCs are known, or may be reasonably anticipated to
pose a threat of adverse air quality and human health effects [9]. In the urban environment, toxic VOCs
(e.g., gasoline) and solvents also easily react with nitrogen oxides (NOx) in the presence of sunlight
to form ozone (O3) under a series of photochemical reactions, inducing a photochemical smog in
the troposphere. More significantly, many VOCs are on the list of HAPs because they pose a threat
of adverse human health effects, including cancer and respiratory illness [10]. As a consequence,
some states in the USA have requested to develop their own HAPs programs on toxic VOCs
(e.g., acrylonitrile, benzene, epichlorohydrin, ethylene dibromide, ethylene oxide, formaldehyde,
and vinyl chloride), leading to ambient air levels (AALs) or ambient air guidelines [11].

In recent years, HAP management in the Western countries and the USA has been reviewed [6,12,13].
However, there has not been any literature addressing toxic VOC management in Asian countries.
Therefore, this paper is a brief report about the regulatory aspects and environmental monitoring
management of toxic VOCs designated as HAPs by Japan and Korea. Furthermore, this brief report
will focus on the benzene, chlorinated VOCs, and other carcinogenic VOCs, in line with international
concern about the carcinogenic risks of the VOCs in recent years. Moreover, the emission reduction of
some designated VOCs in Japan is also described as a case study in this review paper.

2. Legislation on Toxic VOCs in Japan and Korea

Toxic VOCs have been detected in the ambient air at low concentration levels. People have
become concerned about the effect of long-term exposure to such pollution on human health such as
cancer and tumors. In contrast to the European countries and North America, there was a delayed
response to HAPs in the Asian countries like Japan and Korea. Table 1 summarizes the regulations
for HAPs in Japan and Korea under the Air Pollution Control Act and the Clean Air Conservation
Act, respectively.

Table 1. Summaries of regulations for hazardous air pollutants (HAPs) in Korea and Japan.

Country Japan Korea

Central authority Ministry of the Environment Ministry of Environment

Relevant law/act Air Pollution Control Act Clean Air Conservation Act

Definition
Any substance that is likely to harm human
health if ingested continuously and that is
a source of air pollution.

Air pollutants that are feared to directly or
indirectly inflict any harm or injury on the
health and property of humans or on the
birth and breeding of animal and plants.

List of HAPs 22 a 35 b

Relevant measures

- Enterprise shall take the necessary measure to
determine the status of emission and discharge
into the atmosphere of HAPs.
- The State shall endeavor to implement studies
in collaboration with local public entities in
order to determine the status of air pollution by
HAPs, and shall periodically make public the
results of human health risk evaluation.

- The central authority shall install measuring
networks and constantly measure the level of
air pollution.
- Permissible emission levels, reduction
facility installation and operation, leakage
monitoring, and maintenance standards will
be applicable to each industry according to
the facility management standards.

a They are required to take priority action. Among them, the environmental air quality standards for five HAPs
(i.e., benzene, trichloroethylene, tetrachloroethylene, dichloromethane, and dioxins) have been established.
b They were defined as specific hazardous air pollutants.
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2.1. Japan

With the economic growth rate of over 10% during the period of 1960s, the Japanese experienced
a strong energy demand until the oil crisis of 1973. In this regard, air pollution and degradation of
environment were fired all around Japan during this period. This thus led to the promulgation of
the Basic Law for Environmental Pollution Control in 1967. Thereafter, the Japanese government
launched some legal enactments and revisions to enforce anti-pollution measures. Presently, the basic
law governing air pollution from the emissions of soot, smoke, particulate, VOCs, hazardous air
pollutants (see Table 1) and motor vehicle exhausts is the Air Pollution Control Act, which was initially
passed in June 1968 and amended several times. Its main aim is to protect the health of citizens and the
living environment from air pollution. Under the implementation of monitoring of the air pollution
levels, it showed that air pollution is a serious environmental problem in Japan, particularly in urban
areas and industrial zones [14]. Various carcinogenic air pollutants, such as benzene and chlorinated
VOCs, have been detected in the ambient air in low concentrations. As a result, 22 substances are
designated as priority HAPs for which measures should be taken with special action like emission
monitoring and human health risk. Among them, there are 13 toxic VOCs as priority HAPs listed in
Table 2.

Table 2. Summaries of toxic volatile organic compounds (VOCs) designated as HAPs in Korea and
Japan. means that this VOC is desiganted as HAPs in Korea and/or Japan.

Toxic VOCs Japan Korea

Acetaldehyde
Acrylonitrile
Aniline
Benzene
1,3-Butadiene
Carbon tetrachloride
Chloroform
Chloromethyl methyl ether
1,2-Dichloroethane
Dichloromethane
Dimethyl sulfide
Ethylbenzene
Ethylene oxide
Formaldehyde
Phenol
Propylene oxide
Styrene
Tetrachloroethylene
Trichloroethylene
Vinyl chloride

2.2. Korea

With rapid economic growth and urbanizations since the early 1970s, there was a great concern
about the adverse effect of air pollutant on human health in Korea. The government began to
set air quality standards for criteria pollutants as key policies under the authorization of the
Clean Air Conservation Act. Air quality standards for sulfur dioxide (SO2), carbon monoxide
(CO)/nitrogen dioxide (NO2)/total suspended particles (TSP)/ozone (O3)/hydrocarbons, lead,
benzene, and particulate matter (PM2.5 and PM10) were set in 1978, 1983, 1991, 1995, 2010, and 2011,
respectively [15]. For example, benzene, known to be a human carcinogen (leukemia), exists as
an ingredient in gasoline. Its air quality standard is set at 0.005 mg/m3 based on annual average
as shown in Table 3. It should be noted that benzene has been included into the National Emission
Standards for Hazardous Air Pollutants (NESHAP) under the U.S. Clean Air Act Amendments of 1977.
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In addition to criteria air pollutants, specific hazardous air pollutants and monitored hazardous
air pollutants, defined in the Clean Air Conservation Act (seen in Table 1), have been of great
concern in Korea because they could be carcinogenic to human and harmful to environmental
quality. Herein, a “specific HAP” is a monitored HAP that may be harmful in the event of long-term
consumption or exposure, even at low concentrations, and is deemed by committee evaluation to
require atmospheric emission control. A “monitored HAP” is an air pollutant that may be harmful
to human health or animal and plant growth and development, and is deemed by committee
evaluation to require continuous measurement, monitoring, or observation. Accordingly, air quality
management policies are shifting toward health-oriented risk and taking priority for public health.
Currently, 35 substances were designated as specific hazardous air pollutants for special control and
prevention [16]. Among them, 19 toxic VOCs are designated as specific HAPs in Korea as listed
in Table 2. In order to reduce the health risk of carcinogenic VOCs from their fugitive emissions,
prevention and control management standards for HAP-emitting facilities were enacted under the
amendment of the Clean Air Conservation Act, which has been effective as of 1 January 2015 [15].
These facility management standards include permissible emission levels, reduction facility installation
and operation, leakage monitoring, and maintenance standards [17].

Table 3. Environmental air quality standards for toxic VOCs in Japan and Korea.

HAPs
Environmental Air Quality Standards (Based on Annual Average)

Japan Korea

Benzene 0.003 mg/m3 0.005 mg/m3

Trichloroethylene 0.2 mg/m3 –
Tetrachloroethylene 0.2 mg/m3 –

Dichloromethane 0.15 mg/m3 –

– Not available.

3. Environmental Monitoring & Management

3.1. Japan

The Amendment of Air Pollution Control Act in 1996 required the environmental quality
standards and environmental monitoring of priority HAPs by the state and local governments.
Based on the carcinogenicity, physicochemical property, use, consumption, and monitoring data,
benzene, trichloroethylene, tetrachloroethylene, and dichloromethane were first designated as HAPs
for promotion of countermeasures and defined in the environmental quality standards (see Table 3).
In compliance with the Air Pollution Control Act, local governments have monitored these toxic
VOCs in the atmosphere in the past decade according to “the guideline for hazardous air pollutants
monitoring” and the “manual for monitoring method of hazardous air pollutants” published by the
Ministry of the Environment (MOE). To control the designated substances including benzene and
trichloroethylene, the Ministry of Environment and the Ministry of Economy, Trade and Industry in
Japan established a “Guideline for the Promotion of Voluntary Control of Hazardous Air Pollutants by
Business Entities”. Under this guideline, each industry group developed a nationwide and voluntary
reduction plan in 2003. Results of the monitoring survey have been compiled by the MOE [18,19].
As shown in Table 4, the concentration levels of four toxic VOCs basically indicated a decreasing
trend during this period. However, it can be found that their concentrations in ambient air fluctuated
and even increased in recent years, which may be attributed to the strength of the emission source,
the monitoring conditions, and locations.
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Table 4. Environmental monitoring levels for toxic VOCs in the atmosphere over the past 10 years
(2003–2012) in Japan a.

HAPs
Environmental Air Quality Levels (Unit: μg/m3) b

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Benzene 1.9 1.8 1.7 1.7 1.5 1.4 1.3 1.1 1.2 1.2
Trichloroethylene 0.92 0.93 0.75 0.90 0.76 0.62 0.53 0.44 0.53 0.50
Tetrachloroethylene 0.38 0.38 0.28 0.31 0.25 0.23 0.22 0.17 0.18 0.18
Dichloromethane 2.4 2.6 2.1 2.8 2.3 2.3 1.7 1.6 1.6 1.6

Acrylonitrile – 0.11 0.10 0.11 0.10 0.093 0.079 0.073 0.088 0.080
Chloroform – 0.26 0.33 0.23 0.21 0.22 0.21 0.19 0.21 0.20

1,2-Dichloroethane – 0.13 0.13 0.15 0.15 0.16 0.17 0.16 0.18 0.17
1,3-Butadiene – 0.26 0.22 0.23 0.19 0.18 0.16 0.14 0.15 0.14

a Sources [16,17]. b Based on annual average concentration. – Not available.

Furthermore, in response to over thousands of toxic substances commonly used in Japan,
the government implemented state and local public entity policies and measures under the Chapter
II-4 (“Promotion of Countermeasures of Hazardous Air Pollutants”) of the Air Pollution Control Act,
including environmental monitoring guideline, health risk evaluation, and guideline values defined for
other HAPs. Currently, there are four toxic VOCs for which guideline values are specified as a guide to
reduce health risks resulting from HAPs in the atmosphere, especially in industrial zones. Table 4 also
shows the monitoring results of these toxic VOCs for which the guideline values established [18,19].
However, it can be seen that the concentrations of 1,2-dichloroethane slightly increased, possibly due
to its extensive use in the industrial sector.

3.2. Korea

As described above, Korea has set air quality standards for key air pollutants as policy objectives
on air quality control and has been making efforts to satisfy these standards. In order to understand
the actual air quality trend in national levels, about 200 air quality monitoring stations have been
installed by each environmental management office and each city and province in urban areas or nearby
industrial complex [17]. During the past two decades, all sewage treatment facilities in Korea emit
significant VOCs (e.g., toluene, chlorinated hydrocarbons) from the liquid surface [20,21]. In order to
reduce the fugitive emissions of toxic air pollutants, facility management standards for VOC-emitting
facilities (including laundry shops, printing, painting facilities and gas stations) were enacted and
have been effective as of 1 January 2015.

In Korea, the environmental policy for air quality management has recently shifted to a
focus on pollution prevention and health risk-oriented management [15]. Accordingly, the Clean
Air Conservation Act will be tentatively improved to reclassify HAPs into monitored HAPs
(97 compounds) and specific HAPs (38 compounds, as compared to 35 compounds in Table 1)
according to the following indices: toxicity, environmental and physicochemical properties, impact on
ecosystems, atmospheric emission volume, ambient concentration level, and international regulations.
These classifications are required to be designated by an evaluation committee. To identify the
contamination state by specific HAPs in urban areas or nearby industrial complex, several organic
toxics, including 13 types of VOCs and 7 types of PAHs [16,17], have been measured by 31 stations
in the HAPs monitoring network. The monitored VOCs are acetaldehyde, acrylonitrile, benzene,
1,3-butadiene, carbon tetrachloride, chloroform, ethylbenzene, ethyl dichloride, formaldehyde,
propylene oxide, styrene, tetrachloroethylene, and trichloroethylene.

4. Conclusions

HAPs, also called air toxics, represent a designated classification for harmful substances of
anthropogenic emission sources that exist in measurable quantities in the atmospheric air, and are
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defined under the laws and acts of developed countries. In this paper, the legislation on toxic VOCs
designated as HAPs by Japan and Korea were reviewed. It can be found that the environmental
quality standards and environmental monitoring of priority VOCs (i.e., benzene, trichloroethylene,
tetrachloroethylene, dichloromethane, acrylonitrile, chloroform, 1,2-dichloroethane, and 1,3-butadiene)
have been set and taken by the state and local governments of Japan since the early 2000s, but not
completely established in Korea. In line with the international concern about the carcinogenic risk,
the results of the environmental monitoring of 8 designated VOCs in Japan were described and
discussed as a case study. It was found that the monitoring data indicated a decreasing trend during
this period. However, it can be found that their concentrations in ambient air fluctuated and have even
increased in recent years.

In the past decades, cancer remains the most common cause of death in developed countries.
A number of environmental factors have been implicated in the inductions of human cancer.
However, environmental and occupational exposure to toxic VOCs (e.g., benzene, formaldehyde,
and chlorinated hydrocarbons) and toxic metals (e.g., beryllium, cadmium, chromium, and nickel),
especially those that are airborne, is indicative of the confirmed evidence of human carcinogenicity.
As a result, the regulatory and voluntary actions to reduce stationary emissions and further study the
relationship between human health risk and long-term exposure to their atmospheric concentrations
should be performed. Furthermore, an advanced new concept, like the maximum available control
technology (MACT) in the USA, will be able to lessen the emissions of fugitive HAPs from the
petrochemical factories and refineries.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: Biological filtration is widely used for deodorising in wastewater treatment plants.
This technique can efficiently remove soluble odour-causing substances, but minimally affects
hydrophobic odorants, such as methanethiol (MT) and dimethyl sulfide. Ethanol absorption capacity
for MT (as a representative hydrophobic odorant) was studied, and the MT removal rate formula
was deduced based on the principle of physical absorption. Results indicated that the MT removal
rate reached 80% when the volume ratio of ethanol/water was 1:5. The phase equilibrium constant
was 0.024, and the overall mass transfer coefficient was 2.55 kmol/m2·h in the deodorisation tower
that functioned as the physical absorption device. Examination results showed that the formula
exhibited adaptability under changing working conditions. These findings provide a reference for
engineering design and operation of a process for the removal of MT by ethanol absorption.

Keywords: ethanol; methanethiol (MT); absorption; removal formula; kinetic parameters

1. Introduction

With the development of the economy and society in developing countries, many wastewater
treatment plants that were originally constructed in suburban districts gradually became surrounded
by residential housing and business zones; large quantities of odour produced from wastewater
treatment plants have seriously affected the surrounding environment. Therefore, controlling odour
pollution from wastewater treatment plants has been one of the most pressing environmental issues in
developing countries.

Odour-causing substances can be categorized into soluble odorants (such as H2S and NH3) and
hydrophobic odorants, such as methanethiol (MT) and dimethyl sulfide [1,2]. Current work is mostly
focused on the control of H2S and NH3, while there is little information about removal efficiency for
hydrophobic odorants. One process may exhibit good removal performance for some odour substances,
while having little effect on other odour substances [3]. For instance, biological filtration processes
are extensively used for odour removal in sewage treatment plants [4,5], and can efficiently remove
soluble odour-causing substances; however, they minimally influence hydrophobic odorants [6,7].

The methods for the removal of hydrophobic odorants can be divided into two categories:
dry methods and wet methods. Dry methods include thermal oxidation, plasma, ultraviolet,
microwave technology, etc., wherein intermediate products are present in the air and might be
harmful to the environment. The products of the wet methods (such as absorption methods) are in
solution, and can be controlled [8]. Wet scrubbers are economical and have high processing loads for
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various gases, and are widely used in deodorisation [9]. In the previous studies, the effects of MT
removal by wet scrubbing process were compared using several types of solution, made of ethanol,
sodium hydroxide, sodium hypochlorite, and lead acetate; accordingly, the solutions made of ethanol
and lead acetate showed optimum treatment effects [10]. After absorbing, the ethanol solution could be
used as a carbon source for some biological treatment processes. Further processing is often required
before the reaction products of the lead acetate solution absorption method are discharged, so this
process is neither economical nor environmentally friendly [11]. Findings indicate that ethanol is an
ideal absorption solution.

In this research, MT served as the representative of hydrophobic odorant, ethanol was used as
an absorbent, and the absorption effect on MT was investigated using a deodorisation tower model.
The aims of this study are as follows:

(1) To explore the relationship between the ethanol concentration and the MT removal rate according
to the principle of physical absorption, and establish the mathematical formula for MT removal
by ethanol absorption.

(2) To determine the kinetic parameters of the MT-ethanol absorption system.

2. Equipment and Methods

2.1. Deodorisation Test Device

The test device for MT absorption by ethanol is shown in Figure 1.

Figure 1. Schematic of the odour removal system. 1: methanethiol (MT) cylinder; 2: Blower; 3: Intake
sampling port; 4: Gas distribution device; 5: Outlet sampling port; 6: Column packing; 7: Pump;
8: Absorption solution tank; 9: Outlet-gas absorbing device; 10: Sprinkler; 11: Perforated plate;
12: Liquid flowmeter; 13: Absorption solution discharge port; 14: Iron bracket; 15: Gas flowmeter.

The main component of the test unit was the counter-current ethanol absorption tower, which was
made of plexiglass tubes and possesses the following dimensions: 0.1 m inner diameter; 0.8 m packing
layer height; 0.5 m upper packing layer height, which could install a sprinkler system; 1 m lower
packing layer height, which could install the gas distribution system and store absorption solution;
and 2.3 m total height of the absorption tower. A perforated plate was set at the bottom of the
packing layer, and intake pipe was placed 0.1 m below the plate. The absorption solution connection
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pipe was installed 5 cm above the bottom of the absorption tower to form the circulating spray
system. The size of the spray liquid tank is L × B × H = 35 cm × 17cm × 33 cm (effective depth).
The ceramic pall rings were used in the ethanol absorption tower; the ring exhibits high flux,
low resistance, and high separation efficiency and operating flexibility. The size of the ceramic pall
ring is 25 mm × 25 mm × 3 mm (diameter × height × wall thickness). The other parts are shown in
Table 1.

Table 1. Types and parameters of main equipment.

Number Equipment Name Quantity Type and Basic Parameters

1 Anti-corrosive type vortex pump 1 Type HG-1100 Air pressure 17.6 kPa
Power 1100 w Blowing rate 180 m3/h

2 Gas rotor flow meter 1 Type LZB-50
3 Gas rotor flow meter 1 Type LZB-3WB
4 Liquid rotor flow meter 1 Type LZB-6
5 Air sampler 1 Type QC-2A
6 MT gas tank 1 A mixed gas of MT and nitrogen (3%)

MT: Methanethiol.

2.2. Test Methods

A predetermined amount of MT in the MT cylinder was sent to the blower inlet port by the
reducing valve. MT was mixed with a large quantity of air to form a preset concentration of MT odour,
which entered into the tower through the gas distribution device and discharged from the top of
the tower. Absorption solution was stored in the tank and sprayed from the top of the packing layer
through the water pump. Gas and absorption solution liquid were in full contact in the packed bed.
An air inlet pipe and an air outlet pipe in the ethanol absorption tower were provided with a sampling
port to collect the original odour and the treated gas, respectively. MT removal rate was measured
using MT concentration between inlet and outlet gas.

The two main factors affecting absorption efficiency were empty bed residence time (EBRT) and
water–gas ratio. The minimum EBRT of the absorption method ranged between 0.4 s to 3.0 s [12].
To highlight the advantages of the absorption method, a shorter EBRT (0.6 s) was selected. Thus,
the gas intake volume was 37 m3/h. The optimal water–gas ratio was approximately 1 L/m3,
according to the preliminary study [10]. The average inlet concentration of MT was controlled
below 0.1 mg/m3, based on the monitoring data of wastewater treatment plants in Baton Rouge,
Louisiana and Beijing [13,14]. Each experiment cycle was conducted according to the following steps:

(1) Absorption solution (20 L) was prepared with a preset volume ratio of ethanol/water in the
absorption solution tank.

(2) The blower was operated. Mixed gas intake volume was controlled at 37 m3/h (intake load
qG = 4700 m3/m2·h). MT was transmitted to the blower inlet port by controlling the reducing
valve to form a preset concentration of MT odour.

(3) The spray pump was operated, and the absorption solution spraying volume was controlled at
40 L/h (spraying load qL = 5100 L/m2·h). The water–gas ratio was equal to 1.08.

(4) Concentrations of MT sampled from inlet and outlet pipes were measured under a sampling rate
of 1.0 L/min after stable operation for 10–15 min.

(5) Waste absorption solution with a certain amount of MT absorbed in the system was discharged
after each cycle.

2.3. Analysis Methods

The removal rate of MT can be calculated as follows:

η =
Y1 − Y2

Y1
(1)
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where η is removal rate of MT (%); Y1 is the content of MT in the intake port of the mixed gas
(kmol MT/kmol mixed gas); and Y2 is the content of MT in the outlet port of the mixed gas
(kmol MT/kmol mixed gas).

In the absorption tower, the two following formulas could be used to calculate the packing
layer height [15], in which the difference of vapour phase molar ratio is the overall mass transfer
driving force:

Z =
GB

KYα
NOG (2)

NOG =
1

1 − S
ln

[
(1 − S)

Y1 − mX2

Y2 − mX2
+ S

]
(3)

where:
Z: packing layer height (m);
GB: mixed gas flow rate (kmol/m2·h), GB = qG/Vm, where Vm is the molar volume of gas in the

standard state (Vm = 22.4 L/mol);
KY: overall mass transfer coefficient (kmol/m2·h);
α: effective surface area of the unit packing volume (m2/m3);
NOG: overall gas absorption number of mass transfer units, in which the difference of the vapour

phase molar ratio is the driving force;
S: desorption factor, S = mGB/LS, LS = xqLρ/M, where m is the phase equilibrium constant; LS is

the absorbent (ethanol solution) flow rate (kmol/m2·h); x is the volume fraction of ethanol; ρ is the
density of ethanol pure liquid (ρ = 0.789 kg/L); M is the molar mass of ethanol (M = 46 g/mol);

X2: content of MT in the intake port of the ethanol (kmol MT/kmol ethanol).
Assuming:

k1 =
mMqG
ρqLVm

Then:
S =

k1

x
(4)

X2 = 0 is assumed for convenience because of the low concentration of MT at the entrance of the
absorption solution. Equations (1), (3), and (4) were substituted into Equation (2). Equation (5) was
obtained as follows:

Z =
qG

αKYVm
· 1

1 − k1

x

ln
[
(1 − k1

x
)

1
1 − η

+
k1

x

]
(5)

After finishing:

η =
e

αZKYVm(1 − k1

x
)

qG − 1

e

αZKYVm(1 − k1

x
)

qG − k1

x

(6)

Making:

k2 =
αZKYVm

qG

Then:

η =
ek2− k1k2

x − 1

ek2− k1k2
x − k1

x

(7)
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2.4. Monitoring Methods

The amino dimethyl aniline colorimetric method was used to measure the concentration of MT,
and the detection limit was set as 0.5 μg/15 mL.

A total of 10 mL of MT absorption solution was placed in a multi-hole absorbing tube, and the
sample was collected by using an atmospheric sampler. After sampling, 5 mL of absorption solution in
the absorbing tube was transferred to a colorimetric tube. A total of 5 mL of fresh absorption solution
was added to No. 0 absorbing tube as a comparison sample. Each colorimetric tube was added with
0.5 mL of chromogenic reagent and some distilled water up to 10 mL. The solutions in the colorimetric
tubes were filtered after settling for 30 min. The absorbance of filtrate was detected at a wavelength
of 500 nm.

3. Results and Discussion

3.1. Experiment Results

Absorption solution was prepared with a preset volume ratio of ethanol/water. Each ratio was
subjected to three experimental cycles, and the results are shown in Table 2.

Table 2. Effect of different ethanol/water ratios on MT removal.

Volume Ratio
Cycle Sampling

Volume L

Average Inlet
Concentration mg/m3

Average Outlet
Concentration mg/m3 Removal Rate %

Ethanol : Water

1:30
1 30 0.039 0.019 52.63
2 60 0.037 0.019 50.00
3 60 0.036 0.020 45.71

1:20
1 30 0.058 0.021 64.29
2 60 0.030 0.011 62.07
3 60 0.027 0.009 67.31

1:10
1 15 0.105 0.027 74.51
2 30 0.058 0.014 75.00
3 60 0.035 0.008 76.47

1:5
1 30 0.041 0.008 80.00
2 30 0.045 0.008 81.82
3 60 0.033 0.006 81.25

1:1
1 30 0.052 0.007 85.71
2 60 0.042 0.007 82.93
3 60 0.040 0.006 84.62

MT: Methanethiol.

The volume ratio of ethanol/water could be converted into the volume fraction of ethanol in the
absorption solution, x. The conversion results are shown in Table 3. The effects of different volume
fractions of absorption solution on the average MT removal rates, η, are shown in Figure 2.

Table 3. The results of converting ethanol/water volume ratio to volume fraction.

Volume Ratio 1:30 1:20 1:10 1:5 1:1

Volume fraction (x) 3.23% 4.76% 9.09% 16.67% 50%
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Figure 2. Effects of different volume fractions of absorption solution on methanethiol (MT) removal rate.

MT removal rate by ethanol absorption reached 80% and complied with the second class
of ”Emission Standards for Odour Pollutants” (GB14554-1993) when the volume fraction of the
washing liquid absorption solution was 16.67% (Figure 2). In comparison with the results of Raquel
Lebrero—who found that the MT removal rate decreased to 47.8% when the EBRT was 7 s in the
biotrickling filter [2]—the ethanol absorption method showed great advantages. The result was also
better than that of the HNO3 solution alone, which has a removal efficiency of 73% [16].

Figure 2 indicates that the MT removal rate increased with increasing ethanol volume fraction
in the absorption solution, but the increased value gradually decreased. When the concentration
of ethanol solution reached 16.67%, the removal rate increased slowly. This phenomenon was
mainly due to the concentration of the absorption solution no longer being a limiting factor in
the absorption reaction when it reached a certain extent. Then, the removal rate hardly increased,
although the absorption solution concentration continued to increase. The trend of the test results
was in good agreement with the experimental data of other absorption experiments. Shen showed
that the CO2 removal rate increased with the increase of the absorption solution concentration.
However, the removal rate reached a maximum when the concentration of the absorbing solution
was 2 mol/L. Afterwards, the removal rate exhibited almost no increase [17]. Couvert studied the
influences of hydrogen peroxide concentration, contact time, and pH on the MT removal rate, and an
increase in the hydrogen peroxide concentration could evidently lead to an increase in the MT removal
level, but the removal level had a limit [18].

3.2. Relationship between MT Removal Rate and Ethanol Volume Fraction

The parameters in Equation (7) were fitted by Graph software and data in Figure 2, and the results
are shown in Figure 3. The fitting results were k1 = 0.057 and k2 = 2.035, and the relationship between
the volume fraction of ethanol and the removal rate of MT is shown as Equation (8).

η =
e2.035− 0.116

x − 1

e2.035− 0.116
x − 0.057

x
R2 = 0.993

(8)
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Figure 3. Curve of methanethiol (MT) removal rate under different volume fractions of ethanol solution.

3.3. Calculation of Kinetic Parameters

The set conditions in this study were qG = 4700 m3/m2·h, qL = 5100 L/m2·h, α = 210 m2/m3,
and Z = 0.8 m. Kinetic parameters m and KY were calculated using the value of k1, k2, and the following

two formulas: k1 =
mMqG
ρqLVm

and k2 =
αZKYVm

qG
.

Then
m =

k1ρqLVm

MqG
= 0.02363

making m = 0.024;

KY =
k2qG

αZVm
= 2.5477 kmol/m2·h

making KY = 2.55 kmol/m2·h.

3.4. Mathematical Formula Deduction

qG, qL, Z, and α were variable test parameters, and the other parameters were constants;
namely, k1 and k2, which could be written as:

k1 =
mMqG
ρqLVm

= 0.062
qG
qL

,

k2 =
αZKYVm

qG
=

57.07αZ
qG

k1 and k2 were substituted into Equation (7). The relationship of MT removal rate and the design
and operation parameters of the ethanol absorption tower could be obtained as follows:

η =
a − 1
a − b

(9)

where:

a = e

57.07αZ
qG

−3.54αZ
xqL

b = 0.062
qG
xqL
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3.5. Mathematical Formula Verification

3.5.1. Verification Methods

Packing type and packing layer height were maintained constant, and the air intake volume was
controlled at 46 m3/h (intake load qG = 5857 m3/m2·h), which was different from the former test.
The ratio of ethanol/water and the absorption solution spraying load were changed according to the
2.2 procedure, and MT removal rate in the ethanol absorption tower was measured.

3.5.2. Verification Results

The test was conducted with a total of eight cycles, and the results are shown in Table 4.

Table 4. MT removal rate by ethanol solution absorption under different conditions.

Cycle
Volume

Ratio
Intake

Volume m3/h
Spraying

Volume L/h
Sampling
Volume L

Average Inlet
Concentration mg/m3

Average Outlet
Concentration mg/m3

Removal
Rate %

1 1:30 46 40 10 0.072 0.041 42.86
2 1:30 46 40 20 0.036 0.021 42.86
3 1:20 46 40 10 0.062 0.031 50.00
4 1:10 46 40 20 0.036 0.010 71.43
5 1:30 46 25 10 0.082 0.062 25.00
6 1:20 46 25 10 0.051 0.031 40.00
7 1:10 46 25 10 0.072 0.030 57.14
8 1:10 46 25 10 0.082 0.031 62.50

MT: Methanethiol.

Comparing Table 4 with Table 2, the removal rate of MT decreased when the mixed gas flow
increased from 37 m3/h to 46 m3/h, and when the spraying flow reduced from 40 L/h to 25 L/h, the MT
removal rate decreased further. These trends agreed with the results of Shen [17]. Obviously, reducing
the gas flow rate and increasing the absorbent flow rate can increase removal rate to some extent.

The ratio of ethanol to water in the absorption solution was converted into the volume fraction of
ethanol in the absorption solution. Spray volume and air intake volume were converted into spray
load and air intake load. Comparison of the tested removal rate and theoretical removal rate is shown
in Table 5.

Table 5. Comparison between tested and theoretical removal rates.

Cycle
Volume Fraction

of Ethanol %
Intake Load

m3/m2·h
Spraying

Load L/m2·h
Experimental

Removal Rate %
Theoretical

Removal Rate %
Relative

Error

1 3.23 5857 5093 42.86 41.64 2.85%
2 3.23 5857 5093 42.86 41.64 2.85%
3 4.76 5857 5093 50.00 52.82 −5.64%
4 9.09 5857 5093 71.43 66.25 7.25%
5 3.23 5857 3183 25.00 27.99 −11.96%
6 4.76 5857 3183 40.00 39.14 2.15%
7 9.09 5857 3183 57.14 57.23 −0.16%
8 9.09 5857 3183 62.50 57.23 8.43%

Table 5 shows the relative errors between the theoretical removal rate calculated by Equation (9)
and the tested removal rate, which are usually less than 10%. There is reason to think that under the
condition of changing inlet load of mixed gas, absorption solution spraying load, packing layer height,
ethanol solution ratio in absorption solution, and packing material type, Equation (9) can accurately
predict MT removal rate by ethanol absorption.

3.6. Expectation

This research provided an economical and environmentally friendly method for MT removal,
and it can be expanded and applied in the following aspects:
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(i) Engineering applications are needed to verify and revise the removal formula.
(ii) Waste absorption solution can be supplied as a carbon source for the odour treatment process.

For example, the two-stage biological treatment-ethanol absorption method can be used to
remove the mixed odours, and ethanol in the second stage can act as a carbon source for first
stage biological treatment.

(iii) Waste absorption solution can be supplied as a carbon source for the sewage treatment process.
Ethanol has been widely used as a supplement to biological denitrification [19], and the combination
of ethanol absorption and biological denitrification will achieve maximum benefits.

4. Conclusions

This study was conducted by using a deodorisation device to achieve MT absorption with
ethanol solution, providing insights into the characteristics of ethanol absorption capacity for MT.
MT removal formula was deduced according to the principle of physical absorption, which could
accurately calculate the MT removal rate (η) by volume fraction of ethanol (x), intake gas load (qG),
absorption solution spraying load (qL), the height of packing layer (Z), and the effective surface area of
unit packing volume (α).

The major conclusions are as follows:

(1) When the mixed gas flow was 37 m3/h (intake gas load qG = 4700 m3/m2·h), the flow of
absorption solution spraying was 40 L/h (spraying load qL = 5100 L/m2·h) and the ratios of
ethanol/water were 1:1, 1:5, 1:10, 1:20, and 1:30. MT removal rate increased with increasing rate
of ethanol volume fraction in the absorption solution. The MT removal rate reached 80% when
the ratio of ethanol/water was 1:5.

(2) In the deodorisation device of MT absorption by ethanol solution, the phase equilibrium constant
m was 0.024, and the overall mass transfer coefficient KY was 2.55 kmol/m2·h for engineering.

For absorption of MT in the ethanol solution, the MT removal rate formula could be calculated as:

η =
a − 1
a − b

a = e

11984Z
qG

−743Z
xqL

b = 0.062
qG
xqL

and this formula could accurately predict MT removal rate through absorption by ethanol.
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Abstract: This paper presents the results of an investigation on ambient air odour quality in the
vicinity of a municipal landfill. The investigations were carried out during the spring–winter and
the spring seasons using two types of the electronic nose instrument. The field olfactometers were
employed to determine the mean odour concentration, which was from 2.1 to 32.2 ou/m3 depending
on the measurement site and season of the year. In the case of the investigation performed with two
types of the electronic nose, a classification of the ambient air samples with respect to the collection site
was carried out using the k-nearest neighbours (kNN) algorithm supported with the cross-validation
method. Correct classification of the ambient air samples collected during the spring–winter season
was at the level from 71.9% to 87.5% and from 84.4% to 94.8% for the samples collected during the
spring season depending on the electronic nose type utilized in the studies. It was also revealed
that the kNN algorithm applied for classification of the samples exhibited better discrimination
abilities than the algorithms of the linear discriminant analysis (LDA) and quadratic discriminant
function (QDA) type. Performed seasonal investigations proved the ability of the electronic nose to
discriminate the ambient air samples differing in odorants’ concentration and collection site.

Keywords: electronic nose; field olfactometry; landfill; odour; VOC (Volatile Organic Compound);
Principle Component Analysis (PCA); k-Nearest Neighbours (kNN)

1. Introduction

Volatile organic compounds, due to their physical properties such as ease of conversion into gas
state and low solubility in water, often constitute by-products in numerous industrial processes and
they are sources of outdoor and indoor air pollution [1]. Moreover, many compounds are characterized
by unpleasant odour, which is a cause of citizens’ complaints about environment quality. The progress
in urbanization and municipal infrastructure in many countries contributes to a negative phenomenon
connected with the fact that residential areas are too close to such municipal objects as sewage treatment
plants or municipal landfills [2–5]. The volatile organic compounds emitted from these sources and
characterized by unpleasant odour include mercaptanes, sulphides (disulphides), amines, carboxylic
acids, aldehydes, ketones, aliphatic and aromatic hydrocarbons [6–8]. Information on the threshold
levels of odour perception for selected volatile organic pollutants emitted from sewage treatment
plants or municipal landfills are gathered in Table 1 [9].
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Table 1. Examples of the threshold levels of odour identification of selected odorous pollutants.

Pollutants
Threshold Level of Odour

Identification (ppm)
Pollutants

Threshold Level of Odour
Identification (ppm)

methanol 100 butane 1200
methylamine 4.7 octane 1.7

dimethylamine 0.34 chlorobenzene 0.68
methyl ethyl ketone 10 benzene 2.7

styrene 0.047 ethyl acetate 0.87
toluene 0.33 acetaldehyde 0.0015

methanethiol 0.00007 ethylbenzene 0.17
ethanethiol 0.0000087 α-pinene 0.018

dimethyl sulphide 0.003 limonene 0.038
acetone 42 hexane 1.5

These compounds irritate nerve cells in the human nose and they are naturally associated with
danger, create a feeling of discomfort and can be a reason for negative psychosomatic symptoms.
This problem could be aggravated in the future with the progress in economic and industrial
development. Hence, there is a need to search for suitable tools enabling the reduction of odorous
compounds emission in order to decrease odour nuisance over a particular area. The attempts to reduce
the emissions of the volatile organic compounds characterized by unpleasant odour become a priority
for these fields of industry, which are responsible for the emissions. Correction measures include the
implementation of deodorization systems in already existing plants as well as the appropriate design
and location of new-built facilities [10–12].

The acquisition of the information about the concentration levels of particular odorants in ambient
air is indispensable for the complex evaluation of the condition of the natural environment [13,14].
This goal is reached by the utilization of suitable tools for the measurement and control of the level of
air pollutants as well as for the identification of the presence of odorous compounds. The following
devices for VOCs analysis in outdoor and indoor air can be distinguished:

- indicator tubes, in which an analyte reacts with an indicator chemical of the tube packing;
the reaction results in the appearance of a colour or change of a colour of some of the tube
packing. The extent (length) of the coloured zone in the tube is directly proportional to the
analyte concentration and sampling period.

- stationary measurement devices such as gas chromatographs, ultraviolet (UV) and infrared (IR)
spectrometers (including the ones with Fourier transformation), mass spectrometers, as well as
electron capture detectors, flame ionization detectors, photo-ionization detectors and thermal
conductivity detectors.

- on-line analysers (portable), which include gas chromatographs, electrochemical analysers,
photo-ionization analysers, IR or UV absorption analysers, colorimeters and photometers with
prepared paper tape, which changes colour upon contact with the analyte [15,16].

Two basic approaches—analytical and sensory—can be identified regarding the general
classification of the techniques used for the evaluation of malodorous VOCs. The sensory techniques
include the most frequently applied dynamic and field olfactometry, whereas the analytical techniques
engulf gas chromatography with olfactometric detection, gas chromatography coupled with a mass
spectrometer and chemical sensors matrixes (often termed electronic nose instruments).

Particular odorous substances, when present in a gas mixture, can mutually attenuate or amplify
odour intensity and change the hedonic quality of odour. That is why odour impact evaluation calls for
holistic analysis without quantitative identification of particular components of the odorous mixture.
The analytical techniques, which fulfil this condition include [17–22]:
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- olfactometric techniques,
- electronic nose technique.

The first technique consists of the utilization of the human nose as a sensor for air quality
evaluation with respect to odour. Appropriately a selected group of assessors, characterized by defined
odour perception, describes the odour concentration of the odorous mixtures via the determination of
the dilution degree of the odorous mixture with pure air (or inert gas). This concentration is expressed
in ou/m3 units. The olfactometric techniques (dynamic olfactometry, field olfactometry) are the most
frequently used ones for air evaluation with respect to odour in the countries, which possess legal
regulations defining the admissible levels of odour concentration over a particular area.

The second technique relies on the detection of the odorous compounds using a set of
selective/partially selective/non-selective chemical sensors. Abilities of the electronic nose are
significantly limited as compared to its “biological counterpart”, just to mention a necessity of suitable
training and application of frequently complicated mathematical-statistical algorithms responsible for
the correct interpretation of results. There are three main commercial approaches to the structure of
the electronic nose:

(a) the first type, where the measurement system is comprised of the chemical sensors of one
type only,

(b) the second type, where the measurement system consists of the chemical sensors of different types,
(c) the third type, where the measurement system employs chromatographic detectors and

appropriately selected chromatographic columns differing in polarity of a stationary phase.

The chromatographic columns separate volatile components, which are then identified by
standard chromatographic detectors. In the case of the electronic nose technique, these are short
columns for ultra-fast gas chromatography that are employed, which results in a short time of analysis
equal to 1–2 min [23–25]. Obtained chromatograms are analysed using data analysis methods; in this
case, the chromatographic peaks play the role of the sensors.

Due to their discrimination abilities, the electronic nose instruments can be employed to
discriminate the gas samples differing in quality and odour. They have found many practical
applications in such fields as safety, environmental pollution, medicine, work safety regulations,
the food industry, the chemical industry and other [26–47].

The authors of this paper want to compare the discrimination abilities of the electronic nose
instruments built according to the second and the third concept as far as the discrimination and
classification of the ambient air samples collected in the vicinity of the municipal landfill are concerned.
A prototype of the electronic nose—comprised of four commercial semiconductor sensors by FIGARO
Engineering Inc. (Osaka, Japan) (TGS 832, TGS 2600, TGS 2602, TGS 2603), one photoionization sensor
by Ion Science Ltd (Cambridge, UK) (PPB MiniPID) and two electrochemical sensors by FIGARO
Engineering Inc. (Osaka, Japan) (FECS44, FECS50)—was compared with a commercial electronic nose
based on the fast gas chromatography (Fast GC)—HERACLES II. Additionally, the Nasal Ranger field
olfactometers were used to assess odour concentration in ambient air at the sampling sites where the
samples for electronic nose measurements had been collected.

2. Experimental

2.1. Measurement Set-Up

The electronic nose prototype was designed and involved a set of four commercial semiconductor
sensors by FIGARO Engineering Inc. (TGS 832, TGS 2600, TGS 2602, TGS 2603), one photoionization
sensor of PID-type (PPB MiniPID by Ion Science Ltd) and two electrochemical sensors by FIGARO
Engineering Inc. (FECS44, FECS50). The measurement set-up utilized in the investigation consisted of
a Tedlar bag (SKC Inc., Valley, California, CA, USA) of 5 L volume, a Tecfluid flow meter, the prototype
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of the electronic nose (Figure 1), a suction pump and a personal class computer. The volumetric flow
rate of the air sucked from the Tedlar bag was constant and equalled 1 L/min. An analogue-to-digital
converter was used to process the output signal from the sensor set of the prototype. The output
signal was converted into digital form in the range from 0 to 16 bits. Measurement data were collected
and archived. The values of a particular sensor signal taken for data analysis originated from the
range where the sensor signal attained a steady value. The operation mode of the electronic nose was
as follows: 30 s—suction of a sample, measurement; 5 min—washing of the sensors chamber with
clean air.

Figure 1. Prototype of the electronic nose.

The commercial electronic nose of Fast GC-type—HERACLES II (Figure 2) was built from two
independent chromatographic-detection systems. The main components of these systems were two
chromatographic columns characterized by different polarity of a stationary phase and two detectors
of Flame Ionization Detector (FID-type). The measurement set-up consisted of the HERACLES II
device, the Tedlar bag of 5 dm3 volume and a 5 cm3 syringe. The measurement procedure consisted of
sampling the air directly from the Tedlar bag using the syringe. Then, a 5 cm3 air sample was supplied
to a proportioner. Sorption of the sample occurred behind the proportioner, inside a sorption trap of
Tenax. The analytes were released from the trap after it had been heated to 270 ◦C and the stream
was directed to two independent chromatographic-detection systems. A single analysis lasted about
100 s. The surface area of the chromatographic peaks was utilized in the analysis. In the case of the
electronic nose of Fast GC-type, its operation mode followed the pattern 100 s—injection of a sample,
analysis; 500 s—cleaning of the chromatographic columns with hydrogen + air at the volume ratio
1:5, respectively.

Figure 2. Electronic nose of Fast Gas Chromatography (Fast GC-type)—HERACLES II.
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The principle of the operation of the device and method of testing is also described in the
article [48]. Figure 2 presents the electronic nose of Fast GC-type.

Table 2 presents a comparison of both types of electronic nose instrument with respect to the
operation parameters such as mass, dimensions, price, portability, gases utilized for correct operation
and time of correct operation.

Table 2. Examples of the threshold levels of odour identification of selected odorous pollutants.

Parameters Electronic Nose Prototype Fast GC

mass (kg) 20 35
dimensions (cm × cm × cm) 30 × 20 × 50 100 × 50 × 50

portability possible no
operation gases utilized clean air hydrogen + clean air

price (euro) ca. 8000 ca. 160,000
time of correct operation (years) 2–3 10

Four persons took part in the investigation carried out with the field olfactometers Nasal Ranger
(St. Croix Sensory, Stillwater, MN, USA). These persons (a team of panellists) were selected from a
larger group and trained following a standard procedure elaborated by the St. Croix Sensory, Inc.
(St. Croix Sensory 2006). Moreover, the panelists were trained with respect to sensory measurements
using the Nasal Ranger field olfactometers. Assessment of odorants’ concentration in ambient air
involved the determination of D/T values (dilution to sensing threshold), at which the odour was
sensed. In order to compare the correct operation of the electronic nose prototype, Fast GG and
Nasal Ranger instruments, they were tested in laboratory conditions using a reference mixture of
n-butanol + air, where the concentration of n-butanol in air was 0.8 ppm v/v, which corresponded to
the odour concentration at the level of 20 ou/m3. Figure 3 schematically presents the experimental
procedure of the measurement techniques—electronic nose prototype, commercial electronic nose of
Fast GC-type and Nasal Ranger field olfactometer—applied for the determination of air quality beside
the municipal landfill.

Figure 3. Schematic plan of investigation of ambient air beside the municipal landfill.

2.2. Methodology of Investigation

Investigation of air quality with respect to odorants’ concentration, carried out with the electronic
noses, was performed for the air samples collected around the municipal landfill in the vicinity of the
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Tricity Agglomeration. The samples were collected at four control points located within 1-kilometre
distance from the landfill. Localization and distribution of the air sampling points around the landfill
is illustrated in Figure 4. The samples were collected during two seasons of the year: spring–winter
(January–March) and spring (April–June). There was no atmospheric precipitation during the sampling
operation. The samples were collected into the Tedlar bags (SKC Inc., Valley, California, CA, USA)
of 5 dm3 volume using a self-designed device called a Lung sampler. A total of 96 ambient air
samples were collected around the landfill and analyzed. Analysis of the data obtained with the
electronic nose prototype was performed employing free R software, part of Free Software Foundation
(Free Software Foundation, Boston, MA, USA). A method of classification of the collected samples with
respect to localization of the collection point involved the k-nearest neighbours algorithm (where k
equaled 3); discrimination of the samples utilized the principle component analysis (PCA). Air quality
investigation with respect to odorants’ concentration performed with the field olfactometers was
carried out at the same time and at the same control points, where the air was sampled into the Tedlar
bags. A total of 384 measurements were performed with the Nasal Ranger field olfactometers.

Figure 4. Map of the municipal landfill with the points of atmospheric air samples collection.

3. Results and Discussion

Figure 5 presents the PCA results for the ambient air samples collected in the vicinity of the
municipal landfill when the measurements were performed with the electronic nose prototype during
the spring–winter season. This time, the two-dimensional plane reveals three characteristic clusters
of points, which correspond to the air samples’ collection sites. One cluster is associated with the
samples collected along the NE direction, the second cluster corresponds to the SE direction and the
third one describes the remaining two directions, namely NW and SW. Table 3 shows an error matrix
with the results of kNN (where k = 3) classification supported with the cross-validation method for
the ambient air samples collected around the municipal landfill during the spring–winter season.
The results of the performed classification originated from the investigation carried out with the
electronic nose prototype. A total of 71.9% of the samples collected from the selected directions was
correctly classified. The biggest number of correctly classified samples was 24 and they originated
from the SE direction. In the remaining cases, the number of correctly classified samples was as
follows: 23 for the NE direction, 13 for the NW direction and nine for the SW direction. Correctness of
classification was at the level of 95.8% for the NE direction, 100% for the SE direction, 54.2% for the
NW direction and 37.5% for the SW direction.

Figure 6 presents the PCA results for the ambient air samples collected in the vicinity of the
municipal landfill when the measurements were performed with the commercial electronic nose of
Fast GC-type during the spring–winter season. Also, in this case, there are three characteristic clusters
of points on the two-dimensional plane. However, as compared to Figure 4, the clusters NE and SE are
clearly resolved from the remaining points. Table 4 shows an error matrix with the results of the kNN
(where k = 3) classification supported with the cross-validation method for the ambient air samples
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collected around the municipal landfill during the spring–winter season. The results of the performed
classification originated from the investigation carried out with the commercial electronic nose of
Fast GC-type. A total of 87.5% of the samples collected from the selected directions was correctly
classified. The biggest number of correctly classified samples was 24 and they originated from the NE
direction. In the remaining cases, the number of correctly classified samples was as follows: 23 for the
SE direction, 21 for the NW direction and 16 for the SW direction. Correctness of classification was
at the level of 100% for the NE direction, 95.8% for the SE direction, 87.5% for the NW direction and
66.7% for the SW direction.

Figure 5. PCA result for the ambient air samples collected from four directions localized in the vicinity
of the municipal landfill. Measurements were carried out with the electronic nose prototype during the
spring–winter season.

Table 3. Cross-validation supported the k-nearest neighbours (k = 3) classification of the ambient air
samples collected in the vicinity of the municipal landfill. Measurement data for classification were
obtained with the electronic nose prototype during the spring–winter season.

Direction NE SE SW NW

NE 23 0 0 0
SE 1 24 1 0
SW 0 0 9 11
NW 0 0 14 13

Figure 6. PCA result for the ambient air samples collected from four directions localized in the vicinity
of the municipal landfill. Measurements were carried out with the commercial electronic nose of Fast
GC-type during the spring–winter season.
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Table 4. Cross-validation supported the kNN (k = 3) classification of the ambient air samples collected
in the vicinity of the municipal landfill. Measurement data for classification were obtained with the
commercial electronic nose of Fast GC-type during the spring–winter season.

Direction NE SE SW NW

NE 24 0 0 0
SE 0 23 1 0
SW 0 1 16 3
NW 0 0 7 21

Table 5 gathers the values of odour concentration Cod (ou/m3) calculated as a geometric mean
of the n-element set of all individual odour concentrations for a given measurement point. It can
be observed that the highest values of odour concentration were estimated along the NE and SE
directions. These values were 22.4 and 14.5 (ou/m3), respectively. Concentration values determined for
the remaining measurement points were similar and amounted to 2.4 (NW) and 2.1 (SW). High odour
concentrations in the measurement points located along the NE and SE directions could result from
many factors, including wind direction. During the investigation, predominant wind directions
were north-east and south-east, which moved air masses from the area of the landfill towards the
NE and SE directions where higher odorants concentrations were noticed as compared to the other
measurement points.

Table 5. Values of odour concentration Cod (ou/m3) calculated as a geometric mean of the
n-element set of all individual odour concentrations for a particular measurement point during the
spring–winter season.

Direction NE SE SW NW

concentration (ou/m3) 22.4 14.5 2.1 2.4

Figure 7 presents the PCA results for the ambient air samples collected in the vicinity of the
municipal landfill when the measurements were performed with the electronic nose prototype during
the spring season. Similar to Figure 5, there are three characteristic clusters of points corresponding
to the air sampling sites. One cluster represents the samples collected along the NE direction,
the second cluster corresponds to the SE direction and the third cluster is associated with the remaining
two directions, which are NW and SW.

Figure 7. PCA result for the ambient air samples collected from four directions localized in the vicinity
of the municipal landfill. Measurements were carried out with the electronic nose prototype during the
spring season.
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Table 6 shows an error matrix with the results of the kNN (where k = 3) classification supported
with the cross-validation method for the ambient air samples collected around the municipal landfill
during the spring season. The results of the performed classification originated from the investigation
carried out with the electronic nose prototype. A total of 84.4% of the samples collected from the
selected directions was correctly classified. The biggest number of correctly classified samples was 24
and they originated from the NE direction. In the remaining cases, the number of correctly classified
samples was as follows: 24 for the SE direction, 18 for the NW direction and 15 for the SW direction.
Correctness of classification was at the level of 100% for the NE direction, 100% for the SE direction,
75.0% for the NW direction and 62.5% for the SW direction.

Table 6. Cross-validation supported the kNN (k = 3) classification of the ambient air samples collected
in the vicinity of the municipal landfill. Measurement data for classification were obtained with the
electronic nose prototype during the spring season.

Direction NE SE SW NW

NE 24 0 0 0
SE 0 24 1 0
SW 0 0 15 6
NW 0 0 8 18

Figure 8 presents the PCA results for the ambient air samples collected in the vicinity of the
municipal landfill when the measurements were performed with the commercial electronic nose of
Fast GC-type during the spring season. However, as compared to Figure 5, the clusters NE and SE
are clearly resolved from the remaining points. Table 7 shows an error matrix with the results of
the kNN (where k = 3) classification supported with the cross-validation method for the ambient air
samples collected around the municipal landfill during the spring season. The results of the performed
classification originated from the investigation carried out with the commercial electronic nose of Fast
GC-type. A total of 94.8% of the samples collected from the selected directions was correctly classified.
The biggest number of correctly classified samples was 24 and they originated from the NE and SE
direction. In the remaining cases, the number of correctly classified samples was as follows: 22 for the
SW direction, 21 for the NW direction. Correctness of classification was at the level of 100% for the NE
and SE direction, 91.7% for the SW direction, 87.5% for the NW direction.

Figure 8. PCA result for the ambient air samples collected from four directions localized in the vicinity
of the municipal landfill. Measurements were carried out with the commercial electronic nose of Fast
GC-type during the spring season.
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Table 7. Cross-validation supported the kNN (k = 3) classification of the ambient air samples collected
in the vicinity of the municipal landfill. Measurement data for classification were obtained with the
commercial electronic nose of Fast GC-type during the spring season.

Direction NE SE SW NW

NE 24 0 0 0
SE 0 24 0 0
SW 0 0 22 3
NW 0 0 2 21

A comparison of Tables 3, 4, 6, 7 shows that the correctness of classification of the ambient
air samples collected from different control points around the municipal landfill depends on
the season of the year and the measurement device enabling discrimination of the samples.
The dependence between the season of the year and the correctness of classification of the ambient air
samples polluted with odours has already been observed in the paper [49] where the measurements
had been conducted with a commercial electronic nose of Fast GC type. It was noticed that the
correctness of classification of the samples collected from various control points during the summer
season was higher than in the case of the samples collected at the same points but during the winter
season. Higher temperature and humidity during the summer season allows the emission of the
compounds produced in anaerobic conditions inside waste dumps of municipal landfills. Table 8
gathers the values of odour concentration Cod (ou/m3) calculated as a geometric mean of the n-element
set of all individual odour concentrations for a given measurement point during the spring season.
It can be observed that the highest values of odour concentration were estimated along the NE and SE
directions. These values were 32.2 and 17.3 (ou/m3), respectively. Concentration values determined for
the remaining measurement points were similar and amounted to 2.3 (NW) and 2.2 (SW). High values
of odour concentration in the control points during the spring season as compared to the spring–winter
season confirm that the dominant factors causing the emission of unpleasant odorous compounds
are temperature and air humidity, contributing to enhanced anaerobic processes occurring in waste
dumps of municipal landfills. Earlier investigations, performed with gas chromatography allowing the
identification of the compounds responsible for elevated odour concentrations, revealed the presence
of the following groups of compounds: sulphides, aldehydes, ketones, amines, aliphatic and aromatic
hydrocarbons, organic acids, terpenes [49]. All these compounds at the concentration levels above the
odour identification threshold can undergo different phenomena of odour interaction, for instance
synergism—odour intensification. Higher concentrations of odorous compounds during the spring
season may arise not only from the aforementioned anaerobic or climatic processes (air temperature,
relative humidity) but also due to additional compounds generated by enhanced sun radiation during
this season of the year, which are characterized by high volatility and susceptibility to chemical
conversions. These factors and predominant north-east and south-east winds (ca. 60% during a year)
result in a higher concentration of odorous compounds along the NE and SE directions beside the
municipal landfill as compared to SW and NW directions.

Table 8. Values of odour concentration Cod (ou/m3) calculated as a geometric mean of the n-element
set of all individual odour concentrations for a particular measurement point during the spring season.

Direction NE SE SW NW

concentration (ou/m3) 32.2 17.3 2.2 2.3

In order to compare the discrimination abilities of the kNN algorithm (where k = 3) applied in
the investigations performed with both types of the electronic nose, the obtained results of the correct
classification were compared with the classification results for the kNN algorithm (where k = 5 and
k = 7), the LDA (linear discriminant analysis) algorithm and the QDA (quadratic discriminant function)
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algorithm. The results are presented in Table 9. It can be noticed that the highest level of correct
classification is exhibited by the kNN algorithm (where k = 3). The k-nearest neighbours algorithm
classifies an investigated object into a particular group based on k-nearest located observations from a
training set. A number of the nearest located observations (k) taken into account is pre-assumed and is
an odd number. This algorithm belongs to the so-called lazy learning algorithms due to the fact that
it investigates only a small part of the training set. It is one of the simplest classification algorithms
because an unknown object is assigned to a particular group by the majority of its neighbours,
the object is identified as a member of the group, which is the most popular among the object’s
k-nearest neighbours.

Table 9. Comparison of the discrimination abilities of the algorithms: kNN (where k = 3, k = 5, k = 7),
linear discriminant analysis (LDA) and quadratic discriminant function (QDA).

Direction Electronic Nose Prototype Fast GC

algorithms spring–winter spring spring–winter spring
kNN (k = 3) 71.9 84.4 87.5 94.8
kNN (k = 5) 68.7 78.5 81.2 92.0
kNN (k = 7) 66.8 76.7 80.4 90.2

LDA 70.2 81.2 85.2 93.2
QDA 71.1 82.5 86.2 93.6

4. Conclusions

Classification of the ambient air samples collected in the vicinity of the municipal landfill
performed with the kNN algorithm (where k = 3) revealed that the biggest number of correctly
classified samples originated from the NE and SE control points both during the spring–winter and
the spring season. Correct classification of the ambient air samples for these control points was at the
level of 71.9% and 84.4%, respectively, for the electronic nose prototype and at the level of 87.5% and
94.8%, respectively, for the electronic nose of Fast GC-type. Field olfactometry measurements also
indicated that these control points exhibited higher odour concentration than the other measurement
points. The measured values were equal to 22.4 (ou/m3) for the NE direction and 14.5 (ou/m3) for the
SE direction during the spring–winter season and 32.2 (ou/m3) for the NE direction and 17.3 (ou/m3)
for the SE direction during the spring season.

High values of odour concentration and higher values of the correct classification of the ambient air
samples collected at different control points during the spring season as compared to the spring–winter
season confirm that the main factor responsible for such a situation is climatic conditions. They include
ambient air temperature, air humidity, wind direction, wind velocity and sun irradiation. A higher
level of the correct classification of the air samples with the commercial electronic nose of Fast
GC-type resulted from the fact that more information had been taken for analysis (data were
collected from the first 18 chromatographic peaks from both columns). If each chromatographic
peak (surface area) is treated as a signal from a single sensor, then the advantage of the electronic nose
comprised of chromatographic columns will be obvious as far as detection abilities are concerned.
However, a comparison of the operation parameters of both types of electronic nose instrument shows
that the electronic nose prototype exhibits a satisfactory level of correct results in relation to its unit
price. The application of the semiconductor, electrochemical and PID-type sensors improved its
detection abilities and the prototype became competitive to the Fast GC-type device.

The information obtained from these season investigations will be used by the authors during
further research within the frame of the project aimed at on-line monitoring of ambient air in the
vicinity of the odorous compounds’ emitters.
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consultations.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Gebicki, J. Application of electrochemical sensors and sensor matrixes for measurement of odorous chemical
compounds. Trac-Trends Anal. Chem. 2016, 77, 1–13. [CrossRef]

2. Capelli, L.; Sironi, S.; del Rosso, R.; Guillot, J.M. Measuring odours in the environment vs. dispersion
modelling: A review. Atmos. Environ. 2013, 79, 731–743. [CrossRef]

3. Kampa, M.; Castanas, E. Human health effects of air pollution. Environ. Pollut. 2008, 151, 362–367. [CrossRef]
[PubMed]
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Abstract: Photocatalysis is a promising technique to reduce volatile organic compounds indoors.
Titanium dioxide (TiO2) is a frequently-used UV active photocatalyst. Because of the lack of UV
light indoors, TiO2 has to be modified to get its working range shifted into the visible light spectrum.
In this study, the photocatalytic degradation of toluene, butyl acetate and limonene was investigated
under UV LED light and blue LED light in emission test chambers with catalysts either made of
pure TiO2 or TiO2 modified with graphene oxide (GO). TiO2 coated with different GO amounts
(0.75%–14%) were investigated to find an optimum ratio for the photocatalytic degradation of VOC
in real indoor air concentrations. Most experiments were performed at a relative humidity of 0% in
20 L emission test chambers. Experiments at 40% relative humidity were done in a 1 m3 emission test
chamber to determine potential byproducts. Degradation under UV LED light could be achieved for
all three compounds with almost all tested catalyst samples up to more than 95%. Limonene had the
highest degradation of the three selected volatile organic compounds under blue LED light with all
investigated catalyst samples.

Keywords: photocatalysis; emission test chamber; volatile organic compounds

1. Introduction

People from the Western world spend most of their time indoors, either in houses or in
transportation, hence, the indoor air quality is of particular importance [1]. Though, volatile organic
compounds (VOC) are ubiquitous in the indoor air, emitting, e.g., from building materials, wall and
floor coverings and interior equipment. Those emissions can have a negative impact on the indoor
air quality, health and wellbeing of occupants. This effect is described as sick-building-syndrome [2].
An approach to improve the indoor air quality, which has come more and more into focus during
the last years, is the photocatalytic degradation of pollutants by photoredox catalysis. Photocatalytic
active coatings, mostly made of the semiconductor titanium dioxide (TiO2) [3], have been developed
and tested for indoor air use. TiO2 in its anatase modification has a band gap of 3.2 eV and can hence
be activated under UV-light (λ = 387 nm). By light irradiation with a corresponding wavelength,
electrons from the valence band are transferred to the conduction band and as a result electron-hole
pairs are formed (Figure 1).

TiO2 + hν → h+ + e− (1)

The excited electrons can proceed in a single electron reduction and, in the presence of O2, form a
superoxide radical anion O2

•−. Simultaneously, the electron holes (h+) can react with H2O to yield
hydroxyl radicals OH• (single electron oxidation). These resulting radicals are highly reactive and can
mineralize organic substrates to CO2 and H2O as generalized in equations 2 and 3 [3,4].
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Figure 1. Photocatalytic degradation mechanism.

OH• + VOC + O2 � nCO2 + mH2O (2)

O2
•− + pollutant ��� CO2 + H2O (3)

Since TiO2 can only be activated under UV light it has to be doped or modified to shift its working
range in the visible light spectrum. Banerjee et al. published an article summarizing and describing
possibilities, e.g., metal and non-metal doping, dye sensitization, combination of TiO2 with reduced
graphene oxide, to improve the visible light activity of TiO2 [5]. Graphene is a relatively new but
promising material [6] and its oxide in combination with TiO2 is already known to successfully catalyze
degradation of VOC, methyl orange and methylene blue under visible light [7–9]. With its high surface
area of 2600 m2·g−1 [10] graphene sheets are highly reactive thus enhancing the photocatalytic activity
of TiO2 due to the fact that more π–π interactions are possible [8]. The band gap has to be below 3.0 eV
to get absorption under visible light [11], the light absorption is extended by increasing the amount
of GO [9]. However, if the amount of graphene in the catalyst system is too high the photocatalytic
activity is reduced [12,13].

One additional substantial aspect for the reactivity is the relative humidity in the emission test
chamber which can both increase or decrease the photocatalytic degradation of VOC. According to
Zhao and Yang [14] and Mo et al. [15] too little water vapor results in a retard of the degradation;
whereas too much water vapor is also not appropriate for the degradation process. In the second
case, the water molecules and the VOC compete for adsorption positions on the TiO2 surface.
Furthermore, the effect is also depended on the inlet concentration of the VOC [16]. However, the
optimum relative humidity level seems to be different depending on the investigated compound and
used catalyst [17].

This work focuses on the photocatalytic degradation and investigation of potential byproducts
of toluene, butyl acetate and limonene on pure TiO2 and TiO2 modified with different amounts
of graphene oxide (GO; 0.75%, 1%, 2.5%, 5%, 10%, 14%) under UV and visible (blue) LED light.
These compounds were selected because of their frequent occurrence in the indoor environment [2].
Experiments were performed in emission test chambers of various volumes under controlled climatic
conditions. A reference VOC atmosphere in the range of real indoor air concentrations was created by
using a gas mixing system (GMS) [18].

2. Materials and Methods

2.1. Chemicals

Toluene (108-88-3, for organic residue analysis) and methanol (67-56-1, ultra resi-analyzed) were
purchased from J. T. Baker, butyl acetate (123-86-4, 99+%) and (R)-(+)-limonene (5989-27-5, 97%)
from Aldrich and naphthalene d8 in methanol (2000 μg·mL−1) from Restek. A graphene oxide water
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dispersion was purchased from Graphenea (4 mg·mL−1, monolayer content >95%). The TiO2 was
commercially available N-doped anatase.

2.2. Analytical Parameters and Instrumentation

Quantification was done using calibration curves (8 points) in combination with an internal
standard (naphthalene d8 in methanol). Each tube was loaded with 1 μL of internal standard and
methanol was flushed off with a nitrogen stream for 10 min (100 mL·min−1) before air samples
were taken.

Air sampling was done periodically with Tenax® TA sorption tubes (Gerstel; 1 L with 50 or
100 mL·min−1). For the determination of lower volatile byproducts air sampling was done with
Carbograph® 1TD (Markes International, Llantrisant, UK), a multi-bed tube containing Tenax®

TA, Carbograph® 1TD and Carboxen® 1000, DNPH-cartridges (Supelco, Bellefonte, PA, USA;
2,4-dinitrophenylhydrazine) and silica cartridges (self-made with silica purchased from Supelco;
30 L and 60 L with 1 L·min−1).

Tenax TA® tubes were measured with a TD-GC-FID system (thermal desorption-gas
chromatograph-flame ionization detector) for a quantitative determination. To determine the
formation of byproducts measurements were done with a TD-GC-MS (mass spectrometer) system,
HPLC (high performance liquid chromatography) and IC (ion chromatography) for a quantitative
determination. The limit of quantification for VOC is 1 μg·m−3, for formaldehyde 5 μg·m−3,
for acetaldehyde 7 μg·m−3, for formic acid 4 μg·m−3 and for acetic acid 5 μg·m−3.

Tenax TA® measurements were carried out on a GC-FID system from Agilent Technologies
(Santa Clara, CA, USA) (GC: 6890 N) equipped with a thermal desorption system (TDS) from Gerstel
temperature program: 40 ◦C for 1 min, 40 ◦C·min−1 to 280 ◦C for 5 min) and a cooled injection system
(CIS 4; temperature program: −100 ◦C for 0.01 min, 12 ◦C·s−1 to 280 ◦C for 3 min). Chromatographic
separation of the VOC was done on a Rtx-Volatiles column (Restek; 30 m × 320 μm × 1.5 μm) with
the following temperature program: splitless, 60 ◦C for 1 min, 10 ◦C·min−1 to 180 ◦C for 3 min,
20 ◦C·min−1 to 260 ◦C for 5 min (run time 25 min).

Carbograph® 1TD and multi-bed tubes were thermally desorbed in a thermal desorption system
(TD-100™, Markes International) and trapped afterwards in a cold trap made of glass. This was
connected to a gas chromatograph 6890 N (Agilent Technologies) coupled with a 5975B mass
spectrometer (Agilent Technologies) for quantification and identification. The gas chromatographic
separation was done on an Rxi-5MS column (Restek, 60 m × 0.25 mm × 0.25 μm) with a constant
helium flow (Alphagaz Air Liquide) of 1.5 mL·min−1. Thermal desorption was done at 300 ◦C for
10 min followed by 320 ◦C for 5 min with a flow of 50 mL·min−1. The cold trap started at −5 ◦C and
was heated up to 320 ◦C for 15 min. The transfer line was set at 180 ◦C. A split (4.3:1) injection on the
GC column was done and the GC oven program started at 50 ◦C (initial time 0.5 min) and heated up
with 6 ◦C·min−1 to 300 ◦C (holding time 5 min). The MS (transfer line at 300 ◦C, EI-source at 230 ◦C
and quadrupole at 150 ◦C) operated in SCAN-mode (m/z 35–450) without solvent delay.

HPLC measurements were done on 1100 Series (Agilent Technologies) equipped with an
ULTRASEP ES ALD column (125 mm × 2 mm) with a pre-column (10 mm × 2 mm). The column
temperature is set to 25 ◦C. Acetonitrile (solvent A) and a mixture of water and tetrahydrofuran (1:16.7;
solvent B) were the used solvents. The pump program was the following: 30% solvent A, 70% solvent B
with a flow of 0.5 mL·min−1; 30% solvent A, 70% solvent B with a flow of 0.5 mL·min−1 for 5 min;
32% solvent A, 68% solvent B with a flow of 0.5 mL·min−1 for 10 min; 32% solvent A, 68% solvent B
with a flow of 0.6 mL·min−1 for 30 min; 83% solvent A, 17% solvent B with a flow of 0.6 mL·min−1

for 55 min; 30% solvent A, 70% solvent B with a flow of 0.6 mL·min−1 for 60 min; 30% solvent A,
70% solvent B with a flow of 0.5 mL·min−1 for 70 min. The detector wavelength was set at 365 nm and
380 nm.

IC measurements were carried out on a Thermo Scientific ICS 2100 instrument equipped with
a Dionex IONPAC® AS18 (2 × 250 mm) column. The oven was set to 30 ◦C. A KOH-solution was
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used as eluent generator with water as solvent. The chromatographic separation was done as follows:
0 min: eluent concentration: 1 mmol; 23 min: eluent concentration: from 1 mmol to 50 mmol; 33 min:
eluent concentration: from 50 mmol to 1 mmol; 43 min: end run.

2.3. Chamber Parameters

VOC degradation was investigated in 20 L and 1 m3 emission test chambers. The 20 L emission
test chambers operated under the following conditions. A translucent plate of borosilicate glass was
used as chamber cover and the light sources were placed on top of it. The chambers were equipped
with a stirrer to guarantee a homogenous air distribution. A GMS was used to generate stable toluene,
butyl acetate and limonene concentrations. The GMS consists of a mixing chamber (V = 24 L), into
which the gaseous VOC are transferred by a nitrogen stream. This mixing chamber is supplied with
an air flow (114 L·h−1) of purified and dry air to get a concentration reduction of the generated VOC.
Two 20 L emission test chambers were connected to the mixing chamber (Figure 2). An air flow of
200 mL·min−1 was transferred into these chambers where the degradation experiments were carried
out. The photocatalytic degradation was investigated at T = 23 ◦C, relative humidity (r.h.) = 0%,
air change rate n = 0.6 h−1 and a loading factor of 0.5 m2·m−3, which describes the ratio of catalyst
surface (m2) to emission test chamber volume (m3). These parameters were not changed during
all experiments.

Figure 2. Experimental setup of the gas mixing chamber with two connected 20 L emission test
chambers. Both chambers are equipped with ceramic tiles and one is irradiated with UV light.

The 1 m3 emission test chamber was directly connected to the GMS without interposing of a
mixing chamber. Hence, the VOC concentration was adjusted by the chambers air change rate, which
was set at 1 h−1. Degradation experiments were performed at a relative humidity of 40% with a
loading factor of 0.03 m2·m−3.

2.4. Light Sources

As light sources a UV LED lamp (λ = 365 nm; irradiance of 1.9 mW·cm−2 in a distance of 25 cm)
and a blue LED lamp (λ = 455 nm; irradiance of 1.9 mW·cm−2 in a distance of 25 cm) were used for
the experiments in the 20 L emission test chambers. Degradation experiments in a 1 m3 emission test
chamber used an UV lamp (λmin = 297 nm; irradiance of 5.6 W·m−2 in a distance of 25 cm) and blue
LED lights (λ = 444 nm; irradiance of 5.9 W·m−2 in a distance of 25 cm).

2.5. Degradation Experiments under UV and Visible Light

2.5.1. General Information

Customary ceramic tiles (10 cm × 10 cm) were coated with the catalyst (GO-modified and pure
TiO2). Seven different GO-TiO2 amounts (A–G, Table 1) were tested, each with two diverse catalyst
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loadings (39 and 78 mg, samples A–F). The catalysts were applied by spraying and either cured for
60 min at 100 ◦C (samples A–F) or for 360 min at 470 ◦C (sample G). For sample G, only one loading
amount was tested, which differs from the others. For sample D a third loading applied by doctor blade
technique was tested as well. All irradiation experiments lasted up to 7 days and air sampling was
done periodically. Before each experiment the chambers were tested for blank values. Furthermore,
it was tested beforehand if the VOC are degraded by photolysis under UV LED and blue LED light,
which they did not. Hence, degradation was achieved photocatalytically.

2.5.2. Degradation Experiments in 20 L Emission Test Chambers

The chambers were loaded with the respective catalyst samples under exposure of the reference
VOC atmosphere. Unexpectedly, after the installation of samples A to E the limonene and butyl acetate
concentrations dropped significantly (down to 0 μg·m−3). The reason for that was a strong adsorption
of these compounds onto the catalyst surface. Over time, the concentration increased again due to
saturation; however, it took between 1 and 5 weeks until equilibrium and thereby a constant VOC
atmosphere was reached. In contrast to that the adsorption of toluene was negligible. Since it could
take up to 5 weeks until an adsorption-desorption equilibrium was achieved, sample B-1 and B-2
were pre-stored in a toluene, butyl acetate and limonene atmosphere in a desiccator for up to 24 days.
After this time saturation of the catalyst samples was achieved and the degradation experiments could
be started within one day after loading the catalyst samples in the emission test chambers. After the
concentrations had stabilized, the degradation experiments were started by irradiation of the catalyst
samples with either UV LED or blue LED light. For an overview of the starting concentrations see
Table 1.

Table 1. Maximum initial concentrations.

Sample GO (%)
Catalyst

Loading (mg)
Toluene

(μg·m−3)
Butyl Acetate

(μg·m−3)
Limonene
(μg·m−3)

A-1 0 39 230 130 110
B-1 0.75 39 100 140 170
B-2 0.75 78 100 220 390
C-1 1 39 190 120 60
C-2 1 78 230 140 40
D-1 2.5 39 140 130 100
D-2 2.5 78 150 110 90

D-3 * 2.5 5 90 140 80
E-1 5 39 80 120 100
E-2 5 78 90 140 40
F-1 10 39 220 190 420

F-2 # 10 78 230 170 330
G-1 14 10 80 120 140

* Applied by doctor blade technique; # investigated only under UV light.

2.5.3. Degradation Experiments in a 1 m3 Emission Test Chamber

The main focus of the experiments in a 1 m3 emission test chamber was the determination of
potential byproducts. For that reason, concentrations higher than usual indoor air concentrations were
generated (Table 2). The experiments were done with two samples, A-1 (pure TiO2) and D-1 (2.5% GO),
under UV LED light at 40% relative humidity. Three catalyst samples were loaded into the emission
test chamber simultaneously. For the determination of potential byproducts air sampling was done
additionally with Carbograph® 1TD tubes, multi-bed tubes, DNPH-cartridges and silica cartridges.
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Table 2. Initial concentrations.

Sample GO (%)
Catalyst

Loading (mg)
Toluene

(μg·m−3)
Butyl Acetate

(μg·m−3)
Limonene
(μg·m−3)

A-1 0 39 290 380 360
D-1 2.5 39 290 390 330

3. Results

3.1. Results of the Experiments in 20 L Emission Test Chambers

A degradation of toluene, butyl acetate and limonene was achieved with pure TiO2 and TiO2-GO
catalyst samples under UV LED light (Table 3). Within 24 h the degradation maxima were achieved
and stayed constant until the light was switched off. By using GO amounts of 10% and 14% the VOC
degradation was inhibited under UV and blue LED light. This phenomenon is already described in the
literature by Aleksandrzak et al. [13] for the photocatalytic degradation of phenol. The photocatalytic
degradation was highest when using single layered graphene, while by increasing the amount of
layers, the photocatalytic degradation decreased. It is assumed that this effect is a result of surface
and electronic properties of graphene oxide with TiO2, e.g., the transport of electron-hole pairs
between TiO2 and GO is reduced. Under blue LED light limonene was degraded in most cases but
butyl acetate could only be degraded by six samples, whereas toluene could not be degraded at all
(see Table 3). Limonene has the highest degradation rate of the three VOC, which becomes most
obvious by comparing the results obtained under blue LED light (Table 3). When using pure TiO2 only
limonene could be degraded under blue LED light, but when GO was introduced into the catalytic
system butyl acetate was also degraded at least in some cases. This might be a result of the fact
that graphene oxide enhances the reactivity of the catalytic system due to the formation of more π–π
interactions between catalyst and VOC.

Table 3. Degradation (%) of toluene, butyl acetate and limonene under UV and blue LED light.

Sample GO (%)
Catalyst

Loading (mg)

UV LED Light Blue LED Light

Toluene
(%)

Butyl
Acetate (%)

Limonene
(%)

Toluene
(%)

Butyl
Acetate (%)

Limonene
(%)

A-1 0 39 >95 >95 >95 0 0 92
B-1 0.75 39 >95 >95 >95 0 12 >95
B-2 0.75 78 >95 >95 >95 0 10 >95
C-1 1 39 >95 >95 >95 0 0 >95
C-2 1 78 >95 >95 >95 0 39 >95
D-1 2.5 39 >95 >95 >95 0 14 >95
D-2 2.5 78 >95 >95 >95 0 34 >95

D-3 * 2.5 5 >95 >95 >95 0 0 92
E-1 5 39 93 >95 >95 0 11 >95
E-2 5 78 94 >95 >95 0 0 >95
F-1 10 39 23 92 94 0 0 14
F-2 10 78 18 81 84 n.m. n.m. n.m.
G-1 14 10 0 26 >95 0 0 10

* Applied by doctor blade technique; n.m.: not measured.

3.2. Results of the Experiments in a 1 m3 Emission Test Chamber

Degradation experiments were performed with samples A-1 and D-1. Both catalyst samples
showed a slight degradation of all VOC after 24 h (Table 4). The degradation obtained in the 1 m3

emission test chamber was lower than in the 20 L emission test chambers (Table 3), which might be
caused by the lower loading factor (20 L emission test chamber: L = 0.5 m2·m−3; 1 m3 emission test
chamber: L = 0.03 m2·m−3) and the higher air change rate (20 L emission test chamber: n = 0.6 h−1;
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1 m3 emission test chamber: n = 1 h−1) resulting in a shorter reaction time of the VOC molecules with
the catalyst.

Byproducts detected for sample A-1 were formaldehyde, acetic acid, formic acid and traces of
crotonaldehyde, octenal, nonenal and undecenal. Degradation of sample D-1 resulted in similar
byproducts namely formaldehyde, acetaldehyde, acetic acid, formic acid and traces of octenal (Table 4).
Formaldehyde, acetaldehyde, formic acid and acetic acid are already literature known byproducts of
photocatalytic toluene degradation [19]. The same applies to the formed byproducts of limonene [20].

Table 4. Degradation of volatile organic compounds (VOC) in a 1 m3 emission test chamber at 40%
relative humidity under UV light.

Sample Toluene (%)
Butyl

Acetate
(%)

Limonene
(%)

Formaldehyde
(μg·m−3)

Acetaldehyde
(μg·m−3)

Formic
Acid

(μg·m−3)

Acetic
Acid

(μg·m−3)

A-1 5 10 12 9 n.d. 14 32
D-1 9 21 15 18 10 55 43

n.d.: Not detected.

3.3. Influence of Relative Humidity

According to the literature [14,15] a certain amount of relative humidity is necessary to obtain
photocatalytic degradation by using TiO2 as catalytic material (see Section 1). The experiments
presented in this article were either performed at 0% relative humidity (20 L emission test chamber) or
40% relative humidity (1 m3 emission test chamber). A better VOC degradation was obtained at 0%
relative humidity for catalyst samples made of pure TiO2 and combinations of TiO2 and GO as can be
seen by comparing the results in Tables 3 and 4. This outcome disproves the theory that a certain level
of relative humidity is inevitable to obtain photocatalytic degradation. Consequently, in the presented
experiments the superoxide radical anion might lead to photocatalytic VOC degradation. This radical
is formed of the atmospheric oxygen in the air and is also strong enough to degrade VOC. This is
supported by an article from Sun et al. [21] where the superoxide anion radical is described as the
active species which degrades toluene photocatalytically.

4. Conclusions

Various TiO2-GO composite photocatalysts have been tested for the degradation of reference VOC
toluene, butyl acetate and limonene at typical indoor air concentration levels at 0% relative humidity.
During irradiation experiments it has been revealed, that a modification of TiO2 with trace amounts
of GO (0.75%–5%) is beneficial for its photocatalytic performance under blue light. Increasing the
amount of GO (10% or higher) however significantly reduces its activity both under UV as well as blue
light irradiation.

Adsorption on the catalyst surface strongly affected the time for the degradation experiment.
Toluene showed no adsorption onto the catalyst but butyl acetate and limonene adsorbed on its surface.
It took up to 5 weeks until an adsorption-desorption equilibrium was achieved. For the investigation
of photocatalytic degradation, it is very important to distinguish between adsorption and degradation.
When measuring the decrease of VOC concentrations, it is necessary to ensure that the decrease is
induced only by degradation.

In an experiment with VOC air concentrations of approximately 300 μg·m−3 at 40%
relative humidity it was investigated if byproducts are formed during the degradation process.
Byproducts already known from literature, e.g., formaldehyde, acetaldehyde, formic acid and acetic
acid, could be detected. Unfortunately, those byproducts might be more harmful than the original
VOC. For that reason, it would be helpful to develop catalysts which do not form byproducts but only
water and carbon dioxide. The described test method is a useful tool for such development.
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Abstract: Direct analysis techniques have greatly simplified analytical methods used to monitor
analytes at trace levels in air samples. One of these methods, Selected Ion Flow Tube-Mass
Spectrometry (SIFT-MS), has proven to be particularly effective because of its speed and ease of use.
The range of analytes accessible using the SIFT-MS technique has been extended by this work as it
introduces five new negatively charged reagent ions (O−, OH−, O2

−, NO2
−, and NO3

−) from the
same microwave powered ion source of moist air used to generate the reagent ions traditionally used
(H3O+, NO+, and O2

+). Results are presented using a nitrogen carrier gas showing the linearity with
concentration of a number of analytes not readily accessible to positive reagent ions (CO2 from ppbv
to 40,000 ppmv, sulfuryl fluoride and HCl). The range of analytes open to the SIFT-MS technique
has been extended and selectivity enhanced using negative reagent ions to include CCl3NO2, SO2F2,
HCN, CH3Cl, PH3, C2H4Br2, HF, HCl, SO2, SO3, and NO2.

Keywords: Selected Ion Flow Tube; VOCs; SIFT-MS; negative reagent ions; acid gases

1. Introduction

Most of the sensitive and specific methods for analysing dilute mixtures of volatile compounds
in air utilize mass spectrometric detection. Traditionally gas chromatography-mass spectrometry
(GC/MS) methods have been the method of choice for more than 50 years [1]. In GC/MS, physical
separation of the volatile analytes is achieved in the capillary column of the GC. Transfer of the
column output into the mass spectrometer is followed by ionization and then analysis providing
identification and quantification. It sounds simple, but in practice a good knowledge of the
methodology is required. For example, when mixtures of chemically different analytes are examined,
different polarity chromatographic columns must be used which increases the time for analysis.
On some occasions—depending on the analyte concentrations—column overload can occur. At the
other extreme, when very dilute mixtures are being analysed it is often necessary to go through
a pre-concentration step by first adsorbing the analyte mixture onto a substrate and subsequently
heating the substrate to release the concentrated analytes at a later stage. This pre-concentration
step is then followed by passage of the sample through the chromatographic column and then mass
spectrometric analysis. The entire process can take longer than an hour and each step in the process
can reduce the accuracy of the analysis.

In the past few years, several new and more direct analytical techniques for monitoring volatiles
in air have become available [2]. The advantage of some of the direct techniques is that they may
avoid the delays that occur in the more conventional but labour-intensive GC/MS and Liquid
Chromatography-Mass Spectrometry (LC/MS) techniques arising from chromatography. One of
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these newer techniques, Selected Ion Flow Tube-Mass Spectrometry (SIFT-MS), is the topic of this
review. The analytical application of SIFT-MS was pioneered by Spanel and Smith in 1996 [3]. SIFT-MS
utilizes known ion-molecule reactions of mass-selected reagent ions with an analyte. The mass-selected
reagent ions (traditionally H3O+, NO+, and O2

+) are introduced into a flow tube at low energy into
a carrier gas where they undergo chemical reactions with the analytes in the gas sample that is drawn
directly into the SIFT-MS flow tube at a known rate. The ensuing reagent ion-analyte ion-molecule
reaction enables identification of the analyte in seconds and provides quantitation from the ratio of
peak heights of the analyte product ion(s) relative to the reagent ion [4].

Since its introduction by Spanel and Smith, the SIFT-MS technique has been applied to monitoring
volatile analytes in air utilizing the speed and ease of operation of the technique in many applications
ranging from breath analysis [5–9], disease diagnosis [10–16], environmental monitoring [17–25]
(including hazardous air pollutants) [26], and food and flavour characterization [27–37], to name but
a few.

In this review of applications of the SIFT-MS technique, we discuss the principles on which it is
based and go on to describe some of the developments that have occurred recently to make it perhaps
the simplest to operate and the fastest direct analytical technique for analysing mixtures of volatile
compounds in air. A comparative study between SIFT-MS and GC/MS in which 25 Volatile Organic
Compounds (VOCs) from the toxic organic compendium methods (TO-14A and TO-15) from the
United States Environmental Protection Agency (EPA) were jointly examined by each technique [38].
The investigation found that 85% of the VOCs examined in the test mixture were within 35% of their
stated concentrations by the SIFT-MS measurements without any calibration. The concentrations of
these VOCs were found simply by utilizing the known ion-molecule chemistry of the mass-selected
reagent ions and the ratio of the reaction product ion counts to the reagent ion counts [4].

A side-by-side comparison of GC/MS and SIFT-MS confirmed that SIFT-MS provides a viable
alternative to GC/MS down to pptv levels but with the marked additional benefit of eliminating the
pre-concentration steps required by GC/MS for trace level gas analysis [38]. In addition, the linear
concentration range found in SIFT-MS is up to six orders of magnitude compared to the one–two
orders of magnitude linear relationship with concentrations typically found in GC/MS [38].

Up until 2015, the traditional reagent ions used in SIFT-MS were H3O+, NO+, and O2
+, which were

chosen because they are readily generated from a microwave discharge of moist air and they do not
react with the major constituents of air. However, one disadvantage of restricting the reagent ions to just
these three positively charged ions is that not all volatile analytes react with them. There are a number
of environmentally significant volatiles (such as HF, HCl, SO2, and SO3) that are ubiquitous pollutants
in some industries but do not react with H3O+, NO+, and O2

+. Similarly, quite a number of different
small molecules are used as fumigants in shipping containers. Some of these common fumigants
are hydrogen cyanide, HCN; ethylene dibromide, C2H4Br2; ethylene oxide, C2H4O; methyl bromide,
CH3Br; chloropicrin, CCl3NO2; formaldehyde, HCHO; acetaldehyde, CH3CHO; phosphine, PH3 and
Vikane (sulfuryl fluoride), SO2F2. Several of these fumigants such as Vikane are unreactive with
positive reagent ions. Others such as phosphine have ambiguities when other analytes such as H2S are
present with positive ion reagents. For reasons such as these, we have extended the range of reagent
ions available for analysis of samples by adding five additional negative ions O−, OH−, O2

−, NO2
−,

and NO3
−. These ions can also be generated from the same microwave ion source of moist air as

the positive reagent ions. We also examined the consequences of changing the bath gas from helium
to nitrogen.

2. Experimental Method

A schematic outline of a commercial SIFT-MS instrument is shown in Figure 1. It has four
distinct regions. The ion source region traditionally operates at 400 millitorr of moist air generating
the major ions H3O+, NO+, and O2

+ which are then mass-selected by the upstream quadrupole.
The mass-selected ions then pass into the flow tube where the reagent ion-analyte reactions take
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place. The unreacted reagent ions together with the product ions resulting from the reactions are
mass-selected by the downstream quadrupole and counted.

In order to generate negative reagent ions, the pressure in the ion source was increased to above
700 millitorr and a negative voltage gradient (up to 500 V) was introduced into the microwave
discharge. Adjustments to lens voltages required for changing between positively and negatively
charged reagent ions can be done in milliseconds. However, changes to the ion source pressure
conditions take longer (seconds). For this reason, several strategic changes were also introduced into
the software controlling the moisture and pressure conditions in the ion source allowing easy switching
between positive and negative ion formation. Five negatively charged reagent ions were found.

The reagent ions OH− and O2
− are usually generated from moist air and O−, NO2

−, and NO3
−

from a dry air source. These negative reagent ions are mass-selected by the upstream quadrupole in
the same way as the positive reagent ions before entering the flow tube. The reagent ions can generally
be interchanged within 8 ms, although switching between moist and dry negative ion sources takes
several seconds.

The carrier gas is added through the inlet labelled “carrier inlet” in Figure 1, and the sample
is simply drawn into the flow tube via the sample inlet at a known rate defined by the sample
capillary dimensions.

Figure 1. Schematic of a commercial Selected Ion Flow Tube-Mass Spectrometry (SIFT-MS) instrument
from Syft Technologies Ltd showing the arrangement of the various components for the Voice200 model.

2.1. Nitrogen Carrier Gas

When nitrogen was used as the carrier gas, the pressure in the flow tube was usually reduced from
600 millitorr (with helium as the carrier gas) to around 450 millitorr. Entry of the reagent ions into the
flow tube is assisted by means of a Venturi inlet [4,39] which facilitates the transmission of ions against
the pressure gradient. Although helium had been the carrier gas of choice, in view of the unreliable
supplies in some countries and its cost, we have utilized nitrogen which can be supplied by a nitrogen
generator. A consequence of using nitrogen means it is necessary to know the rate coefficients of
any three body reactions if relevant in the chemistry that is used to evaluate analyte concentrations.
Most of the data in the literature has been evaluated for a helium carrier gas and although these data
may be applied to nitrogen for binary exothermic ion molecule reactions, some adjustments may need
to be made for three body reactions in nitrogen.
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2.2. Negative Reagent Ions

Typical reagent ion counts for positive ions are usually greater than 107 cps, which enables
concentrations of analytes as low as pptv to be monitored in real time [40], although the negative ions
have a slightly lower abundance.

A comparison between the positive and negative mode of ion source operation is informative.
For the positive reagent ions of H3O+, NO+, and O2

+, typical analogue currents after transmission
through the upstream quadrupole as measured on the last lens before transmission into the flow tube
are around 10.5 nA for each ion. After transmission through the flow tube, the ion current measured
at the lens sampling the ions at the downstream end is reduced to ~110 pA. For the negative reagent
ions of O−, OH−, O2

−. and NO2
−, the analogue currents transmitted by the upstream quadrupole

are typically ~−6 nA reducing to ~−70 pA after passage along the flow tube, but with some variation
depending on the reagent ion. Prior to injection of the reagent ions from the upstream quadrupole
chamber, the lens voltages are optimized to minimise the presence of any ions to less than ~5% of the
mass-selected reagent ion counts [41]. As noted in the next section, the reactions of some negative
reagent ions with atmospheric CO2 yield cluster ions that can participate in secondary ion chemistry.
Those instruments operating with a nitrogen carrier gas instead of helium require a little more care in
adjusting the lens voltages and ion source pressure than for positive reagent ions, in order to optimize
the negative reagent ion signal.

In the experiments that follow, negative reagent ions were mass selected by the upstream
quadrupole and passed into the flow tube where a nitrogen carrier gas carried them along to the
downstream quadrupole. Here, the product and reagent ions of the reactions examined were counted.
Certified concentration mixtures of specific analytes were obtained from the suppliers specified in
the next section, and gas mixtures of these specified analytes were added through the sample inlet at
a known flow rate into the reaction tube. The known rate coefficients of the negative reagent ions with
those analytes were used to monitor their concentrations using the SIFT-MS instrument which were
then compared with the concentrations of the mixtures specified by the suppliers using the methods
discussed in the literature for SIFT-MS [5]. In the case of the fumigants examined in this work (with the
exception of sulfuryl fluoride), rather than using gas mixtures of analytes from reference mixtures at
certified concentrations, permeation tubes (supplied by Kintek, La Marque, TX, USA) were used that
supply certified concentrations of the fumigant at a specified temperature and oven flowrate for the
nitrogen carrier gas.

2.3. Chemicals

Two certified mixtures of CO2 were obtained from a commercial supplier (CAC Gas and
Instrumentation, Arndell Park, NSW, Australia) of 500 ppmv (in nitrogen) and 40,000 ppmv
(in synthetic air) both with a stated accuracy of ±2%.

A certified mixture of sulfuryl fluoride (Vikane) (5.02 ppmv in air (±2%) was supplied by
Scott Marrin, Riverside, CA, USA). Certified concentrations of the acid gases in nitrogen HCl
(10 ppm ± 10%); SO2 (10 ppm ± 10%); H2S (25 ppm ± 5%), and NO2 (10 ppm ± 10%) were obtained
from CAC Gas, NSW, Australia. A certified mixture of HF in nitrogen (10 ppm ± 20%) was obtained
from Matheson, Aendell Park, Australia and SO3 (>99% contained in a stabilizer) was obtained
from Aldrich, St. Louis, MO, USA. The remaining fumigants (chloropicrin, HCN, CH3Cl, PH3,
and dibromoethane) were obtained from known concentrations of these fumigants in nitrogen obtained
from permeation tubes operating at their calibrated flows and temperatures as supplied by Kintek
(La Marque, TX, USA).

3. Results and Discussion

All the results shown here were obtained using a nitrogen carrier gas and at a flow tube
temperature of 120 ◦C. We show the mass spectra of four of the negative reagent ions in the flow
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tube with and without an air sample of laboratory air flowing into the flow tube through the reaction
tube sample inlet and also with a breath exhalation (Figure 2a, O−; Figure 2b, OH−; Figure 2c, O2

−;
and Figure 2d, NO2

−). The reason for the inclusion of the sample air and breath exhalation is to
show the presence of CO2. CO2 is present naturally in air, and slow termolecular association reactions
of the negative reagent ions occur with it. The products of these negative ion reactions with CO2

reactions are therefore present in every scan of a sample in air. Base levels of CO2 in New Zealand
are around 390 ppmv [42]. Usually bimolecular ion-molecule reactions occurring at the collision
rate (~3 × 10−9 cm3·s−1) limit analyte concentrations measured in a SIFT-MS instrument to less than
20 ppmv. Concentrations of analytes higher than this would require sample dilution. In the present
case, however, an association rate coefficient of 3.1 × 10−28 cm6·molec−2·s−1 is equivalent to a binary
rate coefficient of 3.2 × 10−12 cm3·s−1. This rate coefficient is effectively three orders of magnitude
less than a typical exoergic binary rate coefficient, allowing much higher concentrations of CO2 to be
measured. A rate coefficient of this magnitude allows linear changes with CO2 concentrations up to
1000 ppmv for O− (reaction 1) and over 40,000 ppmv for O2

− (reaction 2) to be monitored. The rate
coefficients for CO2 have been previously determined [43].

O− + CO2 + N2 → CO3
− + N2, k = 3.1 × 10−28 cm6·molec−2·s−1, m/z = 60 (1)

OH− + CO2 + N2 → HCO3
− + N2, k = 7.6 × 10−28 cm6·molec−2·s−1, m/z = 61 (2)

O2
− + CO2 + N2 → CO4

− + N2, k = 4.7 × 10−29 cm6·molec−2·s−1, m/z = 76 (3)

Figure 2. The downstream mass spectrometer traces for the reagent ions (a) O−; (b) OH−; (c) O2
−;

and (d) NO2
− are shown under three configurations: with a closed sample inlet, only nitrogen is in

the flow tube; the trace observed when an air sample is added is marked Ambient; and the trace of
a human breath exhalation is marked Breath.
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The linearity with concentrations of the two certified mixtures of CO2 was checked using each
reaction, and the results are shown in Figure 3a,b. Two additional secondary binary reactions that have
some small contribution to the product ions in reactions (1) and (3) and that need to be included in the
analysis as they also contribute to the magnitude of CO3

− and CO4
− are reactions (4) and (5) [44,45]:

O3
− + CO2 → CO3

− + O2, k = 5.5 × 10−10 cm3·s−1 (4)

O2
−·H2O + CO2 → CO4

− + H2O, k = 5.2 × 10−10 cm3·s−1 (5)

An interesting side effect of the concentration range for O2
− and CO2 is that it can be used to

directly monitor CO2 in breath, which typically ranges between 3% and 6% of a breath exhalation.

Figure 3. Measured concentrations of CO2 when using the association reactions O− + CO2 + M (a) and
the O2

− + CO2 + M reaction (b).

3.1. Reactions with Fumigants

Vikane: Because of their rapid response time and ease of use, SIFT-MS instruments have been
used widely by Border Protection Agencies and Contract Testing Companies to monitor shipping
containers that have been fumigated. One of these fumigant chemicals is Vikane (sulfuryl fluoride) or
SO2F2. SO2F2 is not reactive with the three positive reagent ions, but does exhibit rapid reactions with
O−, OH−, and O2

−.

O− + SO2F2 → SO3F− + F, k ≈ 3.0 × 10−10 cm3·s−1 (6)

OH− + SO2F2 → SO3F− + HF, k ≈ 5.4 × 10−10 cm3·s−1 (7)

O2
− + SO2F2 → SO2F2

− + O2, k ≈ 5.7 × 10−10 cm3·s−1 (8)

These reagent ions give excellent concentration data, as is demonstrated in Figure 4 for reaction of
the OH− reagent ion with Vikane in comparison with static dilutions of the certified mixture of Vikane
(5.02 ppmv ± 2%) in air.
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Figure 4. Comparison of SIFT-MS measurement against various concentrations of Vikane obtained by
static dilutions of a certified 5.02 ppmv Vikane/air mixture.

3.2. Other Fumigants

A summary of the reaction chemistry observed for other fumigants examined with the negative
reagent ions are presented in Table 1 (O−), Table 2 (OH−), and Table 3 (O2

−). In these tables, the rate
coefficients that have been estimated in the present work for chloropicrin and phosphine have been
based on the certified concentations of these fumigants in permeation tubes in the low ppmv range.
These concentrations were also confirmed by the known reactions of these fumigants with the positively
charged reagent ions H3O+ or O2

+. Based on these known data, the rate coefficients for chloropicrin
and phosphine were adjusted for the negative ion reagents to give the same values as for the positive
reagent ions, and are presented as approximate by the ~symbol. The branching ratio column refers to
a reaction of the reagent ion with the analyte in which multiple product ions with the fumigant are
formed. It represents the fraction of reactions that terminate in the stated product ion.

Table 1. O− reactions of fumigants, nitrogen carrier gas, and flow tube at 120 ◦C.

Fumigant Ion Product Branching Ratio Rate Coefficient/cm3·s−1

Chloropicrin CCl2NO2
− 1.0 ~1.6 × 10−9

Hydrogen cyanide CN− ~0.9 3.7 × 10−9 a

CNO− ~0.1

Methyl chloride
OH− 0.45 1.7 × 10−9 b,c

Cl− 0.40
CClH− 0.15

Phosphine PH2
− 0.6 ~5.0 × 10−10

PH2O− 0.4

Dibromoethane Br− 1.0 2.2 × 10−9 d

a Reference [46]; b Reference [47]; c Reference [48]; d Reference [49].

Table 2. OH− reactions of fumigants in nitrogen carrier gas and flow tube at 120 ◦C.

Fumigant Ion Product Branching Ratio Rate Coefficient/cm3·s−1

Chloropicrin CCl2NO2
− 1.0 ~1.5 × 10−9

Hydrogen cyanide CN− 1.0 3.5 × 10−9 a

Methyl chloride Cl− 1.0 1.5 × 10−9 b

Phosphine PH2
− 1.0 ~1.0 × 10−9

Dibromoethane Br− 1.0 2.2 × 10−9 c

a Reference [50]; b Reference [47]; c Reference [49].
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Table 3. O2
−reactions of fumigants in nitrogen carrier gas and flow tube at 120 ◦C.

Fumigant Ion Product Branching Ratio Rate Coefficient/cm3·s−1

Chloropicrin no reaction
Hydrogen cyanide CN− 1.0 ~3.5 × 10−9

Methyl chloride Cl− 1.0 7.4 × 10−10 a,b

Phosphine no reaction
Dibromoethane Br− 1.0 1.9 × 10−9 b

a Reference [51]; b Reference [48].

3.3. Acid Gases

Most of the acid gases are unreactive with the three positively charged reagent ions commonly
used in SIFT-MS instruments. The present expansion of the reagent ions used in SIFT-MS to the
negative ions O−, OH−, O2

−, NO2
−, and NO3

− has made monitoring of these acid gases relatively
simple using the direct analysis technique of SIFT-MS. The ion chemistry is summarised in Tables 4–6,
and known concentrations were investigated using calibrated mixtures of each analyte in nitrogen
(unless specified otherwise), as discussed previously.

Table 4. O− reactions of acid gases, nitrogen carrier gas, and flow tube at 120 ◦C.

Acid Gas Ion Product Branching Ratio Rate Coefficient/cm3·s−1

Hydrogen fluoride F− 1.0 5.0 × 10−10 a

Hydrogen chloride Cl− ~0.95 1.3 × 10−9 b

Sufur dioxide mainly electron detachment 2.1 × 10−9 c

Sulfur trioxide
SO3

− 0.87
1.8 × 10−9 d

SO2
− 0.13

Hydrogen sulfide SH− 1.0 ~2.5 × 10−10

Nitrogen dioxide NO2
− 1.0 1.0 × 10−9 e

a Reference [52]; b Reference [53]; c Reference [54]; d Reference [55]; e Reference [56].

Table 5. OH− reactions of acid gases, nitrogen carrier gas, and flow tube at 120 ◦C.

Acid Gas Ion Product Branching Ratio Rate Coefficient/cm3·s−1

Hydrogen fluoride F− ~1.0 2.75 × 10−9 a

Hydrogen chloride Cl− 1.0 ~1.3 × 10−9

Sufur dioxide OH− SO2 1.0 1.0 × 10−26 b

Sulfur trioxide SO3
− 1.0 1.6 × 10−9 c

Hydrogen sulfide SH− 1.0 ~7 × 10−10

Nitrogen dioxide NO2
− 1.0 1.1 × 10−9 d

a Reference [57]; b Reference [43] (units are cm6·molecule−2·s−1 ); c Reference [55]; d Reference [58].

Table 6. O2
− reactions of acid gases, nitrogen carrier gas, and flow tube at 120 ◦C.

Acid Gas Ion Product Branching Ratio Rate Coefficient/cm3·s−1

Hydrogen fluoride F− ~1.0 Not measured
Hydrogen chloride Cl− ~1.0 1.2 × 10−9 a

Sufur dioxide SO2
− 1.0 1.9 × 10−9 b

Sulfur trioxide SO3
− 1.0 1.5 × 10−9 c

Hydrogen sulfide SH− 1.0 ~1.3 × 10−9

Nitrogen dioxide NO2
− 1.0 7.0 × 10−10 d

a Reference [53]; b Reference [45]; c Reference [55]; d Reference [56].
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Perhaps the biggest problem in monitoring the most reactive acid gases such as HF using a direct
technique was having an inlet system conditioned to the transmission of HF without loss of HF to
the walls of the inlet tubing. In this test, heated 1

4 inch OD polytetrafluoroethylene tubing was used
to transport a calibrated mixture (10 ppmv) into the instrument. Inlet conditioning times of at least
three hours were required before the HF concentration stabilized and monitored concentrations
approached the manufacturers’ levels. Once the conditioning process was completed, the HF
measurements can be completed in a few seconds.

3.4. Other Negatively Charged Reagent Ions

In the brief discussion outlined here on the application of negative reagent ions with various
analytes, we have not discussed much of the ion-molecule chemistry of NO2

− and NO3
−. These two

ions are also produced from a microwave discharge of dry air in the instrument ion source with air
as the source gas. The NO3

− ion is largely unreactive with many of the common environmental
contaminants but the NO2

− ion, although less reactive than the negative ions already discussed,
does undergo some useful reactions with some analytes. One example is the reaction of NO2

− and
HCl, which provides a very useful measure of the HCl concentration.

The reaction between NO2
− and HCl is [59]

NO2
− + HCl → Cl− + HNO2, k = 1.4 × 10−9 cm3·s−1 (9)

A linear relationship is found using a SIFT-MS instrument by monitoring the ratio of the Cl−

product ion and the NO2
− reagent ion for concentrations of HCl from ppbv ranging up to 35 ppmv,

and is shown in Figure 5.

Figure 5. Comparison of a SIFT-MS measurement against the concentration of a certified mixture of
HCl in nitrogen using the NO2

− reagent ion.

Finally, we note that in all the analytes mentioned in this work in Tables 1–6, linear correlations
were found with concentration using nitrogen as the carrier flow gas, further underscoring the
usefulness of the SIFT-MS technique by extending the carrier gas from helium to nitrogen. We also note
that when the change from a helium to a nitrogen carrier gas is implemented, enhanced association
reactions may occur such as the reactions coverting H3O+ to H3O+.(H2O)n where n = 1–3.

4. Conclusions

In the past few years, direct analytical techniques utilizing mass spectrometric detection
have greatly simplified the process of monitoring analytes at trace levels in air samples. SIFT-MS,
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in particular, because of the selection of reagent ions readily available to the technique and the ease
of transitioning between them, has proven very effective at monitoring a wide range of analytes in
the areas of medicine, the environment, and food and flavor chemistry. The analyte concentration
is simply found from the ratio of the product ion counts to the reagent ion counts, the known flow
conditions, and an instrument calibration factor [4].

One constraint to the number of applications previously available to SIFT-MS was that not all
analytes were accessible to the technique. Several smaller analyte molecules in areas such as fumigation
and those of the acid gases were unreactive with the positively charged reagent ions used. In this work,
we have extended the number of reagent ions to negatively charged ions, and in the process generated
five new negatively charged ions (O−, OH−, O2

−, NO2
−, and NO3

−) that may be used to react with
analyte molecules. We have demonstrated their effectiveness at monitoring selected analytes that were
formerly blind to positive reagent ions over a wide concentration range. We have also demonstrated
the effectiveness of using nitrogen as a carrier gas for the SIFT-MS flow tube reactor in comparison
with helium.

Acknowledgments: We thank Thomas Hughes and Nic Lamont for making preliminary measurements on some
of these reactions.

Author Contributions: Vaughan S. Langford and Daniel B. Milligan conceived the range of experiments
designated to show the difference between positive and negative ion-analyte chemistry; David Hera and
Thomas I. McKellar performed and monitored the experiments reported; Murray J. McEwan assisted with
the process of generating negative ions and wrote the paper.

Conflicts of Interest: The authors declare there were no conflicts of interest.

References

1. Watson, J.J.; Sparkman, O.D. Introduction to Mass Spectrometry, 4th Ed. ed; John Wiley & Sons, Ltd.: Hoboken,
NJ, USA, 2008.

2. McEwan, M.J. Direct analysis mass spectrometry. In Ion/Molecule Attachment Reactions; Fujii, T., Ed.; Springer
Science & Business Media: New York, NY, USA, 2015.

3. Spanel, P.; Smith, D. Selected ion flow tube: A technique for quantitative trace gas analysis of air and breath.
Med. Biol. Eng. Comput. 1996, 34, 409–419. [CrossRef] [PubMed]

4. Smith, D.; Spanel, P. Selected ion flow tube mass spectrometry (SIFT-MS) for on-line trace gas analysis.
Mass Spec. Rev. 2005, 24, 661–700. [CrossRef] [PubMed]

5. Spanel, P.; Smith, D. Progress in SIFT-MS: Breath analysis and other applications. Mass Spectrom. Rev. 2011,
30, 236–267. [CrossRef] [PubMed]

6. Smith, D.; Spanel, P.; Herbig, J.; Beauchamp, J. Mass Spectrometry for real time quantitative breath analysis.
J. Breath Res. 2014, 8, 027101. [CrossRef] [PubMed]

7. Storer, M.; Curry, K.; Squire, M.; Kingham, S.; Epton, M. Breath testing and personal exposure—SIFT-MS
detection of breath acetonitrile for exposure monitoring. J. Breath Res. 2015, 9, 036006. [CrossRef] [PubMed]

8. Turner, C.; Spanel, P.; Smith, D. A longitudinal study of breath isoprene in healthy volunteers using selected
ion flow tube mass spectrometry (SIFT-MS). Physiol. Meas. 2006, 27, 13–22. [CrossRef] [PubMed]

9. Pysanenko, A.; Spanel, P.; Smith, D. A study of sulfur-containing compounds in mouth-and nose-exhaled
breath and in the oral cavity using selected ion flow tube mass spectrometry. J. Breath Res. 2008, 2, 046004.
[CrossRef] [PubMed]

10. Kumar, S.; Huang, J.; Hanna, G.B. SIFT-MS analysis of headspace vapour from gastric content for the
diagnosis of gastro-oesophageal cancer. Br. J. Surg. 2013, 100, S4.

11. Zeft, A.; Costanzo, D.; Alkhouri, N.; Patel, N.; Grove, D.; Spalding, S.J.; Dweik, R. Metabolomic analysis of
breath volatile organic compounds reveals unique breathprints in children with juvenile idiopathic arthritis.
Arthritis Rheumatol. 2014, 66, S159. [CrossRef]

12. Alkhouri, N.; Eng, K.; Cikach, F.; Patel, N.; Yan, C.; Brindle, A.; Rome, E.; Hanouneh, I.; Grove, D.; Lopez, R.;
et al. Breathprints of childhood obesity: Changes in volatile organic compounds in obese children compared
with lean controls. Pediatri. Obes. 2015, 10, 23–29. [CrossRef] [PubMed]

50



Environments 2017, 4, 16

13. Patel, N.; Alkhouri, N.; Eng, K.; Cikach, F.; Mahajan, L.; Yan, C.; Grove, D.; Rome, E.S.; Lopez, R.; Dweik, R.A.
Metabolomic analysis of breath volatile organic compounds reveal unique breathprints in children with
inflammatory bowel disease: A pilot study. Aliment. Pharmacol. Ther. 2014, 40, 498–506. [PubMed]

14. Boshier, P.R.; Mistry, V.; Cushnir, J.R.; Kon, O.M.; Elkin, S.L.; Curtis, S.; Marczin, N.; Hanna, G.B.
Breath metabolite response to major upper gastrointestinal surgery. J. Surg. Res. 2015, 193, 704–712.
[CrossRef] [PubMed]

15. Navaneethan, U.; Parsi, M.A.; Lourdusamy, V.; Bhatt, A.; Gutierrez, N.G.; Grove, D.; Sanaka, M.R.;
Hammel, J.P.; Stevens, T.; Vargo, J.J. Volatile organic compounds in bile for early diagnosis of
cholangiocarcinoma in patients with primary sclerosing cholangitis: A pilot study. Gastrointest. Endosc. 2015,
81, 943. [CrossRef] [PubMed]

16. Michalcikova, R.; Dryahina, K.; Spanel, P. SIFT-MS quantification of several breath biomarkers of
inflammatory bowel disease, IBD: A detailed study of the ion chemistry. Int. J. Mass Spectrom. 2016,
396, 35–41. [CrossRef]

17. Langford, V.S.; Gray, J.D.C.; Maclagan, R.G.A.R.; McEwan, M.J. Detection of siloxanes in landfill gas and
biogas using SIFT-MS. Curr. Anal. Chem. 2013, 9, 558–565. [CrossRef]

18. Prince, B.J.; Milligan, D.B.; McEwan, M.J. Application of selected ion flow tube mass spectrometry to real-time
atmospheric monitoring. Rapid Commun. Mass Spectrom. 2010, 24, 1763–1769. [CrossRef] [PubMed]

19. Hastie, D.R.; Gray, J.; Langford, V.S.; Maclagan, R.G.A.R.; Milligan, D.B.; McEwan, M.J. Real-time
measurement of peroxyacetal nitrate using SIFT-MS. Rapid Commun. Mass Spectrom. 2010, 24, 343–348.
[CrossRef] [PubMed]

20. Volckaert, D.; Ebude, D.E.L.; Van Langenhove, H. SIFT-MS analysis of the removal of dimethyl sulphide,
n-hexanone and toluene from waste air by a two phase partitioning bioreactor. Chem. Eng. J. 2016, 290,
346–352. [CrossRef]

21. Van Huffel, K.; Heynderickx, P.M.; Dewulf, J.; Van Langenhove, H. Measurement of odorants in livestock
buildings: SIFT-MS and GC-MS. Chem. Eng. Trans. 2012, 30, 67–72.

22. Sovova, K.; Shestivska, V.; Spanel, P. Real-time quantification of traces of biogenic volatiles selenium
compounds is humid air by SIFT-MS. Anal. Chem. 2012, 84, 4979–4983. [CrossRef] [PubMed]

23. Volckaert, D.; Heynderickx, P.M.; Fathi, E.; Van Langenhove, H. SIFT-MS: A novel tool for monitoring and
evaluating a biofilter performance. Chem. Eng. J. 2016, 304, 98–105. [CrossRef]

24. Romanias, M.N.; Ourrad, H.; Thevenet, F.; Riffault, V. Investigating the heterogeneous interaction of VOCs
with natural atmospheric particles: Adsorption of limonene and toluene on Saharan mineral dust. J. Phys.
Chem. A 2016, 120, 1197–1212. [CrossRef] [PubMed]

25. Storer, M.; Salmond, J.; Dirks, K.N.; Kingham, S.; Epton, M. Mobile selected ion flow tube mass spectrometry
(SIFT-MS) devices and their use for pollution exposure monitoring in breath and ambient air-pilot study.
J. Breath Res. 2014, 8, 037106. [CrossRef] [PubMed]

26. Francis, G.J.; Langford, V.S.; Milligan, D.B.; McEwan, M.J. Real time monitoring of hazardous air pollutants.
Anal. Chem. 2009, 81, 1595–1599. [CrossRef] [PubMed]

27. Xu, Y.; Barringer, S. Effect of temperature on lipid-related volatile production in tomato puree. J. Agric.
Food Chem. 2009, 57, 9108–9133. [CrossRef] [PubMed]

28. Hansanugram, A.; Barringer, S.A. Effect of milk on the deodorization of malodorous breath after garlic
ingestion. J. Food Sci. 2010, 75, C549–C558. [CrossRef] [PubMed]

29. Huang, Y.; Barringer, S.A. Alkyl pyrazines and other volatiles in cocoa liquors at pH 5 to 8 by SIFT-MS.
J. Food Sci. 2010, 75, C121–C127. [CrossRef] [PubMed]

30. Davis, B.M.; Senthilmohan, S.T.; McEwan, M.J. Direct determination of antioxidants in whole olive oil using
the SIFT-MS-TOSC assay. J. Am. Oil Chem. Soc. 2011, 88, 785–792. [CrossRef]

31. Huang, Y.; Barringer, S.A. Monitoring cocoa volatiles produced during roasting by SIFT-MS. J. Food Sci. 2011,
76, C279–C286. [CrossRef] [PubMed]

32. Langford, V.S.; Reed, C.J.; Milligan, D.B.; McEwan, M.J.; Barringer, S.A.; Harper, J. Headspace analysis of
Italian and New Zealand Parmesan Cheese. J. Food Sci. 2012, 77, C719–C726. [CrossRef] [PubMed]

33. Noseda, B.; Islam, M.T.; Eriksson, M.; Heyndrickx, M.; De Reu, K.; Van Langenhove, H.; Devlieghere, F.
Microbiological spoilage of vacuum and modified packaged Vietnamese Pangasius hypophthalmus fillets.
Food Microbiol. 2012, 30, 408–419. [CrossRef] [PubMed]

51



Environments 2017, 4, 16

34. Langford, V.S.; Gray, J.; Foulkes, B.; Bray, P.; McEwan, M.J. Application of SIFT-MS to the characterization of
monofloral New Zealand honeys. J. Agric. Food Chem. 2012, 60, 6806–6815. [CrossRef] [PubMed]

35. Munch, R.; Barringer, S.A. Deodorization of garlic breath volatiles by food and food components. J. Food Sci.
2014, 79, C526–C533. [CrossRef] [PubMed]

36. Huang, Y.; Barringer, S.A. Kinetics of furan formation during pasteurization of soy source. LWT Food
Sci. Technol. 2016, 67, 200–205.

37. Castada, H.Z.; Wick, C.; Harper, J.W.; Barringer, S. Headspace quantification of pure and aqueous solutions
of binary mixtures of key volatile organic compounds in Swiss cheese using selected ion flow tube mass
spectrometry. Rapid Commun. Mass Spectrom. 2015, 29, 81–90. [CrossRef] [PubMed]

38. Langford, V.S.; Graves, I.; McEwan, M.J. Rapid monitoring of volatile organic compounds: A comparison
between GC/MS and SIFT-MS. Rapid Commun. Mass Spectrom. 2014, 28, 10–18. [CrossRef] [PubMed]

39. Milligan, D.B.; Fairley, D.A.; Freeman, C.G.; McEwan, M.J. A flowing afterglow selected ion flow tube
(FA/SIFT) comparison of SIFT injector flanges and H3

+ + N revisited. Int. J. Mass Spectrom. 2000, 202,
351–361. [CrossRef]

40. Milligan, D.B.; Francis, G.J.; Prince, B.J.; McEwan, M.J. Demonstration of SIFT-MS in the parts per trillion
range. Anal. Chem. 2007, 79, 2537–2540. [CrossRef] [PubMed]

41. Spanel, P.; Dryahina, K.; Smith, D. Microwave plasma ion sources for selected ion flow tube mass
spectrometry: Optimizing their performance and detection limits for trace detection. Int. J. Mass Spectrom.
2007, 267, 117–124. [CrossRef]

42. Pachauri, R.K.; Meywer, L.A. (Eds.) Contribution of working groups I, II and III to the fifth assessment
report of the intergovernmental panel on climate change. In IPCC 2014 Climate Change: Synthesis Report;
IPCC: Geneva, Switzerland, 2014.

43. Fehsenfeld, F.C.; Ferguson, E.E. Laboratory studies of negative ion reactions with atmospheric trace
constituents. J. Chem. Phys. 1974, 61, 3181–3193. [CrossRef]

44. Dotan, I.; Davidson, J.A.; Streit, G.E.; Albritton, D.L.; Fehsenfeld, F.C. A study of the reaction of O3
− + CO2

and its implications on the thermochemistry of CO3 and O3 and their negative ions. J. Chem. Phys. 1977, 67,
2874–2879. [CrossRef]

45. Fahey, D.W.; Bohringer, H.; Fehsenfeld, F.C.; Ferguson, E.E. Reaction rate constants for O2
−(H2O)n ions

n = 0–4 with O3, NO, SO2 and CO2. J. Chem. Phys. 1982, 76, 1799–1805. [CrossRef]
46. Bohme, D.K. The kinetics and energetics of proton transfer reactions. In Interactions between Ions and Molecules;

Plenum Press: New York, NY, USA, 1975; p. 489.
47. Tanaka, K.; Mackay, G.I.; Payzant, J.D.; Bohme, D.K. Gas phase reactions of anions with halogenated

methanes 297 ± 2K. Can. J. Chem. 1976, 54, 1643–1659. [CrossRef]
48. Mayhew, C.A.; Peverall, R.; Watts, P. Gas phase ionic reactions of freons and related compounds: Reactions

of some halogenated methanes with O− and O2
−. Int. J. Mass Spectrom. Ion Proc. 1993, 125, 81–93. [CrossRef]

49. Thomas, R.; Liu, Y.; Mayhew, C.A.; Peverall, R. Selected ion flow tube studies of the gas pahse reactions
of O−, O2

− and OH− with a variety of brominated compounds. Int. J. Mass Spectrom. Ion Proc. 1996, 155,
163–183. [CrossRef]

50. Raksit, A.B.; Bohme, D.K. An experimental study of the influence of hydration on the reactivity of the
hydroxide anion in the gas phase at room temperature. Can. J. Chem. 1983, 61, 1683–1689. [CrossRef]

51. McDonald, R.N.; Chowdhury, A.K. Gas phase ion-molecule reactions of dioxygen anion radical (O2
−). J. Am.

Chem. Soc. 1985, 107, 4123–4128. [CrossRef]
52. Hamilton, C.E.; Duncan, M.A.; Zwier, T.S.; Weisshaar, J.V.; Ellison, G.B.; Bierbaum, V.M.; Leone, S.R.

Product vibrational analysis of ion molecule reactions by laser induced fluorescence in a flowing afterglow.
O− + HF → OH− (v = 0.1) + F−. Chem. Phys. Lett. 1983, 94, 4–9. [CrossRef]

53. Streit, G.E. Gas phase reactions of O− and O2
− with a variety of halogenated compounds. J. Phys. Chem.

1982, 86, 2321–2324. [CrossRef]
54. Lindinger, W.; Albritton, D.L.; Fehsenfeld, F.C.; Ferguson, E.E. Reactions of O− with N2, N2O, SO2, NH3,

CH4 and C2H4 and C2H2
− with O2 from 300K to relative kinetic energies of ~2 eV. J. Chem. Phys. 1975, 63,

3238–3242. [CrossRef]
55. Arnold, S.T.; Morris, R.A.; Viggiano, A.A.; Jayne, J.T. Ion chemistry relevant for chemical detection of SO3.

J. Geophys. Res. 1995, 100, 14141–14146. [CrossRef]

52



Environments 2017, 4, 16

56. Ikezoe, Y.; Viggiano, A. Gas Phase Ion-Molecule Reaction Rate Constants through 1986; Ion Reaction Research
Group of the Mass Spectrometry Society of Japan: Tokyo, Japan, 1987.

57. Hierl, P.M.; Ahrens, A.F.; Henchman, M.; Viggiano, A.A.; Paulson, J.F. Proton transfer as a function of
hydration number and temperature: Rate constants and product distributions for OH−(H2O)0–3 + HF at
200K–500K. J. Am. Chem. Soc. 1986, 108, 3140–3142. [CrossRef]

58. Tanner, S.D.; Mackay, G.I.; Bohme, D.K. An experimental study of the reactivity of the hydroxide anion in
the gas phase at room temperature and its perturbation by hydration. Can. J. Chem. 1981, 59, 1615–1621.
[CrossRef]

59. Ferguson, E.E.; Dunkin, D.B.; Fehsenfeld, F.C. Reactions of NO2
− and NO3

− with HCl and HBr. J. Chem. Phys.
1972, 57, 1459–1463. [CrossRef]

© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

53



environments 

Article

Highly Sensitive and Selective VOC Sensor Systems
Based on Semiconductor Gas Sensors: How to?

Andreas Schütze 1,*, Tobias Baur 1, Martin Leidinger 1, Wolfhard Reimringer 2, Ralf Jung 1,

Thorsten Conrad 2 and Tilman Sauerwald 1

1 Lab for Measurement Technology, Department of Systems Engineering, Saarland University,
Saarbrücken 66041, Germany; t.baur@lmt.uni-saarland.de (T.B.); m.leidinger@lmt.uni-saarland.de (M.L.);
ralfjung@gmx.net (R.J.); t.sauerwald@lmt.uni-saarland.de (T.S.)

2 3S GmbH—Sensors, Signal Processing, Systems, Saarbrücken 66121, Germany; reimringer@3s-ing.de (W.R.);
conrad@3s-ing.de (T.C.)

* Correspondence: schuetze@lmt.uni-saarland.de; Tel.: +49-681-302-4664

Academic Editors: Ki-Hyun Kim and Abderrahim Lakhouit
Received: 31 December 2016; Accepted: 24 February 2017; Published: 1 March 2017

Abstract: Monitoring of volatile organic compounds (VOCs) is of increasing importance in many
application fields such as environmental monitoring, indoor air quality, industrial safety, fire detection,
and health applications. The challenges in all of these applications are the wide variety and
low concentrations of target molecules combined with the complex matrix containing many
inorganic and organic interferents. This paper will give an overview over the application fields
and address the requirements, pitfalls, and possible solutions for using low-cost sensor systems
for VOC monitoring. The focus lies on highly sensitive metal oxide semiconductor gas sensors,
which show very high sensitivity, but normally lack selectivity required for targeting relevant VOC
monitoring applications. In addition to providing an overview of methods to increase the selectivity,
especially virtual multisensors achieved with dynamic operation, and boost the sensitivity further
via novel pro-concentrator concepts, we will also address the requirement for high-performance gas
test systems, advanced solutions for operating and read-out electronic, and, finally, a cost-efficient
factory and on-site calibration. The various methods will be primarily discussed in the context of
requirements for monitoring of indoor air quality, but can equally be applied for environmental
monitoring and other fields.

Keywords: low-cost sensors; VOC sensor systems; sensitivity; selectivity; virtual multisensor; calibration

1. Introduction

Measurements of volatile organic compounds (VOCs) are becoming ever more important due to
stringent environmental regulations and increasing health concerns. Typical compounds with high
relevance are benzene, naphthalene, formaldehyde, and tetrachloroethylene, but there are many more
depending on the specific environment and the target application. Exposure to VOCs for a long time
can have negative effects on human health, including damage to the respiratory system and skin
irritations [1]. Moreover, VOCs are the main cause of the sick building syndrome [2,3]. Besides these
unspecific adverse health effects, some VOCs are proven to be carcinogenic (e.g., benzene [4]) or are
suspected to be carcinogenic (e.g., formaldehyde [5]). The specific challenge for VOC measurements
are the low target concentrations: the respective guideline threshold values for some critical substances
(in indoor air) are 0.1 mg/m3 (81 ppb) for formaldehyde and 0.01 mg/m3 (1.9 ppb) for naphthalene
according to the World Health Organization (WHO) [4], and 5 μg/m3 (1.6 ppb) for benzene according
to EU guidelines [6]. In other fields such as industrial monitoring and workplace safety, higher values
apply, but these are currently trending down sharply, e.g., in Germany [7]. Furthermore, very high
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selectivity is required to discriminate highly toxic or carcinogenic VOCs from inorganic gases such as
carbon monoxide (CO), nitrous oxides (NOx), ozone (O3), or hydrogen (H2), all of which occur
naturally or are generated by (other) pollution sources less toxic or from benign VOCs such as ethanol.
For the total VOC concentration (TVOC), WHO suggests a limit value of 1 ppm, i.e., three orders of
magnitude above the lowest threshold limit values for hazardous VOCs. In other applications, the ratio
between target VOC and interferent can even reach five orders of magnitude, e.g., for smoldering fire
detection on coal mines, where 100 ppb ethane (C2H4) should be detected against a background of
up to 1% methane (CH4) [8]. A field that has gained increasing interest in recent years in monitoring
of odor compounds, which, while often not having a direct health effect, nevertheless considerably
impact our quality of life. Typical compounds in this context are isovaleric acid (“sweat odor”),
organosulfur compounds (thiols or mercaptan, e.g., (di-)methyl sulfide) as well as many esters,
terpenes, amines, ketones, and, of course, aromatic compounds as well as hydrogen sulfide as
an important inorganic odorant. Odor monitoring plays an increasing role in indoor air quality,
but also in outdoor environmental monitoring, both at the source (emission measurements at the
stack or the fence line) and at the impact side (odor nuisance monitoring) for various industries,
e.g., waste treatment. Figure 1 gives an overview over VOC monitoring applications, also indicating
relevant target gases and interferents. A more comprehensive overview is given in [9].

Figure 1. Overview over various applications requiring monitoring of VOCs plus typical target
gases and relevant concentration ranges. Due to the wide variety of gases and applications in the
specific fields, this is indicative only. Common challenges for most applications are the low target
concentrations and the complex matrix. Note that in some cases the same compounds can be seen as
target and interfering gases due to different sources.

Very few monitoring techniques actually achieve ppb (or even sub-ppb) level sensitivity so
that sampling techniques are generally used for VOC monitoring. The standard method for VOC
monitoring is sampling, e.g., with Tenax® as absorbent material, and then releasing the sampled gas
into a gas chromatograph followed by identification of the VOCs by mass spectrometry (GC-MS).
This method, while widely accepted, does however pose serious problems for comprehensive VOC
monitoring as both very volatile organic compounds (VVOCs) and semivolatile organic compounds
(SVOCs) will not be sampled with the standard technique [10]. VVOCs will simply pass through the
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sampling material, while SVCOCs are not released due to their very high boiling point. One prominent
example for this shortcoming is formaldehyde for which a specific separate sampling and quantification
protocol is required [11]. On the other hand, weak sorbents are required for trapping SVOCs.
This means that standard measurement techniques are actually blind to a fairly wide range of
compounds and that our understanding of environmental pollution and health effects is somewhat
limited due to missing data on these compounds. Research is ongoing in finding suitable sorbent
materials, e.g., multibed focusing traps, to allow the acquisition of more complete information on
VOCs [12]. In addition, sampling only allows determining time-weighted average (TWA) values either
for the long term (1 h to 24 h) or the short term (5 min to 60 min), thus possibly missing relevant short
concentration peaks. Sensor-based monitoring, on the other hand, would allow both an improved
temporal resolution and a wider detection spectrum, as sensors will respond to practically all VOCs
including VVOCs and SVOCs.

2. Highly Sensitive Semiconductor Gas Sensor Principles

One candidate sensor principle for direct monitoring of even sub-ppb level VOC concentrations
are metal oxide semiconductor (MOS) gas sensors [13,14], but gas-sensitive field effect transistors
(GasFETs), e.g., based on silicon carbide (SiC-FET), have also proven their suitability for this task [15].
For simplification, we will concentrate on MOS sensors in the following discussion, but many aspects
also apply to SiC-FET sensors, so the approach is presented for semiconductor gas sensors. Note that
both sensor principles allow low-cost sensor solutions, at least for markets with high volumes.
Even taking into account the advanced electronics and data processing that are necessary to achieve
high sensitivity, selectivity, and stability, high performance sensor systems can be realized for well
below 1.000€, as has been demonstrated for fire detection [16]. In mass applications, the system cost
can drop to below 10€. Commercial screen-printed ceramic MOS sensors achieve detection limits
down to sub-ppb levels due to the well-known grain boundary effect [17]. A small grain size down to
nanocrystals [18] also improves the sensitivity as the bulk conductance of the material is not affected
by gas adsorbed on the grain surface. Recently, nanostructured sensors based on nanowires [19]
have been proposed and sometimes postulated as being necessary for achieving very low detection
limits due to the high surface area achieved. Especially carbon nanotube-based sensors have been
extensively studied with the expectation that these provide the key for very high sensitivity [20–22].
However, so far no rigorous study has proven that MOS nanowires or carbon nanotubes in fact achieve
superior sensitivity compared to standard granular materials. Novel manufacturing methods for
metal oxide layers, especially Pulsed Laser Deposition [23], achieve highly porous sensor layers with
well-controlled morphology that can even reach high selectivity for some relevant target VOCs such as
naphthalene [24].

On the other hand, we have recently developed a model that shows that the sensitivity of MOS
sensors can be improved significantly by temperature cycling. The first benefit of varying the sensor
temperature over a broad range is immediately obvious as the sensor will at some time in the cycle
reach the optimal temperature, i.e., with the highest sensitivity, for the target gas(es). In addition,
temperature cycling with fast temperature changes will lead to non-equilibrium surface conditions and
thus reaches states that cannot be achieved in static operation at constant temperature. By carefully
choosing the operating parameters, the sensitivity can actually be boosted considerably, e.g., by first
operating the sensor at high temperature which leads to a high surface coverage with ionosorbed
oxygen. If the sensor is then cooled down rapidly, this leads to a surface at low temperature but with
an abundance of reactive oxygen ions—a condition that cannot be achieved in static mode. Without gas,
the ionosorbed oxygen will slowly desorb to reach the equilibrium state with only few oxygen ions at
low temperature. A gas interacting with the adsorbed oxygen will strongly influence this relaxation
process leading to faster equilibration. The sensitivity and the respective sensor response Ggas/Gzero

during dynamic operation have been shown to be orders of magnitude higher than in static operating
mode [25]. Figure 2 describes this effect schematically. The non-equilibrium states during dynamic
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operation can also improve the selectivity, so optimized cycling can be used to address the three
“S’s”—sensitivity, selectivity, and stability—the key aspects for chemical sensor systems [26].

Figure 2. Boosting sensitivity of MOS sensors with temperature cycled operation (TCO): (a) MOS
sensors show low oxygen coverage at low temperatures 1© and high coverage at high temperatures
3© in steady state conditions (dashed line indicates equilibrium conditions between min and max

temperature). Non-equilibrium surface states ( 2©, 4©) are achieved by fast temperature changes.
Especially high oxygen coverage at low temperature will lead to a highly sensitive mode as target gases
will react with the adsorbed oxygen. (b) Dynamic relaxation of the conductance after fast temperature
changes boosts the sensitivity. (c) Admixture of VOCs leads to faster relaxation compared to pure air.
Plotting the sensor response shows that a huge increase in sensitivity of several orders of magnitude
can be achieved compared to the steady state response reached at the end of the relaxation process.
The relaxation behavior at various temperatures is typical for the specific target gas and can thus be
used to increase the selectivity of MOS-based sensor systems.

There are also other possibilities to enhance the response and increase the sensitivity of
semiconductor gas sensors, especially optical excitation, which has been addressed by various
groups [27,28]. Especially excitation with quantum energy above the bandgap energy of the
semiconductor allows low-temperature operation and/or achieves higher sensitivity. In addition,
light modulation can be used to extract signal patterns similar to TCO which can also increase the
selectivity and stability of the overall sensor system.

57



Environments 2017, 4, 20

3. Highly Selective Sensor Systems

The drawback of MOS (and SiC-FET) sensors is their inherent low selectivity, which is due to the
sensor function principle. The high sensitivity of MOS sensors is due to the grain-boundary effect that is
caused by ionosorbed oxygen leading to band bending at the surface of the grains and, thus, an energy
barrier between grains with the conductance of the sensor being exponentially dependent on the height
of this energy barrier. Any gas that either chemisorbs on the surface or interacts with the ionosorbed
oxygen will change the energy barrier. Therefore, MOS sensors show a response to practically all
relevant target and interfering gases except carbon dioxide (CO2). To achieve the required high
selectivity for gas discrimination and/or quantification of target gases in a background of interfering
gases, several approaches are possible: (a) enhancing gas measurement systems with analytical tools,
i.e., a GC tube to separate the various gas components (which will, however, suffer from similar
drawbacks as sampling techniques for VVOC and SVOC); (b) making use of multisensor arrays
and pattern recognition (often referred to as electronic nose) [9]; and (c) using dynamic operation,
e.g., temperature cycling, to realize a virtual multisensor, which is also evaluated using typical pattern
recognition methods [29]. The different methods employed for increasing the selectivity can also
be combined, for example, by integrating several dynamically operated sensors in a hybrid sensor
array or combining gas pre-concentration (see below) with temperature cycling to boost sensitivity
and selectivity. Especially temperature cycled operation (TCO) has proven a very powerful and
versatile tool for various sensor principles (MOS sensors [14,30–32], SiC-FETs [33], pellistors [34]),
which is easily understandable as the chemical interaction between sensor and gas atmosphere is
strongly influenced by the surface temperature. For example, some gases such as CO or H2 will react
at relatively low temperatures, while others such as CH4 are more stable and thus require higher
activation energies to cause a sensor reaction. Due to its simple implication and low cost (only some
additional electronics are required), TCO is now widely accepted as a method to boost selectivity,
especially as it also improves the stability of the sensor system due to self-cleaning of the sensor
surface at higher temperatures [35] and the possibility to use features which are stable over time [32].
Furthermore, in addition to identifying and quantifying target gases, this approach allows sensor
self-monitoring [36], which is a crucial aspect especially for applications in safety and security. For VOC
monitoring, selective identification of hazardous VOCs down to concentrations of 1 ppb could be
demonstrated even in a background of other VOCs of several ppm and against changing humidity
using a commercial ceramic MOX sensor at least under lab conditions [14]; similarly, quantification of
VOCs at low ppb levels was demonstrated with this approach both for MOS [26] and SiC-FET [15,37]
sensors. Further approaches to improve the performance of semiconductor gas sensor systems with
dynamic operation are optical excitation [27,28] and impedance spectroscopy [38] often applied to
MOX sensors or gate bias cycled operation for GasFETs [39]. These approaches can also be combined
to boost the selectivity further [40,41].

One often underestimated aspect for highly sensitive and selective sensor systems is the electronics
for sensor operation and signal read-out. To make use of the full potential of dynamic operation,
dedicated electronics that allow exact control of the sensor operating parameters and synchronized data
acquisition are required. For temperature cycling, exact temperature control is key. Here, the heater
integrated in each MOS (and SiC-FET) sensor is preferably also used as a temperature sensor to allow
exact closed-loop control. This allows exact control even for highly dynamic cycles, especially for
microstructured gas-sensors based on micro-hotplates, which exhibit thermal time constants of
typically a few ms. This type of sensor is now manufactured at high volumes by various companies,
e.g., ams Sensor Solutions, CCMOSS, Figaro, and SGX Sensortech, achieving very low-cost sensor
elements. Appropriate electronics have been developed over several generations [42–44] and are today
commercially available from 3S GmbH (3S Toolbox, [45]), which has been successfully employed
also for outdoor odor nuisance monitoring [46]. To make full use of the TCO mode for MOS sensors,
the sensor resistance has to be acquired with high temporal resolution (≥1 kHz) over a wide dynamic
range of several orders of magnitude from kΩ (high gas concentrations at high operating temperatures)
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to GΩ or even TΩ (low gas concentration, non-equilibrium state after fast cool down, cf. Figure 2),
ideally with constant relative resolution. The voltage across the sensor layer is limited, typically
to ≤1 V, to prevent unwanted effects such as electromigration in the layer leading to sensor drift.
However, this voltage limit (or more exactly the maximum field strength) also depends on the operating
temperature, allowing higher voltages and thus more sensitive measurement at low temperature.
Thus, electronics are required that allow fast and accurate measurement of very low currents in the
pA range. One suitable approach is the use of logarithmic amplifiers, which achieve a measurement
range of up to 8 orders of magnitude (Figure 3), and another is dynamic signal amplification to
adapt the output voltage to the current signal level [47]. Both approaches can and need to be closely
integrated with the sensor element to achieve a high signal quality also under field conditions. Similarly,
electronics suitable for field use were developed for Electrical Impedance Spectroscopy (EIS), allowing
novel sensor self-monitoring strategies for MOX sensors [48,49] as well as for Gate Bias Cycling (GBC)
of SiC-FETs [41] in both cases combined with TCO.

 

 
(a) (b)

Figure 3. (a) Operating principle of a logarithmic amplifier based on the exponential current-voltage
characteristic of a diode or transistor and PCB implementation. (b) Signal-to-Noise-Ratio (SNR)
standardized to the same bandwidth of different logarithmic amplifiers compared to conventional
electronics based on a linear AD converter (“SniffChecker” by 3S) and an integrated ASIC solution
based on dynamic variation of measurement voltage and gain factor (IIS-ASIC, [47]).

4. Novel Integrated Pre-Concentrator Gas Sensor Microsystem

Despite the impressive sensitivities and very low detection limits that are achieved with MOS and
SiC-FET sensors, some application targets are still difficult to achieve either due to very low target gas
concentrations well below 1 ppb, e.g., trimethylamine with an odor threshold of 0.21 ppb; ethyl acrylate
(and hydrogen sulfide) with an odor threshold of 0.47 ppb [50], or due to strong interference by other
gases. Especially for measurements at very low gas concentrations, adsorbent materials are often used
to achieve the required detection limits. Typical methods for detection of low VOC concentrations are
based on sampling a defined gas volume using, e.g., Tenax® tubes. From these, the adsorbed gas is
thermally desorbed during subsequent lab analysis based on gas chromatography (GC), often coupled
with mass spectrometry (MS), to allow sensitive and selective gas detection. This approach has been
miniaturized with the goal to achieve sensor systems for nearly continuous monitoring operating
in adsorption/desorption cycles. However, these systems today are typically based on closed
pre-concentrators combined with micro-pumps leading to systems that are not low-cost [51,52].
We have developed a new approach based on open pre-concentrators, i.e., absorbing material based on
metal organic frameworks (MOF) deposited on a micro-hotplate similar to the gas sensor substrates.
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These μ-pre-concentrators are integrated with the sensors in a common package with a small gas
access. VOCs present in the ambient enter the package through the gas access and accumulate in the
MOF material which has a large inner surface reaching partition coefficients orders of magnitude better
than standard Tenax® [53]. Heating the μ-pre-concentrator will release the adsorbed gas molecules
resulting in a considerably increased gas concentration within the sensor package, which is detected
by the sensors [54]. Figure 4 illustrates the function principle of this novel approach which is based
on gas transport by diffusion only thus requiring a miniaturized packaging solution. The function
principle is also illustrated in a video to allow better understanding of the complex interaction
within the microsystem [55]. Note that after release of the target gases from the pre-concentrator
and subsequent cool-down, the pre-concentrator actually achieves a zero-air atmosphere within
the package, at least for all gases adsorbing on the pre-concentrator [54]. This will actually allow
an internal reference, as the sensors are briefly exposed only to permanent gases such as CO and
H2, thus improving the performance for target VOC detection and quantification by taking this into
account in the signal evaluation. Furthermore, discrimination of different VOCs can be improved by
taking into account the desorption temperature, i.e., for slow heating of the pre-concentrator. To make
full use of this potential to boost sensitivity and selectivity, an application specific operating mode has
to be designed as slow heating will decrease the peak concentration, while fast heating will release all
VOCs simultaneously, thus limiting the selectivity. This novel integration approach is compatible with
existing mass fabrication technologies and achieves sensor systems with greatly improved sensitivity
at very low cost—at large volumes, the cost for the integrated system with, e.g., two sensors and one
pre-concentrator could be less than one euro.

(a)

(b)

gas 

Figure 4. (a) Novel integrated pre-concentrator gas sensor microsystem combining
a micro-pre-concentrator realized by deposition of MOF material on a micro-hotplate (left)
with one or two gas sensors (right) in a single SMD package. Gas access is through a small opening
above the pre-concentrator only. (b) Simulated gas concentrations inside the pre-concentrator material
(left scale) and in the air (right scale), simulated for benzene and HKUST-1 as pre-concentrator
material 1.5 s after start of desorption at 200 ◦C. The highest gas concentration is obtained inside the
microsystem, i.e., at the locations of the two gas sensor chips S1 and S2. Adapted from [54].
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5. Sensor System Testing and Evaluation

The impressive sensitivities and very low detection limits reported above can be achieved under
well-defined laboratory conditions, which are, however, not easily achieved—in fact, very few
test systems actually allow reliable testing of sensors at ppb and sub-ppb levels in a complex
matrix. A pre-requisite for testing ultra-low concentrations is a suitable test setup, i.e., a gas
mixing apparatus allowing exact control of gas admixtures under realistic and controlled ambient
conditions. Some publications present very low detection limits, but these are sometimes just
extrapolations from measurements at (much) higher concentrations or achieved in pure nitrogen
as carrier gas, i.e., without oxygen or humidity, which has a huge influence on many sensors.
Furthermore, standard zero air, which is also used for mixing of test gases, typically contains
contaminations of approx. 10 ppm (zero air 5.0) and even the best zero air standards still contain
approx. 1 ppm of unwanted and uncontrolled contaminations. While many of these do not influence
the measurement (i.e., noble gases or CO2), relevant trace contaminations can occur at concentrations
orders of magnitude higher than the target gases to be tested. As the zero air used for the test
gas is different from that used in the rest of the test setup, the observed sensor response can be
caused by the contamination and not by the intended target gas when standard test gases with
very low concentrations are used for direct measurement at ppb-level. Suitable approaches are the
use of permeation tubes to introduce the target gas directly into the (zero air) carrier gas stream
or two-stage gas dilution, allowing the use of test gases with concentrations much higher than
any contaminations [56]. In both cases, the gas to be tested is injected into a carrier gas stream,
which still contains contaminations, but the setup, which uses the same zero air throughout the system,
ensures that the concentration of all contaminants stays constant, allowing the measurement of the
sensor response to a change of only the target gas concentration. Further sources of error can be
due to either VOC sources inside the system, e.g., from lubricants in valves or mass flow controllers,
or due to adsorption of VOCs on inner surfaces preventing the target gas from reaching the sensor.
The latter is especially problematic von SVOC which will then slowly diffuse out of the system,
which can lead to large carry-over or “memory” effects. These effects can only by monitored by regular
reference measurements of the overall system with analytical methods. Note that a gas test bench for
broadband sensors such as MOS and SiC-FET should be based on a flow-through approach instead
of gas re-circulation as reaction products from the interaction of the test gas with the sensor might
otherwise lead to false results.

Finally, to accurately reflect measurements in ambient air, the typical mixture of natural air, which
contains, in addition to nitrogen, oxygen, CO2, and RH, approx. 1.8 ppm methane (CH4), 550 ppb
H2, 325 ppb nitrous oxide (N2O), and 150 ppb CO [57,58], has to be taken into account. CO shows
the strongest variations with an annual cycle between 100 and 250 ppb [58]. While the effect of CH4

is negligible, even the low-level exposure to H2 and CO can easily change the baseline resistance of
MOS sensors by one order of magnitude. At the same time, this will also reduce the sensitivity to
other gases and distort the response pattern of sensor arrays and virtual multisensors. To achieve
realistic test results, relevant background gases therefore have to be added to the zero air in gas test
systems, and the natural variations have to be taken into account when determining detection limits
and quantification resolution.

6. Factory and On-Site Calibration

To make full use of the potential of low-cost sensors for ultra-low VOC concentrations,
calibration is an often underestimated challenge. The more complex the expectations, i.e., several target
gases, mixtures of target gases, complex and variable background, the more complex the calibration
procedure. This is due to the fact that data analysis is not based on a physical model of the sensor(s) but
instead only on calibration data combined with pattern recognition techniques [29]—the calibration
therefore has to span the full range of gases and concentrations expected in the later application.
Due to slight variations in the individual sensors, at least part of this calibration has to be performed
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for each sensor individually, which can considerably contribute to the overall cost of the final gas
sensor system. Furthermore, as the background can vary considerably for individual application
environments, an extended calibration on-site might be necessary—this basically depends on the
expected data quality to be achieved. While a scale-up of standard test benches (see above) can allow
efficient factory calibration even for large production volumes, a test with various test gas cylinders
would be impossible for on-site calibration. To address this issue, we have developed a novel approach
for on-site calibration [59] based on VOCs dissolved in squalane, a long-chain alkane with low vapor
pressure. This approach also allows producing a “zero air” atmosphere on-site within a confined
volume in which the sensor and a vessel with squalane are kept: due to the large Henry constant,
practically all VOCs present in the ambient will dissolve in the squalane resulting in a practically
VOC free reference atmosphere (which will, however, still contain most inorganic gases such as
CO, H2, and NOx). Note that this is similar to the pre-concentrator briefly achieving a VOC free
atmosphere after cool-down, cf. Section 4. Similarly, using squalane loaded with a defined target VOC
concentration will provide a source desorbing with a defined amount of the VOC, which can be used
to calibrate sensors on-site. Note that this approach not only allows cost-efficient testing of the correct
function of the sensor system, but also quantitative re-calibration to counteract sensor drift.

7. Conclusions and Outlook

Bringing together the different aspects outlined above—highly sensitive sensor elements;
optimized dynamic operation (TCO, EIS, GBC) of the sensors; high-performance electronics
for dynamic operation combined with advanced signal processing to achieve high sensitivity,
selectivity and stability; low-cost pre-concentration to boost sensitivity and selectivity further;
gas test bench for ppb and sub-ppb VOC concentrations, efficient factory, and on-site calibration—is
a pre-requisite for the systematic development of low-cost sensor systems for VOC detection in various
applications and for their validation in field tests. This integrated approach is at the core of the
EU project SENSIndoor [60] addressing indoor air quality and demand controlled ventilation based
on sensor systems placed in each room, i.e., offices, living and sleeping rooms, public buildings,
transport, etc. On the one hand, the approach is used for optimization of the sensor elements
themselves, i.e., based on novel nanotechnology approaches such as Pulsed Laser Deposition (PLD) and
novel sensor materials [23,24,61–64]. On the other hand, extensive field tests are required which include
reference tests based on existing standards. These developments will also lead to the development
of new standards for VOC testing because existing standards do not cover the high spatial and
temporal resolution that can be achieved with networks based on low-cost sensor systems. This aspect
is currently addressed in the KEY-VOCs project under the European Metrology Research Program
(EMRP) [65,66].

Note that in this contribution we have addressed sensor systems as a somewhat abstract concept,
i.e., a device able to detect and quantify specific VOCs against a background of interfering gases.
Not addressed here, but equally relevant to providing solutions for real world problems is a somewhat
wider view that includes a structural model similar to the ISO-OSI model used in the field of
communications. Systems based on low-cost semiconductor gas sensor principles will never achieve
a universal performance independent of their application field, i.e., specific interferents and ambient
conditions. Instead, application specific sensor systems are required—systems that would function
well in the context for which they are designed, i.e., workplace safety monitoring or indoor air
quality control, but that cannot be used to cover the full range of applications outlined in Figure 1.
The structural model would cover the full range from expected benefits and application parameters
at the top end down to the VOC atmosphere and the sampling method at the lower end [67] for
realization of application specific sensor systems. By following this approach, it will be possible to
address many different applications in environmental monitoring, indoor air quality, and industrial
safety and health applications based on VOC monitoring, thus attaining a better understanding of
VOC sources and effects to achieve a safer and healthier environment for all.
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11/12 G. Narutowicza Str., 80-233 Gdańsk, Poland; bartosz.szulczynski@pg.gda.pl
* Correspondence: jacek.gebicki@pg.gda.pl; Tel.: +48-58-347-2752

Academic Editors: Ki-Hyun Kim and Abderrahim Lakhouit
Received: 5 January 2017; Accepted: 1 March 2017; Published: 6 March 2017

Abstract: The paper presents principle of operation and design of the most popular chemical sensors
for measurement of volatile organic compounds (VOCs) in outdoor and indoor air. It describes the
sensors for evaluation of explosion risk including pellistors and IR-absorption sensors as well as the
sensors for detection of toxic compounds such as electrochemical (amperometric), photoionization
and semiconductor with solid electrolyte ones. Commercially available sensors for detection of VOCs
and their metrological parameters—measurement range, limit of detection, measurement resolution,
sensitivity and response time—were presented. Moreover, development trends and prospects of
improvement of the metrological parameters of these sensors were highlighted.
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1. Introduction

Human activity contributes to generation of pollution, the amount and quality of which often
exceed utilization abilities of the natural environment. It leads to loss of biosphere balance and
frequently to unpredictable results. The anthropogenic sources of pollution can be divided into
4 basic groups:

- energetic connected with mining processes (mines, drawing shafts) and fuel combustion,
- industrial engulfing heavy industry (crude oil processing, metallurgy, cement plants, organic

chemistry industry), production and application of solvents, food industry, pharmaceutic industry
and so on,

- traffic, road transport (mainly cars), air and water transport,
- municipal, farms, houses, storage and utilization of solid waste and sewage (landfills, treatment

plants) [1–4].

Volatile organic compounds (VOCs) constitute an important fraction of gaseous pollutants
over urbanized areas, which originates from exhaust gases, evaporation of petroleum products and
utilization of organic solvents [5–9]. VOCs take part in many photochemical reactions that yield
harmful or even toxic products. Volatile organic compounds can also cause serious health problems as
a number of them exhibit toxic, carcinogenic, mutagenic or neurotoxic properties. Moreover, many of
them possess malodorous character that can contribute to deterioration of air quality [10–12]. What is
more, VOCs are present at different concentration levels in indoor air. People who live in the climatic
zone of the Central Europe spend most of their lifetime indoor. A statistic adult spends about 80%
of their life at home, workplace, school, restaurant, cinema, means of public transport, etc. [13–16].
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Elder people and children spent even more time indoor. Hence, even relatively low concentration of the
pollutants present in indoor air can constitute health hazard due to long time of impact. The amount
of pollutants present in indoor air increases due to different reasons [17–19]:

- construction of hermetic buildings (preventing energy loss), which do not provide enough
air exchange,

- implementation of construction and finish materials with not fully identified properties,
- decreasing of height and volume of rooms.

The World Health Organization (WHO) recognized volatile organic compounds as the most
important pollutants of indoor air. Harmless air is defined as the one, in which the total content of
VOCs is lower than 100 μg/m3. Among ca. 500 volatile compounds identified so far and present in
indoor air only a few were proved pathogenic. Nevertheless, many of them are believed to contribute
to such symptoms as: allergies, headaches, loss of concentration, drying and irritation of mucous
membrane of nose, throat and eyes, etc. [20,21]. A set of such symptoms is named “Sick Building
Syndrome”. Indoor air quality depends on ambient air (outdoor one) and indoor emitters such as:

- construction materials,
- finish materials (paints, lacquers, wallpapers, floor covering, expanded polystyrene boards),
- burning processes, tobacco smoking,
- cleaning and preservation substances.

The largest group of emitted compounds are hydrocarbons including aromatic ones: benzene,
toluene and xylenes. A significant contribution also originates from esters of short-chain organic acids,
terpenes, formaldehyde and phenols. However, correct evaluation of outdoor and indoor air is not
an easy task. Air is a quite complicated system subjected to changes even in a short period of time.
Recently observed dynamic progress in analytical methods and analytical instruments is a basis for
obtaining reliable information on indoor and outdoor air condition and quality. However, this progress
leads to an increase in the cost of monitoring and air quality evaluation, which significantly limits their
widespread application. Hence, alternative methods of acquisition of the information on air quality are
being sought. Special attention is paid to sensor techniques [22–24]. According to a definition “chemical
sensor” is a device, which changes chemical information from the environment into analytically useful
signal. Numerous advantages of the chemical sensors include: low cost of manufacturing, simple
design and possibility of miniaturization as well as relatively good metrological parameters such as
sensitivity, selectivity, measurement range, linearity or response time. VOCs concentration level in air
determines selection of the chemical sensors for their measurement. In the case of measurement of
exhaust gases and indoor air at workplace, applicability of the chemical sensors is relatively high due
to practical and economic advantages of these sensors.

The authors of this paper want to present up-to-date solutions available on the market as far
as the chemical sensors for measurement of volatile organic compounds in outdoor and indoor air
are concerned.

2. Characteristics of the Chemical Sensors for Detection of VOCs

In the case of commercially available chemical sensors for detection of volatile organic compounds
one can distinguish two main approaches: the sensors for identification of explosion risk including
thermal sensors (pellistors) and the infrared radiation absorption sensors. The latter group intended
for detection of toxic gases belonging to VOCs includes electrochemical, semiconductor with solid
electrolyte and PID-type sensors (photoionization detectors) [25,26]. Obviously, the main objective of
the manufacturers is elaboration of a sensor with the best selective properties and with the low limit
of quantification (LOQ). Figure 1 presents the concentration range of VOCs present in ambient air,
indoor air at workplace and in exhaust gases. The figure also shows, which commercially available

68



Environments 2017, 4, 21

sensors are designated for detection and measurement of VOCs in ambient air, indoor air at workplace
and in exhaust gases. It can be observed that the PID-type and electrochemical sensors are characterized
by the lowest LOQ values. Design and operation principle of these sensors were described below.

Figure 1. The concentration range of VOCs present in ambient air, indoor air at workplace and in
exhaust gases and commercially available sensors are designed for detection and measurement of
VOCs. MOS—Metal Oxide Semiconductor, PID—Photoionization Detectors, NDIR—Nondispersive
infrared sensors, EC—Electrochemical, PELLISTOR—Thermal sensor.

2.1. Electrochemical (Amperometric) Sensors

In these sensors analyte particles diffuse through a membrane (separating gas environment
from an internal electrolyte) and the internal electrolyte (most frequently aqueous solution of strong
acids or bases, although mixtures with aprotic solvent are also utilized) towards the surface of a
working electrode suitably polarized with respect to a reference electrode. Electrochemical reaction
occurs at the working electrode, whereas a counter electrode experiences the reaction providing
electron balance. A result of the redox reaction is generation of electric current being a sensor signal.
This signal is proportional to concentration of the analyte present in direct vicinity of the sensor
(gas environment) [27,28]. Figure 2 schematically illustrates design of the electrochemical sensor in a
three-electrode version with the working (measurement) electrode, counter electrode and reference
electrode of constant potential with respect to the working electrode.

Figure 2. Scheme of electrochemical sensor in a three-electrode version with the measurement electrode,
counter electrode and reference electrode.

Table 1 presents commercially available electrochemical (amperometric) sensors by Environmental
Sensors Co. intended for measurement toxic compounds in air.
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Table 1. Electrochemical sensors by Environmental Sensors Co. for measurement toxic compounds in air.

Pollutants Range (ppm) Resolution (ppm) Response Time (s)

ammonia 0–50 0.5 150
carbon monoxide 0–1000 0.5 35

chlorine 0–20 0.1 60
ethylene oxide 0–20 0.1 140
formaldehyde 0–30 0.01 60

glutaraldehyde 0–20 0.01 60
hydrogen sulfide 0–50 0.1 30

nitric oxide 0–1000 0.5 10
nitrogen dioxide 0–20 0.1 35

sulfur dioxide 0–20 0.1 15

2.2. Metal Oxide Semiconductor Sensors

In these sensors analyte particles diffuse towards the receptor surface, which is metal oxide
(maintained at suitable temperature using heater) where they undergo chemisorption. This interaction
results in change of resistance of the receptor element. Two types of metal oxide semiconductors are
utilized in measurement practice:

- type n (for example ZnO, SnO2), which change resistance of the receptor element in the case of
reducing gases presence,

- type p (for instance NiO, CoO), which change resistance of the receptor element in the case of
oxidizing gases presence.

The sensing mechanism of semiconducting n-type metal oxides is based on a phenomenon of
chemisorption of oxygen contained in air on the metal oxide layer. Adsorbed oxygen molecules trap
the electrons from a conducting band of the semiconductor. It results in formation of energetic barriers
between the grains of metal oxides, which block a flow of electrons. The consequence is an increase in
resistance of the chemically sensitive layer of the sensor. Resistance of the chemically sensitive layer
drops when gas molecules of reducing character appear. They react with bound oxygen leading to
liberation of electrons. Reverse principle of operation occurs for p-type metal oxides, which identify
oxidizing gases. The molecules of gas compounds remove electrons from the chemically sensitive
layer, thus forming electron holes (charge carriers).

The process of signal generation (change of resistance) in the semiconductor sensors is not fully
recognized. It is complex and consists of a number of co-existing phenomena: diffusion, chemisorption
and desorption of gases, catalysed chemical reactions, electric conductivity of semiconductors and
electron surface phenomena. The sensor sensitivity depends on:

- thickness of receptor layer and catalytic metal particles placed in it,
- temperature of receptor layer.

The receptor-converter elements of the resistance sensors can be:

- ultrathin (thickness from 5 to 100 nm)
- thin (thickness from 100 nm to 1 μm),
- thick (thickness from 1 to 300 μm).

This division has conventional character as it is not the lateral dimension but a method of
elaboration that decides about classification into particular group. Desired measurement properties
are obtained via surface modification of the receptor-converter element by:

- formation of ultrathin, discontinuous structures,
- deposition of thin layers having compact or microporous internal structure [29,30].
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The materials used for the modification include metals: Pt, Pd, Ag, Au, V, Ru, Rh, Ti, Co, In and
oxides: SiO2, Rh2O3, RuO2, Ir2O3, TiOx, CuO, WO3, V2O5.

The mechanism of operation of the semiconductor sensors strongly depends on temperature
of the receptor-converter element as this parameter influences on the most important stages of a
measurement process. Typical operation temperature of these sensors is within the 500–900 K range.
Appropriate temperature is provided by electrical heaters.

The semiconductor sensors with solid electrolyte find a lot of applications in gas analysis. They can
be used for measurement of hydrocarbons and their derivatives, alcohols, ethers, ketones, esters,
carboxylic acids, nitroalkanes, amines or aromatic compounds [31–34]. Schematic design of the
MOS-type sensor is shown in Figure 3.

 

Figure 3. Scheme of MOS-type sensor.

2.3. Nondispersive Infrared Sensors (NDIR)

Flammable gases and vapours from the VOCs group are subjected to characteristic absorption of
radiation from the infrared range. The ranges of oscillation frequency (wave number) characteristic
for selected functional groups of VOCs are presented in Figure 4. The principle of operation of
this type of sensor consists in arranging a source of infrared radiation along an optical line with a
detector. When an analysed gas appears in a measurement chamber, it absorbs radiation of a particular
wavelength and, following the Lambert-Beer law, there is a decrease in radiation reaching the detector,
which is converted into electrical signal. Intensity of infrared radiation is diminished as it passes
through the measurement cell. This reduction of light intensity is proportional to concentration of the
gases or flammable vapours subjected to detection [35,36]. An important element of the sensor is an
optical filter, which passes absorbed light of defined wavelength, thus providing selectivity of particular
sensor. Some designs possess additional (reference) chamber, which is filled with non-absorbent gas
(typically nitrogen). In this case the signal is generated based on a difference in readings from the
detectors of both chambers. Figure 5 schematically presents a design of the NDIR-type sensor.

Figure 4. Ranges wave numbers characteristic for selected functional groups of volatile organic compounds.
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Figure 5. Scheme of NDIR-type sensor.

2.4. Thermal Sensor (Pellistor)

A phenomenon of explosion can be initiated in a mixture of flammable gas and air only
within precisely defined concentration range. Lower explosion limit (LEL) determines the minimum
concentration of the substance, which can react in a rapid combustion process. Upper explosion limit
(UEL) describes the maximum amount of the fuel, at which the mixture contains enough oxidizer
to initiate the explosion. The values of LEL and UEL differ for various substances and are usually
expressed with respect to air. Concentrations of explosive substances below LEL and above UEL
allow for safe operation. Table 2 presents the values of LEL for selected substances from the VOCs
group [25]. The principle of operation of this type of sensor consists in diffusion of a mixture of air and
particular flammable compound through porous sinter towards porous sensor surface. The porous
element contains miniature coil made of platinum wire. Electric current flows through a coil made
of platinum wire and heats the pellistor up to a few hundred degrees Celsius. The reaction at the
catalytic surface releases heat, which increases temperature of the platinum coil, inducing an increase
in its resistance. The pellistor is most commonly implemented as one arm of the Wheatstone bridge,
the output of which is the final signal. In the case of temperature changes the output bridge signal is
proportional to heat of reaction. Increase in temperature is a measure of concentration of flammable
gas substance [25,37,38]. A scheme of the pellistor design is illustrated in Figure 6.

Table 2. Lower explosion limit for selected VOCs.

VOCs Lower Explosion Limit (% v/v) VOCs Lower Explosion Limit (% v/v)

acetone 2.5 ethyl acetate 2.0
benzene 1.2 styrene 1.0

n-butanol 1.7 toluene 1.1
cyclohexane 1.0 1,3-butadiene 1.4
1,4-dioxane 1.9 n-butane 1.4

ethanol 3.1 methyl chloride 7.6
diethyl ether 1.7 dimethyl ether 2.7

methanol 6.0 ethylene oxide 2.6
n-hexane 1.0 methane 4.4
n-octane 0.8 propane 1.7

Figure 6. Scheme of pellistor-type sensor.
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2.5. Photoionization Sensor (PID)

The principle of operation of the photoionization sensors consists in ionization (decay into
charged particles) of neutral molecules of chemical compounds. When diffusing VOCs molecules
enter the region of UV lamp impact, they are ionized by photons. Then formed ions are directed
between two polarized electrodes. The ions move towards the electrodes in an electric field
generated by an electrometer. In this way a current flow is generated, which is then converted
into voltage signal. This signal is proportional to concentration of the compounds subjected to
ionization. The photoionization sensors utilize electrodeless ultraviolet lamps (wavelength 10–400
nm). Operation of the lamp consists in excitation of the filling gas (most often krypton, xenon, radon)
via the impact of external electromagnetic field. This type of sensor is most frequently applied for
measurement of summary concentration of volatile organic compounds [39–41]. A scheme of the
photoionization sensor is presented in Figure 7.

Figure 7. Scheme of photoionization sensor design.

Table 3 shows the main applications of the above described sensors for detecting the VOC.

Table 3. Main applications currently commercially available of sensors for determination of VOC.

Sensor Type Applications Compounds

MOS

- Urban air monitoring
- Roadside monitoring
- Industrial perimeter measurement
- Indoor Air Quality
- Smart home & Internet of Things modules
- Medical equipment
- Fire detection
- Ventilation control/air cleaners

alcohols, aldehydes, aliphatic
hydro-carbons, amines, aromatic
hydro-carbons (petrol vapors, etc.),
carbon oxides, CH4, LPG, ketones,
organic acids.

PID

- Industrial hygiene & safety monitoring
- Confined space entry
- Soil contamination and remediation
- Hazmat sites and spills
- Arson investigation
- Low concentration leak detection
- EPA method 21 and emissions monitoring

VOC’s with proper ionisation
potential (isobutylene,
aromatic hydrocarbons)

NDIR
- Indoor Air Quality
- Combustion process monitoring
- Biogas production

infrared absorbing VOC’s
(especially methane)

EC

- Breathanalyzer
- Environmetnal protection
- Odorants monitoring in natural gas applications
- Urban and industrial area monitoring
- Mobile monitoring applications

ethanol, formaldehyde,
mercaptanes

PELLISTOR
- Hydrogen and combustile gas leak detectors
- Detectors for fuel cells
- Explosive atmosphere monitoring

most combustile gases and
vapours (iso-butane,
propane, methane)
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The literature also provides information about other types of the sensors for VOCs detection
in outdoor and indoor air. They include the following sensor types: chemoresistors (conductive
polymers), surface acoustic wave, optical, quartz microbalance, FET, hybrid nanostructures. Table 4
presents advantages and disadvantages of these sensors together with the information about a VOC
group they are designated.

Obviously, new solutions are still being sought in order to make the sensory techniques attractive
and fulfil the customers’ requirements. It is also worth to mention the sensor matrixes, also termed
electronic noses, which are comprised of different types of chemical sensors. The most frequently
utilized sensors include semiconductor, electrochemical and PID-type ones. These devices have been
already applied in many fields of human activity including safety, environmental pollution, medicine,
work safety regulations, food industry, chemical industry [42–44].

A search for new ways to improve metrological and utility parameters is also evident in the
field of electrochemical and semiconductor sensors technology. In case of the semiconductor sensors
with solid electrolyte it is proposed to modify the receptor layer via suitable doping and addition of
catalysts. The conductometric sensors with a layer of organic conducting polymer operate in a way
similar to the semiconductor sensors, change of resistance is a signal of both sensors. Two types of
these sensors can be distinguished as far as their structure is concerned: with a composite polymer
layer (for instance polypyrrole, graphite dissolved in a polymer matrix serving as an insulator) and
with a layer of intrinsically conducting polymers (for example polyaniline, polypyrrole, polythiophene,
polyacetylene, poly(phenylvinylene), poly(thienylenevinylene), poly(3,4-ethylenedioxythiophene),
poly(N-vinylcarbazone). The sensors of the first type (utilizing the composite layer), as opposed to
the MOS-type sensors, can operate at very high humidity and they exhibit linear response to many
gas substances in a very wide concentration range. In case of the sensors of the second type (with the
layer of intrinsically conducting polymers) the polymers can be doped (type n and type p) in a way
similar to semiconductors. A type of doping results in an increase in the number of charge carriers and
a change of polymer chain structure. Both processes cause enhanced mobility of holes or electrons in
the polymer depending on the type of doping applied, which significantly contributes to an increase
in sensor sensitivity. The advantages of the sensors with a layer of intrinsically conducting polymers
include broad selection of suitable conducting polymer and possibility of its doping in order to obtain
desired sensor’s characteristics [45–50].

Traditional internal electrolyte in the electrochemical sensors is substituted with the ionic liquids,
the main advantage of which is a possibility of modification of their physico-chemical properties by
selection of suitable cation and anion. These modifications provide broadening of electrochemical
durability range, relatively high electrical conductivity and possibility of measurement of volatile
organic compounds, which would be impossible or significantly limited in the case of aqueous
electrolytes utilization [51,52]. The ionic liquids also found application in conductive polymers sensors
and optical sensors. In case of the conductive polymers sensors a function of the ionic liquids is to
modify electrical conductivity of a polymer matrix and to provide selective sorption with respect to
the air component determined. Suitable selection of the ionic liquid ensures improved sensitivity
due to high enough gas/polymer matrix partition coefficient. Sensitivity of the optical sensors
depends on a fluorescent dye (or dye mixture) applied and on the polymer matrix, in which the
dye is dissolved. Such parameters of the matrix as polarity, hydrophobicity, porosity and expansion
tendency have a significant impact on the value of sensor signal. The ionic liquids in the optical sensors
influence on change of physico-chemical properties of the polymer matrix, mainly on polarity and
sorption properties.

74



Environments 2017, 4, 21

T
a

b
le

4
.

O
th

er
ch

em
ic

al
se

ns
or

s
us

ed
to

de
te

ct
io

n
V

O
C

.

S
e

n
so

r
T

y
p

e
M

e
a

su
ra

n
d

A
d

v
a

n
ta

g
e

s/
D

is
a

d
v

a
n

ta
g

e
s

V
O

C
’s

C
he

m
or

es
is

to
rs

(c
on

du
ct

iv
e

po
ly

m
er

s)
co

nd
uc

ti
vi

ty

+
lo

w
op

er
at

in
g

te
m

pe
ra

tu
re

+
sm

al
l

+
lo

w
po

w
er

co
ns

um
pt

io
n

+
ch

ea
p

+
se

ns
it

iv
it

y
de

pe
nd

s
on

th
e

ty
pe

of
co

at
in

g
−

se
ns

it
iv

e
to

te
m

pe
ra

tu
re

an
d

hu
m

id
it

y
−

ba
se

lin
e

dr
if

t(
du

e
to

po
ly

m
er

in
st

ab
ili

ty
)

−
sh

or
tl

if
et

im
e

ac
et

on
e,

ac
et

on
it

ri
le

,b
en

ze
ne

,
bu

th
yl

am
in

e,
cy

cl
oh

ex
an

e,
et

ha
no

l,
he

xa
ne

,i
so

pr
op

an
ol

,
m

et
ha

no
l,

m
et

hy
le

ne
ch

lo
ri

de
,

to
lu

en
e,

xy
le

ne
s

[5
3–

55
]

C
he

m
or

es
is

to
rs

(g
ra

ph
en

e,
ca

rb
on

na
no

tu
be

s
co

m
po

si
te

s)

co
nd

uc
ti

vi
ty

+
lo

w
de

te
ct

io
n

lim
it

s
+

fa
st

re
sp

on
se

+
go

od
se

ns
it

iv
it

y
−

co
m

pl
ic

at
ed

fa
br

ic
at

io
n

pr
oc

es
s

−
po

or
re

pr
od

uc
ib

ili
ty

ac
et

on
e,

be
nz

en
e,

ch
lo

ro
fo

rm
,

et
ha

no
l,

he
xa

ne
,i

so
pr

op
an

ol
,

m
et

ha
no

l,
pr

op
an

ol
,

tr
ic

hl
ot

oe
th

yl
en

e,
to

lu
en

e,
m

-x
yl

en
e

[5
6–

60
]

H
yb

ri
d

na
no

st
ru

ct
ur

es
de

pe
nd

s
on

th
e

ty
pe

of
se

ns
or

+
lo

w
de

te
ct

io
n

lim
it

s
+

hi
gh

se
le

ct
iv

it
y

−
co

m
pl

ic
at

ed
fa

br
ic

at
io

n
pr

oc
es

s
−

po
or

re
pr

od
uc

ib
ili

ty

ch
lo

ro
m

et
ha

ne
,c

hl
or

of
or

m
,

et
ha

no
l,

et
hy

la
ce

ta
te

,
m

et
ha

no
l,

oc
ta

ne
,t

ol
ue

ne
[6

1–
65

]

Su
rf

ac
e

A
co

us
ti

c
W

av
e

fr
eq

ue
nc

y

+
sm

al
l

+
lo

w
po

w
er

co
ns

um
pt

io
n

+
go

d
se

ns
it

iv
it

y
to

va
ri

ou
s

ch
em

ic
al

s
+

lo
w

de
te

ct
io

n
lim

it
s

−
se

ns
it

iv
e

to
hu

m
id

it
y

−
la

rg
e

m
ea

su
re

m
en

tn
oi

se
−

co
m

pl
ic

at
ed

si
gn

al
pr

oc
es

si
ng

sy
st

em

et
ha

no
l,

oc
ta

ne
,t

ol
ue

ne
[6

6,
67

]

O
pt

ic
al

ch
an

ge
in

lig
ht

pa
ra

m
et

er
s

+
po

rt
ab

le
an

d
si

m
pl

e
to

us
e

+
po

ss
ib

le
vi

su
al

de
te

ct
io

n
+

fa
st

re
sp

on
se

ti
m

e
−

C
an

be
af

fe
ct

ed
by

hu
m

id
it

y
−

ve
ry

co
m

pl
ex

el
ec

tr
on

ic
s

−
sh

or
tl

if
et

im
e

du
e

to
ph

ot
ob

le
ac

hi
ng

be
nz

en
e,

bu
ta

ne
,

ch
lo

ro
be

nz
en

e,
ch

lo
ro

fo
rm

,
di

ch
lo

ro
m

et
ha

ne
,e

th
an

ol
,

et
hy

la
ce

ta
te

,f
or

m
al

de
hy

de
,

he
xa

ne
,i

so
pr

op
an

ol
,m

et
ha

ne
,

m
et

ha
no

l,
oc

t-
1-

en
e,

pr
op

an
e,

te
tr

ah
yd

ro
fu

ra
ne

,t
ol

ue
ne

,
xy

le
ne

[6
8–

73
]

75



Environments 2017, 4, 21

T
a

b
le

4
.

C
on

t.

S
e

n
so

r
T

y
p

e
M

e
a

su
ra

n
d

A
d

v
a

n
ta

g
e

s/
D

is
a

d
v

a
n

ta
g

e
s

V
O

C
’s

Q
ua

rt
z

M
ic

ro
ba

la
nc

e
m

as
s

ch
an

ge

+
lo

w
de

te
ct

io
n

lim
it

s
+

hi
gh

se
ns

it
iv

it
y

an
d

se
le

ct
iv

it
y

+
fa

st
re

sp
on

se
−

po
or

si
gn

al
-t

o-
no

is
e

pe
rf

or
m

an
ce

−
co

m
pl

ic
at

ed
si

gn
al

pr
oc

es
si

ng
sy

st
em

ac
et

on
e,

ac
et

on
it

ri
le

,e
th

an
ol

,
3-

m
et

hy
l-

1-
bu

ta
no

l,
1-

oc
ta

no
l,

to
lu

en
e,

p-
xy

le
ne

[7
4–

76
]

FE
T

th
re

sh
ol

d
vo

lt
ag

e
ch

an
ge

+
lo

w
co

st
+

sm
al

l
+

re
pr

od
uc

ib
le

−
lo

ng
re

sp
on

se
ti

m
e

−
ba

se
lin

e
dr

if
t

−
hi

gh
w

or
ki

ng
te

m
pe

ra
tu

re
−

co
nt

ro
lo

ft
he

su
rr

ou
nd

in
g

en
vi

ro
nm

en
t

be
nz

en
e,

bu
ty

la
m

in
e,

et
ha

no
l,

fo
rm

al
de

hy
de

,h
ex

an
e,

he
xa

no
l,

he
xy

la
m

in
e,

na
ph

th
al

en
e,

tr
im

et
hy

la
m

in
e

[7
7–

80
]

M
EM

S
de

pe
nd

s
on

th
e

ty
pe

of
se

ns
or

+
sm

al
ld

im
en

si
on

s
+

on
-c

hi
p

in
te

gr
at

io
n

+
re

pr
od

uc
ib

le
−

co
m

pl
ic

at
ed

fa
br

ic
at

io
n

pr
oc

es
s

−
su

rf
ac

e
fo

rc
es

m
ay

do
m

in
at

e
ov

er
ot

he
r

fo
rc

es
in

th
e

sy
st

em
−

co
nt

ro
lle

d
w

or
ki

ng
en

vi
ro

nm
en

t(
du

st
-f

re
e)

−
de

ve
lo

pm
en

tm
ay

be
m

or
e

co
st

ly

di
et

hy
la

m
in

e,
et

ha
no

l,
is

op
ro

pa
no

l,
et

ha
ne

,m
et

ha
no

l,
pr

op
an

e,
pe

nt
an

e,
tr

im
et

hy
la

m
in

e
[8

1–
83

]

76



Environments 2017, 4, 21

3. Commercially Available Chemical Sensors for Measurement of VOCs in Outdoor and Indoor Air

Table 5 gathers basic information about the types of commercially available sensors for measurement
of toxic gases and flammable gasses from the VOCs group and their metrological parameters.
The mentioned parameters include (unless the information was unavailable): measurement range,
measurement accuracy, resolution, limit of detection, sensitivity and response time.

Table 5. Commercially available chemical sensors for measurement of volatile organic compounds.

Manufacturer
Sensor
Type

Range Accuracy Resolution LOD Sensitivity
Response

Time

Aeroqual MOS 0–500 ppm <±5 ppm + 10% 1 ppm 1 ppm nd 30 s
MOS 0–25 ppm <±0.1 ppm + 10% 0.1 ppm 0.1ppm nd 60 s

AppliedSensor MOS 450–2000 ppm nd nd nd nd nd
AMS MOS 10–5000 ppm nd nd 10 ppm 0.002 (Rs/Ro)/ppm <10 s

Cambridge CMOS
Sensors MOS 10–400 ppm nd nd 10 ppm 0.005 (Rs/Ro)/ppm nd

SGX Snesortech MOS 10–500 ppm nd nd nd 0.014 (Rs/Ro)/ppm nd
Mocon Baseline Series PID 2–20,000 ppm nd nd 1–250 ppb nd <5 s

Alphasense
PID 50 ppb–6000 ppm nd nd 1 ppb nd <3 s
PID 1 ppb–50 ppm nd <50 ppb nd nd <3 s

NDIR 0%–2.5% <±500 ppm <400 ppm <500 ppm nd <40 s
Winsen EC 0–1 mg/dm3 nd nd nd nd <20 s
Winsen EC 0–10 ppm nd 0.02 ppm nd nd <60 s
Citytech EC 0–14 ppm nd <0.5 mg/m3 nd nd <90 s
Figaro MOS 1–100 ppm nd nd nd 0.06 (Rs/Ro)/ppm 30 s

Umweltsensortechnik MOS 0.1–100 ppm <±20% nd nd nd <100 s
Wuhan Cubic NDIR 0%–100% ±1% full scale 0.1% nd 2% <25 s

Unietc SRL
MOS 0.1–30 ppb 0.2 ppb 0.1 ppb 0.1 ppb nd nd
EC 0.6–25 ppm 0.1 ppm 0.1 ppm 0.6 ppm nd nd

Synkera MOS 50–900 ppm ±5% full scale nd 50 ppm nd <60 s

ION Science PID
0.1–6000 ppm,
1 ppb–40 ppm,
5 ppb–100 ppm

nd nd
0.1 ppm,

1 ppb,
5 ppb

25 mV/ppm,
0.7 mV/ppm,
10 mV/ppm

3 s

Gray Wolf PID 0.1–10000 ppm nd nd nd nd <1 min
Environmental

Sensors CO EC 0–30 ppm nd 0.01 ppm 0.1 ppm nd 60 s

Z.B.P. SENSOR GAZ pellistor 0%–100% LEL ±1.5% LEL nd nd >30 mV/% nd
Figaro pellistor 0%–100% LEL nd nd nd 0.02 mV/ppm <30 s

SGX Snesortech pellistor 0%–100% LEL nd nd nd 15 mV/% <10 s
MICROcel pellistor 0%–100% LEL nd nd nd 5 mV/% <5 s
Sixth Sense pellistor 0%–10% LEL ±10% LEL nd nd >25 mV/% <10 s

4. Conclusions

The methods of measurement of outdoor and indoor air pollutants belonging to the group of
volatile organic compounds utilize broad spectrum of devices, from inexpensive chemical sensors
presented in this paper to costly stationary systems such gas chromatographs, UV and IR spectrometers
(including the ones with Fourier transformation), mass spectrometers, as well as electron capture
detectors, flame ionization detectors, photoionization detectors and thermal conductivity detectors [84,85].
Selection of a suitable sensor depends on the gas to be measured, expected concentration range, the fact
whether the sensor is meant to be stationary or portable, detect areal or point pollution, identify presence
of other gases that could influence on the reading or damage the measurement device. Presented sensors
are characterized by obvious advantages such as economic factor, relatively good metrological
parameters, functionality, simple design, possibility of miniaturization. Nevertheless, they also possess
certain limitations due to still too high limit of detection and quantification (MOS, NDIR, Pellistor,
EC). Some of them also exhibit poor selective properties. That is why it is often the case that summary
content of VOCs present in outdoor and indoor air is measured (PID). The chemical sensors reveal
high reliability and functionality as far as personal, zone or indoor monitoring and identification of
hazardous substances leaks from technological installations are concerned. This conclusion is also
supported by the market, which offers wide variety of the chemical sensors for detection of flammable
gases or toxic gases from the VOCs group. Progressively stricter legal rules concerning healthcare,
protection of the natural environment and safety at workplace, focused on control of hazardous
compounds emission beside industrial plants, power plants, transportation routes and municipal
emitters such as landfills or sewage treatment plants resulted in the fact that air quality protection
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had become one of the most important elements of the ecological policy of the European Union.
Despite the fact that the spectroscopic techniques are the most often applied reference methods for
continuous ambient air monitoring (imision measurements), in many cases these are the chemical
sensors, which are supplementary tools allowing prevention measures to be undertaken, especially in
emission measurements.

Summarizing, the chemical sensors for detection and measurement of VOCs will be still developed
and improved as there is an increasing market demand for them.
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Abstract: Children spend a large amount of time in school environments and when Indoor Air
Quality (IAQ) is poor, comfort, productivity and learning performances may be affected. The aim of
the present study is to characterize IAQ in a primary school located in Taranto city (south of Italy).
Because of the proximity of a large industrial complex to the urban settlement, this district is one of
the areas identified as being at high environmental risk in Italy. The study carried out simultaneous
monitoring of indoor and outdoor Volatile Organic Compounds (VOC) concentrations and assessed
different pollutants’ contributions on the IAQ of the investigated site. A screening study of VOC and
determination of Benzene, Toluene, Ethylbenzene, Xylenes (BTEX), sampled with Radiello® diffusive
samplers suitable for thermal desorption, were carried out in three classrooms, in the corridor and in
the yard of the school building. Simultaneously, Total VOC (TVOC) concentration was measured
by means of real-time monitoring, in order to study the activation of sources during the monitored
days. The analysis results showed a prevalent indoor contribution for all VOC except for BTEX which
presented similar concentrations in indoor and outdoor air. Among the determined VOC, Terpenes
and 2-butohxyethanol were shown to be an indoor source, the latter being the indoor pollutant with
the highest concentration.

Keywords: IAQ; indoor/outdoor ratio; real-time monitoring; industrial area

1. Introduction

Indoor pollution may have a significant bearing on health considering that people spend the
majority of their time indoors, so understanding indoor exposures and the role of outdoor air pollution
in shaping such exposures is a priority issue [1].

Among the indoor environments, school buildings are to be the object of attention, because
children are more sensitive to pollutants than adults and they spend large amounts of time in the
school environment [2–4]. Additionally, indoor air quality in school can significantly influence the
efficiency of student learning processes and performances, determining an association between school
absenteeism and poor building conditions [5–7].

Pollutants in school buildings can have different emission sources, operating both inside
and outside the classroom. In these spaces, a number of factors influence good air quality
including the number of inhabitants, activities conducted inside the classrooms and insufficient
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ventilation, aggravated by the poor construction and maintenance of many school buildings [8,9].
Among pollutants, volatile organic compounds (VOC) are considered important parameters for the
assessment of air quality in indoor and outdoor environments because of their ubiquitous presence
and their significant impact on the environment and human health [3,10].

A modest number of studies have examined VOC in school’s indoor air [8,11–13]. Usually the
organic compounds in these environments tend to be lower in the spacious and well ventilated
classrooms with a low occupancy ratio [14], whereas accumulation of pollutants occurs when doors
and windows remain closed for long periods of time in order to maintain thermal comfort, especially in
winter. In addition to this, children are involved in different types of art and craft activities, using glue
and paints that may increase the level of VOC in the classroom. Moreover, the use of cleaning products
inside the school environment is also a possible source of VOC together with the intrusion of outdoor
pollutants, especially if the school is located in an urban environment. The traffic, the distance from the
road and the presence of industrial facilities in the neighborhoods, together with some meteorological
factors (such as wind direction and speed), could affect the interior air quality. Moreover, atmospheric
dispersion in the vicinity of buildings determines the concentration patterns near the buildings and
on the building surfaces, and thus the infiltration of outdoor pollutants inside the buildings [15].
The ventilation rate in school classrooms has a large effect as it can lead to the intrusion of outdoor
pollutants, especially in urban or industrial polluted areas. The Indoor-to-Outdoor concentration ratio
(I/O) may be used to assess the relationship between indoor and outdoor VOC contributions.

The aim of the present study is the assessment of the indoor air quality in a primary school,
located in close proximity to a high-impact industrial site such as the industrial area of Taranto
(south of Italy), which is considered one of the areas of high environmental risk included in the list
of polluted sites of national interest. In fact, the industrial zone of Taranto is characterized by a
multiplicity of high-impact industrial activities, including the largest steel plant of Europe, a refinery, a
quarry, a cement plant, a composting plant, a port in which liquid and solid bulk are handled, as well
as containers.

The study carried out simultaneous monitoring of indoor and outdoor VOC concentration and
assessed the influence of outdoor emissions on the IAQ of the investigated site. A screening study of
VOC and determination of Benzene, Toluene, Ethylbenzene, Xylenes (BTEX) (VOC were carried out in
three classrooms, in the corridor and in the yard of the school building. Simultaneously, total volatile
organic compounds (TVOC) concentration was measured by means of real-time monitoring, in order
to study the activation of sources during the monitored days. Data collected in indoor environments
were compared with outdoor data to evaluate the different indoor/outdoor contributions and to study
the intrusion phenomena.

2. Materials and Methods

The school selected is a naturally ventilated primary school located in a central position near
three air quality stations (Orsini-Ilva network; Machiavelli network; Archimede-Regional network
ARPA). Three classrooms were chosen on the basis of similar characteristics, such as level in the school
building, surface, volume, number of windows, windows structure, number of occupants, activities,
internal covering including flooring, wall and ceiling. Furthermore, measurements were carried out in
the corridor of the school building and outdoors, in the yard of the school. Classrooms were occupied
during school days for a total of 30 h during each monitored period (one week). They were unoccupied
during afternoons, evenings, nights and Sunday. Class started at 08:00 and finished at 13:00.

A screening study of VOC and determination of BTEX, sampled with diffusive samplers suitable
for thermal desorption, was carried out in the chosen sites. Two samplers were exposed for two
monitoring periods (one week each) in all chosen environments. The indoor samplers were positioned
at a height of about 1.5 m above the floor and at a distance that exceeded 1 m from windows or doors.
Outdoor VOC measurements were collected for two weeks (two samplers for each monitoring period)
at heights of about 2 m above the ground [16,17].
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VOC monitoring was performed with Radiello® diffusive samplers (Fondazione Salvatore
Maugeri, Padova, Italy) suitable for thermal desorption. The system consists of a cylindrical adsorbing
cartridge made up of a stainless-steel net cylinder with 100 mesh, and an external diameter of
4.8 mm, containing 350 mg of Carbograph 4 (35–50 mesh). The cartridge was housed coaxially
inside a cylindrical diffusive body of polycarbonate and microporous polyethylene. Before sampling,
the cartridges were conditioned and analyzed to verify blank levels [18,19]. Each sampler was exposed
for the periods indicated and then brought to the laboratory for analysis closed in a sealed glass tube.
The desorption was carried out using a two-stage thermal desorber (Markes International Ltd., Unity™,
Llantrisant, UK) equipped with an autosampler (mod. ULTRA™ TD, Markes International Inc.,
Cincinnati, OH, USA) which was provided with 100 positions and coupled with a gas chromatograph
(Agilent GC-6890 PLUS, Loveland, CO, USA) and a mass selective detector (Agilent MS-5973N). In the
first stage of desorption, the analytes were desorbed from the sample tube and refocused into a cold
trap; then they were desorbed from the trap and carried into the gas chromatograph column [18–20].

Standard solutions were prepared by injecting successive dilution in methanol of a VOC standard
mixture at 2000 μg/mL (Cus-5997 Ultra Scientific, Bologna, Italy). A calibration curve was prepared
by injecting 1 μL of the standard solution into a tube; the spiked adsorbent tubes were then thermally
desorbed in the same conditions of time, gas flow and split ratio as the samples. The sampling
rates (Q), supplied by the manufacturer, were a function of the diffusive coefficient (D), which was
the thermodynamic property of each chemical substance. To calculate the real concentration (C) of
compounds in the atmosphere by GC quantification of analytes’ mass (m), the sampling rates (Q)
were used. When m was expressed in μg, the sampling period in minutes and C in μg/L, Q was
expressed in L/min [21]. The assessment of the performance and reliability of the indoor monitoring
methodology to determine VOC concentrations using radial diffusive samplers for thermal desorption
was presented in previous works [18–20]. In particular, the repeatability of the analysis for thermal
desorption, the complete desorption of the cartridges, the limit of detection (LOD), and the limits of
quantification (LOQ) were evaluated [19]. The results showed that the RSD% was less than 10 for all
compounds. The percentage recovery was higher than 95%, confirming the high method reliability for
VOC analysis.

Simultaneously, real-time monitoring of TVOC was carried out in order to study the activation of
sources during the monitored days and the possible intrusion of outdoor VOC in indoor air.

The high temporal resolution monitoring of TVOC was performed in the sampling sites with
Corvus (Ion Science Ltd., Cambridge, UK) which uses Photo-ionization technology to detect a large
range of VOC. Corvus was factory calibrated against isobutylene and thus the concentration of TVOC
was equivalent to this gas.

3. Results and Discussion

The VOC concentrations measured (minimum, maximum and mean value), at all monitored sites
during whole sampling period (two weeks), were presented in Table 1. Although the monitored school
was located near a large industrial implant, in one of the district areas identified at high environmental
risk in Italy, low outdoor concentrations were detected if compared with outdoor VOC concentrations
found in similar industrial areas in the world [22–26]. These findings were probably due to the
fact that the outdoor samplers were positioned in the yard of the school (according to UNI EN ISO
16000-1), so that detected concentrations were representative of the air in proximity of the indoor site.
Outdoor sites were probably less affected by vehicular traffic and industrial emissions depending on
the site-specific characteristics of the building and in particular of its yard. In fact, the court of the
school is enclosed and has a little recess which isolated the entire school building from the closest
industrial area.
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In order to understand whether VOC sources were located in indoor or in outdoor air, the indoor
concentration values for each pollutant were plotted against the corresponding outdoor value and
five different I/O ranges were defined [8]. I/O ratios are commonly used to highlight the presence
of important indoor emission sources. Ratios greater than a defined threshold value indicated the
predominance of indoor contributions over outdoor contributions.

Figures 1–5 show that indoor concentrations of Benzene and substituted benzenes (during the first
and the second monitoring campaign) are due to the input/intrusion of VOC from outdoor areas in
most of the classrooms. Indeed, benzene and substituted benzenes are known as markers of vehicular
traffic emissions [27].

Figure 1 shows that during both monitoring periods, all indoor sites present I/O ratios of Benzene
in the range 0.5 < I/O < 2 except for the classroom 4C during the second week which presents an I/O
ratio in the range 0.2< I/O <0.5. The indoor concentrations for BTEX were similar to outdoor ones;
in fact, the I/O ratio value falls in the range 0.5 < I/O < 2. This is a demonstration that the I/O ratio
does not provide sufficient values for highlighting critical issues, especially when values ranged from
0.5 to 2, in which case it is important to analyze the concentration levels. The I/O ratio can be used to
highlight the presence of important indoor emission sources or outdoor emission sources when it is
very high (I/O > 5) or very low (I/O < 0.2) respectively.
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Figure 1. Benzene indoor concentrations against outdoor concentrations in all monitored sites during
the first (1) and the second (2) monitoring periods.
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Figure 2. Toluene indoor concentrations against outdoor concentrations in all monitored sites during
the first (1) and the second (2) monitoring periods.
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Figure 3. Ethylbenzene indoor concentrations against outdoor concentrations in all monitored sites
during the first (1) and the second (2) monitoring periods.
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Figure 4. M, P, Xylenes indoor concentrations against outdoor concentrations in all monitored sites
during the first (1) and the second (2) monitoring periods.
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Figure 5. O-xylene indoor concentrations against outdoor concentrations in all monitored sites during
the first (1) and the second (2) monitoring periods.

Figures 6 and 7 show indoor concentrations against outdoor concentrations for 2-butoxyethanol
and limonene. For these pollutants, indoor average concentrations were respectively 30 and 5.9 times
higher than outdoor ones.

2-Butoxyethanol, limonene and terpenes, in general, were the most abundant compounds in
indoor air. Terpenes are odorous compounds mainly used to give pleasant fragrance in particular
in cleaning products [8,28–30]. The high levels of 2-butoxyethanol in classrooms and in the corridor,
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were probably due to the fact that this compound is used as a solvent for many commercial products
such as detergents, paints, adhesives, coatings, inks and products for personal care [31,32]. In particular,
by reviewing the technical details of a range of cleaning products, it is present in percentages ranging
between 2% and 20% in the degreaser and products for washing windows.

Figure 6. 2-Butoxyethanol indoor concentrations against outdoor concentrations in all monitored sites
during the first (1) and the second (2) monitoring periods.

Figure 7. Limonene indoor concentrations against outdoor concentrations in all monitored sites during
the first (1) and the second (2) monitoring periods.

In order to monitor the trend of TVOC concentration during school hours in the whole monitoring
period, a high temporal resolution monitoring of Total Volatile Organic Compounds was also
performed in the sampling sites. The detection of TVOC concentrations was carried out with Corvus
(Ion Science Ltd., Cambridge, UK) which used Photo-ionization technology to detect a large range
of VOC. This method can be useful to integrate the diffusive samplers’ measurements value (a mean
over the exposure periods—one week in this study) by identifying the trend of VOC concentration in
different periods of the day over short time intervals—useful to find potential indoor sources.

Figure 8 shows the trend of TVOC concentrations during the sampling period.
The highest TVOC concentrations (ppm equivalent of isobutylene) in the monitored indoor

sites were detected during cleaning activities, which occurred after the pupils leave and before the
school closed (from 13:00). This confirms that cleaning activities were the most important source of
indoor pollutants.

Table 2 shows a comparison of the indoor concentrations of selected VOC detected in this study
with those obtained in studies conducted in other school microenvironments in other countries.
As shown in the table, the VOC concentrations found at the school in Taranto City were in line with
or above those of other studies conducted in the same condition (primary school monitored with
diffusive samplers).
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Figure 8. Trend of total volatile organic compounds (TVOC) concentration in all monitored sites for
the entire sampling period.

4. Conclusions

The aim of this study was to assess the indoor air quality in a naturally ventilated school building
by conducting a VOC screening monitoring campaign. The identification and quantification of VOC
and the indoor/outdoor concentration plots allowed to detect the main emission sources. In particular,
a significant indoor contribution by Terpenes and 2-butoxyethanol was found which presented the
highest indoor concentrations. Despite the proximity of the school to the industrial area, the outdoor
VOC concentrations were low in comparison to other studies conducted in the world in similar areas
identified as being at high environmental risk. The use of high time resolution monitoring equipment
facilitated the identification of the VOC emissions patterns of possible indoor sources and confirmed
that the cleaning activities, occurring after the pupils leave, represents a critical issue for IAQ.

The present work represents a preliminary study and requires more measurements; in fact,
analogous studies should be conducted in other schools, in particular when these are located near
an industrial area, in order to give a precious tool for more efficient management with regards to
mitigation actions.
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Abstract: Various processing routes are available for the treatment of lean VOC-air mixtures, and a
cost-benefit analysis is the tool we propose to identify the most suitable technology. Two systems have
been compared in this paper, namely a “traditional” plant, with a catalytic fixed-bed reactor with a
heat exchanger for heat recovery purposes, and a “non-traditional” plant, with a catalytic reverse-flow
reactor, where regenerative heat recovery may be achieved thanks to the periodical reversal of the
flow direction. To be useful for decisions-making, the cost-benefit analysis must be coupled to the
reliability, or availability, analysis of the plant. Integrated Dynamic Decision Analysis is used for this
purpose as it allows obtaining the full set of possible sequences of events that could result in plant
unavailability, and, for each of them, the probability of occurrence is calculated. Benefits are thus
expressed in terms of out-of-services times, that have to be minimized, while the costs are expressed
in terms of extra-cost for maintenance activities and recovery actions. These variable costs must be
considered together with the capital (fixed) cost required for building the plant. Results evidenced
the pros and cons of the two plants. The “traditional” plant ensures a higher continuity of services,
but also higher operational costs. The reverse-flow reactor-based plant exhibits lower operational
costs, but a higher number of protection levels are needed to obtain a similar level of out-of-service.
The quantification of risks and benefits allows the stakeholders to deal with a complete picture of
the behavior of the plants, fostering a more effective decision-making process. With reference to the
case under study and the relevant operational conditions, the regenerative system was demonstrated
to be more suitable to treat lean mixtures: in terms of time losses following potential failures the
two technologies are comparable (Fixed bed plant: 0.35 h/year and Reverse flow plant: 0.56 h/year),
while in terms of operational costs, despite its higher complexity, the regenerative system shows
lower costs (1200 €/year).

Keywords: cost-benefit analysis; VOC treatment; lean mixtures; reverse-flow reactor; Integrated
Dynamic Decision Analysis

1. Introduction

Different technologies are available for the treatment of gaseous streams containing VOCs
(Volatile Organic Compounds), namely catalytic or homogeneous combustion, absorption, adsorption,
etc. The goal is either to recover the VOCs, or to destroy them, thus avoiding, in both cases, their emission
into the atmosphere.

The treatment of “lean” streams, where the concentration of the VOCs is particularly low
(e.g., lower than 1%, v/v), is a particularly challenging case study as the low concentration makes
the VOC recovery technically and economically impractical. In this case, the catalytic combustion
stands out as the reference technology as it allows fulfilling the constraints on the characteristics of the
product released into the atmosphere [1]. Thus, in case of lean streams to be treated two competitive
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technologies can be regarded as effective: a catalytic fixed-bed reactor with a heat exchanger for heat
recovery purposes, and an intensified plant, with a catalytic reverse-flow reactor, where regenerative
heat recovery is achieved through the periodical reversal of the flow direction.

In fact, the temperature at which it is required to carry out the catalytic combustion ranges (in most
cases) from 200 ◦C to 500 ◦C, depending on the characteristics of the catalyst used and on the chemical
compounds that have to be removed, while the temperature of the gaseous stream to be treated can be
significantly lower, in some cases close to room temperature. This poses the problem of energy recovery:
a large amount of energy is required to pre-heat the feed to the reaction temperature, and a fraction of
this energy can be recovered from the treated gas to pre-heat the feed. In any case, a certain amount of
energy has to be supplied, as the efficiency of this approach is usually not higher than about 70% [2].

In this framework, a particularly effective technology is represented by the reverse-flow reactor,
firstly proposed by Cottrell [3]. The operating principle of the reverse-flow reactor is particularly
simple: at first, the reactor is pre-heated to the target temperature and, then, the gaseous stream
is fed to the reactor. As a consequence, the gas is heated by the solid, thus reaching the reaction
temperature (and cooling the solid material close to the entrance of the reactor), and, then, it heats
the solid before leaving the reactor. After a certain time, which has to be carefully selected, the
flow direction is reversed and, now, the hot gas, before leaving the reactor, heats the solid that has
been cooled in the previous stage of reactor operation. In this way, a regenerative heat recovery is
achieved in the reactor, where the ending sections act as two heat exchangers, storing the heat from
the hot gas after combustion, and, then, pre-heating the cold gas fed to the reactor. As the ending
sections of the reactor acts as heat exchangers, the catalyst here can be replaced by inert material, thus
reducing catalyst cost [4]. This system was widely investigated in the past, both from the theoretical
and the experimental points of view [5–9], evidencing the possibility of operating in presence of
streams with composition and concentration variable in time [10,11], and also with a monolith type
catalyst, to reduce the pressure drop in the system [12]. All these studies evidenced the key role of
the switching time: a high switching frequency is required to enhance the “heat trap” effect due to
the periodical flow reversal and, thus, to get autothermal combustion when feeding a very lean gas.
Unfortunately, after each flow reversal a certain amount of gas and VOCs remaining in the entrance of
the reactor is released into the atmosphere (wash-out phenomenon), and this is particularly relevant
in case of high switching frequencies. Although some alternative reactor configurations have been
proposed to cope with this problem (see, among the others, Kolios et al. [13]; Luzi et al. [14]), the use
of an electrical heater in the central part of the system appears to be a particularly simple and effective
solution to treat a low concentration stream, avoiding too high switching frequencies [2].

The above described defines the major aim of this paper: defining an optimized approach to
support the decision-making process among possible plant and process alternatives, based on the risk
associated with the different competing options. In particular, among the possible tools available for
the risk-based decision making, the Integrated Dynamic Decision Analysis (IDDA) has been chosen,
since it was demonstrated in several papers [15–18] to be more effective in assessing the risks, giving a
more complete representation of the system behavior and also in facilitating the knowledge transfer.
The risk considered for comparison purposes has been expressed in terms of costs, to be in line with
the typical decisional process of the stakeholders and decision makers, thus adopting a cost-benefit
analysis (CBA) approach.

As discussed in Saarikoski et al. [19], the cost-benefit analysis (CBA) is an economic evaluation
method for comparing the costs and benefits of different projects or policy options [20]. CBA aims
to value all impacts of project alternatives in monetary units, possibly discounted to a specified year,
making it possible to screen or rank alternatives by a single monetary measure, often the net present
value (NPV). The basic steps of CBA, according to Boardman et al. [21], can be summarized as follows:

1. The definition of the project options to be evaluated: in the present case, the two competing
technologies for VOC treatment above described;
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2. The decision on which costs and benefits are accounted for and the selection of the measurement
method to evaluate all the costs and benefits: as described later on, the costs here used to compare
the two alternatives are the operational costs, the variable costs to be taken into account with the
investment costs for the equipment, and the time losses in case of malfunction;

3. The estimation of costs and benefits over a relevant time period and their conversion into a
common currency, discounted into present value: dealing with operational costs, the reference
period has been assessed over one year of operation.

4. Drawing the recommendations based on the costs and benefits and the sensitivity analysis, when
available: the decision making was in this case supported not only by the costs figures, but also
on the logical-probabilistic model of the two systems, jointly analyzed with the phenomenological
model of the process through the Integrated Dynamic Decisional Analysis methodology.

The CBA is used in several field as: in the waste management [22], in the medical resource
allocation [23], and in the energy management [24]. A sensitivity analysis was not performed, since
all the input parameters required for plant design have been selected equal to the optimal values,
according to the available know-how on these technologies, as it will be discussed in the following.

The Integrated Dynamic Decisional Analysis (IDDA) was firstly proposed by Galvagni [25,26]
and, then, it was applied to different case studies, e.g., tank overflowing [15,16], risk-based
design of an allyl-chloride production plant [27], analysis and optimization of procedures for
LPG tanks maintenance and testing [28]. The IDDA methodology is based on the combined use
of a logical-probabilistic model of the system under analysis and its phenomenological model.
The logical-probabilistic model allows identifying all potential sequences of events the system can
undergo and their probability of occurrence, and it can be coupled to a phenomenological model,
i.e., a mathematical description of the process plant behavior both in case of normal condition and in
case of equipment faults. The phenomenological model is used to evaluate the consequences for each
sequence of events, and the overall risk value. The joint modelling, that still constitutes a novelty in
the process domain of application, allows a risk-based decision making to be performed, as discussed
in Piccinini & Demichela [15] and in Demichela & Camuncoli [16].

This paper is structured as follows: Chapter 2 is dedicated to the description of the two competing
technologies under study, with the logical and probabilistic model and the phenomenological one
developed to simulate and foreseen their behavior in case of correct functioning and in case of failures.
Chapter 3 shows the results of the analysis, with a comparison of the performances of two plant alternatives
in terms of costs and benefits. In the end, some technical and methodological conclusions are drawn.

2. Case Study

The case study considered in this paper is the treatment of 5000 Nm3/h of a gaseous stream
obtained from a polymerization plant. The stream is composed of ethylene glycol, 0.2% v/v, and nitrogen:
oxygen has thus to be added to this gas as the VOC is removed through catalytic combustion. The gas
temperature is 230 ◦C, while the pressure is 1.17 bar. After VOC removal (the target concentration of VOC
in the product stream has to be lower than 50 ppm), the gaseous stream is recycled to the polymerization
plant: as the presence of oxygen is highly undesired in the recycled stream, great care has to be paid
when adding the oxygen in the feed, and when carrying out the catalytic combustion, in such a way that
(almost) no unreacted oxygen is present in the product (the constraint considered in this study is that the
oxygen concentration in the treated has to be lower than 0.01%).

The performance of two plants has been compared in this paper. The first is based on a traditional
fixed-bed reactor, while the second comprises a reverse-flow reactor. In both cases the VOC is removed
through catalytic combustion. In the fixed-bed reactor a commercial catalyst based on Platinum
(0.15 w/w) and Palladium (0.15% w/w) over alumina (type K-02120 by Heraeus, Hanau, Germany) has
been considered. The catalyst is supplied as pellets, with a diameter ranging from 2 to 4 mm, with a BET
surface area of 115 m2/g. The GHSV (Gas Hourly Space Velocity) suggested by the catalyst supplier
is 10,000 h−1, with an operating temperature of 350 ◦C. In the second reactor a metal oxides based
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commercial catalyst (EnviCat® VOC-1544 by Sud-Chemie, Munich, Germany), composed of cooper
(3.34% w/w) and manganese (5.44% w/w) oxides over alumina, has been considered. The catalyst is
supplied as pellets, with a diameter ranging from 4 to 6 mm, with a BET surface area of 73 m2/g. The
GHSV (Gas Hourly Space Velocity) suggested by the catalyst supplier is 15,000 h−1, with an operating
temperature of 430 ◦C. The rational for the choice of two different catalysts is the fact that in the
reverse-flow reactor it is much easier to get higher temperatures (as it is just required to increase the
switching frequency, without introducing additional heat) with respect to the fixed-bed reactor and,
thus, the use of the metal oxides based catalyst, whose operating temperature is lower, allows reducing
the catalyst cost.

For the reactor sizing, more conservative values of GHSV, with respect to those suggested by the
catalyst suppliers, have been considered, namely 5000 h−1 for the Pt-Pd based catalyst and 10,000 h−1

for the Cu-Mn oxides based catalyst. Moreover, for the reverse-flow reactor based plant the use of
inert particles, alumina spheres with the same diameter of the catalyst particles, has been considered
to increase the heat capacity of the system: the same amount of inert and of catalyst has been assumed,
and the reactor has been divided into three sections, namely a first inert layer, the catalyst layer and
the second inert layer. By this way in both cases the reactor has the same size, namely 1.5 m diameter,
and 0.6 m length.

A simplified sketch of the fixed-bed based plant is shown in Figure 1. Beside the catalytic reactor,
the plant is composed of the following pieces of equipment:

• a gas blower (B01), used to feed the plant;
• an oxygen feeding line, used to feed the required amount of oxygen in the system, on the basis of

the measurement of the oxygen concentration in the gas leaving the plant;
• a filter (F01), used to stop particles suspended in the gaseous stream;
• a heat exchanger (H01), used to pre-heat the feed using the hot gas leaving the reactor;
• a heater (H02), used to heat the feed to the combustion temperature,
• a reactor (R01), used to conduct the combustion reaction.

 

Figure 1. Sketch of the plant for the treatment of air-VOC mixtures in a steady-state fixed-bed reactor.

With respect to the alarms and control/protection systems used in this plant, the following can
be listed:

• High concentration alarm in the feed line, indicating when the VOC concentration of the feed
exceeds a certain threshold (0.5% in this case), as the high concentration of the feed would be
responsible for a too high temperature in the reactor, with a consequent catalyst deactivation;
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• High temperature alarm after the blower: it alerts the operator when the temperature is higher
than a certain threshold (270 ◦C in this case) to prevent filter damages;

• Differential pressure alarm in the filter, indicating filter blocking;
• High/Low temperature alarms in the gas line exiting H01: if the temperature is higher than a

certain threshold (450 ◦C in this case), then catalyst overheating and damages can occur, while
if the temperature is lower than a certain threshold (300 ◦C in this case), then it would not be
possible to reach the temperature required to get a full VOC removal in the reactor;

• High temperature alarm in the gas line exiting H02: it alerts the operator if the temperature is
higher than a certain threshold (450 ◦C in this case) and, thus, catalyst damages can occur. Due to
the importance of this alarm, temperature is measured by a series of sensors operating logic on
voting (2:3);

• High temperature alarms in the reactor: when the temperature is higher than a first threshold
(400 ◦C in this case) the operator is alerted and, if the temperature continues increasing, after a
second threshold (450 ◦C) a protection system is activated, causing the shut-down on the system;

• High oxygen concentration alarm in the product stream, indicating that too much oxygen is
present in the product stream and, thus, it cannot be recycled to the polymerization plant;

• High VOC concentration alarm in the product stream, indicating that the VOC concentration is
too high and, thus, that the catalytic reactor is not working properly.

A simplified sketch of the reverse-flow reactor based plant is shown in Figure 2. Besides some
elements similar to the fixed-bed based plant, namely the blower B01, the filter F01, the reactor R01,
and the oxygen feeding line, the plant comprises the following pieces of equipment:

• a heat exchanger (H01), used in the start-up phase and for control purposes (according to the
design of Fissore et al. [9]);

• a set of valves (V01, V02, V03, V04) used to periodically reverse the gas flow direction: when valves
V01 and V04 are open, and V02 and V03 are closed, the gas flows from the top to the bottom of
the reactor, while the opposite occurs when valves V01 and V04 are closed and V02 and V03 are
open. Valve V05 is usually closed, and used only for control purposes.

 

Figure 2. Sketch of the plant for the treatment of air-VOC mixtures in a reverse-flow reactor.

With respect to the alarms and control/protection systems, for the feeding/product lines, as well
as for the gas blower and the filter, the same alarms previously described for the fixed-bed reactor based
plant are used also in this case. The alarms and the control/protection systems used for the reactor
are different, according to the system proposed by Barresi et al. [2] and based on the temperature
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measurement at the interface between the inert and the catalyst sections, where the reactor temperature
is higher. In case this temperature is decreasing from the set-point value, when it reaches 410 ◦C,
the heating capacity of H01 is set at the maximum value, the switching time is reduced and an alarm
is activated. If the temperature continues decreasing, when it reaches the value of 390 ◦C a second
alarm is activated and the shut-down of the reactor occurs. In case the temperature of the reactor
increases, when it overtakes 500 ◦C a first protections system acts turning off the heater and increasing
the switching time, and an alarm is activated. In case the temperature continues increasing, when
it reaches the value of 530 ◦C another protection system is activated to protect the catalyst from the
thermal degradation: in this case, the cold gas is feed directly in the middle of the reactor (opening the
valve V05, and closing valves V01 and V02), and an alarm is activated.

3. Materials and Methods

3.1. Integrated Dynamic Decisional Analysis

3.1.1. Logical Model

The logical-probabilistic model is built starting from the process plant functional analysis, since
it allows identifying and describing the events that could occur in the plant. Each event is included
in the input model through a list of questions or affirmations, each of them characterized by the
probability of occurrence for each level outcome, and, if available, by an uncertainty ratio, representing
the distribution of the probability. Then a network is built indicating the subsequent level to be visited
depending on the level outcome.

Figure 3 shows the structure of the logical-probabilistic analysis, declined for the sensing element
AE01 described at level 10, characterized by a probability of failure of 0.062. The numbers that follow
represent the levels to be visited in case of correct functioning and in case of failure of the component
analyzed: in this case the level 11 in case of positive outcome and level 15 in case of failure.

 

Figure 3. Graphical representation of the logical analyses structure.
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When needed, each level is accompanied by a row defining a logical and probabilistic constraints,
in order to take into account how an event can influence the subsequent events. In the example of
Figure 3, in case of negative outcome of level 10 (10 1), the constraint forces the subsequent level to be
visited (15) to the negative outcome also (1). This meaning that in case of failure of the sensing element,
not only the control loop will fail, but also the alarm loop that depends on AE01.

The logical-probabilistic model is then built with IDDA 2.0 software (Software Oriented System
Engineering S.r.l., Milan, Italy), elaborating all the possible sequences of events in the plant.

For both alternative process plants, the logical-probabilistic models were developed in the same
way, by the systematic analysis of the equipment failure effects on the plant and of the protective
devices and alarms effectiveness. The events occurrence probability was obtained by literature [29] and,
where known, from the plant management. For an unbiased comparison of the two plants, the failure
probability for similar pieces of equipment was considered to be the same.

For the fixed bed plant 3,901,910 sequences were generated and, with a cuff-off value of 10−16

a residual probability of 7.5 × 10−11 was obtained. The cut-off value is a probability threshold:
the sequences with probabilities lower than the cut-off value are neglected and the sum of the
probabilities of the neglected sequences gives the residual probability.

For the reverse-flow plant analysis a cut-off value of 10−12 was used and 5,336,624 sequences of
events were obtained, with a residual probability of 2.9 × 10−6.

The cut-off value is obtained through an optimization on the residual probability value, to be
minimized against the number of sequences to be included in the calculation with respect to the
available computational resources.

Among all the possible consequences, the more critical events from the point of view of the process
(Top Events) were selected, namely the discharge with an excess of VOCs and the catalyst sintering. In
Table 1 the occurrence probability for the Top Events is shown for the two plants analyzed. With respect
to catalyst sintering, the logical-probabilistic analysis for the reverse flow plant did not identify any
sequence resulting in a probability of occurrence higher than the cut-off value. The sequences with 3
or less equipment failures, or undesired outcomes, were extracted and elaborated jointly with the
phenomenological model.

Table 1. Results of the logical–probabilistic model.

Top Event

Fixed Bed Plant Reverse Flow Plant

Sintering of
Catalyst

Discharge with
Excess of VOCs

Sintering of
Catalyst

Discharge with
Excess of VOCs

Number of sequences 1,088,431 1,955,342 0 1,134,625
Probability 5.41 × 10−6 8.37 × 10−3 - 1.32 × 10−2

Cut-off 10−16 10−16 10−12 10−12

3.1.2. Phenomenological Model

A mathematical model has been used to simulate plant dynamics. For the fixed-bed reactor based
plant the main features are summarized in the following:

• Compressor (B01): the outlet pressure has been calculated evaluating the pressure drop in the
plant; adiabatic compression has been assumed to calculate the outlet temperature and the
compression work.

• Filter (F01): in case the filter operates correctly, the outlet flow rate is not modified, while in
case the filter is clogged, only a fraction of the gas (assumed to be constant and equal to 50%) is
assumed to pass through the filter, while the rest accumulates upstream the filter increasing the
differential pressure.
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• Oxygen input: aiming to maintain constant the oxygen excess in the reactor, the flow rate of
oxygen is proportional to the difference between the oxygen concentration in the exhaust gas and
the target value.

• Heat recovery device (H01): the heat balance is solved to calculate the outlet temperatures for
the cold and hot sides. The global heat exchange coefficient (U, W/m2·K) is calculated using the
following equation:

1
U

=
1
hc

+
1
hh

+
s
k

(1)

where h (W/m2·K) is the gas-wall heat transfer coefficient (hh for the hot side and hc for the cold
side), k (W/m·K) is the wall thermal conductivity, and s (m) is the wall thickness. The gas-wall
heat transfer coefficient is calculated using the following equation:

Nu =
hDe

kg
= 0.28Re0.65Pr0.4 (2)

where Nu is the Nusselt number, Re is the Reynolds number, and Pr is the Prandtl number, De (m)
is the characteristic length (in our case, the equivalent diameter), kg (W/m·K) is the gas thermal
conductivity. The dirtying of the heat exchanger has been simulated considering a reduction of
30% of the heat exchange coefficient.

• Heater (H02): given the amount of heat provided by the heater, the outlet gas temperature is
calculated from the heat balance. In case of failure of the control system of the heater, either the
heater gives the highest heating rate (100 kW), and the gas temperature can be calculated accordingly,
or the heater does not give any heat, and the exit temperature is equal to the inlet value.

• Reactor (R01): the set of equations used to calculate the dynamics of the reactor is composed by
the energy balance for the gas:

ρgugcp,gεc
dTg

dz
− hgsav(Ts − Tg) = 0 (3)

where ρg (kg/m3) is the density of the gas, ug (m/s) is the velocity of the gas, cp,g (J/kg·K) is the
specific heat of the gas, εc (m3/m3) is the porosity of the bed, Tg (K) is the temperature of the gas, z
(m) is the axial coordinate, hgs (W/m2·K) is the gas-solid heat transfer coefficient, av (m2/m3) is the
specific surface of the catalyst, and Ts (K) is the solid temperature, by the energy balance for the solid:

ρscp,s(1 − εc)
dTs

dt
=

d2Ts

dz2 ks(1 − εc)− hgsav(Ts − Tg)− (−ΔHr)ρgεcrVOC (4)

where ρs (kg/m3) is the density of the solid, cp,s is the specific heat of the gas (J/kg·K), t (s) is
the time, ks (W/m·K) is the thermal conductivity of the solid, ΔHr (J/kg) is the heat of reaction,
and rVOC (s−1) is the specific reaction rate of the VOC) and by the mass balance for the VOC.
In this case, the chemical reaction was considered as an instantaneous and complete reaction if
the temperature is higher than the reaction temperature. Thus, in presence of an excess of oxygen
the following equations are solved:

{
yVOC = 0
dyo2

dt =
dyo2
dz ug − rVOC

2.5Mo2
MVOC

(5)

while in case of an excess of VOC the following equations are solved:

{
yo2 = 0
dyVOC

dt = dyVOC
dz ug − rVOC

(6)
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where yVOC (kg/kg) is the VOC mass fraction, yO2 (kg/kg) is the oxygen mass fraction, MVOC
(kg/kmol) is the VOC molar mass, MO2 (kg/kmol) is the oxygen molar mass. In case the
temperature of the solid is lower than the reaction temperature no chemical reaction occurs and,
thus, the following equations are solved:

{
dyo2

dt =
dyo2
dz ug

dyVOC
dt = dyVOC

dt ug
(7)

Previous equations require adequate boundary conditions: the temperature and the composition
of the gas entering the reactor are equal to the values obtained for the gas leaving the heater H01,
and the solid does not exchange heat (by conduction) in correspondence of the two reactor edges.

For the reverse-flow reactor based plant the model of the compressor, of the filter, and of the
oxygen input are nor modified. With respect to the reactor, for the catalytic part the equations solved
are equal to Equations (1)–(7). For the inert sections the model is composed by the energy balance for
the gas phase:

ρgugcp,gεi
dTg

dx
− hiav,i(Ti − Tg) = 0 (8)

where ρi (kg/m3) is the inert density, cp,i (J/kg·K) is the inert specific heat, ug (m/s) is the velocity of
the gas, εi (m3/m3) is the void fraction of the bed of inert, hi (W/m2·K) is the gas-inert heat transfer
coefficient, av,i (m2/m3) is the specific surface area of the inert, and Ti (K) is the temperature of the
inert, Tg (K) is the temperature of the gas, ki (W/m·K) is the thermal conductivity of the inert, and by
the heat balance for the solid:

ρicp,i(1 − εi)
dTi
dt

=
d2Ti
dx2 ki(1 − εi)− hiav,i(Ti − Tg) (9)

and by Equation (7) as no chemical reaction takes place in the inert sections.
The electric heater in the central section, used for control purposes, is modeled using a heat

balance for the gas phase:
Qh = ρguhcp,gS(Tg,2 − Tg,1) (10)

where Qh (W) is the heat supplied by the heater, Tg,2 (K) is the gas temperature after the heater, Tg,1 (K)
is the gas temperature before the heater e S (m2) is the section of the reactor.

The phenomenological model developed in Matlab according to the above described equations
gives results coherent with the literature results.

Consequence Assessment and CBA

The operational costs and the time losses in case of plant malfunction were used to compare the two
plants. The operational costs take into account the recovery of the failed pieces of equipment, the costs
related to the plant stops, the cost related to the VOC discharge and the energy consumption. The time
lost takes into account the production losses due to plant shut down, for the equipment restoration and
the plant start up. Table 2 shows for each major intervention in case of fault or any major consequence,
both the costs of the operation and the production time lost, as provided by the plant managers.

Each sequence of events is coupled with a consequence value and the model of its
phenomenological behavior. Table 3 shows a sample sequence, where the lack of oxygen in the
reactor is due to the lack of oxygen main source, thus bringing to a low temperature in the reactor itself;
following the low temperature the sequence includes the failure of the lower temperature protection
system (TSL10), but the emergency state is managed thanks to an alarm (TAL10) and the operator
intervention. The Table shows also the probability of occurrence of this sequence of events and its
consequence. In the case presented in Table 3, the operational cost was evaluate as the sum of the
oxygen input system restoration (2000 €), the cost of the emergency shut down (100,000 €) and the
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cost of the energy used in the plant for the year taken into account (26,500 €). The risk value for an
unwanted event is the sum of the risks of the sequences of events bringing to the unwanted event
itself. The risk value is thus evaluated with Equation (11):

R = ∑ Ci·Pi (11)

where Ci is the consequence of the i-th sequence of events and Pi is its probability.

Table 2. Summary of cost and time loss.

Intervention Estimated Costs Estimated Time

Restore filter 200 € 3 h
Restore system of input of oxygen 2000 € 2 h

Restore heat recovery 20,000 € 5 days
Restore heater 10,000 € 1 day
Restore blower 2000 € 1 day

Restore valve of reactor 10,000 € 2 days
Restore heat control inside of reactor 2000 € 3 days
Replace catalyst in traditional plant 200 €/dm3 7 days
Replace catalyst in intensified plant 17,500 € 7 days

Plant stop 100,000 € 1 day
Cost no abatement of VOCs 60,000 € -

Cost of electric power 0.16 €/kWh -

Table 3. Example of an events’ sequence.

Sequences Number 10119 Probability 2.43 × 10−9

Out Service 26 h/Year Risk (out of Service) 6.31 × 10−8 h/Year

Operational Cost 128,500 €/Year Risk (Operational Cost) 0.0003 €/Year

Level Probability Cumulative Probability Description
Out Service

(h/Year)
Cost (€/Year)

1 1-1.00 × 10−3 0.999 Input temperature? OK - -
3 1-1.00 × 10−3 0.998 Input VOCs concentration? OK - -
5 1-1.00 × 10−3 0.997 Input Flow? OK - -
50 1-8.40 × 10−2 0.913 Blower B01? OK - -
52 1-9.50 × 10−2 0.827 FE01? OK - -
53 1-2.52 × 10−1 0.618 FIC01? OK - -
54 1-2.31 × 10−1 0.475 FCV01? OK - -
55 - 0.475 Flow after the blower? OK - -
100 1-9.00 × 10−1 0.0475 Filter F01? OK - -
150 1-6.20 × 10−2 0.0446 AE02 (O2)? OK - -
151 1-9.50 × 10−2 0.040357 AT02? OK - -
152 1-2.52 × 10−1 0.030187 AICA02? OK - -
153 1-1.81 × 10−1 0.024723 FE02? OK - -
154 1-9.50 × 10−2 0.022375 FT02? OK - -
155 1-2.52 × 10−1 0.016736 FIC02? OK - -
156 1-2.31 × 10−1 0.01287 FV02? OK - -
157 0.001 1.29 × 10−5 O2 is Available? NO 2 2.000
160 - 1.29 × 10−5 The O2 concentration? Low - -
230 1-7.00 × 10−3 1.28 × 10−5 V01? OK - -
232 1-7.00 × 10−3 1.27 × 10−5 V02? OK - -
234 1-7.00 × 10−3 1.26 × 10−5 V03? OK - -
236 1-7.00 × 10−3 1.25 × 10−5 V04? OK - -
245 - 1.25 × 10−5 Flow from V01 to V04? Correct - -
255 - 1.25 × 10−5 Flow from V02 to V03? Correct - -
276 - 1.25 × 10−5 Temperature inside reactor? Low - -
500 1-8.40 × 10−2 1.15 × 10−5 TE10? OK - -
502 1-2.52 × 10−1 8.57 × 10−6 TIC10? OK - -
521 0.0003 2.57 × 10−9 TSL10? Fault - -
528 - 2.57 × 10−9 The system TSL10 is effectiveness? NO - -
504 1-2.50 × 102 2.51 × 10−9 TAL10? OK - -
505 1-3.00 × 10−2 2.43 × 10−9 Operator occur on TAL10? YES - -
506 - 2.43 × 10−9 TLA10 is effectiveness? YES-Emergency - -
602 - 2.43 × 10−9 Plant status? Emergency 24 100.000

- - - Power 26.500
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4. Results and Discussion

In this section, the results of the logical-probabilistic and phenomenological modelling
are discussed.

Figure 4 shows the probability of occurrence of the sequences bringing to the discharge with an
excess of VOCs, also represented in Figure 5 in terms of risk; Figure 6 shows the 100 more relevant
sequences of events ((a) for the out of service risk and (b) for the operational cost risk).
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Figure 4. The probability of the sequences of events contain the high concentration of VOCs in the
output for the fixed-bed based plant.
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Figure 5. The risk of the sequences of events contain the high concentration of VOCs in the output for
the fixed-bed based plant.
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Both Figures highlight how a small number of sequences mainly contributes to the global
probability or risk. Those major contributors are the sequences where the oxygen input fails or the
heater fails, without the intervention of the alarm and/or of the protective systems. It can be observed
that the operational cost risk has the same trend of the probability, while for the out-of-service risk the
relevance of the sequences is different with respect to the probabilities. In fact, the main contributors are
those pertaining the failure of the heater, while those involving the oxygen feed failure are less relevant.
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Figure 6. Details of the results bringing to high concentrations of VOCs in the output stream for the
fixed bed based plant (a) The 100 sequences with the higher value of out-service time risk; (b) The 100
sequences with the and higher value of risk of operational cost.
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Figure 7 shows the distribution of the probabilities bringing to the discharge with an excess of
VOCs, while Figure 8 represents the risk associated to the same sequences risk; Figure 9 shows the
100 more relevant sequences of events ((a) for the out-service risk and (b) the operational cost risk).
Also for the reverse-flow based plant a small number of sequences brings the higher contribution to
the global value of probability or risk. These sequences include the fault of the oxygen input system
and differ for the system’s component failing. The probability and the risk values show the same trend.
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Figure 7. The probability of the sequences of events contain the high concentration of VOCs in the
output for the reverse-flow based plant.
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Figure 8. The risk of the sequences of events contain the high concentration of VOCs in the output for
the reverse flow plant.
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Figure 9. Details of the results bringing to high concentrations of VOCs in the output stream for the
revers flow plant (a) The 100 sequences with the higher value of out-service time risk; (b) The 100
sequences with the and higher value of risk of operational cost.

From the comparison between the risk figures it is possible to conclude that the reverse-flow
based plant is less risky than the fixed-bed based plant from the operational costs point of view,
mainly thanks to the lower energy consumption. In terms of service outage, the reverse-flow based
plant appears to be riskier than the fixed-bed based plant, because of its higher complexity, with a
higher time needed for restoration after a failure.

Analyzing the sintering of the catalyst, that represents a critical event for the plant operations,
the fixed-bed based plant shows a 5.41 × 10−6 probability of occurrence, while the reverse-flow based
plant does not have sequences of events bringing to the sintering of the catalyst with a probability of
occurrence higher than the cut off value (10−12). In a precautionary way, all the sequences constituting
the residual probability were assimilated to the catalyst sintering probability in the reverse-flow
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based plant, although this is an overestimation of the probability itself. In Figure 10 the probability
distribution of the sequences of events for the catalyst sinterization in the fixed-bed based plant is
shown. In Figure 11 the risk distribution is shown. In these two graphs the more relevant sequences
include the filter obstruction combined to the fault of the heater control system. Figure 12 shows the
100 more relevant sequences of events ((a) for the out-service risk and (b) for the operational cost).
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Figure 10. The probability of the sequences of events contain the catalyst sinterization for the fixed-bed
based plant.
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Figure 11. The risk of the sequences of events contain the catalyst sinterization for the fixed-bed
based plant.
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Figure 12. Details of the results bringing to the catalyst sinterization for the fixed bed based plant
(a) The 100 sequences with the higher value of out-service time risk; (b) The 100 sequences with the
and higher value of risk of operational cost.

Table 4 shows the summary of the results used for the risk based decision-making. It also shows
the mean values of the annual operation cost and the time losses evaluate for the sequences taken into
account. The discharge with excess of VOCs causes an unwanted shut down of the plant, with possible
process problems on the subsequent systems. The fixed bed plant appears to be more reliable than the
reverse flow plant (8.37 × 10−3 vs. 1.32 × 10−2 of probability).

The risk of discharge with excess of VOCs for the fixed bed plant corresponds to 1400 €/year and
0.35 h/year in terms of the time losses. For the reverse-flow based plant, instead, the risk figures are
1200 €/year and 0.56 h/year.
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Table 4. Fixed bed plant and reverse flow plant results.

Indicator

Fixed Bed Plant Reverse Flow Plant

Sintering of
Catalyst

Discharge with
Excess of VOCs

Sintering of
Catalyst

Discharge with
Excess of VOCs

Probability 5.41 × 10−6 8.37 × 10−3 2.9 × 10−6 1 1.32 × 10−2

Annual operational costs, €/year 500,000 171,000 144,000 92,000
Risk, €/year 2.7 1400 0.4 1200

Time losses, h/year 219 42 192 43
Risk, h/year 1.2 × 10−3 0.35 5.6 × 10−4 0.56

Number of sequences 698,688 721,461 0 538,590
1 This probability value is the residual probability value used in conservative way for probability of the event here
described for the plant intensified.

5. Conclusions

In the case study for the selection of competing technologies for the VOCs treatment, from the
analysis of the results it is possible to conclude that, depending on the benefits the stakeholder is
interested in, the following conclusions can be drawn.

Considering the time losses following a failure, the two plant alternatives appear to be comparable
in terms both of consequences and of risk of discharge with an execs of VOCs. For both plants the
more critical system appear to be the input of oxygen, on which the inspections and maintenance
activities should be concentrated.

When the benefits related to the minimization of the operational costs are taken into account,
instead, the intensified plant (reverse-flow reactor) is the best option, since it can run with a less
expensive catalyst and it requires less energy.

Thus, given the above considerations, the reverse flow reactors appear to be the most effective
technology to treat lean-VOC streams.

The different risk figures allow the management to have a global view of the plant foreseeable
behavior and to take better and more informed decisions.

The subsequent decision depends on the final aim of the plant managers, that have in any case
available the full picture of the behavior of the plant alternatives.

The Integrated Dynamic Decisional Analysis appears to be an effective way to help the
management to perform a risk based decision between different technological solution The IDDA
analysis allow analyzing in a systematic way the plant behavior in case of normal condition and in case
of process deviation and/or equipment failure. It also allows to evaluate the occurrence probability of
the unwanted outcomes, but also their risk value in a cost-benefit shape.
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Abstract: The removal of high concentrations of 1-butanol in an air stream was evaluated with
a biotrickling filter for potential application to an industrial off-gas. Experiments were conducted
on a laboratory-scale system, packed with perlite, in a co-current downward mode with constant
recycling of water. The performance was monitored for different inlet concentrations and empty bed
residence times during a period of over 60 days of stable operation. A maximum elimination capacity
(EC) of 100 g m−3 h−1 was achieved during periods in which the butanol concentration varied from
0.55 to 4.65 g m−3. The removal efficiency was stable and exceeded 80% for butanol concentrations
in the range of 0.4 to 1.2 g m−3, corresponding to inlet mass loadings of up to approximately
100 g m−3 h−1. However, when the concentration exceeded 4 g m−3, removal efficiency rapidly
dropped to 15% (EC of 22 g m−3 h−1), indicating an inhibition effect that was reversed by decreasing
the inlet concentration. This biotrickling filter was able to deal with higher sustained butanol
concentrations than have been previously reported, but might not be suitable for concentrations
much in excess of 1.2 g m−3 or mass inlet loads in excess of 100 g m−3 h−1.

Keywords: biotrickling filter; biofiltration; inhibition; solvents; n-butyl alcohol; elimination capacity

1. Introduction

The emissions of volatile organic compounds (VOCs) into the environment need to be controlled
appropriately to protect or improve local air quality and to minimize tropospheric ozone formation.
Although several different technologies are available, biological air treatment has attracted interest,
especially for applications with moderate VOC concentrations below 10 g m−3 [1,2], because of its
potentially favourable economics [3]. In comparison to conventional pollution control technologies,
such as absorption, catalytic oxidation, condensation, and incineration, biological air treatment appears
to have advantages which include high removal efficiencies, low installation and operating costs,
good reliability, stable performance, and applicability to situations with larger volumes of waste
gases containing lower concentrations of VOCs. Numerous examples of successful applications in
the treatment of VOCs and odours can be found in literature [4–6]. Much of the work has focused on
biofiltration, where a humidified gas is routed through a microbe-containing packed bed. Other work
has been reported on biotrickling filtration, where a liquid phase continuously flows over an inert
packing material that supports the microbial community. Biotrickling filtration has several potential
advantages for systems that are difficult to pre-humidify, or that present challenges in pH and/or
temperature control [7,8].

In this work, control of 1-butanol (n-butyl alcohol) was of interest because it was identified as
a major component of a local industrial intermittent emission resulting from thermal regeneration
of adsorbents, at concentrations in the range of 5 to 10 g m−3 or even higher. Studies have been
reported in literature with laboratory-scale bioreactors to evaluate the performance for a range of
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hydrocarbons and oxygenated hydrocarbons [9–16]. However, the biological treatment of 1-butanol in
air has not been as extensively reported as some other compounds, especially at higher concentrations.
Heinze and Friedrich [17] examined 1-butanol biofiltration (not biotrickling) with several different
packing materials, but at relatively low concentrations (0.24 g m−3). Fitch et al. [18] successfully
treated air phase 1-butanol in a membrane bioreactor at concentrations up to approximately 1.1 g m−3.
Lee et al. [19] treated approximately 4.3 × 10−4 g m−3 1-butanol in a gas phase mixture including
acetone and ammonia. Ondarts et al. [20] evaluated a compost biofilter operation for a VOC mixture
where butanol was present at concentrations up to 1.9 × 10−5 g m−3. Chan and Lai [11] studied
the interaction between 1-butanol and 2-butanol degradation in polyvinyl alcohol bead-packed
biofilters at concentrations up to approximately 1 g m−3, noting that 1-butanol inhibited 2-butanol
degradation. Feizi et al. [21] tested higher concentrations of n-butanol concentrations (up to 3.2 g m−3),
but only under transient conditions lasting a few hours. One of the only biotrickling filter studies was
performed by Wang et al. [22] on a mixture of butyl acetate, butanol and phenyl acetic acid at butanol
concentrations up to 2.4 g m−3.

Most of these prior studies were performed at concentrations well below those expected in this
potential industrial application, and it is known that butanol is inhibitory or toxic to microbes at
concentrations above 2% in liquid phase fermentations [23]. Therefore, the objective of this study
was to investigate the removal performance for 1-butanol at higher sustained concentrations than
have been reported previously, to determine if a biological treatment technology might be suitable for
application under these conditions.

Humidification of the contaminated air was not expected to be feasible in this proposed industrial
application, and so a biotrickling filter (BTF) operating mode was chosen whereby an aqueous solution
was continuously trickled over the top of the bed where the butanol-contaminated air entered. In this
manner, the inlet of the device could be kept moist while also serving to humidify the gases as they
travelled down the bed. Biotrickling filters also provide a mechanism for potentially better temperature,
pH, and nutrient concentration control than conventional biofilters. Perlite was chosen as the packing
for this study due to its good mechanical and non-compactible properties, which were considered
important for this specific application. Perlite is a readily available naturally occurring siliceous
volcanic rock [24], with a porous surface that has yielded high volumetric elimination capacities in
other biofilters and biotrickling filters [1,14,25].

2. Materials and Methods

Nutrient-enriched perlite was purchased from a local supplier (Miracle-Gro®Perlite 0.04-0.01-0.06
enriched, Scotts Canada Ltd., Mississauga, CA, USA). Material characteristics were reported to be:
0.04% total N, 0.01% available phosphorus (P2O5), 0.06% soluble potash (K2O), 200 kg m−3 bulk
density, and near neutral pH. The perlite was screened into two size fractions. In the upper (inlet)
1/8 section of the BTF, only perlite of a diameter greater than 4.7 mm was used to help prevent
plugging of the column in this region where the most biomass growth was expected. The remaining
7/8 section contained perlite with a size between 4.7 and 1.7 mm.

The experimental work was performed using a laboratory-scale biotrickling filter (BTF) as shown
in Figure 1, constructed from glass tubing with an internal diameter of 11.5 cm and a total height of
90 cm. The BTF was equipped with sampling ports to allow sampling of the stream entering and
leaving the BTF, as well as five ports (1–5) axially along the medium bed for gas samples and 3 ports
(A–C) for packing material samples. The BTF was packed with perlite to a depth of 67 cm, resulting in
a working bed volume of 6.9 L.
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Figure 1. Schematic diagram of the experimental system.

For start-up, a mixed microbial inoculum was prepared and acclimated by placing a sample
of a local forest soil in tap water and aerating the solution for 3 days with an air stream containing
butanol. Sodium acetate (5 g L−1) was added to provide an initial carbon source that was more readily
utilized, and a few drops of soybean oil minimized the formation of foam. At start up, the BTF bed
was inoculated over a period of 24 h by recirculation of 2.5 L of the acclimated solution at a flow rate of
40 mL min−1 to distribute microorganisms over all of the packing material. The BTF was operated in a
co-current gas and liquid downward flow mode to simplify hydration of the packing in the entrance
region where drying tends to occur most rapidly. A continuous flow of water was trickled onto the
top of the filter bed through nozzles. The drainage solution was collected at the bottom of the column
in a 4 L vessel and recycled using a peristaltic pump at a flow rate of 40 mL min−1. The water was
supplemented on several days (27 and 40) with a mineral salt medium consisting of (g L−1): Na2HPO4

3, (NH4)2SO4 1.5, NH4Cl 3, KNO3 4.5, CaCO3 1.5, MgSO4 1.5, K2SO4 1.5, in deionised water [6,26].
The pH of the solution was neutral and the calcium carbonate served as a buffering material.

The air stream was divided into two, with the smaller stream (approximately 10 to 20% of the
total) directed to a vial where it bubbled through about 10 cm of liquid butanol maintained at an
approximately constant volume. The butanol vapourized into the air stream, and was mixed with
the second air stream and introduced into the column. The concentration of butanol in the air stream
could be adjusted to the desired value by changing the ratio of the air streams, whereby the total
volumetric flow stayed constant. The pressure drop across the packing material was measured by a
differential U-tube water manometer connected to the top of the column. The temperature and relative
humidity of the air stream was monitored with a thermohygrometer (Oakton, Vernon Hills, IL, USA).
The relative humidity of the inlet air ranged between 8 and 10%, while the temperature did not deviate
significantly from 23 ◦C. During the experiments, the inlet gas flowrate (and corresponding empty bed
residence time, EBRT) was set at 0.20 m3 h–1 (days 1 to 6, EBRT 124 s), 0.277 m3 h–1 (days 7 to 41, EBRT
90 s), 0.415 m3 h–1 (days 42 to 50, EBRT 60 s), and 0.277 m3 h–1 (final 5 days, EBRT 90 s).
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Gas samples for VOC and CO2 analysis were taken with a 1 mL gas-tight syringe.
The concentration of butanol was determined by gas chromatography (GC) (HP 5890 Series II, Agilent,
Santa Clara, CA, USA) with a flame ionization detector, using a RTX-502.3 fused silica megabore
column of dimensions 30 m × 0.53 mm and 3 μm film thickness. The initial oven temperature was
50 ◦C for 3 min, increasing at 20 ◦C min−1 to 80 ◦C where it was held for 1.5 min. Gas phase samples for
CO2 analysis were also taken through the sampling ports at the top and bottom of the BTF. A second GC
(HP 5890 Series II) was used for determining the CO2 concentration using He carrier and make-up gas,
with a Porapak Q column (Agilent, Santa Clara, CA, USA) at 50 ◦C and a thermal conductivity detector.

3. Results and Discussion

3.1. Effect of Gas Flow Rate and Inlet Concentration

The inlet and outlet concentrations of butanol and the responses of removal efficiency are shown
in Figure 2 with respect to time of operation.

Figure 2. Inlet and outlet butanol concentration in air and removal efficiency during continuous
operation of the biotrickling filter (BTF).

After inoculation, the combined effect of butanol inlet concentration and gas flow rate was
investigated with respect to removal efficiency and elimination capacities. At start-up, the biotrickling
filter (BTF) was run with a butanol inlet concentration of around 0.8 g m−3 and an empty bed
residence time (EBRT) of 124 s. From Figure 2, it is clear that the BTF had a rapid development of
activity after initial start-up. Removal efficiencies of more than 94% were reached almost immediately,
corresponding to an elimination capacity of approximately 20 g m−3 h−1. During the start-up phase,
butanol removal might have been due to adsorption on the perlite as the initial biomass concentration
was low, but as a biofilm formed over the perlite particles, the removal mechanism must have switched
to biodegradation. A similar observation has been reported by Arulneyam et al. [9].

After the sixth day, increasing the inlet concentration to 2.6 g m−3 and decreasing the EBRT to
90 s still resulted in removal efficiencies of at least 96% being maintained for 7 days, equivalent to an
elimination capacity of approximately 100 g m−3 h−1.

The concentrations were subsequently increased to determine the maximum performance of the
BTF, and as the butanol concentration exceeded 4 g m−3, removal efficiency rapidly decreased. Over the
period between day 15 and 29 of operation, the removal efficiency dropped to values lower than 14%,
indicating that the filter was overloaded and an inhibition effect of butanol loading might have occurred.
Here, the corresponding substrate mass loading rates were in the range of 110 to 120 g m−3 h−1. It is
known that exposure to high contaminant loading rates can cause inhibition effects or even kill the
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microorganisms, and a similar decline in performance was observed in other research [15], where it
was attributed to inhibition effects at high contaminant concentration as well. Not until the butanol
concentration was reduced to values under 1 g m−3 and after 13 days of operation, was the removal
efficiency restored. However, when high loading rates (110 to 120 g m−3 h−1) were applied at a constant
empty bed residence time of 90 s, the removal efficiency rapidly dropped to near 10% and then remained
almost constant at this low value. Overall, for concentrations lower than 3 g m−3, removal efficiencies
>60% could easily be maintained, but concentrations >4 g m−3 led to a rapid drop in the removal efficiency
from >60 to 15%.

After day 41, the EBRT was further reduced to 60 s for a period of 8 days to observe changes in
performance. The removal efficiency fluctuated between 43 to 67% with an elimination capacity of
around 70 g m−3 h−1. Despite the lower butanol concentrations in this period, high gas flow rates led
to higher elimination capacities but lower removal efficiency compared with the lower gas flow rate.

Finally, during the last 5 days of operation, the EBRT was increased to 90 s and the butanol
inlet concentration was rapidly increased to provide data on the maximum elimination capacity,
which remained at approximately 100 g m−3 h−1.

It is noteworthy that the variation of gas flow rates led to a relatively low variation in the removal
efficiency, suggesting that the gas to biofilm mass transfer was not significantly limiting. The rapid
variations of the removal efficiency show the fast response of the BTF and the microorganisms to
changing conditions. Since the BTF was challenged with higher loading rates of butanol, most of the
time the efficiency ranged between 50 and 90%.

The elimination capacity is plotted as a function of the mass loading rate in Figure 3. Similar to
most biological reactor operations, the relationship is linear (i) up to a critical substrate mass loading
rate (between 80 and 100 g m−3 h−1), after which elimination capacity approaches a maximum value
of 100 g m−3 h−1 asymptotically (ii), where it remains nearly constant and independent of the mass
loading rate.

Figure 3. Effect of butanol mass loading rate on the elimination capacity of the BTF, showing (i) a linear
region, and (ii) asymptotic approach to the maximum elimination capacity.

Figure 2 also shows the effect of the inlet concentration of 1-butanol on the elimination capacity
and removal efficiency. Removal efficiency exceeded 80% for 1-butanol inlet concentrations up to
1.2 g m−3 but generally diminished with concentrations beyond this value. This range of butanol
concentration can be considered as a safe operating regime. Jorio et al. [15] suggested that identifying a
safe range of operation is crucial for long-term performance and can be helpful in monitoring stability
and operation.
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3.2. Evolution of the Pressure Drop

Nutrient supplementation was carried out twice during the operation of the BTF to maintain
performance, at days 27 and 40. The additional nutrients tended to correlate with the removal efficiency,
as can be observed in Figure 2. At day 27, the nutrient solution was supplied at a constant flow rate
of 0.277 m3 h−1. The BTF attained a high removal efficiency of 86 to 93% between days 30 and 35,
compared with efficiencies between 7 and 13% for the prior 15 days. After a while, the nutrient solution
was consumed and removal efficiency decreased.

Visually, excessive accumulation of biomass on the perlite was observed as well as an increasing
pressure drop after each application of nutrients (Figure 4), with the result being a partial clogging of the
filter bed. If nutrient supply and concentration will, to some extent, improve the elimination capacity
of a biological reactor, it will nevertheless also enhance microbial growth and initiate a pressure drop
increase, as observed in the experiment. A reasonable pressure drop is crucial for optimal performance
of the biotrickling filter because it directly impacts the energy required to drive air through the
bioreactor, which is a substantial part of the operating costs. A long-term pressure drop under the
recommended value of 700 Pa m−1 packing material is suggested [6], but in Figure 5 it can be seen
that the pressure drop exceeded 8000 Pa m−1, at which point the experiment had to be discontinued.
Potential methods, such as backwashing, for removing excess biomass in biotrickling filters have been
identified and discussed [8] but could not be implemented with the available equipment in this work.

Figure 4. Profile of pressure drop across the bed height during BTF operation.

3.3. CO2 Production

In a biological air treatment process most VOCs are aerobically degraded to water, carbon dioxide,
and biomass with an approximate formula of C5H7NO2 [27]. Hence, another method employed for
monitoring biotrickling filter performance and acquiring information on the extent of mineralization
is based on the measurement of CO2 concentrations in the inlet and outlet air streams. For this
purpose, the CO2 production rate was calculated and the results are shown in Figure 5 illustrating
a linear relationship between CO2 production rate and elimination capacity, confirming previous
observations [28]. If all carbon coming from butanol degradation was mineralized to CO2, the slope
observed on such a plot should be approximately 2.38 since for every mole of butanol degraded (74 g),
4 moles (176 g) of CO2 would be produced, according to stoichiometry.

From Figure 5, the slope was estimated to be 1.09 (R2 = 0.72), which is much lower than the
stoichiometric value of 2.38, indicating that a substantial proportion of organic carbon was incorporated
into various components of microbial biomass and/or used for cellular maintenance and by-product
formation. Although 1-butanol is somewhat soluble in water, analysis of the recirculating water failed
to detect any significant amounts in that phase.
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Figure 5. CO2 produced as a function of the butanol elimination capacity, compared to the theoretical
relationship (slope 2.38) with complete and stoichiometric conversion.

From the data, it can be estimated that about 46 ± 10% of the removed butanol was converted into
CO2, corresponding to a carbon recovery of 0.46 mol CO2/mol C, which is relatively low compared to
values reported by Grove et al. [16]. Assuming that the missing carbon is all converted to biomass with
the formula C5H7NO2 [16], the biomass yield would be 1.04 g biomass/g C which is likewise high
compared to the suggested range of 0.17 to 0.43 g biomass/g C [16]. However, since the biofilter was
operated in a biotrickling mode with pH control and nutrient supplementation, it is feasible that higher
biomass growth yields were achieved in comparison to Grove et al. [16] who examined yields in a
conventional biofilter (i.e., without liquid flow). In comparison, Kim and Sorial [27] measured biomass
yields in biotrickling filters of 0.64 and 0.94 g biomass/g substrate for MEK and MIBK, respectively,
which compares well with this work (0.67 g biomass/g butanol).

3.4. Comparisons of Performance

A literature overview on alcohol VOCs removal under similar conditions was done to compare the
elimination capacities, as shown in Table 1. During operation, the elimination capacity of the filter bed varied,
approximately, between 10 and a maximum of 120 g m−3 h−1. Over the longer-term, a stable maximum
elimination capacity of approximately 100 g m−3 h−1 was achieved. Results for the removal of butanol
under similar conditions are relatively uncommon in the literature, but the measured elimination capacity
(100 g m−3 h−1) is comparable to those few previously reported (102 to 160 g m−3 h−1) and for other short
chain alcohol VOCs. Wang et al.’s result of 317 g m−3 h−1 stands out [22], but their air included butyl acetate
and phenylacetic acid, and some potential interactions were noted when inhibitory effects were examined.

Table 1. Performance comparison between this work and selected other studies on C1 to C4 alcohols
using biofilters or biotrickling filters.

Type of Process Type of VOC Elimination Capacity (g m−3 h−1) Reference

Biofilter Ethanol 53–219 [29]
Biofilter Methanol 113 [29]
Biofilter Ethanol 195 [9]

Biotrickling Methanol 1916 [29]
Biofilter n-Butanol and sec-butanol 56 and 21 [11]
Biofilter Methanol 250 [30]

Biotrickling Butanol 102 [17]
Biofilter Butanol (transient) 131 [21]

Biofilter + biotrickling Butanol (in mixture) 2 [19]
Biofilter Butanol 162 [31]

Biotrickling Butanol (in mixture) 317 [22]
Biotrickling Butanol 100 This work

VOC: Volatile Organic Compound.
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4. Conclusions

The laboratory-scale perlite-packed biotrickling filter was operated successfully for a period of
60 days, demonstrating effective and efficient removal from air for higher butanol concentrations
than have been commonly reported (up to 4.65 g m−3) with a maximum elimination capacity of
100 g m−3 h−1. After exceeding butanol inlet concentrations of 4 g m−3, the removal efficiency rapidly
dropped from 90 to 15%, indicating an inhibition effect. Butanol concentrations up to approximately
1.2 g m−3 can be considered as a safe operating region since removal efficiencies were stable and
above 80%. Carbon dioxide production was shown to correlate well with the pollutant removal.
Nutrient supplementation improved the elimination capacity, but it resulted in excess biomass growth
and rising pressure drop. To prevent an increase of pressure drop resulting from biomass overgrowth,
a lower and controlled level of nutrient supplementation or biomass removal will need to be examined
for this potential industrial application.
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