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Preface to ”Intelligent Transportation Systems (ITS)”

In recent years, the growth in the number of vehicles in cities has caused problems of

mobility, environmental pollution, and road safety. In order to face these challenges, the intelligent

transportation system (ITS) concept includes many advanced technologies, such as communication,

sensing, and control, which are used for managing a large amount of information. The use of

new technologies in communications such as Internet of Things (IoT) or 5G in ITS applications is

becoming fundamental for the development of new advances in fleet management, traffic control,

and connected vehicles.

The articles contained in this book cover a broad range of topics in the context of ITS applications.

One of the topics covered is fleet management, as seen in “A Predictive Fleet Management Strategy

for On-Demand Mobility Services: A Case Study in Munich” and “Management and Control System

for Medium-Sized Cities Based in Intelligent Transportation Systems: From Review to Proposal

in a City”. The articles “Machine Learning-Based Driving Style Identification of Truck Drivers in

Open-Pit Mines” and “A Vehicle Type Dependent Car-following Model Based on Naturalistic Driving

Study” deal with the problem of driving behavior. The papers “The Multi-Station Based Variable

Speed Limit Model for Realization on Urban Highway”, “Floating Car Data Adaptive Traffic Signals:

A Description of the First Real-Time Experiment with “Connected” Vehicles”, and “A Traffic Flow

Prediction Method Based on Road Crossing Vector Coding and a Bidirectional Recursive Neural

Network” concern with traffic control research. The trajectory planning problem is treated in

“Masivo: Parallel Simulation Model Based on OpenCL for Massive Public Transportation Systems’

Routes” and “Deep, Consistent Behavioral Decision Making with Planning Features for Autonomous

Vehicles”. The articles “The Need for Cooperative Automated Driving” and “Decision-Making

System for Lane Change Using Deep Reinforcement Learning in Connected and Automated Driving”

are focused on connected vehicles. Finally, the paper “Efficiency Analysis and Improvement

of an Intelligent Transportation System for the Application in Greenhouse” deals with energy

consumption efficiency.

This book can be used as a reference for professionals and engineers in both academia and

industry that would like to develop an understanding of ITS, as well as for students.

Beatriz L. Boada

Editor
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Abstract: The global market for MoD services is in a state of rapid and challenging transformation,
with new market entrants in Europe, such as Uber, MOIA, and CleverShuttle, competing with
traditional taxi providers. Rapid developments in available algorithms, data sources, and real-time
information systems offer new possibilities of maximizing the efficiency of MoD services. In particular,
the use of demand predictions is expected to contribute to a reduction in operational costs and an
increase in overall service quality. This paper examines the potential of predictive fleet management
strategies applied to a large-scale real-world taxi dataset for the city of Munich. A combination of
state-of-the art dispatching algorithms and a predictive RHC optimization for idle vehicle rebalancing
was developed to determine the scale by which a fleet size can be reduced without affecting service
quality. A simulation study was conducted over a one-week period in Munich, which showed that
predictive fleet strategies clearly outperform the present strategy in terms of both service quality
and costs. Furthermore, the results showed that current taxi fleets could be reduced to 70% of their
original size without any decrease in performance. In addition, the results indicated that the reduced
fleet size of the predictive strategy was still 20% larger compared to the theoretical optimum resulting
from a bipartite matching approach.

Keywords: mobility-on-demand; fleet-management; taxi; predictive strategies; RHC

1. Introduction

The global mobility market is undergoing considerable changes, primarily due to developments
in connectivity, autonomous driving, electrification, and shared mobility. Besides these four major
technological advances, trends in population growth, shifting consumer behavior, and sustainability
serve to promote these disruptive changes, especially in urban areas.

These developments are set to bring about multiple challenges in terms of sustainable traffic
flow management and an increased demand for transport, which future megacities will have to face.
Most notably, the demand for mobility as a service (MaaS) is expected to grow disproportionately
in urban environments. Viewed in more detail, the global MaaS market capitalization is estimated
to quadruple from a net present value of less than $2 trillion in 2017 to approximately $9 trillion
in 2030 [1]. The rapid emergence of such new entrants as car or ride sharing companies, as well as
software producers for mobility purposes serves to confirm this development.

Taxi drivers, in particular, are worried about losing their monopolistic position. This has resulted
in frequent protests, especially in major European cities such as London, Paris, and Barcelona.
Demonstrations against online ride hailing operators such as Uber, CleverShuttle, or MOIA have
also taken place in some German cities, such as in Berlin in February 2019 [2]. In the same context,
the great competitive pressure among new entrants to the electric scooter market (Lime, Bird, TIER,

Electronics 2020, 9, 1021; doi:10.3390/electronics9061021 www.mdpi.com/journal/electronics1
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etc.) demonstrates the increasing need for cost efficiency among on-demand operators. The predicted
growth of the global fleet management market from $15.9 billion in 2019 to $31.5 billion in 2023
confirms this need [3].

Thanks to the availability of real-time data (e.g., GNSS positions, vehicle occupancy, or customer
demand), supply and demand predictions can be used to optimize the routing, customer matching,
and scheduling of entire fleets. In particular, it is anticipated that the use of demand predictions will
lead to a reduction in empty fleet mileages and, in turn, to a decrease in variable costs, such as fuel and
wear and tear. It is therefore quite possible that predictive fleet management strategies will increase
the operational efficiency of operators, thus giving this industry a competitive advantage.

2. Outline

The objective of this paper is to demonstrate the benefits of a predictive fleet management strategy
on operational efficiency, with the example of a taxi fleet in Munich. It is anticipated that a fleet strategy
relying on demand predictions might both improve the service level measured in terms of customer
waiting time and reduce the fleet size in terms of the number of vehicles. To test this hypothesis,
two predictive fleet management strategies were developed and simulated and subsequently compared
to the current strategy of a local taxi fleet.

The remainder of this paper is structured as follows: In Section 3, we present an overview
of relevant publications in the field of passenger demand prediction, fleet sizing, dispatching,
and rebalancing. Section 4 gives an overview of the underlying real-world dataset of a taxi fleet
in Munich. Section 5 presents the implementation of the real-world reference strategy along with a
profit-maximizing predictive fleet management strategy and an optimal fleet sizing approach. Section 6
describes the implementation of the strategies defined above and the chosen simulation parameters.
Section 7 presents the results of a one-week simulation of the different fleet management strategies
and their potential in optimizing overall fleet efficiency. We end with a discussion of our findings
(Section 8) and a final conclusion in Section 9.

3. Related Work

The optimization of mobility-on-demand (MoD) services is of enormous importance as an
emerging field of research, as real-world datasets become more and more accessible to the research
community [4–6]. This paper focuses on the most relevant publications on the subjects of fleet sizing,
dispatching, and rebalancing methods. It primarily highlights publications that utilize demand
forecasts in combination with fleet control mechanisms to increase the efficiency of MoD services.

3.1. Passenger Demand Prediction

Methods of passenger demand prediction range from neural networks to simple probabilistic
estimations. Oda and Joe-Wong [7] relied on a convolutional neural network to forecast pickup
locations. Xu et al. [8] used two different neural networks to predict absolute demand and the
destination distribution in an area. On the other hand, Miao et al. [9] used probability functions
based on historic and real-time data to predict future demand. Tsao et al. [10] assumed a spatial and
time variant Poisson process to predict the customer arrival rate over the following two hours with a
short-term memory (LSTM) network. Dandl et al. [11] used a time-varying Poisson model, which was
based on the historic average over a three-month-long period.

Further research employs a time-invariant Poisson process with a constant customer arrival rate to
account for future demand, such as proposed by [10,12–14]. They rely on the same probabilistic process
that does not consider potential fluctuations in customer demand. Existing ride-sharing approaches
likewise utilize constant arrival rates [15,16] or historic probability distributions [17] that account for
future demand without forecasting.
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3.2. Dispatching and Rebalancing Strategies

Taxi fleet management techniques range from simple heuristic approaches to bipartite matching
and multi-objective optimization models and on to negotiation-based and deep-learning methods.
Maciejewski and Bischoff [18], Maciejewski et al. [19] applied a “nearest-idle-taxi” heuristic to
large-scale taxi datasets from Berlin and showed the benefit of a combined heuristic relying on a
“nearest-open-request” dispatch in the case of undersupply. Bipartite matching techniques minimize
the total waiting times and arrival distances when matching a set of idle taxis and requests over a
period of time [20,21]. Other mathematical optimization approaches typically aim to minimize a
fleet’s idle distances, supply-demand gap [9], and rebalancing flows [12] or else maximize driver
reward [7]. These single- or multiple-objective optimization approaches are commonly formulated in
the form of an integer linear program (ILP) or a mixed integer linear program (MILP). By solving two
linear programs, Tsao et al. [10] used bipartite matching in conjunction with a rebalancing approach.
Dandl et al. [11] combined a predictive rebalancing and matching approach in a single ILP.

Ruch et al. [22] presented a comparison of different fleet operating strategies [12,23,24] applied to
real-world use cases in Chicago, San Francisco, and Zurich. To ensure comparability with real-world
conditions, they developed an algorithm to estimate traffic flow based on taxi trip metrics.

Negotiation-based fleet management methods such as proposed by Seow et al. [25,26] allow for the
exchange of information among several drivers in order to generate more efficient dispatching solutions.
The authors were able to achieve a reduction in customer waiting time using this decentralized
approach as compared with a centralized nearest-taxi heuristic. Deep-learning approaches were
applied to manage the coordination of taxi fleets and commonly aspired to optimizing the behavior of
an individual driver. Based on a set of different actions, the maximization of the driver reward function
was shown in [7,27,28]. Oda and Joe-Wong [7] showed that a reinforcement-learning approach in the
form of a deep Q network (DQN) could achieve lower waiting times and reject rates than a centralized
multiple-objective optimization technique, but based on different time steps.

3.3. Fleet Sizing Strategies

The goal of fleet sizing is to estimate the number of vehicles required over a period of time,
to minimize costs from the operator perspective. Bipartite matching approaches are commonly used
to find the minimum fleet size, by integrating as many customer trips into the route of a vehicle [20,29].
A drawback of this method is that it assumes perfect knowledge of future customer demand over the
respective period. This means that the origin and destination, as well as the start and end times of every
customer ride are known over a period of time. By applying full demand knowledge, Vazifeh et al. [20]
computed an average minimum fleet size for New York that was 40% smaller than its current taxi fleet.
Similarly, Reference [29] showed that two thirds of New York’s fleet would be sufficient for handling
demand at most times of the day.

Zhu and Prabhakar [30] utilized a network flow model that discretized New York in time and
space to approximate the minimum number of yellow cabs required. The authors found that 72% of
the current fleet size could handle the rides occurring over a 12-hour period.

Further literature sources have investigated the impact of various fleets of constant sizes on such
metrics as customer waiting time, rejection rate, or vehicle availability [11,20,31,32]. Vazifeh et al. [20]
employed a batch-based matching procedure to maximize the number of clients served for fleet sizes
that exceeded the optimal quantity. This method could serve over 90% of requests with a fleet 20%
larger than the theoretical minimum, but only if a customer delay of 6 min was accepted. Hörl et al. [31]
sized an autonomous fleet for Zurich such that the waiting time remained acceptable for a variety
of fleet management strategies. Bischoff and Maciejewski [32] determined the autonomous taxi fleet
size for Berlin by ensuring that utilization levels reached their limits only temporarily during peak
hours and average waiting times stayed low. Spieser et al. [33] relied on a queueing network and a
Poisson process to determine Singapore’s fleet size, such that waiting time and supply availability
were acceptable for two different time slots of the day.

3
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3.4. Conclusion and Research Question

The literature analysis showed that only some studies relied on time-varying demand
forecasts [7,8,10,11]. Oda and Joe-Wong [7] presented two predictive fleet management strategies,
the first involving decentralized reinforcement learning and the second using an optimization approach
based on centralized receding horizon control (RHC). Both strategies incorporated a local dispatching
heuristic. This research issue was in line with the goal of this study: to improve the current taxi dispatch
system by taking demand predictions into account. [21–24,31] presented various fleet management
methods for large-scale real-world scenarios in San Francisco, Chicago, and Zurich. Since the way
the taxi business works differs greatly from place to place, our study contributed a new real-world
scenario of a representative German city to render the results globally comparable.

In our previous work [34], we mentioned that the current fleet size of the underlying dataset may
not be optimal. Consequently, a second objective of this study was to compute an optimal fleet size
and test the extent to which it could be attained using a predictive strategy. Existing predictive fleet
strategies [7,8,11] assumed a constant fleet size over the simulation period, which did not, however,
reflect real-world conditions. Some fleet-sizing approaches simply increase the number of simulation
scenarios to determine an appropriate fleet size [11,20,31,32]. For instance, Dandl et al. [11] performed
test simulations before selecting a sufficiently large fleet size, thereby allowing the predictive RHC
optimizer to perform rebalancing actions. Vazifeh et al. [20] computed an optimal fleet size and
upscaled it to test the performance of a reactive real-time dispatching method. However, the authors
chose not to rely on demand predictions. To the best of our knowledge, there is no predictive strategy
that applies a time-dependent fleet size to the taxi sector.

This led us to formulate the following two research questions:

• To what degree can the current fleet size be reduced with the aid of a predictive fleet strategy
without decreasing the service quality?

• To what extent can a predictive fleet management strategy achieve the optimal fleet size with
respect to a defined service level?

4. Reference Dataset

This study relies on a reference scenario based on real-world FCD provided by a local taxi agency
in Munich. The total dataset currently comprises taxi rides from March 2015 to April 2020. This study
focuses on the period from 1 January 2018 to 31 December 2018. The test fleet under consideration
contained 490 vehicles in 2018 (14% of the total taxi fleet in Munich). An initial analysis of the dataset
over a 19-week period in 2015 as already presented in [34].

Table 1 summarizes the key metrics of the dataset. In total, this dataset contained 1.87 million
customer rides for 2018, with a total distance of 9.4 million km. This corresponded to an average
customer trip length of 5.02 km. The entire intra-urban distance covered by the fleet totaled
16.97 million km in 2018. This implied that a vehicle traveled on average 55.39% of its total distances
with a customer. Moreover, the mean speed of all customer rides was 22.31 km/h.

Table 1. Key metrics for reference dataset from 1 January 2018 to 31 December 2018.

Metric Total Occupied Empty Unit

Number of rides 4,642,962 1,873,599 2,769,363 -
Distance (sum) 16,965,948 9,397,954 7,567,994 km
Speed (mean) 18.75 22.31 16.34 km/h
Trip distance (mean) 3.65 5.02 2.73 km
Trip duration (mean) 12.73 13.88 11.96 min

Figure 1a shows a typical taxi demand curve in Munich for 2018. As found in [34], the demand
was mainly affected by repetitive patterns on a weekly timescale. On regular weekdays, taxi demand

4



Electronics 2020, 9, 1021

was virtually identical from Monday to Thursday. The lowest number of requests was received in the
early morning hours. The daily demand peaks in the morning and afternoon were about half the size of
the weekly demand maximum. The weekly maximum was reached on Friday and Saturday evenings.
Disregarding individual deviations during holidays or special events such as Oktoberfest, the taxi
demand was regular, which resulted in a small standard deviation over 52 weeks. Figure 1b shows
the average fleet utilization rate for 2018, aggregated at five-minute intervals. It can be seen that the
mean utilization oscillated between 32% and 56%, with an overall mean of 41%. The highest measured
utilization rate of 75% was observed at 1:55 a.m. on the night of New Years Eve 2018. This showed that
the fleet spent on average 59% of its time in an idle state. These findings supported the assumption
that a reduction in fleet size would offer huge leverage to reducing operational costs.

Figure 1. Demand and supply metrics for the reference dataset: (a) hourly aggregated taxi pickups in
2018; (b) taxi utilization rate in 2018 aggregated at 5-min intervals.

5. Fleet strategies for MoD Services

5.1. Munich Reference Strategy

In order to compare new fleet strategies, it is essential to build a reference scenario based on
real-world circumstances. For this reason, the present strategy of a local taxi agency was modeled
as a reference strategy. The strategy mainly resulted from the fleet management software in place.
This software is an industry standard that is used in a multitude of European taxi agencies. Therefore,
it was likely that similar results could be achieved in other major European cities.

In the case of Munich, the dispatching strategy relied on a heuristic based on defined sectors and
ranks. For this purpose, the city was divided into 165 non-overlapping sectors and 167 taxi ranks,
as displayed in Figure 2.

In general, the strategy resembled the nearest-idle-taxi dispatch approach, with fist come,
first served (FCFS) sequencing on a regional scale. However, taxis awaiting customers at a rank
had priority over taxis idling within the same zone. This dispatching strategy contained four major
steps for assigning immediate requests to vehicles (cf. Figure 3):

5
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1. The dispatching center first assigned an incoming request to a sector based on the start location.
If at least one taxi was waiting at a rank within the same sector, the request was proposed to the
first taxi in the queue.

2. If no taxis were present at a rank of the same sector, the ride was assigned to the closest idle taxi
within the sector.

3. In case of unavailability, the dispatching unit looked for idle taxis at ranks of three predefined
neighboring priority sectors. The dispatching center sequentially searched for available taxis at
the ranks of these sectors.

4. If no taxis were present at the ranks of the neighboring sectors, open requests were offered to
taxis idling in a neighboring sector.

Figure 2. Overview of sectors and ranks used for a dispatching heuristic in Munich (map tiles by
Stamen Design under CC BY 3.0; data by OSM [35] under ODbL).

Figure 3. Reference dispatching strategy.

Advance bookings with at least 15 min of reservation time were only offered to taxis waiting at
a rank. Hence, the current strategy did not consider idling taxis when allocating advance bookings
to vehicles.

The present fleet strategy did not involve any rebalancing of vehicles. After a customer ride,
taxi drivers usually returned to sectors/ranks where they assumed the best chance of obtaining a
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profitable ride. As this individual choice was hard to model with the underlying dataset, the model
assumed that taxi drivers returned to the nearest (shortest distance) rank following a customer drop-off.

5.2. A Profit-Maximizing Predictive Fleet-Management Strategy

As evidenced by the literature analysis, heuristic and bipartite matching models are state-of-the-art
dispatching methods. To conduct matching between taxis and clients, the proposed strategy relied
either on a supply-demand balancing heuristic [18] or a bipartite matching model minimizing customer
waiting time. Besides these two regional dispatching methods, a dual-objective RHC-based linear
optimization model was used to relocate idle vehicles among regions of over-/under-supply, based
on the predicted passenger demand. Both methods were subsequently compared to each other to
determine the best predictive strategy.

5.2.1. Dispatching

This analysis compared two state-of-the-art dispatching methods (NTNR, BPM) matching idle
vehicles to open requests.

Supply-Demand-Balancing Strategy: NTNR

The first dispatching method used the NTNR approach applied by
Maciejewski and Bischoff [18], Maciejewski et al. [19,36]. This approach differentiates between
periods of over- and under-supply. If the number of idle vehicles exceeds the number of open requests
(oversupply), a client is assigned to the nearest taxi in FCFS order. In contrast, if the number of open
requests is higher than the amount of idle taxis (undersupply), then a taxi drives to the closest customer.
This matching procedure might lead to longer waiting times for individual customers in times of
undersupply, since vehicles only pick up the nearest clients. On the other hand, it decreases average
waiting times when demand is high, in comparison to a simple nearest-idle-taxi heuristic [18,19,36].
The implemented NTNR algorithm had a complexity of O(R log T) for undersupply and respectively
O(T log R) for oversupply, with T as the number of taxis and R as the number of requests. To utilize
the potential of demand forecasts fully, this strategy was applied at regular time intervals (e.g., 1 min)
to the entire set of open requests and idle vehicles. Thus, the dispatching unit periodically collected
incoming requests and idle taxi data over the entire area of Munich. By conducting matching over
the whole area within Munich’s borders, it was possible to increase the efficiency in terms of space.
This excluded inefficient matchings, which occurred particularly at the borders of sectors such as
performed by the currently practiced allocation strategy per sector. By neglecting partitioning in space,
higher runtimes were accepted in favor of a better solution with respect to customer waiting time.
This solution might only be practicable to a limited extent for real-time applications.

Maximum Bipartite Matching

The second dispatching strategy minimized the average customer waiting time. Here as well,
idle vehicles and open requests were collected over a short period in time and matched in such a way
that total waiting times were minimized. This optimization strategy is familiar from the literature
as the minimum cost maximum bipartite matching technique [20,21,29]. Here, the set of incoming
requests and idle vehicles was divided into two disjoint node sets. In this case, the edge cost between
a vehicle and a request node represented the waiting time a client experienced when he or she was
picked up by the respective taxi. A minimum cost maximum matching algorithm could be used to
find the customer-vehicle allocation with the lowest total waiting time. A drawback of this approach is
that several customers might suffer long waiting times in favor of the common good. From a holistic
viewpoint, this approach was optimal with respect to the community. Since this study assumed
constant hourly speeds, the minimized arrival times and arrival routes of taxis coincided. Thus,
this technique helps a fleet operator to increase short-term profit, since the total arrival costs are
minimal. However, if this results in customers who experience exceptionally long waiting times
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not returning as clients, this strategy can have a negative impact on an operator’s long-term profits.
Similarly, a maximum bipartite matching approach was applied to the entire area of Munich for a
given interval period. As mentioned above, this may lead to an increase in runtime in favor of a
better matching solution. The bipartite graph made up of customer requests and idle vehicles grew
in space and time, i.e., the number of nodes increased linearly, while the number of edges increased
quadratically with respect to the number of incoming requests and vehicles.

5.2.2. Rebalancing

Our approach was an extension of the RHC approach formulated by Oda and Joe-Wong [7].
To recapitulate, this linear optimization located the optimal set of rebalancing flows over several
discrete time horizons by maximizing the total expected reward. However, this approach rejected
all requests that could not be served within a time step. Therefore, this approach was extended by
considering open requests for future optimization steps. In addition, Oda and Joe-Wong [7] assumed
that vehicles departed a cell at the end of a time step and arrived at the target cell at the beginning of
the following time step. Since this assumption did not reflect real-world circumstances, our adaption
also considered a travel time of up to one rebalancing period Δtreb. Both extensions were needed to
assure realistic customer servicing and supply behavior.

The resulting optimization problem could be formulated as follows: The profit to be maximized
was defined as the incremental income (additionally or previously served customers) minus the
supplementary costs incurred when picking up these clients. Furthermore, the space was discretized
into a set of two-dimensional grid cells G. We define the supply (number of idle vehicles) within a
cell, gi, at a given point in time t as st

i . Similarly, we define the demand (number of open requests)
in gi between t and t + Δtreb as dt

i . The optimization function is limited such that no additional
income is generated if the supply exceeds the demand in a cell. Consequently, min(st

i − dt
i , 0) up to the

equilibrium of supply and demand.
By summing over all grid cells, this term counts the number of requests additionally or earlier

served by rebalancing vehicles and is therefore proportional to the supplementary reward of the fleet
operator. The costs of rebalancing movements result from the number of vehicles rt

ij that are sent from
gi to gj at a time t multiplied by variable costs, cij, based on the distance between gi and gj.

Since customers in undersupplied cells might be served at a later time, a weighting parameter
λ is added to reflect the additional income from previously served requests. Hence, the weighting
parameter can be interpreted as the value of time (VoT) of a customer and a driver. Furthermore,
a second weighting parameter γ(t) discounts the profit of future time steps in the objective function to
account for prediction uncertainty. Since the customer demand in future time steps is more uncertain
than the incoming demand of the next interval, near-term requests are assigned with a higher monetary
value than long-term requests. In addition to maximizing the total profit over time, a set of constraints
must be respected, as follows:

1. The number of rebalancing vehicles leaving cell gi is limited by the number of available vehicles
present in the respective cell. Equation 2 expresses this condition when inserting the supply
definitions from below.

2. All rebalancing flows must be completed within a rebalancing period Δtreb. This is ensured by
setting Δtreb such that the cell-to-cell distance can be covered on the basis of average hourly speed
v(t). In so doing, inter-cellular distances are approximated through street distances qij between
cell centers gi and gj.

Finally, the optimization problem is formulated as:

max
t0+T

∑
t=t0

γ(t)

(
∑

i
λ min(st

i − dt
i , 0)− ∑

i �=j
cijrt

ij

)
(1)
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restricted to:
st

i ≥ 0 where t = t0, ..., t0 + (T − 1), ∀i ∈ G (2)

and:
rt

ij = 0 where
{

i, j, t|dij ≥ v(t)Δtreb
}

. (3)

Describing the vehicle supply, we define:

st
i = xt

i −
N

∑
j=1

rt
ij if t = t0, (4)

where xt
i is the number of idle vehicles at time t in cell gi and:

st
i = max(st−1

i − dt−1
i , 0) + xt−1,t

i +
N

∑
j=1

(rt−1
ji − rt

ij)

+
t−1

∑
τ=t0

N

∑
j=1

1
(

t = τ +

⌈ qji

v(t)Δtreb

⌉)
Pτ(i|j)min(sτ

j , dτ
j ) ∀t > t0,

(5)

where:

• max(st−1
i − dt−1

i , 0) is the number of idle vehicles remaining from the previous time step,

• xt−1,t
i is the number of occupied vehicles becoming empty between t − 1 and t,

• rt−1
ji is the number of rebalancing vehicles from the previous time step arriving at gi, and rt

ij is the
number of vehicles, which are sent off from gi at the beginning of the current interval.

• Furthermore, the number of currently idle vehicles predicted to pick up a customer in region gj
and drop off a customer in region gi within Δt is estimated on the basis of the historic likelihood
Pt(i|j) of possible origin-destination (OD) pairs in combination with the expected travel time of a
customer ride from gi to gj depending on v(t).

We define the customer demand over a period as:

dt
i =

{
d̂t

i , if t = t0

d̂t
i + max(dt−1

i − st−1
i , 0), ∀t ≥ t1

, (6)

where d̂t
i is the predicted number of requests for time step t, and max(dt−1

i − st−1
i , 0) is the amount of

remaining open requests from the previous interval.

5.3. An Optimal Fleet Sizing Approach

To test the extent to which this predictive strategy could achieve the optimal fleet size, we utilized
a bipartite matching fleet sizing technique. As mentioned above, this approach relies on full demand
knowledge over a period H̄. It is assumed that a customer ride ui can be uniquely described by the
pickup and drop-off locations, lp

i , ld
i and their timestamps, tp

i , td
i , such that:

ui := ((lp
i , tp

i ), (l
d
i , td

i )). (7)

Minimizing the number of taxis for a set of customer rides corresponds to solving the minimum
path cover problem on the corresponding directed graph G(U, E) [20,29]. Thereby, the nodes of two
trips ui and uj ∈ U are only linked with an edge eij ∈ E if ride uj can be carried out after ride ui by the
same vehicle. This is only the case if the ride uj starts after the drop-off of a previous trip ui and if the
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driving distance θij between di and pj can be covered within that time. Furthermore, the idle time of
taxis between trips is limited by a maximum empty trip time δ, as follows:

td
i < tp

j (8)

θij ≤ (tp
j − td

i )v(t) (9)

(tp
j − td

i ) ≤ δ (10)

Zhan et al. [29] showed that solving the minimum path cover problem corresponds to solving
a maximum bipartite matching procedure on the equivalent bipartite graph. Hence, G(U, E) is
transformed into a bipartite graph G(U′, E′), such that the origin and destination vertexes represent
two disjoint node sets (U′p ∩ U′d = ∅). The maximum bipartite matching problem can then be solved
with a maximum flow algorithm after adding a source and sink node to G′ with respective connections
to all destination and origin nodes. Although the problem is NP-hard, it can be solved in polynomial
time, for instance, by applying the Hopcroft–Karp algorithm with a complexity of O(n5/2) where n
represents the number of nodes of the bipartite graph [37].

6. Simulation Model and Parameters

6.1. Simulation Model

To compare the predictive BPM and NTNR strategies with Munich’s state-of-the-art method,
this approach made use of a modular simulation model that combined independent functions;
see Figure 4.

Figure 4. Structure of the simulation model.

First of all, the fleet sizing module adjusts the number of active vehicles as a function of the
input fleet size Ft. If the current fleet size is lower than the input size, the module adds new vehicles
to the simulation. If the number of active vehicles exceeds the desired fleet size, the module logs
off idle taxis, until equilibrium is achieved. Then, the rebalancing module periodically directs idle
vehicles to undersupplied cells by solving the MILP resulting from the linear program of Section 5.2.2
(only applies to predictive strategies). Finally, the traffic module routes the rebalancing and occupied
vehicles throughout Munich’s street network. The road network used relied on data from OSM [35].
All routes (arrival, customer, and rebalancing) resulted from Dijkstra’s shortest path algorithm. Hence,
the distance of every trip was minimized on the basis of the total edge length from the origin to the
destination (speed differences between road classes were neglected). In the case of rebalancing vehicles,
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idle taxis were sent from their current location to the center node of the destination cell in accordance
with the current optimal solution r0

ij.
The dispatching module assigned customer requests to idle vehicles in accordance with one of

the policies described in Section 5.2.1.

6.2. Simulation Parameters

For this study, a representative week in the year 2018 (11 May 2018 to 11 November 2018) was
simulated. The simulated period comprised 35,602 customer requests, which reflected the average
weekly demand in 2018. As the fleet of the reference dataset mainly operated in the city of Munich,
only rides that started and ended within the city boundaries were considered. Furthermore, rides to
and from the airport were neglected, as the reference dataset did not contain other taxi operators
who mainly served this area. With a view to decreasing current costs, the current fleet size was either
down- or up-scaled to the optimal fleet size. Since an analysis of the dataset showed that the real fleet
size varied on a minute scale, the number of active vehicles was adjusted every 5 min so as to reflect
real-world conditions.

The predicted customer demand was assumed to rely on perfect demand knowledge for
computing the maximum achievable performance for the chosen algorithms as an upper bound.

The matching period not only influenced the choice of the dispatching technique, but also
the dispatching behavior. The matching interval was therefore set to Δt = 1 min both to reduce
computational effort and to represent near-realistic dispatch conditions. A customer request was
rejected after 20 min corresponding to the 99th percentile of observed real-world customer waiting
times. Empty, idle vehicles remained at their drop-off location if no rebalancing was applied.

The main parameters of the rebalancing module were grid shape, grid size, interval length Δtreb,
horizons T, and frequency freb. For reasons of simplicity, a square grid was chosen. The finer the grid,
the higher the possible performance of an optimizer. However, the number of unknown variables
increased quadratically with the number of cells, since the optimizer of Section 5.2.2 had N2 T variables
with N grid cells and T optimization horizons. Spatial analysis of the origin distribution of the dataset
showed that demand was concentrated at the center of Munich and decreased towards the suburbs.
Consequently, the grid covered the central area with a fine resolution of 1 km × 1 km and the suburban
region with a coarser resolution of 2 km × 2 km. This hybrid approach resulted in a decrease from
375 cells to 143 cells, as well as a decrease in unknowns by a factor of 7, compared to a grid with a cell
size of 1 km.

The rebalancing interval must allow vehicles to reach a neighboring cell within a certain period.
On the other hand, in order to limit idle times, the period should not be significantly longer than
the average rebalancing durations to neighboring regions, which varied between 2 min and 10 min
depending on the travel speed. Thus, a period of Δtreb = 10 min was selected to allow rebalancing
vehicles to reach neighboring cells within an optimization period. To avoid over- and non-optimized
periods, the rebalancing frequency was also set to 10 min.

The number of control horizons was fixed to T = 2, which corresponded to a prediction horizon
of 30 min. To determine the weighting parameter λ, a range between 0.02 and 20 was analyzed, based
on realistic combinations of customer and driver VoT and possible waiting time reductions. Based on
test simulations, λ was set to 1, since this value achieved good waiting time reductions and reasonably
limited the distance of a rebalancing trip to 5.39 km.

Additionally, the travel speed of a vehicle was assumed as the hourly mean speed for the dataset
for all actions (idle and customer rides).

To calculate the optimal fleet size, the request collection period was set to H̄ =1 h. This value
represented a reasonable time span for the shift planning of a fleet operator. The maximum idle time
of vehicles was limited by setting the inter-trip time to δ = 10 min.
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6.3. Validation

The reference strategy was validated by comparing fleet size, average customer waiting time,
and distances (arrival, idling, and customer) between the simulation and the dataset. First of all,
simulated and actual fleet size coincided precisely on a temporal interval of 5 min. The distributions
of simulated and real occupied distances were rather similar, but 54% of the customer trips actually
made were up to 1 km longer (taxis in the dataset covered 13% more distance with a customer).
One reason for this might be that taxi drivers opt for slightly longer routes than the shortest path
if they allow for a higher average speed. The mean simulated idle distance of 1.3 km fell below
that of 2.6 km in the dataset, since the simulated vehicles returned to the nearest rank. However,
this difference was considered as acceptable as long as the waiting time and arrival distances to the
customer matched. This was indeed the case, since the distribution of arrival distances was similar, i.e.,
simulated taxis covered only 300 m more when picking up a customer. Additionally, the simulated
customer waiting time of 5.4 min reflected the actual attendance time (5.5 min) for a matching interval
of 1 min. To conclude, simulated vehicles covered slightly greater distances, but the service quality
almost reflected the real-world circumstances.

7. Results

7.1. Performance Based on Current Fleet Size

To evaluate the performance of the predictive strategies, the current fleet size was linearly
decreased, and customer waiting time, rejected requests, and profit increase for the operator were
analyzed. The waiting time was calculated as the average difference between arrival and servicing of
a request over the simulated week. The profit increase for the test fleet in this study was calculated
as the sum of labor and distance-based savings over the week, assuming a labor cost of 11 €/h before
social security contributions and fuel plus wear and tear cost of 18.55 cts/km (based on the assumptions
in [38]).

Figure 5 shows the waiting times of predictive strategies in comparison to the reference strategy.
Both predictive approaches, predictive maximum bipartite matching (PR-BPM) and predictive
nearest-taxi/nearest-request (PR-NTNR), were able to reduce the fleet size by 30% while maintaining
the current service level. Any further decrease in fleet size would aggravate the current situation
irrespective of the strategy. For small fleet sizes, the reference strategy performed significantly worse
than its predictive alternatives (because it distributed vehicles evenly across the space). Table 2
confirmed that the fleet size could be reduced to no more than 70%, since customers would otherwise
have to be rejected. It likewise confirmed that the predictive strategies could serve more customers
than the reference approach in the event of an extreme undersupply.

Besides upholding the current service level, a strategy was expected to maximize the profit of a
fleet operator on the supply side. Apart from equal labor savings, the predictive strategies showed
smaller arrival distances than their non-predictive counterpart, as reflected by the income differences
shown in Table 3. A 70% fleet dispatched by the PR-BPM and PR-NTNR covered 234,228 km and
236,957 km respectively, whereas the fleet controlled by the reference strategy travels 253,427 km over
the course of the simulated week (Figure 6). Similarly, it showed that the operator’s incremental income
increased for smaller fleets. Since fleet sizes of 60% and 50% were excluded due to the insufficient
service level, an operator would opt for a PR-BPM strategy, which generated slightly more revenues
than a PR-NTNR approach. The reason for this difference was that the PR-BPM minimized total
arrival distances.
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Figure 5. Customer waiting time with respect to the current fleet size.

Table 2. Denied requests.

Strategy/Fleet Size 70% 60% 50%

Reference 0 166 1605
PR-NTNR 0 9 271
PR-BPM 0 3 233

Table 3. Increase in variable profit in k€.

Strategy/Fleet Size 70% 60% 50%

Reference 117.1 151.0 163.4
PR-NTNR 120.2 158.5 192.6
PR-BPM 120.7 159.1 193.9

Figure 6. Cumulative distance by taxi status for different strategies at 70% fleet size.

13



Electronics 2020, 9, 1021

7.2. Performance Based on Optimal Fleet Size

Before applying the proposed fleet management methods, the optimal fleet size in the week under
consideration was computed as described in Section 5.3. This hourly optimum was then fed into the
fleet sizing module to adjust the number of simulated vehicles. In detail, the optimal fleet supplied
only 58% of the currently provided hours, i.e., the average number of active vehicles decreased from
177 to 104. Moreover, the hourly maximum number of taxis needed fell from 292 to 188.

Again, the performance of all three policies on the basis of optimal fleet size was evaluated.
Table 4 shows that both approaches were able to uphold the current waiting time level of 5.5 min for
the theoretical optimum, but were not able to fulfill all customer requests. Therefore, the optimal fleet
size was increased by 10% and 20%, resulting in both strategies, PR-BPM and PR-NTNR, being able to
assure the current service level at 120% of the optimal fleet size. All other combinations either exceeded
the threshold or were not able to serve all customers. It is interesting to note that the reference strategy
rejected fewer customers than the predictive approaches. This was because its FCFS dispatching
method served requests in chronological order, whereas the other strategies rejected clients during a
supply shortage on Wednesday evening.

To conclude, the predictive approaches were not able to attain the optimum fleet size without a
deterioration in service level, since the degree of information accuracy provided to the controller was
too imprecise in terms of space and time. Since the number of supplied hours for 120% of the optimal
fleet was roughly equal to those of 70% of the current fleet and the waiting time was no lower, there
was no advantage to be had by upscaling the theoretical optimum in this case. Hence, the optimal
fleet sizing approach did not increase the performance by supplying the right amount of hours at the
right point in time. This may also have been because a maximum customer waiting time of 20 min was
relatively high and provided for the possibility of compensating for short periods of undersupply.

Table 4. Waiting time in minutes (rejected requests) for the percentages of the optimal fleet size.

Strategy/Fleet Size 100% 110% 120%

Reference 7.12 (0) 6.32 (0) 6.07 (0)
PR-NTNR 5.12 (13) 4.64 (1) 4.42 (0)
PR-BPM 5.02 (5) 4.62 (1) 4.40 (0)

8. Discussion

The aim of this study was to test the potential of a predictive strategy under a realistic MoD
scenario. The performance of the proposed strategy depended first of all on the input data and
parameters of the optimizer. It also relied on forecasts of pickup points; however, we assumed that
the OD distribution resembled historic travel behavior (Section 5.2.2). Future models might also
incorporate predictions of drop-off distributions. Furthermore, rebalancing vehicles were sent to
the center of a cell. Besides modifying the shape and size of the grid cells, a higher resolution of
rebalancing destinations might yield another increase in performance, which would, however, entail
greater computational effort. This could, for example, be realized by predictively directing empty
vehicles to the centers of demand clusters. This approach did not account for the customers’ shifting
readiness to pay for a ride, e.g., clients’ willingness to pay higher prices during nighttime. This could
be improved in further studies by introducing a time-dependent reward parameter λ(t).

Secondly, the reference model was not able to reproduce the idling behavior of taxi drivers
accurately. To incorporate this, we would need to take into account the individual decision making
process of a single driver. Nevertheless, we always compared the results with the simulated reference
model rather than actual values of the real-world dataset, in order to exclude side effects and possible
model inaccuracies. Furthermore, we relied on a batch matching technique, with a period of Δt = 1 min,
although this could be reduced further to simulate real-time dispatching.
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Finally, we found that there was no advantage of upscaling the perfect fleet size by reducing
the current amount of vehicles in the week investigated. This result might vary if the reject period
of 20 min changes. The importance of a predictive strategy and accurate vehicle positioning might
increase if the customers’ willingness to wait for a taxi decreases. Besides this simple percentage-based
modification, we aim to test fleet scaling methods that integrated demand forecasts.

The present simulation model lacked computational efficiency. In order to compute simulations
over a long-term period (one year), we plan to integrate our algorithms into a more efficient and
scalable framework such as amodeus [23].

The presented fleet strategy assumed that fleet operators were able to control actions taxi drivers
usually decide as individuals. Even if this strategy offered cost-reductions and operational benefits in
a global perspective, not all drivers would profit from this approach. For example, drivers who had
high turnovers, because they anticipated demand or adapted quickly to dynamic changes, were now
forced to act in the interest of the global optimum. Fleet operators may therefore rethink their salary
models to compensate such effects.

This study did not reflect on the dynamic reassignment of taxis. It has to be investigated to
what extent dynamic reassignment of customers is beneficial to further reduce waiting times and
operational costs.

9. Conclusions

A literature analysis of predictive fleet management strategies, including fleet sizing,
was conducted for MoD scenarios. None of the existing predictive approaches were tested in
conjunction with a dynamic, time-varying fleet size. Our contribution was to improve an existing
model and apply it to different time-dependent fleet sizes, as well as to the optimal fleet size, of a
large-scale taxi dataset.

As a result, it was found that the current fleet size could be reduced by 30% without aggravating
the current service level. By applying a PR-BPM model, a fleet operator could save up to 120,670€ per
week and reduce the fleet’s total distance by 19,199 km. However, the simulation results also showed
that the the optimum fleet size could only be attained to a limited extent using the proposed strategies.
Both predictive strategies in conjunction with the theoretical fleet minimum upscaled by 20% were
able to serve all customers without increasing the present waiting time threshold.

We further intend to show that this reduction potential also holds for other periods of the year,
for instance by performing simulations of low-demand (e.g., Christmas) and high-demand periods
(e.g., Oktoberfest). Additionally, we aim to test the controller in combination with demand forecasts of
an LSTM neural network to evaluate the extent to which prediction accuracy influences the optimizer’s
performance. This work represents a first step towards testing the potential of predictive strategies for
dynamic fleet sizes based on a real-world dataset.
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Abbreviations

MoD mobility-on-demand
MaaS mobility as a service
GNSS Global Navigation Satellite System
RHC receding horizon control
DQN deep Q network
ILP integer linear program
MILP mixed integer linear program
FCD floating car data
LSTM long short-term memory
FCFS fist come, first served
VoT value of time
OD origin-destination
BPM maximum bipartite matching
NTNR nearest-taxi/nearest-request
PR-BPM predictive maximum bipartite matching
PR-NTNR predictive nearest-taxi/nearest-request
OSM Open Street Map

Nomenclature

G Set of grid cells
N Number of grid cells
Δt Matching period
Δtreb Rebalancing period
freb Rebalancing frequency
T Number of control horizons
st

i Total number of available vehicles in cell i at t
dt

i Number of open requests in cell i between t and t + Δtreb
d̂t

i Number of predicted requests in cell i between t and t + Δtreb
rt

ij Number of rebalancing vehicles sent from cell i to j at t
xt

i Number of already idle vehicles in cell i at t
xt−1,t

i Number of occupied vehicles turning idle in cell i between t − 1 and t
cij Variable cost for traveling from cell i to j
λ Weighting parameter
Pt(i | j) Probability distribution of the destination cell j based on starting cell i at time t
qij Street distance between cell centers gi and gj
γ Discount factor
v(t) Vehicle speed at time t
lp
i Pickup location of ride i

ld
i Drop-off location of ride i

tp
i Pickup time of ride i

td
i Drop-off time of ride i

H̄ Optimization horizon
θij Street distance between the drop-off location of ride i and the pickup location of ride j
δ Maximum trip connection time
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Abstract: In medium-sized cities in developing countries, transit services without dedicated lanes have
issues related to route compliance, schedules, speed control, and safety. An efficient way for dealing
with this issue is the use of Information and Communication Technologies (ICT), to implement a Fleet
Management and Control Systems (FMCS). Such implementation can be performed using Intelligent
Transportation Systems (ITSs), which allow integration of services and adequate standardization.
This article features: (a) a literature review, related to FMCS based on ITS and enabling technologies,
(b) design of the ITS architecture of an FMCS, and (c) some advances in the development of the
proposed FMCS in a Colombian city (Popayán). The results of the literature review allowed identifying
the most important requirements of FMCS in order to design the ITS architecture and build a prototype
featuring the suggested technologies. Finally, some experiments were performed to evaluate the
operation of the developed prototype. The results showed evidence of adequate operation in sending
and receiving messages from and to four prototypes developed for the vehicles, also complying
with the established requirements of location, tracking, exchanged data, and security. This allows
continuing the development of the proposed FMCS, with some adjustments.

Keywords: Intelligent Transportation Systems; ITS architecture; fleet management; transit vehicles;
ITS enabling technologies

1. Introduction

Cities in developing countries such as Colombia face mobility problems, such as high traffic
congestion on roads, high traffic accident rates, and high levels of air pollution and noise. Many of
these problems are caused by public transportation [1,2].

Therefore, a system seeking to improve control and monitoring of transit vehicles for cities of
Colombia and other Latin American countries could indirectly contribute to improving the mobility
problems of such cities. Medium-sized cities (with populations between 100,000 and 1,000,000 inhabitants)
use “collective” service as the principal transit service. “Collective” service is provided by small buses or
vans with a capacity between 12 and 20 passengers, through public roads with other types of vehicles
(e.g., private vehicles). The service has specific stops for passenger pick up/drop off, but a considerable
number of users and drivers do not respect this, stopping anywhere along their route. The “collective”
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service also has problems related to speeding, noncompliance with regulations, vehicle routes, schedules,
and frequencies [3,4].

Information and Communication Technologies (ICT) emerge as the best option for the implementation
of an efficient transport system because they allow centralized traffic control, navigation, security, access
to travel information, and real-time assistance, among other services [5]. Such systems belong in this work
to the context of the Intelligent Transportation Systems (ITSs) and Fleet Management and Control Systems
(FMCSs) [6,7].

The Fleet Management Control Systems (FMCS) are responsible for controlling vehicle operation
and evaluating compliance with scheduled services. An FMCS monitors vehicles in real-time and
generates alerts when events happen. In general, Fleet Management Systems (FMS) reduce risks,
increase the quality of service, and improve operational efficiency at a minimal cost [8].

The increase of quality in transit service implies providing a better service to users. The main need
for users of “collective” public transport is to know the current location of the vehicle they are waiting
for, to be able to roughly calculate the approximate time of arrival at a stop [9]. To determine the current
location of the transit vehicle, it is necessary to continuously track its location (with the use of ICT);
then, by factoring variables as actual traffic level and historic route time history, an approximate time
of arrival at a certain stop can be calculated. Uncertainty about the timely arrival of the vehicle is one
of the main reasons why the level of use of this means of transport is relatively low in times of low
demand [7]. Hence, continuous monitoring of the transit vehicle is a very important requirement to
consider in an FMCS, to improve the quality and usability of the transit service.

FMCS can improve operational efficiency in aspects such as fuel consumption, which is a
considerable percentage of operational cost. Fuel consumption generates CO2 emissions, which
considerably affect the air quality of a city [10,11]. Fuel consumption is related to the way the vehicle
is driven [12], so monitoring the speed of a vehicle on the route can help to identify inappropriate
driving behaviors, e.g., running a red light [13]. Speed control is also an important factor for reducing
risks, considering that one of the main causes of road accidents in the world is speeding. Therefore,
speed control of the vehicle along its route is an important requirement of an FMCS, to reduce risks
and decrease fuel consumption.

FMCS developed recently commonly use cellular data transfer (GSM, GPRS, or LTE) for
communication between transit vehicles and control centers, which causes issues related to high operating
costs, and difficulty in maintaining the system [14]. Some emerging communication technologies such as
low-power wide-area networks (LPWANs) can improve upon some factors of cellular communication
technologies, such as range, availability, frequency band, and cost reduction both in acquisition and
operation [15]. The use of adequate communication technology between transit vehicles and the control
centers is an important requirement for an FMCS to improve operational efficiency at a minimal cost.

It is also important that an FMCS is not complex in its handling and operation because this could
mean more delays in processes, which could make the system slow and inefficient. That is why it is
convenient to properly distribute the workload between components and operating personnel [16].
The simplicity of handling and division of work does not imply a lack of security because it is also
necessary to include security components to guarantee confidentiality, integrity, privacy, and availability
of the managed information [17,18].

Finally, it is important that an FMCS must also consider the safety of passengers because it is
necessary to protect passengers’ well-being, thus building trust in the system [19]. Speed control is a
factor that contributes to increasing safety in the vehicles that are part of the FMCS. Proper vehicle
tracking can also identify some events that may pose a safety risk for passengers, such as unscheduled
routes or stops at prohibited sites.

Considering ITS developments, the significant disadvantage of most of the ITS services developed
at the international and Colombian level is that they are not based on adequate architectures, which
brings integration, interoperation, and reusability issues [20]. Many models of FMCS have been
proposed, but most of them are implemented with services not based on an appropriate architecture.
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Although there are several approaches to Colombian ITS architectures, the proposed modeling is very
general and not suitable for cities with specific characteristics [21].

To address this situation with transit service in the mentioned context, this research focuses on:

• A literature review (with scientific mapping and systematic review) of FMCS.
• Proposal of an ITS architecture for the FMCS in medium-sized cities in the Latin American context,

by previously identifying suitable requirements for an FMCS in such context. In addition to the
ITS architecture, suggested technologies and a prototype were defined.

• Experiments for validating usage of the suggested technology and prototype in a case study
(Popayán medium-sized Colombian city).

The article structure is as follows: Section 2 presents the methods and materials used in this work
and the criteria for the selection of a communication technology; Section 3 presents the literature review
with SciMAT tool [22], and Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) methodology [23]; Section 4 presents the identification of suitable requirements of an FMCS,
a study of ITS reference architectures, a proposal for an ITS architecture for the FMCS, and a proposal
for an FMCS prototype; Section 5 contains experiments performed to validate the proposal presented
in the above section; Section 6 presents a discussion of the obtained results; finally, Section 7 presents
the conclusions.

2. Materials and Methods

This section presents the methodologies, methods, processes, and materials used in this work.

2.1. Literature Review

Initially, a scientific mapping analysis was performed with the help of the tool called SciMAT [22],
in order to analyze the social, conceptual, and intellectual evolution of the interest area. In this way,
relevant aspects and topics were identified and included in the literature review. Then, a systematic
review of the literature was carried out in some databases related to the research topic. The review
sought to identify different ITS services and architectures used in FMCS, as well as the methods used
for their development, the communication technologies, and the obtained results.

Several tools for bibliometric and scientometric studies are available. SciMAT was selected because
it allows the analysis of scientific mapping within a longitudinal framework and provides different
modules that help the analyst perform all the steps of the scientific mapping workflow.

The procedure for scientific mapping included the following steps:

• General Flow Settings. In this step, the configuration for mapping was determined. A query
string was determined and used with the SCOPUS database (due to its compatibility with SciMAT
and high worldwide recognition). In the definition of time segments to allow a longitudinal
analysis and discover the conceptual evolution of the field of study, three consecutive periods
were considered: 2014–2015, 2016–2017, 2018–2020.

• Analysis of Results. Strategic diagrams were initially generated to measure the performance,
quality of the subject, and subject areas detected. Subsequently, a review of the evolution was
performed, considering the number of keywords and the number of shared keywords in the
different subperiods, and the thematic evolution of the research.

• Mapping conclusions. Relevant topics and other important aspects were identified to perform the
systematic review.

To address some limitations found in the scientific mapping (related to the type of product and
license used) with respect to the number of available databases and the impossibility of detailed
identification of documents to find some comparison parameters, a systematic review was performed
using the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) methodology.
The phases of such review are detailed below:
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• Identification phase. A bibliographic search was performed on the following topics: Intelligent
Transportation System, communications, security, and Fleet Management and Control System
(FMCS). The three selected databases were: IEEE Xplore Library, eBook Academic Collection
(EBSCO), and ScienceDirect. The search was limited to documents published over the last five
years. This search was concluded in March 2020. These databases were chosen in addition to
SCOPUS (which was used in the scientific mapping) to achieve two objectives: (1) expand the
scope of the review, thus enriching the model through different sources of information, and (2) to
check the relationship between scientific mapping and systematic review.

• Screening phase. All the documents from the different sources were joined and duplicates were
eliminated. Then, the abstract of each document was reviewed; those documents not showing a
direct relationship to the purpose of the review were discarded.

• Eligibility phase. The remaining documents were fully reviewed and filtered according to in-depth
criteria defined in the previous phases of the systematic review and the results obtained from the
scientific mapping.

• Included phase. The documents were divided into four different groups in this phase. Subsequently,
a qualitative synthesis was performed for all groups, and according to the parameters defined for
each one, quantitative synthesis was made for the same four groups.

Finally, the scientific mapping and systematic review allowed identifying features essential to
define the requirements of an FMCS in the context of a “collective” service for a medium-sized city.

2.2. Proposal of ITS Architecture for FMCS and Prototype

Initially, the requirements of an FMCS for the specific context were compiled from the literature
review and analysis of the environment. Next, in order to find an adequate reference ITS architecture,
the most widely used architectures worldwide were analyzed, identifying the essential aspects of each
one. This allowed the creation of a proposal of ITS architecture for the FMCS in the specified context.

From the ITS architecture, a scope was determined for the development of the FMCS prototype.
Once the scope of the prototype was defined, the technologies to be used in this prototype were selected.
According to the results of the literature review, such technologies are related to the following topics:

• Transit vehicle location technology (considering speed measurement).
• Communication technology between the transit vehicles and Transit Management Center.
• Technology to guarantee the security of the information transmitted between vehicles and the

Transit Management Center.
• Technology to guarantee the security between other modules of the system.

The systematic review showed that almost all works featuring vehicle tracking used Global
Navigation Satellite System (GNSS) services for positioning, particularly the Global Positioning System
(GPS) technology. Some other works recommend the use of Short-Range Wireless technologies (SRWT),
but this option needs a large infrastructure and does not allow continuous tracking, leaving GNSS as
the best option. GNSS technology also allows speed measurement, a key aspect for an FMCS.

The communication technology to be used between the transit vehicles and the Transit Management
Center (TMC) is one of the decisions that should be discussed. Reviewing [24], an analysis of
different communication technologies for FMCS was performed, including cellular network technology,
Ubiquiti, radio trunking, low-power wide-area network (LPWAN), and SRWT such as Bluetooth,
ZigBee, and WiFi. The most important parameters in a communication system such as coverage,
costs (of implementation and operation), scalability (appropriate for the growth of the network
infrastructure), low latency, and frequency were considered, yielding LPWAN as the best for an FMCS
system. In addition, Reference [25,26] analyze LPWAN technologies such as SigFox, narrowband
Internet of Things (NB IoT), DA SH7 alliance protocol (D7A), Ingenu, Telensa, random phase multiple
access (RPMA), and long range (LoRa). This review deemed LoRa [27] as the most appropriate for

22



Electronics 2020, 9, 1383

communication between vehicles and TMC, due to its high level of coverage; low implementation
and operation costs; use of frequencies in the industrial, scientific, and medical (ISM) radio bands,
and low latency.

LoRa is suitable for an FMCS between the mentioned modules because of the following features:

• Range (approximately 5 km in urban areas with line of sight).
• Transmission speed (37.5 kbps).
• Use in “free” frequencies (ISM), which do not require a spectrum use license.
• Its ability to send unlimited messages. Here it is important to highlight that the packet size of

this technology is relatively small (255 bytes), however, its ability to send unlimited messages
counters this weakness.

• Its status in the global market, achieving rapid growth for IoT communications, rivaling NB IoT
as the best in the LPWAN field [28].

• The level of security. LoRa implements a handy protocol called “Long Range Wide-Area
Network” (LoRaWAN), designed to wirelessly connect “things” to the internet with a bidirectional
communication featuring end-to-end security [27].

• Data packets can be sent simultaneously, thus eliminating collision problems.

Regarding a technology to guarantee the security of the information transmitted between vehicles
and the Transit Management Center, the LoRaWAN protocol is a good option. This protocol also allows
point-to-point encryption of messages, ensuring that the information is not altered or eavesdropped by
possible intruders. Finally, it guarantees that only information from registered devices is received, thus
guaranteeing the integrity and confidentiality of the information [29].

The proposed architecture has different modules that must communicate through the network,
so all communication must be done through the secure hypertext transfer protocol (HTTPS) which
assures the information reaches only the intended recipient, and its headers send an authentication
value with a key. In the same way, for the transmission of data, the secure file transfer protocol (FTPS)
is used, and to guarantee the security of access to information, a hierarchy of users with limited
permissions to obtain data is proposed.

Once the technologies were selected, the components of the prototype to be developed were
defined. The module that was determined suitable for transit vehicles has the following principal
components: (1) Heltec WiFi LoRa 32 (v2) device (which has a LoRa SX1276 chip, an OLED 0.96-inch
display, and an ESP32 microcontroller unit or MCU); (2) Ublox 6M GPS module, to obtain vehicle
location. These two components were integrated, achieving a low-level prototype. The selected
LoRaWAN gateway was the Dragino LPS8 and the platform used was The Things Network (TTN).

2.3. Prototype Experiments for Validation

The proposed prototype was tested in a city used as a case study, the city of Popayán.
Popayán is a medium-sized city in the southwest of Colombia (Latin America), it has an extension
of 512 km2 (including rural and urban areas) and a population of approximately 300,000 inhabitants.
Considering the choice of LoRa as the communication technology for the prototype, a coverage analysis
of this technology was performed for the city, using the QGIS (Quantum Geographic Information
System) tool. QGIS was used because it has a plugin that allows the estimation of radio coverage
taking into account demographic data and city buildings [30]. The study was performed in order
to find an adequate location for the gateways and the total number of these devices that would be
necessary to cover the city.

Once the coverage analysis was performed, a suitable location in the city was determined to develop
the experiments. The objective of the experiments was to validate sending and receiving messages
from and to the modules located in the transit vehicles (using four of these devices), determining
parameters such as signal level, distance reached, percentage of packets received, and operation of the
data security layer.
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Section 5 of this document explains in detail the design and results of experiments.

3. Literature Review Results

3.1. Scientific Mapping

The scientific mapping yielded the following results:

• General Flow Settings. The initial configuration for mapping yielded 1729 results, three of them
were deleted due to format issues or replication. Once filtered by time period, 434 documents were
included in the 2014–2015 category, 543 in the 2016–2017 category, and 749 in the 2018–2020 category.

• Analysis of Results. The strategic diagrams show that in all the studied subperiods, the emerging
(wireless-telecommunication-systems, sustainable-development, Internet of Things) and driving
(security, intelligent systems, ITS, ad hoc networks) topics achieved the highest citations scores and
impacts. It was also possible to determine a series of trends in the characteristics and technologies
used for the systems under investigation, including security and Intelligent Transport Systems
(ITSs). Figure 1 presents the strategic diagrams of the three time periods considered, based on
the number of published documents. Through the revision of the evolution, it was evident that
three themes (security, ITS, wireless communication systems) found in the strategic diagrams are
identified as relevant, confirming their importance for the systematic review.

• Mapping conclusions. The topics related to security, ITS, transit systems, wireless communication
technologies, and IoT, should be deemed as relevant in the systematic review.

Only a few details about the process and the results of the scientific mapping are presented.
Nevertheless, the authors can be consulted for any additional information or the generated diagrams.

 

(a) 

Figure 1. Cont.
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(c) 

Figure 1. Strategic diagrams based on the number of documents published: (a) 2014–2015 time period;
(b) 2016–2017 time period; (c) 2018–2020 time period.

3.2. Systematic Review

The systematic review was done using the Preferred Reporting Items for Systematic Reviews and
Meta-Analyses (PRISMA) methodology. The searches were performed in the three databases mentioned
in Section 2.1 (IEEE Xplore Library, EBSCO, and ScienceDirect). The documents found in such databases
were identified using some search strings related to research terms, adding some recommended from
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external sources. The initial search yielded a total of 2139 documents. These documents were evaluated
and filtered according to the PRISMA methodology. In the final phase, 56 documents of interest were
selected, and quantitative and qualitative analysis was performed for such documents.

Figure 2 shows the exclusion and inclusion results obtained in each of the phases, and the
percentage of distribution of documents in each group.

  

(a) (b) 

Figure 2. Results of the systematic review: (a) Preferred Reporting Items for Systematic Reviews and
Meta-Analyses (PRISMA) Flow Diagram Results; (b) Classification by groups.

Groups identified in the included phase were: (1) articles related to mobility services of fleet
control and management systems, (2) articles that are related to mobility services other than fleet
control and management, (3) articles that are related to implementation algorithms and improvements,
and (4) articles that are related to information security.

The following section presents only the results obtained in the last phase of the systematic review
(quantitative and/or qualitative synthesis for each one of the four groups of documents).

3.2.1. Mobility Services of FMCS

Details of the documents reviewed in this group are shown in Table 1. From the total of articles in
this group (56), 39% (22) are related to FMCSs. The quantitative study of this group was based on some
pre-established parameters, such as the type of technology used for communications, the application
environment, the use of security, the foundations of ITS, and the type of implementation. Accordingly,
it was determined that none of the proposals made a full implementation of the defined parameters
because many do not make use of ITS architectures or services (59%), little security implementation
is seen (13%) and only a few are intended for implementation in Colombian or Latin American
medium-sized cities (26%).
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Table 1. Documents of mobility services of Fleet Management and Control Systems (FMCS).

Article
Communication

Technology
Based on

ITS
Implementation

Type
Applied

Environment
Use of

Security

Architecture based on
open-source hardware and

software for designing a
real-time vehicle tracking device.

(English) [31].

Cellular network
(GSM) No Real

Medium-sized
city for Latin

American
context

No

Performance analysis of
advanced bus information

system using LTE antenna [32].

Cellular network
(LTE) Yes Not specified Not specified No

IoT-based predictive
maintenance for fleet

management [33].

WiFi and cellular
network Yes Real Not specified No

A Decision Support System
based on smartphone probes as

a tool to promote public
transport [34].

Cellular network
(GSM, GPRS
and UMTS)

Yes Simulation
Small town for

European
context

No

TransMilenio: A High
Capacity—Low-Cost Bus Rapid
Transit System Developed for

Bogotá, Colombia [35].

Cellular network No Does not apply
Big city for

Latin American
context

No

Study on Real-time Bus Arrival
Information System Based on

Bluetooth [36].

Bluetooth and
cellular network Yes Not specified Not specified No

An Internet-of-Things-Enabled
Connected Navigation System

for Urban Bus Riders [37].

WiFi and cellular
network Yes Real

Big city for
European

context
No

Fleet Management and Control
System from Intelligent
Transportation Systems

perspective [20].

LoRa Yes Not specified

Medium-sized
city for Latin

American
context

No

Data analysis and information
security of an Internet of Things

(IoT) intelligent transit
system [38].

WiFi No Real
Small town for

American
context

Yes

A low-cost M2M architecture for
intelligent public transit [39].

ZigBee and
cellular network No Real Not specified No

Real-time vehicle fleet
management and security

system [40].

Cellular network
(GSM) No Real Not specified Yes

Monitoring System for
Intelligent Transportation

System Based in ZigBee [41].
ZigBee No Simulation

Medium-sized
city for Latin

American
context

No

IoT enabled intelligent bus
transportation system [42].

RFID and cellular
network No Real (laboratory) Not specified No

Smart Bus Station-Passenger
Information System [43].

WiFi and cellular
network No Real

Cities in a
European

context
No

GPS based Public Transport
Arrival Time Prediction [44].

Cellular network
(GSM) No Real Big city for

Asian context No

A New Framework of
Intelligent Public Transportation

System Based on the
Internet of Things [45].

ZigBee,
Bluetooth,

and cellular
network (GSM,
GPRS and 4G)

Yes Real Big city for
Asian context No
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Table 1. Cont.

Article
Communication

Technology
Based on

ITS
Implementation

Type
Applied

Environment
Use of

Security

Public Transport Vehicle
Tracking Service for

Intermediate Cities of
Developing Countries, based on
ITS Architecture using Internet

of Things (IoT) [46].

Cellular network
and WiFi Si Real

Medium-sized
city for Latin

American
context

Yes

A smart cost-effective public
transportation system: An

ingenious location tracking of
public transit vehicles [47].

RFID and
Ethernet No Simulation Not specified No

Technological web platform for
integrated public transport

system (SITP) of the West Center
Metropolitan Area
in Colombia [48].

Does not apply No Real

Medium-sized
city for Latin

American
context

No

Integration of Smartphone and
IoT for development of Smart

Public Transportation
System [49].

Cellular network
(3G) No Real Not specified No

Systematic Development of
Intelligent Systems for Public

Road Transport [50].
WiFi Yes Real Not specified No

Analysis of Radio Technologies
for the Transmission of

Information to the User of a
Fleet Control System [24].

LoRa and
Ethernet No Real

Medium-sized
city for Latin

American
context

No

Regarding the type of communication used to connect vehicle devices with the cloud server, it was
found that the cellular network (GSM, GPRS, 3G, LTE) is the most used (71%), followed by WiFi (28%),
ZigBee (14%), Bluetooth (9%), LoRa (9%), Ethernet (9%) and RFID (9%). (in some cases, more than one
type of technology is used, so the percentages add up to more than 100%).

Works that implemented technologies such as WiFi, ZigBee, Bluetooth, and RFID also located the
vehicle when it passed through a checkpoint or bus stop. Although this allows for a low-cost location
service, it does not allow vehicle tracking in real-time.

Some of the works in this group recommended that the FMCS managed certain types of information
between the Transit Management Center and transit vehicles. It is recommended that the Transit
Management Center (module in charge of managing all transit in a city) sends to transit vehicle
information regarding assigned routes, traffic alerts, partial or total route changes, and the scheduled
route performance for each of the stops. In turn, it is recommended that each vehicle informs the Transit
Management Center: its location, current number of passengers, and compliance with schedules.

3.2.2. Mobility Services other than FMCS

This group features 15 documents (27% of the total). See Table 2 for more details. In this case,
a more diverse use of alternative communication technologies is seen, with cellular communication
dropping to 46% of participation and technologies such as ZigBee, Bluetooth, and WiFi increasing
to 20%. LoRa only is featured in two documents (13%). Regarding the mobility services on which
the documents focus, 53% correspond to traffic service in general, 20% to cargo truck fleets, 13.4% to
emergency vehicles, and 14.6% to bicycles and school transport. It is interesting to note that different
mobility services are involving technologies for the management and control of their systems, thus
confirming the need to develop a scalable and interoperable system.
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Table 2. Documents of mobility services other than FMCS.

Article
Communication

Technology
Service

Based on
ITS

Implementation
Type

Applied
Environment

Use of
Security

Internet of Bikes: A DTN
Protocol with Data

Aggregation for Urban
Data Collection [51].

WiFi Bicycle
tracking Yes Simulation

Medium-sized
city for

European
context

No

Heterogeneous Intelligent
Transportation System in

Quito city under the
paradigm of the

SWE-SOS standard and
IoT notifications [52].

Cellular
network (GSM)

General
traffic Yes Real

Medium-sized
city for Latin

American
context

No

A vehicular
network-based intelligent

transport system for
smart cities [53].

WiFi General
traffic Yes Simulation Cities for

Asian context Yes

Cloudthink: a scalable
secure platform for

mirroring transportation
systems in the cloud [54].

Cellular
network (GPRS)

General
traffic Yes Real Not specified Yes

A mobile platform system
for driving assistance [55].

Cellular
network,

Bluetooth and
WiFi

General
traffic Yes Not specified Not specified Yes

Fleet Management
System for Truck

Platoons—Generating an
Optimum Route in Terms
of Fuel Consumption [56].

Cellular
network

Cargo truck
fleets Yes Not specified Not specified No

Fleet Management
Cooperative Systems for

Commercial Vehicles [57].

Cellular
network

Cargo truck
fleets Yes Not specified Not specified No

Smart fleet monitoring
system using Internet of

Things (IoT) [58].

Cellular
network (GSM) Truck fleets No Real Not specified No

Intelligent transportation
system based on the

principles of
service-oriented
architecture [59].

Cellular network
(3G & 4G)

Emergency
vehicles No Real

Large-size city
in the Asian

context
Yes

Analysis of handshake
time for Bluetooth

communications to be
implemented in vehicular

environments [60].

Bluetooth General
traffic No Real Not specified No

Field testing of Bluetooth
and ZigBee

technologies for
vehicle-to-infrastructure

applications [61].

Bluetooth and
ZigBee

General
traffic No Not specified Not specified No

The Application of
ZigBee Technology to the

Intelligent Bus Query
System [62].

ZigBee School
transportation No Real Not specified No

A novel approach of
using security-enabled

ZigBee in vehicular
communication [63].

ZigBee Area
Network

General
traffic Yes Simulation Not specified Yes
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Table 2. Cont.

Article
Communication

Technology
Service

Based on
ITS

Implementation
Type

Applied
Environment

Use of
Security

i-Car System:
A LoRa-based Low-Power

Wide-Area Networks
Vehicle Diagnostic System

for Driving Safety [64].

LoRa General
traffic No Simulation Not specified No

Traffic Light Mobility
Management Prototype

for Ambulances,
Under the Smart City

Concept [65].

LoRa Ambulance
system No Real

Medium-sized
city for Latin

American
context

No

Regarding the use of security, there is also an increase in participation, reaching up to 33%,
and greater use of ITS services or architectures (53%), although there is a reduction in the implementation
of the proposals in real environments (63%).

3.2.3. Implementation of Algorithms and Improvements Related to FMCS

This group features 12 documents (21% of the total). There is a significant increase in the use of
WiFi technology (50%) and a reduction to 25% of the use of cellular networks. Technologies like LoRa,
ZigBee, TETRA, and Ultra-Wideband have a usage percentage of 12% for each, thus evidencing the
growth of particular technologies for IoT.

Similarly, there is an increase in the use of ITS architectures or services (75%) and a considerable
reduction in the level of application in real environments (37%). WiFi technology stands out in this
group (because simulations are commonly performed with algorithms).

The types of implementation for which the algorithms are designed do not differ much in their
participation because of 12 documents found in this group, those that focus on communications,
ITS architectures, transmission capacity and generation of alerts have the same number of occurrences
(corresponding to 17%); those related to routing and data management account for 8% of the total;
and the one with the most participation is “data collection”, which has 25%. Sending alerts is an aspect
to consider regarding the application of the algorithms, because as identified in the first group of this
systematic review, it is important to send alerts from the Transit Management Center to transit vehicles
so that they adjust their routes and are able to comply with the established schedules.

The high percentage of documents related to “data collection”, and the science mapping analysis
(specifically the strategic diagrams for the period 2018–2020) show a close relationship to digital storage
and monitoring, two emerging issues within the field of research. Such issues are highly relevant to
FMCS, so they should be considered for the proposed system [21,66–70].

3.2.4. Security Applications Related to FMCS

This last group features seven documents. In this group, the context of security application stands
out, which is mainly on communications (43%), and it also has a high use of architectures or services
(ITS) and a low implementation for real environments (one document).

Based on these data and those of previous groups, security is an important issue within the context
of the study, a conclusion that ratifies the results of the science mapping analysis and verifies the need
to implement this topic on the development of the proposed system. Similarly, the relationship between
ITS architectures and security is observed in 71% of the documents, which stresses the importance of
this topic in correctly defined systems that achieve interoperability and scalability [71–73].

3.3. Literature Review Conclusions

Based on the presented information, the predominant technology to geographically locate transit
vehicles continues to be GNSS because it allows continuous tracking. Some other technologies such
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as ZigBee, WiFi, RFID, and Bluetooth can be used to locate vehicles, but only when it passes very
close (a few meters) to a certain point where the reader device is located, for example at stops to pick
up/drop off passengers.

Regarding the communication technology between the vehicles and the Transit Management
Center, cellular communication technologies still prevail; however, some important emerging
technologies were identified. LPWAN technologies have been evaluated in some documents, identifying
LoRa as a promising technology (comparing it with technologies such as Sigfox or NBIoT), for its
already mentioned features.

A gradual increase in the use of applications with security was also observed in the proposals
for various fields of systems (communications, authentication, and information security), Although,
in most cases, appropriate tests are not conducted to validate the proposals, this increase infers the
need to implement security mechanisms in mobility services systems.

The security applications in the analyzed documents focus on various aspects. Authentication of
vehicles is one of them; various strategies are proposed to reduce time and improve the efficiency of
this function. Other proposals focus on communication security, proposing improvement algorithms
on the security protocols such as LTE, emphasizing the need to improve security requirements such as
confidentiality, integrity, privacy, availability, and nonrepudiation. Compliance with these requirements
is important for the exchange of data between the vehicles since, otherwise, the information could be
vulnerable to external attacks and inappropriate handling. It is also important to highlight security
in access to the system, guaranteeing that unauthorized parties are not allowed to access the system.
The issue of anonymity must also be considered in the security component. Travelers, for example,
do not need to identify into the system to obtain certain information; while other actors, such as
vehicles and operators, need to identify themselves in order to monitor their actions.

4. ITS Architecture Proposed for the FMCS

4.1. Identification of FMCS Requirements

According to the literature review, the following aspects were identified in a development
validation of an FMCS in the aforementioned contexts:

• The location of the transit vehicle in an FMCS is mainly done through GNSS technology.
Although there is evidence of other technologies used for location (Bluetooth, WiFi, RFID),
they do not allow continuous tracking, only detecting the arrival of the vehicle at stops, due to the
limited range they have.

• Controlling the speed of the transit vehicle is a relevant factor in identifying accident risks,
complying with traffic regulations, and identifying inappropriate driving behaviors. The use of
GNSS technology for location has the additional advantage of measuring the speed of the vehicle
on the route.

• Communication technologies for mobility services such as fleet management, applied in the
context of this work, must also involve low costs (due to budget constraints these types of cities
have). Aspects such as: wide range operation, sufficient data rate, sufficient bandwidth, licensing
of the frequency spectrum used, and suitable packet size must be taken into account.

• Most recent cases use the LPWAN LoRa technology as a means for communication between
vehicles and Transit Management Center.

• Few cases consider information security. However, this feature should be taken into account in the
implementation of these systems, for guaranteeing trust and integrity. The information security in
the system must be evaluated from different fronts, one is integrity and authentication between the
vehicles and the Transit Management Center; another is user authentication for system managers;
finally, exchange of information between modules is a key issue because there is no manual
authentication process, nevertheless, the use of REST APIs mitigates this problem by means of
a transport layer security (TLS) encryption. The HTTPS protocol also allows the integration of
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authentication headers. There are different authentication methods, the one recommended in
this proposal is based on an API key, which also allows configuring the authorization to the
information (providing limited access to resources), also offering the possibility of performing
analysis and supervision of who uses the API, when and how.

• Most of the implemented security schemes are related to vehicle communications and
authentication. Regarding vehicle communications, some proposals improve upon aspects
such as reliability, operational range, transmission rates, and attack prevention. In authentication,
the focus is towards the identification and access of system users, which in turn enable validity in
the information they transmit and receive.

• The exchanged data between vehicles and the system control modules in an FMCS must allow the
vehicle to send data such as its location, arrival at assigned stops, and in some cases, the number of
passengers. In turn, the vehicle must receive the information about the assigned route, the changes
in this route, alerts, and assigned schedules.

• In an FMCS the vehicle must receive information sent from the Traffic Management Center, so the
communication technology must implement “downlink” messages to facilitate this process.

• The use of suitable ITS architectures and their related services facilitate scalability and
interoperability with other services. In most of the studied cases, these principles are taken into
account; however, a large percentage of such cases do not correspond to architectures or services
that are appropriate to a particular context.

Summarizing, the FMCS should comply with the requirements presented in Table 3.

Table 3. Requirements determined for the FMCS.

Requirement Related to Proposal Observation

Location technology of
transit vehicles must allow

continuous and
efficient monitoring.

Transit vehicle
location Use of GNSS for location.

Although there are some
alternative location technologies,

these would not allow continuous
vehicle tracking.

FMCS must allow speed
control of the transit vehicle Transit vehicle speed

Use of GNSS to measure
speed, use of speed alerts and

detection of inappropriate
driving behaviors

Through speed alerts, the risks of
accidents can be reduced.

By detecting inappropriate
driving behaviors, steps can be

taken to reduce fuel consumption.

FMCS must allow
interoperability and

integration (with other
systems or services) in the

context where it
is implemented.

ITS framework
Use of adequate ITS

architecture for FMCS in the
specific context.

An appropriate ITS architecture
should be proposed, reviewing

relevant references,
and considering the context.

FMCS must use an adequate
communication technology
for the application context

Communication
technology

Use of LoRa technology
(using the network

protocol LoRaWAN)

LoRa offers some notable
advantages over other

technologies for the specific
service. LoRaWAN protocol can
be a viable option that improves

communication security
and efficiency.

The exchange of data
between the FMCS modules

must be secure.
Information security

Secure information exchange
(through a network protocol
such as LoRaWAN, HTTPS,

TCP). Access to the data with
SHA passwords and

user hierarchy.

LoRaWAN protocol will be of
great help by providing the

possibility of encoding messages
and validation of devices in

vehicles. Regarding the
information that circulates

through the software network,
the TCP and HTTPS protocols will
guarantee the secure exchange of

information. Finally, each user
will be given a password to access

the system and a user hierarchy
will be implemented.

32



Electronics 2020, 9, 1383

Table 3. Cont.

Requirement Related to Proposal Observation

Exchanged data between the
vehicles and the control

modules must allow
permanent updating of the

information in both
directions, to provide a

better service.

Exchanged data
between modules

Transit vehicles send their
location, arrival at assigned

stops, and the number of
passengers. The vehicles

receive the assigned route,
the changes in this route,

alerts, and assigned schedule.

An FMCS is more than a tracking
service. All required information

regarding schedules, routes,
changes, and alerts should

be considered.

4.2. Reference ITS Architectures Review

An ITS architecture offers a vision of what an Intelligent Transport System will look like from a
system design perspective. There are three pioneering world reference architectures: ISO 14813 [74],
ARC-IT [75], and Framework Architecture Made for Europe (FRAME) [76], which establish certain groups
of transport services. An ITS architecture can be presented at several detail levels, depending on the scope
of the system. A review of the FMCS-related services proposed each reference architecture follows.

4.2.1. ARC-IT (Architecture Reference for Cooperative and Intelligent Transportation)

This American architecture establishes 12 areas of transportation services [77]. The two ARC-IT
services of interest for this work are Public Transportation Transit Vehicle Tracking, and Transit Fleet
Management (abbreviated as PT01 and PT06). The first one focuses on monitoring the current location
of the transit vehicle using an Automated Vehicle Location System, while PT06 allows scheduling and
automatic traffic maintenance monitoring.

Both architectures keep certain similarities in their design because they share several of the
physical objects that compose them, such as the Transit Management Center (TMC), in charge of
managing the fleet of transit vehicles, and providing operations, maintenance, customer information,
planning, and management functions for transit property in coordination with other modes and
transport services.

4.2.2. Framework Architecture Made for Europe (FRAME)

FRAME establishes 10 areas of transport services. The Manage Public Transport Operations area
is related to the FMCS service and includes seven high-level functions. Each function encompasses
several specific fleet management services, including general programming of services and generation
of information that can be made available to travelers [78]. Among these functions, four were identified
as appropriate for the context of this study: Monitor PT Fleet, Plan PT Service, Control PT Fleet,
and Provide On-Demand Services.

4.2.3. ITS Architectures Initiatives in Colombia

In Colombia, there is no established ITS architecture that serves as a model for the subsequent
development and interoperability of ITS services, although some ITS services have been established
in the past. Work is currently underway to adapt the services established solely by the ISO 14813
standard [79], for achieving consistency in the national ITS plan.

In 2010, the Colombian government developed a national ITS architecture based on the
ARC-IT architecture, to be implemented in different cities in Colombia; however, it has never
been implemented [80].

A proposal related to the design of an FMCS from the perspective of ITS was also revised [20].
Such a proposal is based on American architecture (ARC-IT). Due to its relationship with the current
work, the architecture proposed in the following section took into account the architecture presented
in that work.
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4.3. Proposed ITS Architecture

According to the obtained and analyzed information, the ARC-IT American architecture was taken
as a reference, due to the level of detail it presents for each service, which facilitates their development.
Additionally, when the service areas of the different architectures are compared, ARC-IT is the one
with the largest covered areas, which gives it a higher scope factor. However, this architecture must
include the context of medium-sized cities in developing countries. The ITS architecture must also
take into account the aspects identified in the systematic review as important requirements in this type
of system (FMCS). One of the most critical requirements is security for communications, reliability,
authenticity, among others. Another relevant requirement is the measurement of vehicle parameters
and the choice of reliable, affordable communication technologies.

The proposed architecture design is presented in Figure 3. The architecture is presented using ARC-IT
notation. In addition, Table 4 briefly explains the flow of information in the proposed architecture.

Figure 3. Intelligent Transportation System (ITS) architecture proposal for FMCS.

This architecture features a series of submodules (functional objects) for the Transit Management
Center TMC and Transit Vehicle OBE physical objects. The ITS Roadway Equipment, with functionalities
for the equipment on the road, is also included. Finally, two new actors (System Administrator and
Enterprise Administrator) and new communication information were added. Thus, the ARC-IT base is
preserved, keeping the Transit Vehicle OBE and Transit Management Center objects, and the Public
Vehicle Operator actor together with most of the initial functions. It also includes several of the high-level
functions of FRAME’s Manage Public Transport Operations area, such as operational functions,
continuous monitoring, continuous data collection, routes, schedule management, and provision of
information for travelers, among others. Additionally, the on-demand service provisioning function of
FRAME’s Provide On-demand Services area was added.

To keep the architecture fully functional and scalable, communication messages with the other
modules are defined so that information can be shared between them. To comply with already
mentioned security requirements, the messages that go through the “Transit Vehicle OBE” and “TMC”
modules will need layers of security to guarantee confidentiality, integrity, and availability of the
information. Messages requiring security are marked with red lines in Figure 3. Likewise, authentication
methods are applied for all information communication services between actors and modules.

It is important to emphasize that this architecture is generalizable to other medium-sized cities
that handle the same context of the public transportation system (“collective” service). The use of an
adequate architecture will allow the city to allow interoperability with other systems, in the same way,
it facilitates the integration of new services that can be implemented to the system through modules
and messages.
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Table 4. Information flow of the ITS architecture proposed.

Flow Name Description

A Location data + Vehicle information + Public
vehicle schedule performance Measured parameters in vehicles.

B Location data + Vehicle information + Public
vehicle schedule performance

The same information collected by the OBE is
verified and passed to the Transit Center

Data Management.

C Public schedule info + Public operator
info + Route + Alerts + Addressee

Assignment information to Transit Vehicle Support,
this includes to identify the recipient.

D Public schedule info + Public operator
info + Route + Alerts

Information on schedules and routes assigned to
the corresponding vehicle that requests it.

F Public vehicle operator display
Information on the vehicle operator’s work

parameters, such as the assigned route number,
schedules for that route, and alerts.

G Public vehicle operator control Manual interaction to operate the OBE device.

H Public vehicle operator input Data the vehicle operator sends to the system.

I Route assignment + Vehicle
assignment + Change alerts

Detailed information on the vehicle operator’s
work parameters, also includes detailed alerts on

work parameter changes.

J System information Information generated each time the administrator
has made a request to the system.

K System administrator input Access parameters of the system administrator and
information request.

L Public operation status + Traffic
alerts + Suggestions

Information related to traffic alerts generated and
suggestions for changes in routes and schedules.

M System Operator input Input or access data for the system operator.

N Enterprise administrator input Access parameters and requests information for the
company administrator.

O Enterprise information + change request Responses to requests made by the
company administrator.

P
Public vehicle data

(speed and location) + Public vehicle
conditions + Service demand quantity

Information related to different parameters
measured and processed of the vehicles.

Q Traffic images + Road conditions + Incidents Predefined messages sent by “Traffic Management
Center” to detect different traffic conditions.

4.4. FMCS Prototype Network Diagram

After establishing the ITS architecture proposal for the FMCS, the scope of the prototype to be
developed must be defined. A network diagram, with the modules selected for the prototype and the
proposed communication technologies for the architecture, is presented in Figure 4. The prototype
focuses on the three main modules of the architecture presented in Figure 3: TMC, ITS Roadway
Equipment, and Transit Vehicle OBE.

Figure 4 shows the path followed by the information between the different modules, and also
shows module location. The OBE is located in each vehicle, which communicates with the ITS Roadway
Equipment located in the city buildings, in which a gateway is located.
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Figure 4. Network diagram for the proposed FMCS prototype.

The selected communication technology between Transit Vehicle OBE and ITS Roadway Equipment
was LoRa, using the network protocol LoRaWAN. This was preferred over LoRa messages for two
reasons. The first is that LoRaWAN provides an adequate security layer, the information is encrypted
and the devices must join the network using the Over-the-Air Activation (OTAA) method in order to
start sending messages. The join operation has several authentication parameters. The second reason
is to avoid packet collision at the gateway (problem identified in the systematic review [14,81–83]) as
LoRaWAN network protocol facilitates the dynamic change of LoRa communication parameters to
minimize the probability of packet collision.

The use of the LoRaWAN network protocol requires the use of a LoRaWAN server, which is in
charge of all the upper layers of communication; the proposed prototype uses The Things Network
(TTN) platform [84]. TTN provides the possibility of sending the information coming from the
LoRaWAN devices to servers in the cloud via the HTTPS protocol; this functionality was used to store
the data received from the OBEs in a database. The code used for the Heltec cards (which includes
integration with the GNSS module, the Ublox 6M GPS), the configuration of the Gateway Dragino LPS8
(mainly the setting of the adequate channels) and the configuration of the TTN platform (including
the codification and decodification of data, the integration with a cloud server for sending data and
downlink messages) is available upon request.

The next section describes analyses and experiments performed with the communication
technology used between the OBE and the ITS Roadway Equipment, in order to determine the
feasibility of the FMCS prototype.

5. Design and Results of Prototype Experiments

The coverage area analysis determined that a total of 13 gateways was necessary to cover the
whole city of Popayán.

The experiments were developed to evaluate the proper functioning of the developed OBE devices,
the selected gateways, the LoRa wireless communication technology, and the security of LoRaWAN
protocol. The experiment used four OBE modules and one gateway. The location of the gateway was
fixed, and the OBEs were able to move between 10 and 100 m of the gateway, all of them transmitting
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at the same time. To verify operation at greater distances, the OBEs were subsequently located at
distances between 100 and 400 m.

The obtained results were satisfactory, managing to receive 100% of the packets transmitted
simultaneously in all the tests performed with Line of Sight (LoS) or minor obstacles. It was possible to
visualize the online data sent from the OBEs to the gateway thanks to the TTN platform.

Problems arose with the presence of large obstacles, where the RSSI decreased significantly, thus
receiving only 10% of the packets at a distance of 80 m. In this type of test with large obstacles,
the maximum distance between devices was approximately 50 m to receive 90% of the packets. This is
the reason why the gateway devices should be located in an area with few obstacles and at an elevated
location. It is estimated that if 80% of packets are received correctly, the system would operate correctly.

The security of the LoRaWAN protocol was also verified. The joining process that the devices
must execute to start sending messages with payload has the adequate security parameters (which are
configured both in the code of the microcontroller card, and in the LoRaWAN server platform, TTN).
Security tests were performed, trying to communicate a correctly configured gateway, with devices
that were not correctly configured (with the LoRaWAN security parameters in OTAA mode), in these
cases, the gateway detects the request, but does not allow the joining of the device, therefore it does not
continue to receive packets with data. A security test was also executed, trying to connect a gateway
that was not properly configured, in that case, it is not possible to join the devices (they had the correct
security settings) and packets with data are not received from the devices.

The proposed FMCS requires duplex communication to send messages to and from the modules
located in the transit vehicles, so tests of sending downlink messages were performed. In these
cases, the packets are received at certain specific times by the device in the vehicle because the
program that runs sequentially sends the sensed data at a certain point and receives the receipt
confirmation (ACK). Once the data has been sent, it verifies the reception of “downlink” type messages.
These delays detected in the reception of messages in the vehicle module could be considered thanks
to the performed tests.

Finally, the tests related to the consumption of services through the TTN platform were successful.
The server correctly stored the information received by the gateway. It is important to mention that
this platform limits access only to authorized users.

With the results obtained in the experiments, it was possible to show that the requirements of
the FMCS related to location, tracking, exchanged data, and security are met for the proposed design.
However, it is important to clarify that the experiments were performed with a prototype of the system,
which has a limited scope of FMCS.

6. Discussion

The literature review allowed identifying an overview of the approach for research on transport
services, where ITS architectures or services and issues related to security are increasingly taken into
account. This review allowed the identification of specific parameters in the FMCS, according to a
considerable number of references from different databases in the last five years. The need to implement
communication technologies alternative to cellular service was established (reviewing the identified
parameters), which implies lower costs and probably better operation. The use of an ITS architecture
was also identified as relevant because although many documents related to FMCS and other mobility
services and/or systems mention the use of ITS or its services, almost none use an ITS architecture
as the basis for their developments, which considerably makes difficult to standardize and integrate
services. Another critical aspect identified in the literature review was the low number of proposed
mobility services (especially FMCS), which had validation tests in real settings. This is very important
because key aspects of operation can be identified and improved in application environments.

In addition, it was possible to identify the suitable requirements of an FMCS in the context of
a “collective” transit service in a medium-sized city. These requirements can be considered relevant
in the development of this type of system for Latin American cities that have similar characteristics.
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In the case of cities with other characteristics, the process performed in this work to identify relevant
aspects in FMCS can be applied in order to obtain results for the new context under study.

To propose the architecture of the FMCS, the principal reference architectures that exist worldwide
were taken into account, specifically in proposals on public transportation. In addition, the requirements
identified in the review for the context of the study and other related previous initiatives were considered.

The inclusion of the LoRa technology and its LoRaWAN network protocol was considered suitable
for communications in the designed architecture, due to its particular characteristics that reduce
operation and implementation costs. It also features a wide range of coverage with low power
consumption and can be deployed easily.

There are some limitations regarding the proposed idea, specifically in the type of communication
technology (LoRa) between OBEs and gateways. One of the most significant issues is the range
limitation in places where there is no Line of Sight (LoS) and large obstacles between the different
devices, reducing the number of packets received. Therefore, the location of the gateway in an elevated
place is a relevant aspect. Another issue is the LoRa message size, which is small (255 bytes), however,
this is not critical because the service works well with a low data rate, and additionally, the information
sent can be encrypted, minimizing security risks. Regarding the maximum number of devices, although
theoretically, a LoRa gateway can support up to one million nodes, it is important to perform scalability
tests to validate this because the frequency of sending packets in an FMCS can affect this aspect.

Sending alerts to the vehicles is another important aspect in terms of limitations. The alerts must
be handled in a relatively short time, so if the number of devices increases greatly, it will be difficult to
handle this type of request due to the large amount of broadcasted information.

Rain can also significantly increase the level of losses in transmission levels, therefore it is
recommended to factor this type of loss when defining the coverage area. Finally, the operating
temperatures of the electronic elements used in OBEs are important aspects to consider as a limitation.

The proposed architecture has been designed to be implemented in medium-sized cities (100,000 to
1,000,000 inhabitants) that have a public transport system similar to the “collective” (buses of 12 to
20 passengers) and road infrastructure shared with private vehicles. It is important to consider these
design aspects and the limitations (or restrictions) of the system, if this proposed architecture is going
to be implemented in a similar city. For example, the geographical characteristics of the city must allow
the correct location of the gateway devices to provide an optimal power level for transmission and an
adequate LoS.

Regarding GNSS, tests showed that this type of technology is adequate to continuously determine
the location of the vehicle with an error between 1 and 5 m, however, due to high power consumption
and a long time to connect to satellites, a study of the different GNSS devices should be conducted to
find the most suitable one.

The results obtained with the performed experiments show that the developed prototype meets
certain requirements set out for the FMCS, however, its scope in functionality must be increased
and tests with a greater number of nodes in an urban environment as close as possible to the real
environment must be conducted for a more complete validation.

Finally, this proposal could be taken into account by local and national authorities related to
the Strategic Public Transport Systems (SPTS) that are currently being implemented in eight cities in
Colombia. The majority of these projects have not yet developed their technological components (FMCS
among them), therefore, new requirements could still be included in the analysis of this system, related to
requirements identified for FMCS, the ITS architecture, and the developed prototype. Considering these
aspects, important benefits could be obtained in terms of system efficiency, standardization, and savings
in implementation and operation costs.

7. Conclusions

With the performed literature review, the principal requirements of an FMCS applied in the
context of medium-sized cities (for the “collective” transit service, which is common in many countries
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of Latin America) were identified, such as interoperability and integration with other transport services,
the use of adequate location, tracking, and communication technologies, and the measurement of
suitable parameters for analysis and implementation of security protocols that guarantee the correct
flow of information.

The design of the proposed architecture was done through a decentralized work approach,
by dividing the operations of the system between different modules and actors, yielding a better
distribution of processes and a decrease in the workload.

LoRa technology, with its network protocol LoRaWAN, was a good option as a communication
technology between modules for the designed ITS architecture because it meets the requirements
of low cost, good performance, and an adequate level of security, identified as necessary for the
implementation of such architecture. Tests performed with LoRa technology (only LoRa packets)
showed problems when two or more devices transmitted simultaneously, so the implementation of the
LoRaWAN protocol was necessary, thus achieving effective uplink and downlink communication.

With the results obtained, it is feasible to continue with the development of the FMCS, by making
some adjustments to the designed, developed and tested prototype to improve its operation, increase
its functionality and verify its operation by scaling some parameters. An important aspect to improve
the operation is to evaluate the possibility of changing the employed GNSS module, to improve the
connection time to the satellite network and the energy consumption. To increase functionality, it is
necessary to advance in the development of operations performed by all types of actors in the system.
Finally, to validate the operation by scaling some aspects, tests have to be performed at a larger scale
(with more gateways, more nodes, and larger distances), in order to guarantee the correct operation of
the proposed architecture in real work environments (using vehicles on the roadways).
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Abstract: The significance in constructing a driving style identification model for open-pit mine truck
drivers is to reduce diesel consumption and improve training. First, we developed a driving behavior
and mining truck condition monitoring system for an open-pit mine. Under heavy-load and no-load
conditions of a mining truck, based on the same experimental truck and haulage road, the data of
driving behavior and truck status of different drivers were collected. The driving style characteristic
parameters of mining trucks under heavy-load and no-load conditions were constructed through
Pearson correlation analysis. Using a k-means clustering algorithm, driving style can be divided
into three types: normal type, soft type, and aggressive type, and we verified the validity of this
driving style classification with a box plot. On this basis, the parameters of random forest, k-nearest
neighbor, support vector machine, and neural network models were optimized and the accuracy was
compared through a cross-validation grid search, and then a driving style identification model based
on the random forest method was finally proposed. Driving style parameter weight values were
obtained based on the Gini coefficient. Last, the fuel consumption characteristics of different driving
styles were calculated. The results show that the driving style identification models based on random
forest can effectively identify different driving styles when the mining truck is operating under heavy
load and no load, and the overall accuracy of the model is 95.39% and 90.74% respectively. The fuel
consumption of the aggressive driving style was the largest and was 10% higher than the average
fuel consumption. The research results provide data support and new ideas for operation training
and fuel-saving driving of mining trucks in open-pit mines.

Keywords: open-pit mine; driving style recognition; K-means clustering; random forest

1. Introduction

With the advantages of high mobility, strong climbing ability, and a short construction period,
mining trucks have been widely used in open-pit mines all over the world. At the same time, there are
also problems of high fuel consumption and transportation costs. We take the open-pit mine of Inner
Mongolia Xilingol Baiyinhua Coal Power Co., Ltd. (hereinafter referred to as Baiyinhua No. 2 mine) as
an example. From 2016 to 2018, the annual diesel consumption of 24 mining trucks was 9734 t, 8322 t,
and 8589 t respectively, with an average annual diesel consumption of 370 t per mining truck. Driving
style refers to the relatively stable and habitual internal driving behavior tendencies formed by a driver
in the long-term driving process, which can be generally divided into aggressive type, normal type,
and soft type [1,2]. Research showed that the difference of energy consumption between soft drivers
and radical drivers was about 30% under the same route and vehicle type. Even under the condition of
low requirements for driver operation, the difference of energy consumption was as high as 17% [3,4].
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Similarly, researchers have shown that the driving style of mining truck drivers in open-pit mines
has a direct impact on fuel consumption, when considering the influence factors of mining truck
fuel consumption, driving style cannot be ignored as an important indicator [5,6]. John et al. [7]
constructed a virtual 24/7 driving style model of open-pit mining trucks, dividing the style of driver
into aggressive, normal, and soft types, and simulated the fuel consumption under different driving
styles. The results showed that the fuel consumption of aggressive, normal, and soft driving styles were
330 L/h, 300 L/h, and 295 L/h respectively under heavy-load conditions. Under no-load conditions
of mining trucks, the fuel consumptions of aggressive, normal, and soft driving styles were 210 L/h,
186 L/h, and 170 L/h respectively. In addition, among a series of fuel-saving technologies, in which
drivers can make decisions, the best fuel-saving effects can be as high as 25%, by changing the driving
style [8]. Driving skill training could bring about 2–5% fuel-saving effects [9–11], and summarized
references about the influence of driving style on fuel consumption (as shown in Table 1).

Table 1. The influence of driving style on fuel consumption.

Number Driving Style Fuel Consumption

1
Comparison of fuel consumption

between soft and aggressive driving styles [3,4] 30% less

2
Fuel consumption of aggressive type,

normal type and soft type under the condition
of heavy load of mining truck in open-pit mine [7]

Aggressive: 330 L/h
Normal: 300 L/h

Soft: 295 L/h

3
Fuel consumption of aggressive type,

normal type and soft type under the condition
of heavy no load of mining truck in open-pit mine [7]

Aggressive: 210 L/h
Normal: 186 L/h

Soft: 170 L/h

4 Optimizing driving style [8] 25% reduction

5 Driver skill training [9,11] 2–5% reduction

Marina Martinez et al. [12] pointed out that driving style played an important role in energy
management and safe driving, and that using machine learning to identify driving styles and applying
this to vehicle intelligent control has become the future development trend. Therefore, it is of great
significance for driver training and fuel-saving driving to establish a high precision driving style
identification model for open-pit mining truck drivers. At present, the research methods of driving
style include questionnaire surveys and objective driving data analysis. Shinar et al. [13] showed that
the identification effect of the questionnaire survey method was limited due to its strong subjectivity
and lack of objective data support. Objective driving data analysis can be carried out on the basis
of real vehicle roads or simulation test platforms, which use sensors to collect driving behavior data
such as vehicle speed, throttle opening, and longitudinal acceleration [14,15]. This method is widely
used due to the high data reliability and real reflection of driving style. With the development of data
technology and modern communication technology, increasing amounts of driving behavior data can
be collected, therefore, machine learning can be used to extract knowledge from the data.

Machine learning is divided into unsupervised learning and supervised learning, according to
whether the data sample has labeled attributes [16]. Research based on machine learning applied to
driving style classification can be roughly divided into the following three categories.

(1) Unsupervised machine learning algorithms: Researchers used the statistical values of speed
and longitudinal acceleration as the driving style characteristic parameters, and extracted driving style
characteristic parameters based on principal component analysis (PCA), and K-means, density-based
spatial clustering of applications with noise (DBSCAN), and spectral cluster algorithms were used
to cluster driving styles [14,15,17,18]. Han et al. [19] took speed and throttle opening as driving style
characteristic parameters, and driving styles were classified by full Bayesian theory and kernel density
estimation, compared with the traditional fuzzy logic (FL) method, and driving style identification
accuracy was improved. Zhu et al. [20] proposed an unsupervised clustering method of driving style
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based on Kullback–Leibler (KL) divergence, where Gaussian mixture model (GMM) was used to
represent the statistical distribution of the drivers’ real driving data, and driving style clustering was
realized based on the similarity between different distributions.

(2) Supervised machine learning algorithms: Karginnova et al. [21] compared k-nearest neighbor
(KNN), neural networks (NN), and random forests (RF) in terms of recognition performance, and
found that random forest was suitable for short term real-time classification application scenarios.
Bejani et al. [22] integrated KNN, support vector machines (SVM), multi-layer perceptron (MLP), and
selected precision, recall, accuracy, f-scores as model evaluation indexes, and they were all greater than
92%. The overall effect was better than any classifier.

(3) Combined unsupervised and supervised algorithms: The authors in previous studies [23,24]
adopted PCA to achieve a few comprehensive indicators through dimensionality reduction of driving
behavior characteristic parameters, and then applied k-means or fuzzy c-means (FCM) to calibrate
driving style data samples, and introduced supervised learning SVM algorithms to establish driver
driving style identification models. The model identification accuracies were above 90%.

At present, research on driving behavior in open-pit mines focuses more on safety aspects such
as truck collision prevention [25] and driver fatigue prevention [26]. Daily management of fuel
consumption related to driving behavior and driving style is mainly restricted by administrative
orders [27]. Supervise whether the driver carries out the operation or not is difficult, at the same
time, the management basis is not sufficient, and the management effect is not obvious. We adopted
objective driving data analysis, based on the same experimental truck and haulage road, sensors
were used to collect the data of driving behavior and mining truck status, such as throttle opening,
speed, longitudinal acceleration, position, etc., and we adopted k-means to classify the driving style
for different drivers. On this basis, the parameters of random forest, k-nearest neighbor, support vector
machine, and neural network models were optimized and the accuracy was compared through a
cross-validation grid search, and the model with the best accuracy was selected and the driving style
identification model was constructed for mining truck under the conditions of heavy load and no load.
Finally, the fuel consumption characteristics under different driving styles were calculated.

2. Experimental Design and Data Preprocessing

The Baiyinhua No. 2 open-pit mine is in Baiyinhua energy and chemical park, Xilingol, Inner
Mongolia. The approved production capacity is 17 million t/a, the rock stripping mainly adopts the
shovel-truck discontinuous mining system, with four sets of excavators which are mainly used to
extract rock from the blasting pile and load it into the mining truck. Meanwhile, there are 24 mining
trucks, which are mainly used to transport the stripped rock.

2.1. Experimental Scene Design

To achieve the most realistic and reflective driving style data of mining truck drivers, it is necessary
to plan the experimental truck, experimental time, experimental haulage road and other factors in
advance, and try to reduce the interference of other factors on the driver’s driving behavior.

2.1.1. Selection of Experimental Time

The driving behavior data of different drivers were collected during normal operation times with
good weather and sight distances, from 15 June 2019 to 3 July 2019. The normal operation time was
from 09:00 to 16:00.

2.1.2. Experimental Scene Design

To avoid the influence of different haulage roads and driving conditions on driving behavior, an
experimental truck is selected, and its haulage road is fixed in the experiment. Under the condition
of heavy load, the mining truck transports stripped rock from the loading point to the unloading
point of the dump site. Instead, under the condition of no load, the mining truck returns to the
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original loading point from the unloading point of the dump site, completing the operation cycle of
loading-point loading–heavy-load driving—dumping-site unloading–returning to the original loading
point. Through the same haulage road, under the condition of no load, different drivers are replaced
every day to carry out normal transportation operations. In the process, the data of driving behavior
and mining truck status is collected. Additionally, the driver’s salary is related to the number of
mining truck operation cycles, under the premise of not exceeding the safe driving speed, drivers rely
on their own experience and driving habits to carry out transportation operations at the maximum
running speed.

2.1.3. Selection of Experimental Road

The Baiyinhua No. 2 open-pit mine has one inner dump haulage road and outer dump
haulage road, respectively. Both are in the state of free-flow traffic, low speed, and low traffic flow.
Compared with the inner dump haulage road, the outer dump haulage road has a longer transportation
distance and higher lifting height, included more curved roads, straight roads, uphill roads, downhill
roads, and so on. Therefore, the outer dump haulage road (as shown in Figure 1) was selected in this
experiment, the transportation distance of the experimental haulage road was about 2.9 km, and the
lifting height was about 105 m.

Figure 1. Sketch map of aerial photography of the experimental haulage road.

2.2. Design and Installation of Mining Truck Driving Behavior and Vehicle Condition Monitoring System

2.2.1. Selection of Experimental Truck

According to the maintenance history of mining trucks, the experiment selected a low failure rate
mining truck, which was named No. 7, as the experimental truck. The main equipment parameters of
this type of mining truck are shown in Table 2.

2.2.2. Driving Behavior and Mining Truck Condition Monitoring System Design

To collect the real-time data of the driver’s driving behavior and vehicle status of the mining
truck under heavy-load and no-load conditions, a system of driving behavior and vehicle status
monitoring, which was based on an inertial navigation sensor and Advanced RISC Machine (ARM)
micro-controller (Figure 2), was designed. Due to the sampling distance, time needed for the maximum
pedal opening and heavy load, the data acquisition frequency was set as 2 Hz in the inertial navigation
sensor uniformly, the driving behavior sensor collected data such as throttle opening and throttle pedal
angular velocity, while the vehicle status sensor collected data such as speed, longitudinal acceleration,
slope gradient, and position. The ARM micro-controller was applied to receive the data collected by
the sensors and store it in the SD card, realizing the perception and storage of driving behavior and
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vehicle state of the mining truck in the open-pit mine. In addition, the sensor time was calibrated in
real time through navigation satellite timing.

Figure 2. Photograph of the data acquisition system.

The system hardware mainly includes one ARM micro-controller (STM32f103), two ten-axis
inertial navigation sensors (WTGAHRS2), one SD memory card, one protective shell, and the vehicle
DC power supply. The ten-axis inertial navigation sensor integrates a high precision gyroscope,
accelerometer, GPS, and other modules to form an integrated navigation unit named GPS-IMU.
This unit has the advantages of high precision, low cost, low power consumption, small size, and
so on. It can measure acceleration, angular velocity, angle, velocity, and other parameters accurately.
The specific performance parameters of the ten-axis inertial navigation sensor are shown in Table 3.

Table 2. Main equipment parameters of the experimental truck.

Parameter Name Parameter Value

Truck Type BELAZ 75313
Truck Weight 107 t

Truck Load Rating 130 t
Boundary Dimension 11.5 m × 6.9 m × 5.7 m

Safe Driving Speed Maximum speed of flat road: 30 km/h
Maximum speed of no-load downhill: 35 km/h

Rated Capacity of Dump truck Bucket 70 m3

Engine Power Rating 1194 kw
Traction Generator Power 1000 kw

Gears Continuously variable speed

Table 3. Performance parameters of ten-axis inertial navigation sensor.

Parameter Name Parameter Value

Volume 61.2 mm × 45.2 mm × 27.8 mm
Angular velocity precision Static: 0.05◦, Dynamic: 0.1◦

Acceleration precision 0.01 g
Speed precision 0.05 m/s
GPS precision ±5 m

2.2.3. Driving Behavior and Vehicle Condition Monitoring System Installation

It was necessary to build a monitoring system of driving behavior and vehicle status in the cab of
the mining truck before the experiment. The main work included the installation of the ten-axis inertial
navigation sensor, the fixation of the protective shell and the external power supply, etc. During the
installation, the No. 1 sensor was installed on the back of the throttle pedal along the X axis, while the
No. 2 sensor was installed near the horizontal position in the cab along the Y axis. The installation
diagram is shown in Figure 3. The installation of hardware did not cause safety hazards to the mining
truck transportation operation, and the driver checked before each shift to ensure safe operation.
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Drivers were not informed about the purpose of the installed monitoring equipment, and all data
collected was anonymous and was not linked back to any individual operators.

(a)

(b) (c)

Figure 3. Mining truck driving behavior and vehicle condition monitoring system installation.
(a) Experimental truck. (b) Installation of sensor No. 1. (c) Installation of sensor No. 2.

2.3. Tested Drivers Information

The Baiyinhua No. 2 open-pit mine considers the factor of safe operation of mining truck
transportation, and so drivers need 1–3 years of professional driving skills training before they
can work skillfully, therefore, all drivers can skillfully drive the mining truck for transportation.
According to the sequence of daily driver scheduling, 11 male drivers’ natural driving data were
collected in this experiment, the mental and physical state of the 11 drivers were normal. The essential
information is shown in Table 4: the age range of drivers was between 30 to 50 years old, the average
age was 38.2 years old, the driving experience range was between 3 to 10 years, the average driving
experience was 8.6 years, and the education level was senior high school.

Table 4. Basic information of tested drivers.

Index Range Driver Number

Driver Age Distribution 30–40 years old 7
40–50 years old 4

Driving Experience Distribution 3–5 years 3
5–10 years 8

Education Level Senior high school 11
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2.4. Data Processing of Driving Behavior

2.4.1. Raw Data of Driving Behavior

Based on the same experimental truck and haulage road, 11 drivers covered about 650 km in
actual transportation operation. The parameters of driving behavior and vehicle status are shown in
Table 5.

Table 5. Sensor acquisition parameters.

No. Name of Characteristic Parameter Meaning of Characteristic Parameter Unit

1 sensorID Sensor number -
2 time Time ms
3 rx3 Angle of throttle pedal to the horizontal ◦
4 ry1 Angle of truck to the horizontal ◦
5 wx3 Throttle pedal angular velocity ◦/s
6 gpsv Running velocity of truck km/h
7 ax1 Longitudinal acceleration of truck g
8 lon Longitude ◦
9 lat Latitude ◦

2.4.2. Driving Behavior Data Cleaning

Due to factors such as GPS signal occlusion and other electromagnetic interference, the sensor can
output wrong and invalid driving behavior data, while data noise has a bad impact on the learning
result of the machine learning algorithm. Therefore, driving behavior data should be processed before
cluster analysis. The main processing contents include data extraction and data deletion, etc.

1. Data extraction
The data collected by the No. 1 and No. 2 sensors was stored in the SD card separately, with
the sensor number ID and time as the mark. The sensor data fusion program was developed
using the Python programming language, which realized the splicing of data collected by two
sensors at the same time, and provided complete driving behavior data for the subsequent data
preprocessing.

2. Data deletion
The data records with the speed of zero were eliminated, a speed of zero indicated that the mining
truck was in a static state, while driving style recognition analysis was based on the dynamic
transportation process. Records with a speed greater than 45 km/h were eliminated, the speed
of mining truck has a set threshold, and the error caused by road bumps was considered. If the
speed exceeded 45 km/h, this was considered to be abnormal data. Records with an acceleration
greater than 0.55 m/s2 were deleted, the total weight and load of mining truck was about 230 t.
Due to the heavy weight and load of mining truck, the longitudinal acceleration of the mining
truck was limited to 0.55 m/s2.

2.4.3. Data Division of Driving Behavior Under Heavy-Load and No-Load Conditions

Under the conditions of heavy load and no load, there were great differences between throttle
opening and vehicle speed (Figures 4 and 5). TPS means throttle pedal opening. Therefore, the data
collected in the process of transporting stripped rock from each loading point to the unloading point
of the dump site were taken as the heavy-load sample unit. On the contrary, the data collected in the
process of returning to the original loading point through the same haulage road from the unloading
point were regarded as the no-load sample unit. This paper divided the 11 drivers’ natural driving
behavior data into 111 heavy-load data samples and 108 no-load data samples.
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Figure 4. Throttle opening under heavy-load and no-load conditions.

Figure 5. Running speed under heavy-load and no-load conditions.

3. Driving Style Classification and Recognition Based on Machine Learning

3.1. Selection of Driving Style Characteristic Parameters

3.1.1. Selection of Driving Style Characteristic Parameters for Mining Truck Drivers

To classify and identify the driving style of mining truck drivers in the open-pit mine, the
characteristic parameters which can represent the driving style were determined first. Shi et al. [28]
proposed that there was almost no difference in the size and range of brake pedal opening between
soft and normal driving styles, while the size and range of throttle opening were significantly different
in different driving styles, so the throttle opening was more suitable as a driving style characteristic
parameter. Ma [29] summarized the driving style characteristic parameters that affect fuel consumption
from the mechanism, mainly including speed, throttle opening, throttle opening change rate, etc. Some
researchers took the statistical values (maximum, average, and standard deviation) of vehicle speed,
throttle opening, and acceleration as characteristic parameters to classify driving styles [30,31].

In this research, the statistical values (maximum value, average value, and standard deviation) of
throttle opening, throttle pedal angular velocity, speed, and longitudinal acceleration were selected to
build driving style characteristic parameters. The main characteristic parameters are shown in Table 6:
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Table 6. Driving behavior characteristic parameters.

No. Name of Characteristic Parameter Meaning of Characteristic Parameter Unit

1 TPS_max Maximum throttle pedal opening %
2 TPS_mean Average throttle pedal opening %
3 TPS_std Standard deviation of throttle pedal opening %
4 wx3_max Maximum angular velocity of throttle pedal ◦/s
5 wx3_mean Average angular velocity of throttle pedal ◦/s
6 wx3_std Standard deviation of angular velocity of throttle pedal ◦/s
7 GPSV_max Maximum speed km/h
8 GPSV_mean Average speed km/h
9 GPSV_std Standard deviation of speed km/h
10 ax1_max Longitudinal acceleration m/s2

3.1.2. Correlation Analysis of Driving Style Characteristic Parameters

When there is multicollinearity between driving style feature parameters, the weight of relevant
feature parameters in the Euclidean distance calculation is higher, which affects the accuracy of
clustering. The Pearson correlation coefficient is used to measure the linear correlation between two
variables, X and Y. Its definition is shown in Formula (1). The redundant characteristic parameters can
be eliminated using the Pearson correlation coefficient [32]. The Pearson correlation coefficient ranges
from −1 to 1, the larger the absolute value is, the stronger the correlation will be; if the absolute value
is close to 0, the weaker the correlation will be. Generally, a correlation coefficient between 0.6–0.8
is strongly correlated, and between 0.8–1.0 is an extremely strong correlation. Therefore, when the
correlation coefficient is greater than 0.8, redundant feature parameters can be removed to improve the
accuracy of clustering results.

r = ∑n
i=1(xi − x̄)(y − ȳ)√

∑n
i=1(xi − x̄) · ∑n

i=1(yi − ȳ)2
. (1)

The Pearson correlation analysis was used to calculate the correlation heat map between driving
style characteristic parameters. The correlation of each characteristic parameter under heavy-load
condition was less than 0.8 (Figure 6), which indicated that each driving behavior characteristic
parameter has strong independence. Under the condition of no-load, the correlation between the
average value of angular velocity (wx3_mean) and standard deviation of angular velocity (wx3_std)
was 0.94 (Figure 7), which indicated that there was a strong positive correlation between the two
variables, the redundant variable wx3_mean could be eliminated and wx3_std could be retained.
Therefore, under the condition of heavy load and no load, the numbers of characteristic parameters
of driving style for mining truck drivers were ten and nine, respectively. The specific characteristic
parameters are shown in Table 7.

Table 7. Characteristic parameters under heavy and no-load conditions.

Operation State Characteristic Parameter

Heavy-load feature parameters TPS_max, TPS_mean, TPS_std, wx3_max, wx3_mean,
wx3_std, GPSV_max, GPSV_mean, GPSV_std, ax1_max

No-load feature parameters TPS_max, TPS_mean, TPS_std, wx3_max, wx3_std,
GPSV_max, GPSV_mean, GPSV_std, ax1_max
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Figure 6. Heavy-load characteristic parameters correlation coefficient heat map.

Figure 7. No-load characteristic parameters correlation coefficient heat map.

Based on Pearson correlation analysis, the driving behavior data samples of mining truck under
heavy-load and no-load conditions are shown in Tables 8 and 9.
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Table 8. Driving style data sample under heavy-load conditions.

No. TPS_max TPS_mean TPS_std wx3_max ... wx3_std GPSV_max GPSV_std ax1_max

1 97.08 74.05 24.93 61.22 ... 3.77 33.21 4.71 0.18
2 100.00 73.53 25.34 37.72 ... 2.85 35.15 4.73 0.16
3 96.23 71.50 23.38 59.02 ... 3.37 32.93 4.77 0.16
4 97.16 72.70 26.70 50.05 ... 2.98 34.15 4.96 0.15
5 96.88 72.31 25.20 44.98 ... 2.87 33.22 5.16 0.13
6 95.70 71.47 23.23 50.66 ... 3.14 35.60 4.55 0.17
7 100.00 77.05 28.37 68.42 ... 3.50 32.98 5.92 0.12
8 100.00 75.12 27.30 67.26 ... 3.80 34.77 5.48 0.17
9 98.20 70.13 28.31 54.26 ... 3.90 32.58 5.65 0.16

10 89.96 70.91 20.20 28.57 ... 2.64 32.78 5.02 0.13
11 98.75 73.29 20.29 33.33 ... 2.43 35.02 5.37 0.16
12 94.02 72.19 20.39 29.54 ... 2.78 33.21 5.17 0.15
... ... ... ... ... ... ... ... ... ...
99 96.57 77.45 23.84 41.38 ... 5.08 35.58 6.09 0.15
100 99.84 75.12 25.60 37.17 ... 4.51 39.61 6.51 0.17
101 97.16 77.70 22.77 61.65 ... 5.57 36.04 6.10 0.15
102 97.49 76.69 22.20 46.81 ... 5.30 35.78 5.89 0.20
103 97.49 78.38 21.82 56.64 ... 6.00 36.43 6.08 0.17
104 92.02 75.21 22.68 48.71 ... 5.35 35.89 5.95 0.14
105 99.10 79.25 24.83 81.57 ... 6.01 34.19 5.79 0.15
106 97.90 74.76 22.55 36.01 ... 3.27 34.52 6.43 0.18
107 95.08 70.18 22.58 81.97 ... 4.25 36.61 7.60 0.19
108 100.00 72.51 19.81 75.99 ... 4.55 37.41 5.99 0.18
109 99.78 69.70 24.61 32.35 ... 2.59 33.45 5.75 0.17
110 97.47 68.06 23.95 28.81 ... 2.42 31.56 5.96 0.17
111 97.72 68.30 23.22 33.26 ... 2.32 33.08 6.07 0.17

Table 9. Driving style data sample under no-load conditions.

No. TPS_max TPS_mean TPS_std wx3_max wx3_std GPSV_max GPSV_mean GPSV_std ax1_max

1 93.35 14.71 19.66 47.55 3.15 34.34 27.83 4.23 0.30
2 72.08 14.43 18.50 30.88 2.87 34.85 29.39 2.01 0.23
3 98.45 17.33 21.87 54.93 3.37 35.63 28.46 5.08 0.50
4 88.52 18.72 22.64 50.05 4.43 35.65 28.74 5.34 0.30
5 81.13 16.67 19.66 16.97 1.97 33.70 29.80 2.00 0.29
6 75.20 15.70 19.19 21.85 2.17 34.24 28.45 2.69 0.26
7 79.20 15.56 19.47 34.88 3.06 33.97 29.25 1.92 0.28
8 82.95 15.18 19.03 53.96 3.30 33.15 28.44 2.26 0.32
9 72.54 17.97 18.17 28.63 2.16 33.24 28.53 2.88 0.29

10 70.14 18.76 19.49 29.18 3.02 34.56 28.72 6.55 0.29
11 70.24 17.86 19.91 23.74 2.84 34.28 30.55 1.98 0.28
12 69.42 16.66 18.26 21.36 2.28 34.67 27.13 4.35 0.25
... ... ... ... ... ... ... ...
96 66.96 20.97 20.62 38.70 3.83 33.58 28.72 2.44 0.26
97 72.02 23.01 20.16 34.00 2.95 34.84 23.22 5.89 0.30
98 82.78 22.10 23.34 46.05 6.85 36.52 28.77 5.93 0.28
99 82.72 20.08 21.53 38.45 6.50 36.50 28.69 7.76 0.27
100 84.40 21.31 22.06 57.25 6.39 38.95 32.14 2.00 0.31
101 84.93 22.28 23.12 44.62 6.91 37.73 29.16 8.91 0.31
102 76.64 21.76 21.79 58.65 7.01 40.37 32.00 2.06 0.30
103 82.41 21.84 21.87 41.14 5.97 37.06 30.46. 5.49 0.38
104 80.91 23.15 22.28 40.47 7.62 38.32 32.16 3.24 0.29
105 95.59 20.36 23.35 58.41 5.71 39.58 31.57 2.24 0.38
106 78.34 22.36 21.80 38.88 3.19 33.78 24.65 8.90 0.41
107 68.77 17.39 19.42 34.12 2.43 33.58 28.91 1.84 0.41
108 63.84 15.35 19.51 40.41 2.47 37.84 27.45 2.74 0.30

3.2. Driving Style Classification

Unsupervised clustering analysis can classify data into different clusters without pre-defined
categories, so that the similarity of samples in each cluster is greater than that in other clusters.
The clustering results can be transferred to regression or classification and other supervised machine
learning models for further data analysis. The driver’s driving style was unknown in actual
transportation operations, and the clustering algorithm could be selected to classify the driving style.

55



Electronics 2020, 9, 19

This paper used the elbow rule to determine the number of driving style clustering centers, then
the K-means clustering algorithm was applied to scientifically classify the driving style. A box plot
was used to show the statistical distribution of different driving style characteristic parameters to
verify the validity of the clustering results.

3.2.1. Clustering Algorithm

The commonly used clustering algorithms mainly include K-means, hierarchical clustering, fuzzy
clustering, and DBSCN. K-means is superior to other algorithms in terms of operating efficiency and
accuracy [33]. Therefore, this paper used K-means to classify driving styles.

The algorithm usually takes the sum of squares of errors in the cluster as the objective function
for clustering, for the sample data of the same driving style, the error sum of squares within the
cluster is small, which is highly similar and allocated to the same cluster. The sum of squares of
errors in the clusters of different driving styles is large, and its similarity is low and allocated to
different clusters. Samples in the driving behavior data set T can be represented by Xi = xi1,xi2...,xin,
which takes m driving behavior samples grouped into k categories, and the clustering centers are
c1,c2....ck. The calculation Formulas (2) and (3) of the clustering center and error criterion function are
as follows [16].

cj =
1
nj

∑
uεcj

Xu (2)

J =
k

∑
j=1

∑
uεcj

||Xu − cj||. (3)

3.2.2. Selection of Driving Style Classification Number

In this research, the elbow rule was used to determine the number of driving styles. Under the
condition of heavy load and no load, the sum of squares of errors in the cluster decreased significantly
and then slowly when the numbers of clustering centers were three (Figure 8). Therefore, both the
number of clustering centers of driving styles were three under the conditions of heavy load and no
load.

(a) (b)

Figure 8. The elbow rule under the condition of heavy load and no load. (a) The elbow rule under
heavy-load state. (b) The elbow rule under no-load state.

3.2.3. Analysis of Driving Style Clustering Results

Based on the K-means algorithm provided by Scikit-learn, the driving behavior data sets under
heavy load and no load were fitted to realize the cluster analysis of driving styles, parameters
such as the number of clustering centers three and maximum number of iterations 100 were set
for unsupervised clustering analysis. The clustering results are shown in Tables 10 and 11.
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Chen et al. [34] showed that the aggressive driving style has a larger throttle opening, throttle
pedal change rate, and speed; the normal driving style has a moderate throttle opening, throttle
pedal change rate, and speed; while the soft driving style has a smaller throttle opening, throttle
pedal change rate, and speed. Under no-load conditions of the mining truck, the clustering centers of
characteristic parameters related to throttle pedal opening, throttle pedal angular velocity, and speed
in cluster2 were the largest, and the clustering centers of characteristic parameters related to throttle
opening, throttle pedal angular velocity, and speed in cluster1 were the smallest. In this research,
the characteristic parameters of different driving styles have similar distribution rules (as shown in
Table 10). Therefore, under no-load conditions of the mining truck, driving style could be divided
into three categories: normal (cluster0), soft (cluster1), and aggressive (cluster2). Similarly, under
heavy-load conditions of the mining truck, the distribution rules of characteristic parameters related
to throttle pedal angular velocity and speed were relatively obvious. According to the distribution
rules of characteristic parameters related to throttle pedal angular velocity and speed (as shown in
Table 11), driving style could also be divided into three categories: normal (cluster2), soft (cluster0),
and aggressive (cluster1).

Table 10. Clustering results under no-load conditions.

Parameter Implication Cluster0 (Normal) Cluster1 (Soft) Cluster2 (Aggressive)

TPS_max Maximum throttle opening 73.81 65.00 87.03
TPS_mean Average throttle opening 17.62 16.29 19.02

TPS_std Standard deviation of throttle opening 19.58 18.60 21.41
wx3_max Maximum angular velocity of throttle pedal 36.15 24.33 53.25
wx3_std Standard deviation of angular velocity 3.46 2.22 4.64

GPSV_max Maximum speed 36.26 36.06 36.98
GPSV_mean Average speed 30.06 29.81 29.92

GPSV_std Standard deviation of speed 3.32 3.36 3.90
ax1_max Maximum longitudinal acceleration 0.30 0.29 0.31

z Classification number 42 51 15

Table 11. Clustering results under heavy-load conditions.

Parameter Implication Cluster2 (Normal) Cluster0 (Soft) Cluster1 (Aggressive)

TPS_max Maximum throttle opening 98.23 97.13 97.96
TPS_mean Average throttle opening 75.8 72.66 74.98

TPS_std Standard deviation of throttle opening 24.87 23.46 24.52
wx3_max Maximum angular velocity of throttle pedal 43.05 25.09 68.76

wx3_mean Average angular velocity of throttle pedal 1.95 1.71 2.18
wx3_std Standard deviation of angular velocity 3.24 2.41 4.34

GPSV_max Maximum speed 34.75 34.01 34.91
GPSV_mean Average speed 23.29 22.93 22.98

GPSV_std Standard deviation of speed 5.53 5.3 5.77
ax1_max Maximum longitudinal acceleration 0.17 0.17 0.17

z Classification number 40 56 15

3.2.4. Verification of Driving Style Clustering Results

Liu et al. [23] identified the driving style of drivers based on the method of subjective evaluation
by experts, and showed the statistical distribution rules of characteristic parameters of different driving
styles using a box plot. For example, the median and upper quartile of throttle opening for the
aggressive driving style were larger than those of normal and soft driving styles, while the throttle
opening of the soft driving style was more distributed in the lower position. Therefore, a box plot can
be used to show the statistical distribution of characteristic parameters of normal, soft, and aggressive
driving styles, to verify the correctness of clustering results.

According to the box plot of driving style characteristic parameters under no-load conditions
(Figure 9), it can be known that the median and upper quartile of characteristic parameters of throttle
pedal opening and angular velocity of the aggressive driving style were greater than the other two
driving styles, while the median and upper quartile of characteristic parameters of throttle pedal
opening and angular velocity of the soft driving style were smaller than the other two driving styles.
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Meanwhile, the standard deviation of velocity and maximum longitudinal acceleration also have
similar distribution rules.

(a) (b)

(c) (d)

(e) (f)

Figure 9. Box plot drawing of driving style characteristic parameters of mining truck under no-load
state. (a) Average throttle opening. (b) Standard deviation of throttle opening. (c) Standard deviation of
throttle pedal angular velocity. (d) Maximum throttle pedal angular velocity. (e) Maximum longitudinal
acceleration. (f) Standard deviation of speed.

Similarly, from Figure 10, the median and upper quartile of characteristic parameters of throttle
pedal angular velocity of the aggressive driving style were larger than the other two driving styles,
and the median and upper quartile of characteristic parameters of throttle pedal angular velocity of the
soft driving style were smaller than the other two driving styles. Meanwhile, the standard deviation of
speed, maximum velocity, and maximum longitudinal acceleration also have similar distribution rules.
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(a) (b)

(c) (d)

(e) (f)

Figure 10. Box plot drawing of driving style characteristic parameters of mining truck under heavy-load
state. (a) Average throttle pedal angular velocity. (b) Standard deviation of throttle pedal angular
velocity. (c) Maximum throttle pedal angular velocity. (d) Maximum longitudinal acceleration.
(e) Standard deviation of speed. (f) Maximum speed.

In addition, taking the mining truck driver as a statistical unit, the number of normal, soft, and
aggressive driving styles of 11 drivers were counted respectively, (number means the number of
different driving styles) (as shown in Figure 11): drivers have different driving styles in the same
working day. Also, under the conditions of heavy load and no load, taking the third, fourth, fifth, sixth,
and seventh drivers as example, the proportion of different driving styles of the same driver tended to
be the same, which could also verify the effectiveness of the clustering results.
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(a) (b)

Figure 11. Clustering statistical results of mining truck under heavy-load and no-load conditions. (a)
Statistics of clustering results of mining truck under heavy-load conditions. (b) Statistics of clustering
results of mining truck under no-load conditions.

Under the conditions of heavy-load and low-speed operation of the mining truck, the distribution
rules of characteristic parameters of different driving styles were in line with the research results of
Liu et al. [23] and Chen et al. [34], which verified the validity of the clustering results. Moreover, under
the no-load state, the distribution rules of characteristic parameters related to throttle pedal opening
and angular velocity of different driving styles were evident. Also, under the condition of heavy load,
the distribution rules of characteristic parameters of throttle pedal angular velocity of different driving
styles were obvious.

3.3. Driving Style Identification Based on Random Forest

Based on clustering analysis of driving style of mining truck drivers, the random forest algorithm
was introduced. The algorithm integrates multiple decision tree models to build a more effective
driving style identification model, and the integrated model has a stronger generalization ability. It is
suitable for processing unbalanced data sets and does not easily produce over-fitting. Simultaneously,
the weights [35,36] of driving style parameters can also be obtained according to the Gini coefficient.
In this research, the distribution of three driving styles was uneven under the conditions of heavy
load and no load, which belongs to the imbalanced data set, it was suitable to use the random forest
algorithm to build the driving style identification model and calculate characteristic parameter weights.

3.3.1. Random Forest Algorithm

Compared with a single decision tree, random forest is more tolerant to data noise and does not
have to worry about the selection of hyper-parameters, only to focus on the number of decision trees
needed to build a random forest. The progress of the implementation is as follows [16]:

1. Using the bootstrap sampling method, r samples are randomly selected from the training set,
which are put back to train a decision tree. This can ensure that all trees in the random forest
method are different.

2. According to the decision tree constructed in the first step, when the nodes are split, p features
are randomly selected from the driving style feature parameters, and the Gini coefficient of all
possible split methods for each feature are calculated respectively. Taking the minimum Gini
coefficient as the objective function, the nodes are divided using the feature with the minimum
Gini coefficient.

Gini(p) = 1 −
N

∑
n=1

(
Cn

T
)2 (4)

where n is the number of driving style categories, t is the sample set, and Cn is the sample subset
of driving style category n.
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3. Repeat step 1 and step 2 to get z decision trees, based on the majority vote. A random forest
model for driving style identification of mining truck drivers is constructed.

In addition, the k-nearest neighbor (KNN), support vector machine (SVM), and neural network
(NN) methods were applied to the classification of driving style, and the classification results were
compared with the performance of the random forest algorithm. To obtain the optimal accuracy and
generalization ability of driving style identification model, a ten-fold cross-validation grid search was
used to obtain the optimal parameter combination of the above algorithm model. Thus, under the
heavy-load and no-load conditions of the mining truck, the driving behavior data set was divided into
a test set and training set respectively, with the proportion of 3:7. The parameters and accuracy of each
driving style identification model are shown in Tables 12–15 as follows: under the heavy-load and
no-load conditions, the performance of the random forest identification model was optimal and higher
than that of the other algorithms, and the accuracy of the k-nearest neighbor identification model was
the lowest.

The KNN algorithm mainly depends on the limited adjacent samples, which is simple and does
not need many parameters to get good performance. However, due to the imbalance of the number of
different driving styles, the accuracy of the KNN algorithm was the lowest. A kernel support vector
machine (SVM) was used in this paper and can map data into higher dimensions to solve nonlinear
separable problems. This algorithm performs well in various data sets and allows complex decision
boundaries; however, it is difficult to understand and interpret the predicted results. Neural networks
can acquire effective information from many data and build complex models, which requires a long
training time and complex parameter adjustment.

The random forest model integrates multiple decision trees, which cannot only reduce over-fitting
but also maintain the prediction ability of decision trees; this can also make up for the disadvantage of
the poor generalization ability of decision trees. The model is easy to visualize and is not affected by
data scaling. However, for sparse data with high dimensions, the performance of random forest is
often poor.

Table 12. Random forest (RF) grid search parameter optimization.

Type N-Estimator Max_DEPTH Accuracy

Load 20 7 95.49 %
No load 60 6 90.74%

Table 13. K-nearest neighbor (KNN) grid search parameter optimization.

Type N_Neighbors Weights Accuracy

Load 16 uniform 77.48%
No load 4 uniform 73.15%

Table 14. Support vector machine (SVM) grid search parameter optimization.

Type Kernel C Gamma Accuracy

Load rbf 100 0.01 82.88%
No load rbf 10 0.01 87.96%

Table 15. Neural network (NN) grid search parameter optimization.

Type Number of Layers Number of Nodes Max_Iter Alpha Accuracy

Load 2 100 1500 1 82.89%
No load 2 100 1500 0.5 82.41%
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In summary, considering the performance, advantages, and disadvantages of each algorithm, we
adopted the random forest algorithm to construct the driving style identification model for mining
truck drivers in the open-pit mine.

3.3.2. Overall Evaluation of Driving Style Identification Model

This paper chooses the index of generalization ability and overall precision to evaluate the
performance of the driving style identification model. The generalization ability of the identification
model adopted the method of ten-fold cross-validation, which divided the data set into ten parts. In the
process of ten iterations, nine sets of data were used for training in each iteration, and the remaining
set was used as the test set. The average classification accuracy was calculated according to the results
of each iteration. The overall accuracy could be calculated by a confusion matrix, which can show
prediction results and actual results of the random forest classifier. The definition of the confusion
matrix is shown in Table 16.

Table 16. Confusion matrix.

Actual Results
Prediction Results Prediction Results

Positive Samples Negative Samples

Positive Samples TP FN
Negative Samples FP TN

Based on the Scikit-learn machine learning platform, using grid search optimal parameters
combination as identification model parameters, we built driving style identification models for the
mining truck under heavy-duty and no-load conditions. From Figure 12, under heavy-load conditions
of the mining truck, the average cross-validation score of a driving style identification model was
97% and the overall accuracy was 95.49%; under no-load conditions of the mining truck, the average
cross-validation score of a driving style identification model was 89% and the overall accuracy was
90.74%. As a result, the generalization ability and overall accuracy of driving style identification
models based on random forest were excellent. It can effectively identify the mining truck driver’s
driving styles.

(a) (b)

Figure 12. Confusion matrix of the mining truck under the conditions of heavy load and no load.
(a) Confusion matrix of the mining truck under heavy-load conditions. (b) Confusion matrix of the
mining truck under no-load conditions.

3.3.3. Evaluation of the Single Driving Style Identification Model

For the unbalanced data set, the performance of a single driving style recognition model can use
indicators such as accuracy, precision, recall, and f-score for evaluation. According to the definition,
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the f-score considers both precision and recall, so the f-score as a model evaluation metric is better than
precision. The Formulas (5)–(7) of each index are as follows:

Precision =
TP

TP + FP
(5)

Recall =
TP

TP + FN
(6)

f _score = 2 · Precision · Recall
Precision + Recall

. (7)

The evaluation indicators of the single driving style identification model are shown in
Tables 17 and 18. Under heavy-load conditions of the mining truck, the f-scores of different driving
styles were greater than 0.9, thus the performance of the identification model was excellent. Similarly,
under no-load operation of mining trucks, the accuracies of single driving styles were greater than
88%, thus the performance of the identification model was also excellent. Finally, under conditions of
heavy load and no load, according to f-score, the ability of single driving style model identification
could conclude that the soft driving style was the best, the normal driving style was the second best,
and the aggressive driving style was the weakest.

Table 17. Evaluation index of the single driving style identification model under heavy-load conditions.

Driving Style Sample Size Precision Recall F-Score Identification Accuracy

Soft 56 1.00 1.00 1.00 100%
Aggressive 15 0.93 0.87 0.90 80%

Normal 40 0.95 0.97 0.96 95%

Table 18. Evaluation index of the single driving style identification model under no-load conditions.

Driving Style Sample Size Precision Recall F-Score Identification Accuracy

Soft 51 0.94 1.00 0.97 88.23%
Aggressive 15 1.00 0.60 0.75 93.33%

Normal 42 0.87 0.93 0.90 92.85%

3.3.4. Importance Analysis of Driving Style Characteristic Parameters

Feature importance was measured by the average impurity (Gini coefficient) attenuation of all
decision trees in the random forest method [16], and through the Gini coefficient, the weight values of
driving style characteristic parameters of the mining truck under heavy-load and no-load conditions
could be calculated. From the analysis of Figure 13, we can see that the weight of throttle pedal
angular velocity maximum (wx3_max) and standard deviation (wx3_std) were much larger than other
characteristic parameters under heavy-load conditions. Therefore, the driving style characteristic
parameters under heavy-load operation conditions were mainly characterized by the parameters of
throttle pedal angular velocity, and the relevant characteristic parameters of throttle pedal angular
velocity of different driving styles have significant distribution rules (Figure 11a,b). Under no-load
conditions of the mining truck, the weight of throttle pedal opening maximum (TPS_max) and standard
deviation (TPS_std), and throttle pedal angular velocity maximum (wx3_max) and standard deviation
(wx3_std) were far greater than other characteristic parameters. Therefore, the driving styles under
no-load conditions were mainly characterized by the characteristic parameters of throttle pedal opening
and angular velocity, and the relevant characteristic parameters of throttle pedal opening and angular
velocity have significant distribution rules Figure 10a–d).
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(a) (b)

Figure 13. Driving style characteristic parameter weights for mining truck under heavy-load and
no-load conditions. (a) Weight of driving style characteristic parameters of the mining truck under
heavy-load conditions. (b) Weight of driving style characteristic parameters of the mining truck under
no-load conditions.

3.3.5. The Relationship Between Different Driving Styles and Fuel Consumption

In the Baiyinhua No. 2 mine, diesel oil was generally injected, and the oil tank was filled before
day shift and night shift operation, and the fuel consumption is regarded as the daily key assessment
index with high reliability. Therefore, the fuel consumption of day shift mining truck operation
could be calculated based on the diesel filling before night shift operation, and then the average
fuel consumption of a single operation cycle could be calculated based on the number of day shift
operation cycles. Based on the identified driving style preference of each driver, the fuel consumption
relationship of different driving styles could be roughly calculated.

The fuel consumption of open-pit mine trucks is related to such factors as transportation distance,
lifting height, driving style, rolling resistance, and loading. The control variable method was used to
compare and analyze the fuel consumption of drivers with the same transportation distance and lifting
height in the same haulage road, and minimized the impact of transportation distance, lifting height,
rolling resistance, and loading on fuel consumption, and then to calculate the influence of different
driving styles on fuel consumption. The drivers with many samples were selected and supplemented
with fuel consumption data. Driver No. 3 did not refuel before the night shift operation, and could
not estimate the fuel consumption of the day shift and remove it. The fuel consumption statistics of
each driver are shown in Table 19. Drivers with numbers of 1, 2, and 4 operated mining trucks to
transport rocks to the dumping point with elevation of 1055 through the same haulage road; drivers
with numbers of 5 and 6 operated mining trucks to transport rocks to the dumping point with elevation
of 1035 through the same haulage road. Among them, the 1055 dumping point and 1035 dumping
point were located in adjacent steps, with a height difference of 20 m and a flat plate width of 40 m.

Table 19. Statistics on fuel consumption of different drivers.

Driver Number Total Fuel Consumption (L) Cycle Number Unit Consumption(L) Dump Site Elevation (m)

1 712 9 79.1 1055
2 903 13 69.4 1055
4 776 12 64.6 1055
5 1031 20 51.5 1035
6 741 13 57 1035

Driver No. 1 has an aggressive driving style with a fuel consumption of up to 79.1 L; Driver
No. 2 has a soft driving style, with fuel consumption of 69.4 L, and Driver No. 3 has a normal driving
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style, with fuel consumption of 64.6 L. Therefore, the fuel consumption of the aggressive driving
style was higher than that of the normal driving style and the moderate driving style, and the fuel
consumption of the aggressive driving style was about 10% higher than the average fuel consumption.
The difference in fuel consumption between the normal and soft driving styles was not large. Therefore,
it is necessary to focus on the operation training of the aggressive driving style driver to achieve the
purpose of reducing fuel consumption.

4. Conclusions

(1) Based on the same experimental truck and haulage road, the data of driving behavior of
different mining truck drivers was collected by sensors. According to Pearson correlation analysis,
redundant feature parameters were removed and driving style feature parameters were constructed
for the mining truck under conditions of heavy load and no load, then K-means was used to classify
driving styles. On this basis, the random forest algorithm was used to identify driving style. Finally, the
weight values of driving style features were obtained based on the Gini coefficient. The results show
that the accuracy rates of driving style recognition are all more than 90% for the mining truck under
conditions of heavy load and no load, which provides a new method for driving style identification of
mining truck drivers in open pits.

(2) The characteristic parameters related to throttle pedal angular velocity can characterize the
driving style of mining trucks under heavy-load condition; the characteristic parameters related to
throttle pedal opening and angular velocity can characterize the driving style of mining trucks under
no-load conditions; the driving styles of mining truck drivers in an open-pit mine are not unique, and
consist of different driving styles.

(3) The fuel consumption of the aggressive driving style was the largest and 10% higher than the
average fuel consumption, while the fuel consumption of the soft driving style was not very different
compared to the normal driving style. Therefore, it is necessary to focus on operational training
for drivers with an aggressive driving style. These results can be directly applied to the daily fuel
consumption management and driving operation training of truck drivers in open-pit mines to achieve
the goal of fuel-saving driving.

This experiment required the same experimental truck and haulage road, which conflicted with
the on-site mining truck scheduling, therefore, only 11 drivers’ driving behavior data were collected
in this experiment. The next step is to extract more samples from driving behavior data to further
improve the accuracy of the driving style recognition model. The slopes of the outer dump haulage
road of the Baiyinhua No. 2 open-pit mine are mostly in the range of 3–8% and road slope has a great
influence on drivers’ behavior, therefore, the influence of road slope on driving behavior should be
considered and incorporated into driving style characteristic parameters.
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Abstract: In this paper, a car-following model considering the preceding vehicle type is proposed to
describe the longitudinal driving behavior closer to reality. Based on the naturalistic driving data
sampled in real traffic for more than half a year, the relation between ego vehicle velocity and relative
distance was analyzed by a multi-variable Gaussian Mixture model, from which it is found that the
driver following behavior is influenced by the type of leading vehicle. Then a Hidden Markov model
was designed to identify the vehicle type. This car-following model was trained and tested by using
the naturalistic driving data. It can identify the leading vehicle type, i.e., passenger car, bus, and truck,
and predict the ego vehicle velocity and relative distance based on a series of limited historical data
in real time. The experimental validation results show that the identification accuracy of vehicle
type under the static and dynamical conditions are 96.6% and 83.1%, respectively. Furthermore,
comparing the results with the well-known collision avoidance model and intelligent driver model
show that this new model is more accurate and can be used to design advanced driver assist systems
for better adaptability to traffic conditions.

Keywords: driving behavior; car-following; truncated Gaussian Mixture model; Hidden Markov
model; vehicle type identification; naturalistic driving study

1. Introduction

The topic of car-following behavior has become increasingly important in traffic engineering and
safety research [1–3]. Modeling the car-following behavior more effectively and accurately is of great
benefit to several application areas, such as simulation of microscopic traffic, development of advanced
driving assistance systems, etc. [4–6]. In the existing models, the multi-variables, e.g. relative distance,
relative velocity, ego vehicle velocity, leading vehicle velocity, and time headway are required overall
or partially to describe the car-following behavior. Moreover, the car-following behavior of a driver is
a non-linear system with a high dimension. Thus, a common following model with fixed parameters is
no longer suitable for new applications with more intelligence and user friendliness.

In the current researches, classical car-following models are designed to characterize the
interactional phenomena between the individual driver and the traffic, e.g., microscopic simulation [7,8].
These types of car-following models include the Gazis-Herman-Rothery (GHR) model, safety distance
or collision avoidance (CA) model, linear models, action point models (AP), and Fuzzy logic-based
models [1,9]. They can provide a real-time calculation for simulation because of the simplicity.
Other kinds of car-following models aim to describe the driver behavior with the same reaction as a real
human driver [10,11]. Thus, some empirical models used for simulation were modified to describe the
driver behavior [12]. For example, Chen et al. conducted research on headway/spacing between two
consecutive vehicles by considering it as a certain stochastic process to achieve better accuracy than
CA [13]. Yang et al. modified Gipps’ model by formulating the car-following distance as a function of
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both the distance and the relative velocity between the leading and ego vehicle [14]. After calibration,
the field data evaluation results show that this model has a higher accuracy than the original Gipps’
model. The Intelligent Driver Model (IDM) is one of the most widely used models, which attempts to
eliminate the difference between the real situation and the preferred [15,16].

Recently, with the development of the intelligent learning algorithms based on big data, it is
possible to construct a more accurate car-following model based on a great deal of naturalistic
driving data [17–24]. Ye et al. found that time headway (THW) is different when a driver follows
different vehicles [25]. In other words, the type of leading vehicle has an impact on the driving
behavior [4]. However, the aforementioned models ignore this important factor, i.e., leading vehicle
type. Thus, Aghabayk et al. established a car-following model that is applicable to a different but fixed
vehicle type, i.e., passenger car and heavy vehicle [26]. This model was developed on the basis of
the local linear model tree approach with Next Generation Simulation (NGSIM) data obtained from
a U.S. freeway under congested traffic conditions. Although various researches on the analysis of
car-following behavior have been conducted, little effort has been made to study the influence of
leading vehicle type on the car-following process especially in real dynamical driving conditions.

To establish a vehicle type-dependent car-following model, a combined Gaussian mixture model
(GMM) and a hidden Markov model (HMM) are used to analyze the naturalistic driving data to find a
car-following model considering the leading vehicle type. The GMM is used to fit driver’s following
behavior by using the expectation maximization algorithm. By this analysis, a joint probability density
function describing the relation between ego velocity and relative distance is found. Combining the
ego vehicle velocity and relative distance together to form the observation state and considering the
leading vehicle type as a hidden one, we designed an identify algorithm, which can estimate the
leading vehicle type by using HMM. Furthermore, to predict a driver’s following behavior with limited
historical data, an algorithm with weighted expectation is proposed to realize its real time application.
This model has the following advantages:

(1) It has the ability to identify the leading vehicle type in real-time because the HMM hidden state
can be predicted with limited historical data;

(2) The prediction accuracy is ensured by training the model with a large number of naturalistic
driving data;

(3) Its responsiveness to dynamical conditions is achieved by estimating the optimum state of a
car-following model based on historical data.

The rest of the paper is organized as follows: Section 2 introduces the data set used in this study;
the idea and structure of this new car-following model are described in Section 3; how to obtain the
model parameters based on the naturalistic data are explained in Section 4; the effectiveness of this
model is validated in Section 5; Sections 6 and 7 give out some applications and further discussions
about this study; and Section 8 concludes the paper.

2. Car-Following Data Collection and Preprocessing

The naturalistic driving data is collected from a program of China Automotive Engineering
Research Institute. In this database, 16 vehicles equipped with data acquisition systems were driven
in Beijing, Shanghai, Tianjin, Chongqing, and Chengdu. As shown in Figure 1, these vehicles are
equipped with a front-view camera, two side-view cameras and a front millimeter-wave (MMW) radar
to measure the environment information including relative velocity, relative distance and leading
vehicle type. The vision signal type of camera is LVDS, the resolution of image is 1280× 720 pixels,
and the field angle is H52 and V43. The MMW radar type is ARS 408-21, produced by Continental,
and has a detection range of 0–250 m. A Nvidia Jetson TX2 acts as the on-board computer to record
and process the signals. The state of ego vehicle is acquired from the vehicle controller area network
including the vehicle velocity, steering wheel angle, brake pressure, engine speed, acceleration, and gear
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position. The data acquisition vehicles have been driven for more than 50,000 km including both
highways and city roads.

 

Figure 1. Data acquisition equipment mounted on the vehicle. Figure (a) shows the millimeter wave
radar. Figures (b–d) show the cameras.

In this program, there is no restriction on driving routes. The data acquiring system is activated
about 30 s after the engine starts and stops about 30 s before the engine stops. The sampling rate
of the naturalistic driving data is 13 Hz. To guarantee that the drivers are not disturbed by the
acquisition system, the equipped system is hidden and has no interaction with the driver. The driving
behaviors, such as car-following, cut-in, and lane changing, are all recorded in the dataset. To choose
the proper data, firstly, we define the car-following scenario, which should satisfy the following five
criteria [5,27,28]:

a Velocity range: Ego vehicle velocity, vego, should be more than 20 km/h, because the condition
that the speed is less than 20 km/h contains a lot of stop-and-go scenarios.

b Distance range: Relative distance, yr, between the rear margin of the leading vehicle and the front
margin of the ego vehicle should be less than 120 m. If this distance is greater than 120 m, the preceding
vehicle has almost no effect on ego vehicle and this scenario is similar to the free-driving case.

c Restrictions on leading vehicle: The leading vehicle should drive on the same lane with the
ego vehicle.

d Road curvature: The radius of the road should be larger than 150 m.
e Time range: The ego vehicle should follow the leading vehicle consistently for more than 10 s.

If the time is less than 10 s, there easily exists on-stable car-following scenarios, such as cut-in,
cut-out and lane change.

After being filtered by the above five criteria, the extracted dataset of the stable car-following
scenario is further divided into three categories according to the leading vehicle type:

Car–car (C-C): a passenger car following a passenger car;
Car–bus (C-B): a passenger car following a bus;
Car–truck(C-T): a passenger car following a truck.

The statistical information of this dataset of car-following scenarios with different leading vehicle
types is listed in Table 1.
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Table 1. Car-following dataset information.

Statistical Parameter C-C C-B C-T

N 6965 723 305
Tc (s) 242,620 20,003 6655

Tac (s) 34.8 27.7 21.8

N: number of car-following cases. Tc: total car-following time. Tac: average car-following time.

3. Car-Following Model Design

Since a driver uses different following behaviors for different types of leading vehicles [25,29],
a new model which can describe this feature is necessary. In this study, GMM is selected for modeling
the following behavior of drivers because of the following two advantages:

(a) It has already been demonstrated that GMM is effective in modeling the stochastic features of
driver behavior [30,31];

(b) It is a statistical model and the fundamental mechanism or detail of the driver response under
internal exciting is not necessary [32].

Furthermore, under real traffic conditions, the leading vehicle may change frequently, so the model
should have the ability to identify the leading vehicle type dynamically in real time. Unfortunately,
the leading vehicle type can hardly be described by an explicit index with observed signals as its
variables, because the interaction mechanism among the driver and environments is still not clear
enough now. To overcome this difficulty, HMM is selected because it can describe the high dimension
non-linear system and predict hidden states from a series of limited historical data [33]. And so in
this study, GMM is used to establish the relation between the relative distance and ego velocity when
following different vehicles. Then based on GMM, a HMM is designed to predict the leading vehicle
type with historical data to guarantee the real time performance.

3.1. Car-following Behavior Fitted with Gaussian Mixture Model

In the GMM, the relative distance, yr, and the ego vehicle velocity, vego, are selected as the exciting
of the driver car-following behavior model [26]:

x =
[
vego, yr

]
(1)

where x is the input. According to the dataset of car-following described by Table 1, three independent
GMMs are needed:

fi(xi; Θi) =
K∑

k=1

ωi,k fi,k
(
xi;θi,k

)
, i ∈ {1, 2, 3} (2)

where i is the type of leading vehicle and its value, 1, 2, 3, denotes passenger car, bus, and truck,
respectively. The parameter Θi = [K,ωi,θi], where K is the component of GMM, ωi,k is the weight
of the k-th component of type i and satisfying

∑K
k=1 ωi,k = 1, θi,k =

[
μi,k, Σi,k

]
is the parameter of

component k of type i; μi,k and Σi,k are the mean matrix and covariance matrix of the k-th component of
type i respectivly.

To identify the parameter values in (2), a revised Expectation Maximum (EM) algorithm is
designed to solve the equation because the data used to train the parameters is truncated. It contains
two steps called E step and M step respectively [34]:

E step: It is used to compute the posterior probability that x belongs to the k-th component.
Since the posterior probability remains unchanged with the truncated data, it is given by

pn+1
k =

πk fk(xi)∑
k πk fk(xi)

(3)
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where pn+1
k is the probability of the condition that data xi belongs to the k-th component.

M step: This step is used to compute the maximum Θ. The Lagrange multiplier is used and the
original analytic equations are modified as follows to adapt to the truncated dataset:

ωn+1
k = 1

N

N∑
n=1

pn+1
k ,μn+1

k =
∑

n pn+1
k xn+1∑
n pn+1

k
−mk,

∑n+1
k =

∑
n pn+1

k (x−μn+1
k )(x−μn+1

k )
T

∑
n pn+1

k
+ Hk

(4)

The parameters, mk and Hk, in (4) are calculated by

mk = M1(0, Σk; [s− μk, t− μk]), Hk = Σk −M2(0, Σk; [s− μk, t− μk]) (5)

where M1(μ, Σ; [a, b]) and M2(μ, Σ; [a, b]) are the moment and the second moment of Gaussian truncated
range in [a, b], respectively [34], s = min

{
μ1,μ2,μ3 . . . μk

}
and t = max

{
μ1,μ2,μ3 . . . μk

}
.

The termination condition of the EM algorithm is set to be

L
(
Θn+1

i

)
− L

(
Θn

i

)
< ε (6)

where L
(
Θn+1

i

)
= log

(
f
(
xi; Θn+1

i

))
. The last parameter K of GMM is determined by the Bayesian

information criterion (BIC) because of its positive correlation with the computation burden [27].
The parameters are trained with the car-following dataset by using (3)–(5) interactively until the
termination condition (6) is established.

3.2. Identification of Leading Vehicle Type with Hidden Markov Model

As shown in Figure 2, we define the hidden state, S, as the leading vehicle type, that is,
S = {S1, . . . St, . . .}, t = 1, 2, . . . , St ∈ {1, 2, 3}. The value of hidden state, 1, 2, 3, represents passenger car,
bus, and truck, respectively. The observation variable is O = {O1, . . . , Ot, . . .}, where Ot =

{
vego,t, yr,t

}
.

Then the transfer probability and emission probability of the Markov process are defined as.

p(St|S1, . . . , St−1, O1, . . . , Ot−1) = p(St|St−1), p(Ot|S1, . . . , St, O1, . . . , Ot−1) = p(Ot|St). (7)

Figure 2. HMM graph model.

Furthermore, the transfer matrix of HMM, A =
[
Ai, j

]
∈ R

3×3, can be calculated by using the
naturalistic driving dataset as

Ai, j = p(St = j, St−1 = i) =
Ti, j

Σ3
j=1Ti, j

, Ti, j = Σ
(
Mi →Mj

)
(8)

where Mi ∈ {1, 2, 3} and the value indicates passenger car, bus, and truck respectively; Mi →Mj
represents a mode transition from Mi to Mj; and Ti, j is the total number of transitions. Since Ot is
continuous, the emission probability equals to f (xi; Θi):

B(Ot) =
K∑

k=1

ωkBk(Ot) =
K∑

k=1

ωk

(2π)
r
2 |Σk| 12

exp{−1
2
(Ot − μk)Σ

−1
k (Ot − μk)

T} (9)
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where B(Ot) is the emission probability and r is the dimension of observation data. The initial
probability, π, of the hidden state is defined as

π = [p(St = 1)p(St = 2)p(St = 3)], p(St = i) =
Fi∑3

i=1 Fi
, (10)

where Fi is the number of car-following conditions whose leading vehicle type is i. Then the best state
sequence, S∗1, . . . , S∗t , to fit the historical data can be calculated by the Viterbi algorithm [35]:

S∗t = argmaxS∗∈S(Vt,S∗), (11)

Vt,S∗ = maxS∗∈S
(
p
(
Ot

∣∣∣S∗t−1

)
p
(
S∗t−1

∣∣∣S∗)Vt−1,S∗t−1

)
= maxS∗∈S

(
BS∗t−1

(Ot)AS∗,S∗t−1
Vt−1,S∗t−1

)
(12)

The initial state used to solve the above optimal problem iteratively is set to be

V1,S∗ = p(O1|S1)π(S1). (13)

Then with a series of historical data, the optimal estimation of leading vehicle type can be obtained
by using (7)–(13) [29]. When there is a new sample of car-following data, the observation state,
i.e., the ego vehicle speed and relative distance, is calculated by the one-step prediction as

Ôt+1 =
1
J

2m∑
j=0

K∑
k=1

Ak(St+1, St)ωkBk
(
Ot− j

)
Ot− j =

1
J

K∑
k=1

Ak(St+1, St)Ek(B(O)) (14)

where O =
{
Ot−J+1, . . .Ot

}
is the historical data, Ek[B(O)] is the expectation of vehicle type k calculated

by the data sequence O, and J is the odd integer [36], which is a design parameter discussed in
Section 4.2.

In summary, the model parameters, B, A, and π are calculated according to (2), (8), and (10) using
the car-following dataset, respectively. When using this model, the current leading vehicle type is
identified by (11), using (11) and (14) interactively to predict.

4. Model Training

In this section, the car-following dataset set up in Section 2 is used to train the three GMMs to
identify three types of leading vehicles respectively. The dataset is divided into a training and testing
set with the ratio of 8:2.

4.1. Training of GMM

The component of GMM, K is given by [37]

BIC(K) = K ln(nc) − 2 ln(L(Θ)) (15)

where nc is the number of training data and BIC is an increasing function of the error variance and
K. Considering the complexity of the model and the computation burden, a model prefers a lower
BIC [38]. Thus, K is optimized by

Kmin = argminK(BIC(K)) (16)

Let K increase from 1 to 20 step by step and then fit the components of GMM with the termination
condition ε = 10−8. The results of BIC are shown in Figure 3.
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Figure 3. BIC value: (a) car, (b) bus, (c) truck.

Normally, BIC decreases at the beginning when the value of the Gaussian component is small
and will go up until reaching a big constant with the increasing value of the Gaussian component [38].
In Figure 3a, BIC decreases at the beginning and then almost holds after K > 5. In Figure 3b,c,
BIC decreases at the beginning and then goes up with the increasing K. The trend of BIC in Figure 3a–c
is different, which is caused by the different amounts of training data. Normally, a larger amount of
training data leads to a larger value of BIC. From (16), the value of K should be selected, ensuring the
minimum value of BIC, and so the value of K for passenger car, bus, and truck is set to 10, 5, and 8,
respectively. With the selected K, the raw data and trained GMM are shown in Figure 4.
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(a) (b) 

(c) (d) 

 

(e) (f) 

Figure 4. Comparison of raw data and Gaussian mixture model. (a) Car: raw data, (b) Car: Gaussian
mixture model, (c) Bus: raw data, (d) Bus: Gaussian mixture model, (e) Truck: raw data, (f) Truck:
Gaussian mixture model.

From Figure 4, it is found that three raw data histograms have the same tendency with the fitted
GMM surfaces. These distributions are mainly concentrated at the lower relative distance and lower
ego velocity. The reason is that the raw data contains more than 75% city road data, about 20% highway
data and the rest is country road or others. Furthermore, the distribution of data of different types of
leading vehicle is also different. This implies that the driver-following behavior is influenced by the
leading vehicle type, which should be considered when setting up the car-following model.
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4.2. Prediction of Vehicle Type

With the trained GMMs, in this section, how to obtain the parameters in HMM are discussed.
Firstly, the design parameter, J, is to indicate whether global or local features should be focused on [39].
In (14), J is odd when m is an integer. Considering the requirement of dynamic performance, a small
m from 1 to 5 is considered and the corresponding J = [3, 5, 7, 9, 11]. With the testing data, the root
mean squared error (RMSE) and root mean squared percentage error (RMSPE) are used to evaluate the
model accuracy [40]:

RMSE =

√
1
N

∑
i

(ŷi − yi)
2, RMSPE =

√√
1
N

∑
i

(
ŷi − yi

yi + δ

)2

(17)

where ŷi and yi are the predicted value and the actual driving data respectively, δ is a small positive
constant used to prevent zero divisor, and N is the size of data. The model accuracy under different
values of J is shown in Table 2. From Table 2, it is found that the minimum RMSE and RMSPE are both
at J = 3.

Table 2. Model accuracy with different value of J.

J Ego Velocity Relative Distance

RMSE (km/h) RMSPE RMSE (m) RMSPE

3 0.1907 0.0097 0.0750 0.0119
5 0.2627 0.0133 0.1064 0.0169
7 0.3368 0.0170 0.1352 0.0213
9 0.4110 0.0206 0.1616 0.0254
11 0.4813 0.0241 0.1857 0.0291

5. Model Testing

5.1. Identification Accuracy of Leading Vehicle Type

A statistical index is defined to evaluate the accuracy of the presented HMM for identification of a
leading vehicle type [5]:

η =
TT + FF

TT + TF + FT + FF
(18)

where TT is the number of conditions that HMM identifies the correct vehicle type, TF is the number
of times that HMM takes the real type as others, FT is the number of times that HMM takes other
types as the real one, and FF is the number of times that HMM identifies the non-specified type in the
dataset correctly. Firstly, the static condition, under which the leading vehicle remains unchanged but
its type is unknown, is selected to test the HMM identification ability. The average accuracy is shown
in Table 3.

Table 3. Accuracy of vehicle type identification.

Identification Accuracy C-C C-B C-T Average

η 98.7% 92.8% 98.2% 96.6%

Under the static condition, HMM shows a high level of performance of identification accuracy,
which is 96.6%. When the leading vehicle type holds, the driver receives the same stimulus signal,
thus the inner character of observation data, i.e., the relative distance and ego velocity, stay the same.
In addition, the three truncated Gaussian mixture distributions have significant differences with each
other as shown in Figure 4. That is why the leading vehicle type can be identified with a high level
of accuracy.

77



Electronics 2019, 8, 453

5.2. Dynamical Condition

When driving on the road, the leading vehicle can hardly always be the same, and so dynamical
test conditions are used to further validate the effectiveness of the proposed car-following model.
Under this condition, the initial leading vehicle type, the time when the leading vehicle changes,
and its duration are all unknown. Such dynamical conditions are more critical than the stable ones.
The statistical accuracy is reported in Table 4.

Table 4. Identification accuracy under dynamical conditions.

Identification Accuracy C-C C-B C-T Average

η 87.6% 81.2% 80.4% 83.1%

From Table 4, it is found that the identification accuracy of the passenger car is higher than
others. The reason is that the training data of a passenger car is much larger. Thus, the corresponding
component in GMM has a stronger ability and accuracy. The identification accuracy of the bus and
truck is almost the same, because the driver has almost the same reaction when the leading vehicle is a
truck or bus. Furthermore, compared with the results in Table 3, the accuracy decreases obviously
because the change of leading vehicle type causes a time delay to the model. During the identification
period, the same reaction may happen to different leading vehicles. Thus, the observation data will hide
the missed information, which leads to misidentification. To show the details, a typical identification
process is shown in Figure 5.

Figure 5b–e shows a time delay when the leading vehicle changes to another. The driver model
needs a period of time to adapt to the new condition. Figure 5c,f shows an error identification, where the
truck is misidentified as a passenger car and lasts about 10 s (Figure 5c). This is because the training
data of C-T is far less than C-C, which cannot cover all possible driving conditions. In Figure 5f, the bus
is misidentified as a passenger car or a truck. Besides the data size, another reason is that the truck and
bus have similar shape features, which generates similar stimuli to the driver [4].

 (a)  

(b) (c) (d) 

Figure 5. Cont.
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(e) (f) 

Figure 5. Typical condition test results of leading vehicle type changing. (a) is a full figure. (b)–(f) are
zoomed in to the five sections of the full figure in (a).

6. Application and Analysis

6.1. Driver Behavior Mimic Application

In order to evaluate the designed model, it has been applied to mimic the driver’s behavior.
In this application, a 280 s naturalistic driving period is used and the results are shown in Figure 6.
The results show that the predicted data is smoother than the real one and the model can predict the
driver behavior finely with RMSE of velocity, and the relative distance is 0.21 km/h and 0.09 m.

Figure 6. The application results of driver behavior mimic.

6.2. Comparative Analysis

In this section, we compare the proposed model with other existing ones, namely the CA model
and IDM. The CA model characterizes the safe distance, which is given by

ΔY(t− T) = αv2
n−1(t− T) + βlv2

n(t) + βvn(t) + b0 (19)

where, ΔY is the relative distance, vn−1 is the velocity of the ego vehicle and vn is the leading vehicle
velocity. The parameters are set as T = 0.5, α = −0.00028, β = 0.585, βl = 0.00028, and b0 = 4.1 [1].
IDM can describe the desired following distance, which is given by

ΔY(v, Δv) = Y0 + vt +
vΔv

2
√

ab
(20)
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where, v is the ego vehicle velocity and Δv is the relative velocity. The parameters in (20) are set as
Y0 = 0.64, v0 = 34, T = 1.7, a = 2, and b = 20.14 [15,16,24]. The RMSE and RMSPE of relative distance
are given in Table 5.

Table 5. Accuracy comparison between existing models and the proposed model.

Leading Vehicle Type Model
Relative Distance

RMSE (m) RMSPE

Passenger car
CA 1.3481 0.2360

IDM 0.4192 0.0662
Proposed 0.0750 0.0119

Bus
CA 2.3510 0.1524

IDM 0.4986 0.1327
Proposed 0.0820 0.0054

Truck
CA 14.5195 0.5791

IDM 4.4358 0.1765
Proposed 0.2281 0.0091

In Table 5, the accuracy of the proposed model is the best. The other two models have a
comparatively larger RMSE and RMSPE. The reason is that the CA model is designed to keep a
safer distance [1] and IDM is designed to eliminate the difference between the real situation and the
preferred [15,16]. Therefore, they ignore the influence of the type of leading vehicle on the driver
car-following behavior. Thus, they are not an appropriate choice for such application conditions.
The comparison results indicate that the proposed model is suitable for mimicking the human driver
behavior under such dynamic conditions. Some typical conditions are selected to show the details in
Figures 7–9.

Figure 7. Results when following a passenger car.

Figure 8. Results when following a bus.

The relative distance error of the proposed model is much smaller than others in Figures 7–9.
The output of IDM is closer to the real relative distance in Figures 7 and 8. The CA model has the
largest error of relative distance. In Figure 9, both CA and IDM output a smaller relative distance
than the driver. The reason is that CA and IDM ignore the influence of leading vehicle type, which is
mainly the outline of the leading vehicle [4]. A small-sized vehicle only blocks out a small portion
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of the traffic environment ahead. Comparatively, a larger vehicle easily causes critical accidents.
Therefore, when following a passenger car, the human driver is more aggressive and keeps with the
vehicle closer. On the contrary, if the leading vehicle is a bus or a truck, the proposed model keeps a
larger relative distance with the preceding vehicle than CA and IDM (Figure 9).

Figure 9. Results when following a truck.

7. Discussion and Future Work

From the above-mentioned analysis, it is found that the proposed model can mimic human
driver driving behavior, and the proposed model has a high level of accuracy of leading vehicle type
identification. In this paper, we mainly focused on whether the different leading vehicle types have
an influence on car-following behavior. However, individuals’ driving style were not considered.
Potential directions in future work are discussed as follows.

7.1. Influence of Data Components

Driving on the city road and highway road are different driving styles. In this work, the model
does not divide naturalistic driving data into city road, highway, and others. In extraction data,
raw data contains more than 75% city road data, about 20% highway data, and the rest of the data
is country road or others. In this data, the vehicle also keeps a lower velocity and a shorter relative
distance. Thus, the proposed model prefers to fit a city road or low velocity driving condition. For the
reason given above, the data components need to be divided into suitable parts in future research work.

7.2. Influence of Individual Driving Style

Car-following behavior is influenced by the driver’s personal characteristics. First, driving years
of a driver can directly affect his or her driving habits. For example, a driver with more experience will
demonstrate a more confident driving style. A driving condition which is easy for a seasoned driver,
may be perceived to be quite difficult by a novice driver. Such a performance difference will make an
influence on the model. Therefore, a historical data-based model method may solve the problem in
future work.

7.3. Applications in Future Works

This paper proposed a novel car-following model which considered the leading vehicle type.
This model can apply to a human-friendly driver assist system. Each leading vehicle type corresponds
to a different car-following strategy. For example, this model can be applied to a human-friendly
Autonomous Emergency Braking (AEB) system, thus the driver will be warned at different velocities
and different relative distances with the different leading vehicle types. In other words, with the same
velocity and relative distance, the AEB system will warn the driver earlier if the leading vehicle is a
truck compared to that of a bus or car. The proposed model can also be applied to Adaptive Cruise
Control (ACC) system. In the car-following condition with different leading vehicle types, the model
can calculate the relative distance and velocity of the leading vehicle to mimic human driver behavior
to control the vehicle.
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8. Conclusions

This paper has developed a GMM-HMM model for learning, identify leading vehicle type,
and predicting ego vehicle velocity and relative distance in a car-following scenario. The proposed
model is formulated from sample data. In the proposed model, ego vehicle velocity and relative distance
are used. The relation between ego vehicle velocity and relative distance are fitted by a truncated
GMM. The leading vehicle type is identified in real-time by a hidden Markov model. The identified
vehicle types are passenger car, bus, and truck. Ego vehicle next state is predicted with an expectation
of a series of historical driving data. The experiment’s results show that the identification accuracy
of a single leading vehicle type and changing leading vehicle type are 96.6% and 83.1% on average,
respectively. Compared to the proposed model with the existing CA model and IDM, the results show
that the proposed model can mimic the driver behavior better than the CA model and IDM. The model
is more suitable for a real car-following condition with a changing leading vehicle type.

In summary, the model has two advantages. (1) It can identify the leading vehicle type in real-time
with a high level of accuracy; (2) the model has a strong ability to mimic driver car-following behavior
in nature driving conditions.
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Abstract: Intelligent transport systems (ITS) are a convergence of information technology and
transportation systems as seen in the variable speed limit (VSL) system. Since the VSL system
controls the speed limit according to the traffic conditions, it can improve the safety and efficiency
of a transport network. Many researchers have studied the real-time VSL (RVSL) algorithm based
on real-time traffic information from multiple stations recording traffic data. However, this method
can suffer from inaccurate selection of the VSL start station (VSS), incorrect VSL calculations, and is
unable to quickly react to the changing traffic conditions. Unstable VSL systems result in more
congestion on freeways. In this study, an enhanced VSL algorithm (EVSL) is proposed to address
the limitations of the existing RVSL algorithm. This selects preliminary VSL start stations (pVSS),
which is expected to end congestion using acceleration and allocates final VSSs for each congestion
interval using selected pVSS. This controls the vehicles that entered the congestion area based on the
selected VSS. We used four metrics to evaluate the performance of the proposed VSL (VSS stability
assessment, speed control stability assessment, travel time, and shockwave), which were all enhanced
when compared to the standard RVSL algorithm. In addition, the EVSL algorithm showed stable VSL
performance, which is critical for road safety.

Keywords: variable speed limit; traffic control; travel time; intelligent transportation system

1. Introduction

Intelligent transportation systems (ITS) are integrated traffic systems based on the convergence
of civil engineering and information technology fields. Such systems aim to provide a low cost/high
efficiency traffic management system that enhances traffic safety. Several studies have been performed
with the aim of reducing traffic congestion and alleviating the risk of car accidents on urban expressways.
Both variable speed limit (VSL) and ramp metering technologies are representative methods for
improving traffic conditions on expressways [1]. When vehicle accidents and traffic shockwaves are
present, sudden variations in traffic flow are inevitable, which increase the risk of further accidents.
In the VSL system, speed indicators are installed on the roads at regular intervals and the system
collects traffic information in real time. Based on this information, the VSL system controls traffic
flow by applying suitable speed limits in the regions suffering from traffic congestion. Hence, the VSL
system can alleviate traffic congestion. In addition, a major advantage is its fast response to sudden
events, such as road repair works and vehicle accidents. Since the VSL system enhances road safety,
it is an important solution for upcoming ITS [2,3].

Existing VSL systems [4] used traffic information collected from single stations, which are
devices to detect vehicles as a like magnetic loop detector, deployed in the different sections of road.
This approach has already contributed to improving traffic congestion. However, in the case of urban
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expressway environments where the vehicles are travelling at high speed, an appropriate VSL system
should consider the traffic conditions detected by multiple stations since traffic in one area can affect
other parts of the expressway. Hence, recent VSL studies proposed the real-time variable speed limit
(RVSL) method [5–8], which focuses on traffic control between multiple stations.

Especially, Jo et al. (JVSL) [7] is one of the most recently studied RVSL models and shows a very
good performance from the freeway in Twin City, Minnesota. Although this algorithm shows good
performance, it could not be applied to the highway due to some problems as below. It is operated next.
First, it was found that the congestion area of the freeway contained multiple VSL sections. In addition,
it defines the VSL start station (VSS) and controls the speed limit of vehicles in real time. However,
often, the JVSL cannot determine the correct VSS. Errors occur in the calculation of the VSL for each
station, which can shut down the entire system. This often happens with legacy RVSL systems. Since
the purpose of VSL is to improve the safety on roads, if the VSL system cannot stably control traffic
flow, traffic congestion will not be alleviated and could be aggravated over time.

Based on the VSS, the VSL algorithm controls the speed of the vehicles entering the congested
section of the road. To control the speed, the VSL displays the modified speed value on a dynamic
message sign (DMS), which is visible to drivers and located at a different location than the station.
Thus, the VSL system must control the speed of vehicles based on the location of the DMS. However,
the JVSL model calculates the VSL value of each station based on the position of the VSS instead of the
location of the DMS. Since the stations and DMS are in different areas, an accurate VSL value cannot be
displayed on each DMS device.

In this study, an enhanced VSL algorithm (EVSL) is proposed to address limitations of the existing
JVSL algorithm. The proposed algorithm enhances the safety on the freeway because it provides
a stable VSL for multiple stations. The proposed algorithm is composed of three parts. First, the moving
average speed is calculated to achieve the stable speed data of each station. Second, a new method is
proposed for making VSS assignments to accurately determine the VSS. Third, a new method calculates
the VSL value of each station based on the VSS and DMS locations, instead of using only the station
location. Lastly, the new VSL is applied to the DMS of each station. To evaluate the proposed algorithm,
we constructed a simulation environment presenting real road conditions (outer ring road in the south
of Seoul, South Korea). The PTV VISSIM software was used to simulate our proposed algorithm.
Calibration of the system using the raw data was performed to make it suitable for use in a similar real
traffic environment. The proposed algorithm was compared to the existing JVSL algorithm considering
the efficiency and stability. The proposed VSL method showed better performance for all four metrics
used to evaluate the performance (VSS stability assessment, speed control stability assessment, travel
time, and shockwave).

The remainder of this paper is organized as follows. Section 2 reviews Existing JVSL algorithms
and discusses the problem of them. Section 3 proposes an enhanced VSL algorithm to solve JVSL
problems. Section 4 describes the experimental environment to simulate a real traffic environment.
Section 5 offers measurement and evaluation of the performance of the proposed enhanced VSL
algorithm. Section 6 concludes the paper.

2. Control Design and Problems of JVSL

The VSL system is being employed to reduce traffic accidents on urban freeways. Traffic accidents
and shockwaves on the road suddenly affect the speed of vehicles, which can cause additional
accidents [9]. To solve this problem, the VSL system collects real-time traffic information, which is used
to determine an appropriate speed limit for each section of the freeway suffering traffic congestion.
With an active VSL system in place, the vehicles reduce their speed before entering the congested
section, which reduces the risk of accidents and improves road safety. The VSL system is composed
of three elements including sensors monitoring the traffic conditions, the control system processing
the sensing data, and the DMS devices displaying the VSL. Since the VSL enhances the stability of
traffic flow and reduces driver stress, it is widely applicable. Specifically, to improve the stability of
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freeway conditions, several studies measured traffic data and analyzed them in real time. These studies
focused on data such as the speed, density, and volume of traffic. In addition, some studies proposed
an integrated system including both VSL and ramp metering on interconnections [10,11].

Previous studies developed VSL algorithms based on information received about the road
conditions, which contributed somewhat to road safety. However, since these studies were based
on data from single stations, inadequate performance was observed for multiple stations and they
required 5–10 min to update the VSL. To provide a quick reaction to the rapidly changing traffic
conditions, the VSL system should monitor variations in real time. Hence, a VSL update time of more
than 5 min is expected to cause other traffic problems. Hence, the RVSL system was proposed [7,8].

The JVSL is one of real-time VSL algorithms based on the interworking model between stations
on urban freeways. Stations are installed on the freeway with an interval of 1–2 km and collect the
traffic information. The JVSL algorithm determines the VSL value based on the information such as
speed, density, and traffic volumes. In addition, to quickly react to variations in traffic conditions,
the system collects traffic information at 30 s intervals and calculates the VSL value. The JVSL is
composed of four stages. As shown in Figure 1, first, the bottleneck station (BS) where the traffic
congestion occurred and its location are identified. Second, based on this information of BS, the VSS
location is examined, which represents the tail station of the traffic congestion area, as shown in
(Figure 1 2�). Third, based on the VSS, this system determines the number of stations controlled by
the VSL (Figure 1 3�). Lastly, this displays the speed value calculated at each station in the DMS.
For several years, the JVSL algorithm has been studied on urban freeways based on the real-time traffic
data from multiple stations. However, it showed several problems, which caused malfunctions in the
algorithm at various stages of the calculations. In this study, to examine the limitations of the JVSL
method, we analyze each stage of the process.

Figure 1. Schematic diagram showing the variable speed limit (VSL) algorithm of the real-time variable
speed limit (RVSL) system.

2.1. Bottleneck Station (BS) Detection

As shown in Figure 1, to detect the VSS, the JVSL searches the whole area suffering traffic
congestion. First, this detects and identifies the start point (start location) of traffic congestion as the BS
(Figure 1). This calculates the speed difference between two stations for a period of 1.5 min in order to
identify the BS. However, since the JVSL algorithm selects the BS using only one simple parameter
(speed), it cannot quickly react to ever-changing traffic conditions. These critical points cause many
traffic control problems for the ITS.

Figure 2 shows three types of speed graphs being operated by the JVSL system in a particular
zone, where the traffic speed (red line) are shown at locations of stations. Calculated VSL speeds are
shown in blue circles, and displayed VSL speed is adjusted to be displayed in units of 5 km/h, which
are shown in black circles. In addition, the VSS location and traffic congested section are identified.
The horizontal axis denotes the stations (2.5 km spacing), while the vertical line shows the speed of
each station. The VSS is the selected station connected to the red solid line. For example, in Figure 2a,
S7 is the VSS. These figures highlight three problem areas from the JVSL.
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Figure 2. Example graphs of incorrect Variable Speed Limit Start Station (VSS) decision in Jo et al.
(JVSL) algorithm [7]. (a) and (c) are scenarios where only 1 VSS is selected for 2 congestion zones. (b) is
a scenario where the wrong VSS location is determined. Each graph includes speed (red line) of each
station in the congestion section of the freeway.

The example cases in Figure 2a,c include two types of congestion areas, which has low speed flow
under 30 km/h. In fact, when the congestion began, these contained only one congestion area, but,
over time, it was changed to two congestion areas. Since the JVSL cannot anticipate this variation in
traffic flow in real time, only one VSS (congestion area 1) was selected in each case. However, after
1.5 min, analysis of the speed difference is performed again, and the JVSL can select a different VSS in
the congestion area 2. However, since urban freeways have rapidly varying traffic conditions, this slow
reaction capacity of the current JVSL causes safety problems on the road.

In this study, we propose a new method for rapidly detecting the VSS position. The proposed
method searches for locations that we expect to be the end of congestion to detect the correct VSS
location quickly instead of identifying the full location suffering traffic congestion (Section 3.2.2).
In addition, the proposed method can quickly detect the VSS from the predicted locations and can
rapidly react to real-time variations in the traffic conditions (Section 3.2.3).

2.2. VSL Start Station (VSS) Decision

To detect the VSS, as shown in Figure 1, the JVSL searches the speed (U) of congestion sections
from the BS. While searching the process, if the selected station satisfies Equation (1), that station is
designated as VSS. U denotes the speed. S denotes the station. i denotes the station number. t denotes
the time. Minimum VSL is the lowest speed value to control the vehicle speed in the VSL system.
Most of the algorithms varying from studies are set to 30 km/h [4].

I f Ui−1 −Ui > threshold then VSS = Si
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where
I f Ui−1 >Minimum VSLt then threshold =

16km
h

I f Ui−1 ≤Minimum VSLt then threshold = Minimum VSLt−1 (1)

JVSL decides the VSS using the speed difference between the current station (Ui) and the next
station (Ui−1), where the threshold value is 16 km/h, as shown in Equation (1). However, since the
traffic flow conditions on the road are unpredictable, if an unproven fixed value is used as the threshold
value, inaccurate VSS values could be chosen.

First, even in the congested section, the speed difference could be over the threshold value.
For example, the speed of S12 (Station 12) is in the congestion area 1 of Figure 2. The VSS in which the
VSL should operate is S11 in the congestion area, but S13 is selected as the VSS. Figure 2b also selects
the wrong S13 as the VSS rather than S14. Therefore, this system displays an inappropriately high VSL
value in the wrong place. Inaccurate VSS decisions lead to problems in the VSL calculation process.

Second, as shown in Figure 2a,c, the VSS cannot be decided from congestion area 2 because the
VSL system is suspended for unknown issues (Figure 2a) or spends plenty of time determining and
creating the new VSL. The VSL should be constant over the congested section and vehicles entering this
region should be continuously controlled. If the VSL system is suspended in the middle of congestion
control or is re-started, it can have a severe negative impact on traffic flow.

Our proposed method (Section 3.2.2) addresses the inaccurate VSS decisions made by the JVSL
by using both the speed and acceleration from real traffic data to predict possible VSS values. Lastly,
an accurate VSS is determined and used to control the congestion areas.

2.3. Number of Control Stations and VSL Calculation

The JVSL calculates the number of stations controlled by the VSL. First, by comparing the fixed
speed limit with the real traffic speed at the VSS, the scope of controlled stations is designated. If the
speed of the VSS is higher than the speed limit, as the difference between the speed decreases, the scope
of VSS control also decreases. Second, when a shockwave is calculated, the total congestion situation on
the road should be examined. Lastly, the number of control stations is decided using the VSL system.

The JVSL establishes the number of control stations with a minimum of two and a maximum of
three. If many stations are controlled by the VSL, the travel time will increase. Hence, an upper limit is
set. Since the distance between stations is generally 0.3–2 km, it is acceptable to determine the scope
of VSL control, according to the number of stations. However, in this case, the maximum distance
over which a reduced speed is applied can reach up to 6 km and greatly affect the total travel time.
Therefore, it has been proposed that the maximum distance over which the VSL is applied is 3.2 km [7].

As mentioned above, the VSL calculation in the JVSL depends on the number of control stations,
where the location and speed of the VSL are calculated using strategy 1, 2, and 3. In order to provide
accurate VSL control, the DMS location should be included in the process of calculating the VSL.
However, JVSL calculates VSL speed based on location of station and display it in the DMS, which is in
a completely different location from the station. These are caused to display an incorrect speed limit to
the vehicles entering to the congestion area and reach more traffic accidents than when the VSL is not
in operation.

In Section 3.3, based on the VSS, the moving time, speed, and acceleration to downward DMS
within 3.2 km are analyzed. The optimal VSL distance and value are selected, along with a VSL value
for each DMS. Using this approach, the new VSL system operates based on the DMS instead of the
stations, while the vehicle speed can be controlled within the optimal VSL distance.

3. Enhanced Variable Speed Limits (EVSL)

VSL systems can decrease the risk of accidents by detecting areas suffering traffic congestion on
urban freeways and applying speed limits on those sections. When high speed vehicles approach those
with lower speed, the accident rate increases significantly. Hence, the VSL system detects the sections
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with the greatest speed differences between vehicles on the freeway and initiates speed control. It is
a goal of VSL systems that total travel times are not significantly decreased when the speed reduction is
applied on a freeway. To accomplish this, it is necessary to apply an appropriate speed over an accurate
VSL operation area.

In Section 2, the existing JVSL method was introduced and its limitations were discussed.

• The method for selecting the congestion area is too simple. It does not exploit enough traffic data
to allow it to rapidly react to the real traffic conditions, which results in inaccurate congested
sections and VSS detection.

• Method for determining the VSS using only speed data is too inaccurate and simple. Inaccurate
VSS decisions lead to problems in the VSL calculation process that generates the wrong speed
limit or system suspend.

• Method for adjusting the maximum VSL distance risks delaying the total travel time. The maximum
distance over which a reduced speed is applied can reach up to 6 km and greatly affect the total
travel time.

• Method for calculating the VSL value of each station is based on the location of the VSS instead of
DMS. Since the stations and DMS are in different areas, an accurate VSL value cannot be displayed
on each DMS device.

Since this method has some critical problems mentioned above, it is impossible to operate the
JVSL algorithm to the real urban road for vehicle safety. Therefore, in this section, we aim to apply
a new algorithm to the freeway after solving them.

The enhanced VSL algorithm proposed in this case is based on selection of both the DMS and
station and is composed of three steps, as shown in Figure 3. First, it calculates the moving average
speed to calculate the speed for each station. Second, the VSS is decided based on a new method. Third,
the VSL is calculated based on both the location of the VSS and DMS. Lastly, the calculated VSL values
are applied to the relevant DMSs. These steps are discussed in more detail in the following sections.

 
Figure 3. Flow chart of the enhanced variable speed limit (EVSL) algorithm.

3.1. Moving Average Speed Calculation

The proposed algorithm quickly reacts to the actual traffic conditions on the freeway. To achieve
this, the algorithm takes traffic data every 30 s from each station and updates the VSL based on recent
traffic information. The process of collecting traffic information by the traffic control system to use
data in VSL is as follows.

• The traffic detection management devices installed at each station on the freeway collects vehicle
data from sensors.
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• The collected data is transmitted to the central server every 30 s including traffic volume, percent
of Occupancy, average speed, and density calculated from each management device.

• The proposed algorithm is performed every 30 s using vehicle information recorded in
a central database.

We obtain the average speed (u), density (k), and volume (q) for 30 s from the central database.
Figure 4 shows the parabolic relationship between the traffic flow (volume) and density [12]. This figure
shows that, as the traffic flow increases, the values of flow and density also increase. In addition,
the accuracy of speed increases, since the number of vehicles that can be referred to rises as the
flow grows.

Figure 4. Relation between density and flow.

However, after the maximum flow value is reached, the density value decreases. We realize that
traffic congestion begins at this position. We denote this position as the critical density (kc) at which
the road is occupied by the maximum density of vehicles possible. After kc, although the density value
increases, the traffic flow begins to decrease because traffic congestion results in low vehicle speed.

If the density exceeds kc and reaches jam density (kjam), the flow value is 0. This means that
traffic has stopped. From this observation, we define three traffic states [12]: very low flow, free flow
(k < kc), capacity flow (k = kc), and congestion flow (k > kc). Therefore, as the density approaches
zero, the number of vehicles passing through the sensor decrease, and the accuracy of the speed also
decreases. In this case, we can assume the cases where the speed data could be zero when collecting
traffic data from sensors every 30 s. There are two cases where the speed is zero. First, there is no
vehicle passing the station in the period of 30 s, and the speed and density value are zero. In this case,
the proposed algorithm determines the station as an area where the vehicle does not pass, sets the
speed of the station to the speed limit (100 km/h), and does not select the VSL operating zone. Second,
the density reaches jam density (kjam) as mentioned in the above paragraph. In this case, we set the
speed value considering Equations (2) and (8).

VSL aim to ensure traffic safety and reduce traffic congestion in high traffic environments.
Therefore, VSL will tend to be operated at free flow (k < kc) or capacity flow (k = kc), and, in this
area, the probability of an error calculating the wrong speed is less than low flow and traffic jam,
since the speed is calculated using sufficient vehicle data. Basically, the proposed algorithm basically
uses a moving average speed. If the road state has a constant speed (uniformly accelerated motion)
for 1 min 30 s, the sensors constantly measure a constant speed value and we can get relatively high
reliability speed data from them. Therefore, the average data for 1 min (two periods: 30 s × 2) is used
as speed data in the general case, as shown in Equation (2).
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However, it may be difficult to obtain accurate speed data if the speed trend of the station has not
been constant such as the lowest volume capacity (lowest vehicle density and highest speed) and the
congestion area (highest vehicle density and lowest speed: kjam) due to low reliability of the sensors.
Especially, the sensor cannot measure the accurate data in the congestion area because performance
of the vision detector is poor at low speeds and the loop detector also has low speed measurement
accuracy at high density traffic flow due to sensor characteristics [13,14]. Therefore, the algorithm
finds a stable moving average interval (MAI) based on road conditions after deciding whether the
measurement area is congested or not based on the density of vehicles, as shown in window size 2 of
Equation (2).

MAI =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2, ut−2,i< ut−1,i< ut,i or ut−2,i > ut−1,i > ut,i or ut−2,i = ut−1,i = ut,i
6, 35 ≤ k
4, 35 > k ≥ 25
3, 25 > k ≥ 15
4, 15 > k ≥ 10
6, 10 > k

(2)

To classify the window size of the average speed based on the density at the congested area, we
classify each density area based on average kc of the freeway where the VSL is operated in. First, kc

of each station is obtained from Equation (3). It is calculated by the Green Shield Model using the
maximum traffic flow (Qc) and free flow speed (V f ) [15].

kc =
Qc

v f
(3)

Qc is obtained from Equation (4). kjam refers to the density of traffic congestion. To calculate
Equations (3) and (4), V f and kjam should be calculated first. They can be obtained from real road
data. However, it is difficult to calculate these two values accurately. Therefore, we calculate their
approximate values from Equations (5) and (6) based on the speed (v) and density (k) values obtained
for the corresponding road. However, the v and k values vary depending on whether the traffic state is
smooth or congested. In this study, traffic data are collected for a real road, and the k and kjam values
are obtained from Equations (5)–(7).

Qc =
v f × kjam

4
(4)

kjam =
v f

|b| (5)

v f = v− bk (6)

b =

∑(
ki − k

)
(vi − v)∑

(ki − k)2 (7)

We set the window size for calculating the moving average of the speed according to the reliability
of the sensor if the trend of the speed for 1 min and 30 s is not constant. The window size is set based on
the density since the reliability of the sensor is determined by the number of vehicles passing through
the sensor. First, the density section, kc, where congestion begins is determined. Each station on the
road has a different kc value. Figure 5 shows the average speed and q-k graph for the congestion area
of the Seoul Outer Ring freeway from January 2016 to January 2017. Referring to q-k scatter graph, kc

distribution of each station can be seen to have a value of about ±5, based on the average density value
30. Therefore, we determined the interval of kc in Figure 4 as 25 (D1) – 35 (D2) based on empirical data
in order to generalize the kc values of all stations. Second, in the case of a highly reliable free flow speed
area that includes a large number of vehicles as in Figure 5, the density value for selecting the window
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size is determined according to the flow (q) value. In this paper, we set the free flow speed area from qc

to a minimum value of flow by referring to the q-k scatter values in Figure 5. Therefore, D4 in Figure 4
is determined as the density value of 10 at the minimum value position of the free flow area. Third, D3

for setting the confidence area in the free flow uses the value of 75% from the reference value of D4 [15].
In this paper, we use the value of D3 as 15. Lastly, the window size is determined as in Equation (2).
The lowest density and highest density areas with very low vehicle information are 6 (3 min), the low
density and high-density areas are 4 (2 min), and the free flow speed area is 3 (1 min 30 s).

 
Figure 5. The average speed and q-k graph for the congestion area of the Seoul Outer Ring freeway
from January 2016 to January 2017.

The moving average speed is calculated using Equation (8). u denotes the speed, t denotes the
time, i denotes the station number, and k denotes the density.

uavg(km/h) =

∑MAI−1
n=0 ut−n,i

MAI
(8)

3.2. VSL Start Station (VSS) Decision

The station at the start of the congestion area is designated as the VSS, and the VSL system controls
the speed of vehicles from this point (where the high-speed traffic meets the slower vehicles), as shown
in Figure 1. Based on the selected VSS, the VSL value is established for each station, as shown in
Figure 1. Therefore, an accurate decision of the VSS is necessary to ensure stable performance.

Our EVSL algorithm provides a more accurate and efficient manner of determining the VSS location
compared to the standard RVSL system. This is achieved by using the vehicle acceleration between
stations to assist in the detection of pVSS locations and selection of a final VSS. High acceleration
values are usually observed at pVSS locations.

The algorithm analyzes past traffic data for the pVSS locations and compares them to the real
acceleration values in order to identify locations with significant variations in traffic flow. Generally, at
the start of the congested region, the traffic flow changes abruptly and large differences in the speed
between stations are observed. Therefore, the predicted VSS locations can be detected accurately.
Lastly, this system selects the final VSS after a merging operation is performed on overlapping sections,
which are assumed to be a single congested section among the pVSS locations.

3.2.1. Acceleration Calculation

The pVSS locations are selected as described in the previous section. When acceleration
values between stations are calculated, accurate speed differences can be predicted for each station.
Figure 6 shows the method for calculating the acceleration at each station. Basically, EVSL calculates
an acceleration using the distance and speed between station Si and the preceding station Si−1, as shown

93



Electronics 2020, 9, 801

in Figure 6, where Equation (9) shows the corresponding acceleration equation. u denotes the speed,
i denotes the station number, and d denotes the distance between stations.

Acceleration o f Stationi(km/h2) =
ui

2 − ui−1
2

2× d
(9)

Figure 6. Schematic diagram showing the method for calculating acceleration at each station.

If the distance between two stations is less than 300 m, when vehicles are travelling over 80 km/h,
the speed difference between two stations is too small to detect. Hence, we calculate the acceleration
over a minimum distance of 300 m. As shown in Figure 6, the downstream station (Si−4) installed
within 300 m from the upstream (Si−3) station is merged with the upstream station (Si−3) and excluded
from the acceleration calculation and pVSS determination. Therefore, the acceleration for Si−3 is
calculated with respect to Si−5 instead of Si−4.

3.2.2. Preliminary VSS (pVSS) Decision

First, our EVSL algorithm selects candidate VSSs that are considered to be tail portions of
congestion areas to determine an accurate VSS location. In generally, VSS is the tail portion of the
congestion area. If a vehicle approaches the VSS, its speed should rapidly decrease. Therefore, as shown
in Figure 7, we can estimate that two areas (between Si−2 and Si−3 and between Si−4 and Si−5) are the
pVSS, which is a high deceleration congestion estimated area. Hence, Si−2 and Si−4 are selected as
pVSS locations following the criteria given by Equations (10) and (11), which use the acceleration and
speed values between the current and previous stations.

Figure 7. Schematic diagram showing the method for determining the preliminary VSL start station
(pVSS) locations from the station location and speed.

To select the pVSS, the threshold value of acceleration and speed was investigated [16].
This approach is based on reports of accidents occurring on the I-35W freeway in Minnesota, USA.
We judged that there would be no problem even if the data investigated in Reference [16] was
used because the road environments of the Seoul outer ring freeway composed of the experimental
environment and the I-35W were similar. This includes the number of lanes (I-35W: 3–5, Seoul outer

94



Electronics 2020, 9, 801

ring: 3–5), speed limit (I-35W: 104 km/h, Seoul outer ring: 100 km/h), and more. Figure 8 shows the
distribution of acceleration and speed for the accidents occurring for 2009.9–2009.12 on the I-35W
freeway, which has a normal speed limit of 104 km/h (65 mile/h). It can be seen that 60% of the accidents
occurred below 90 km/h (55 mile/h) and below acceleration values of −2400 km/h2 (−1500 mile/h2ˆ2).
In this case, when the current station (St,i) is not the VSS at t − 1, if the speed of St,i is < 90 km/h and
the acceleration is below −2400 km/h2, St,i could be selected as a pVSS in Equation (10). S denotes
the Station, t denotes the time, i denotes the station number, u denotes the speed, and a denotes
the acceleration.

St,i = pVSS, i f u(t−2,t−1,t),i ≤ 90 km/h and a(t−2,t−1,t),i−1 ≤ −2400 km/h2 (10)

Figure 8. Measured accelerations of traffic flow prior to accidents on the I-35W, Minnesota, USA (2009).

In addition, when St,i was assigned as the VSS at t − 1, if it satisfies Equation (11), it could
continuously be assigned as a pVSS.

St,i = pVSS, i f a(t−2,t−1,t),i−1 ≤ −1200 km/h2 (11)

In our EVSL algorithm, to reduce the error of VSS calculation arising from the short update period
and allow stable selection of the pVSS, if a station satisfies the conditions of Equation (10) or (11) for
1.5 min, it qualifies as a pVSS.

3.2.3. VSS Decision

The VSS is finally selected from the group of pVSS. Figure 9 shows the congestion area, locations
of pVSS, and the method for determining the VSS. In Figure 9a, there are two pVSSs that can be final
VSS in the congestion area. However, if the VSS is chosen in the congestion area as shown by the
pVSS, Si−2 in Figure 9a, this may worsen the congestion than before. In addition, since the speed of
the congestion area is already low, application of a VSL in this area is not necessary. Therefore, such
unnecessary pVSS locations should be eliminated and an accurate VSS is required to control the speed
of the vehicles approaching the congested area.
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Figure 9. Schematic diagram showing the method for determining the variable speed limit start station
(VSS). (a) The location of pVSS and upward search in the opposite direction of traffic flow to find the
scope of VSL. (b) downward searching to select VSS.

First, to achieve this, upward searching opposite of the direction of traffic flow is performed from
the first downstream pVSS location. Searching proceeds until the condition of Equation (12) is satisfied
and part of the congestion area is defined by locating the first station that is not affected by traffic
congestion. We used a threshold value of congestion of 40 km/h following the definition of the Korea
Expressway Corporation [17]. S denotes the Station, t denotes the time, i denotes the station number, u
denotes the speed, and a denotes the acceleration.

St,i = End o f Congestion, i f at,i > 0 km/h2 and ut,i ≥ 40 km/h (12)

Next, as shown in Figure 9b, downward searching is performed from the station selected by
Equation (12) until the condition of Equation (13) is satisfied. As shown in the figure, the search
operation is performed up to the station near the congestion area.

Downstream Searching Stop Condition, i f at,i > 0 km/h2 (13)

Lastly, while the search process of Equation (13) is performed, the station satisfying the condition
shown in Equation (14) is updated as the VSS. The VSS is updated until the search process is finished,
which results in the pVSS near the end of the congestion area being designated as the VSS.

St,i = VSS, i f at,i ≤ −1200 km/h2 (14)

3.3. VSL Calculation and Display

The VSL system displays the corrected speed for each section of road via DMS installed on the
freeways. To improve on the existing JVSL algorithm that assumed that both the DMS and station
were at the same location, our new algorithm first defines the location of the DMS and VSL values
corresponding to specific DMS calculated based on the VSS. This results in more suitable speed being
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displayed on each DMS, where the vehicles entering the congestion area show a reduced speed on the
DMS located upstream from the VSS. Figure 10 shows the relationship between the VSS and DMS,
where the empty circles denote the station and filled circle denote the VSS. As shown in Figure 10a,
the VSS is connected to all DMS systems located upstream, which defines the VSL distance. As shown
in Figure 10b, if the current VSS and the upstream VSS connect with the same DMS. The lower VSS
has priority.

Figure 10. Schematic diagram showing the relationship between the dynamic message sign (DMS) and
VSL start station (VSS). (a) A single VSS scenario for associating with DMS, (b) Multiple VSS scenario
for associating with DMS.

As shown in Figure 11, the VSL distance is the total distance from the VSS over which the VSL is
applied, which was limited to 3.2 km in our algorithm in an attempt to not affect the travel time of
vehicles within a travel distance [4].

Figure 11. Schematic diagram showing the method for controlling the variable speed limit (VSL).

A new equation for the VSL distance is proposed, which is based on the speed, moving time,
and acceleration, as shown in Equation (15). Based on the current speed at the VSS, if VSL control
acceleration (at,i: VCA) is known, the total distance to reach the speed limit (ulimit,i) can be calculated.
u denotes the speed, limit denotes the speed limit, i denotes the station number, t denotes the time,
and a denotes the acceleration.

VSL Distance (km) =
ulimit,i

2 − ut,i
2

2× αt,i
(15)

As shown in Figure 11, the VCA is used to calculate and decide the VSL distance and speed in each
DMS. In previous studies, the acceleration value was fixed as −2400 km/h2 [4]. However, the speed
and distance vary according to the speed limit and traffic conditions. If the VSL is determined using
a fixed acceleration, wrong traffic information could be provided to vehicles on the freeway. Therefore,
a new method for calculating the VCA is required, which updates the value in real time. The new
equation for the VCA(at,i) is shown by Equation (16), which exploits the speed difference between the
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speed of the current VSS and the station that has the maximum speed within the 3.2 km VSL distance
from current VSS. In addition, this equation uses the travel time (ttt,i) between 3.2 km from the VSS to
consider the current traffic condition. Lastly, VCA is calculated using travel time from the VSS and the
speed difference, which is shown in Equation (16). u denotes the speed, i denotes the station number,
t denotes the time, a denotes the acceleration, d denotes the distance, and γ denotes the limited station.
Equation (17) decides the limit of stations. Since the length of the VSL is limited to 3.2 km, if distance
between current VSS and the station is more than 3.2 km, subsequent stations are not applied to the
VCA calculation.

αt,i(km/h2, VCA) =
MAX

(
ut,i, ut,i−1, · · · ut,i−γ

)
− ut,i

ttt, i to i−γ
(16)

γ = i,
∣∣∣dt,i − dt,vss

∣∣∣ > 3.2 km (17)

Based on VCA, the speed of each DMS connected to the VSS is calculated using Equation (18).
To calculate the VSS speed, VCA(at,i) and the distance between VSS and DMS are used, and the final
speed of each DMS can be achieved. u denotes the speed, i denotes the station number, t denotes the
time, at,i denotes the VCA, q denotes the DMS, and L denotes the distance between VSS and DMS.

ut,q =
√

ut,VSS2 + 2× αt,i × L (18)

The VSL displayed on the DMS has the following restrictions: the minimum speed close to the
congested section is 40 km and the maximum speed is 80 km (at this value, the vehicle begins to reduce
its speed). Since the distance between the DMS locations is included in the calculation, the speed at
the DMS location is displayed at 5 km/h intervals following the definition of the Korea Expressway
Corporation [17].

4. Experimental Environment for Microscopic Simulation

The proposed algorithm was tested on sections of an outer ring expressway located in the south
of Seoul, Republic of Korea. This is a 25-km section located between Byeollae-IC and West-Hanan-IC
(Figure 12) with seven interchanges and two intersections connected to two freeways. This includes
a total of 23 stations, which are installed every 400 m to 2200 m and have the vision detections to
obtain the vehicle information in each lane, as shown in Figure 12. In the experiment, we used the
Verkehr In Städten—SIMulationsmodell 6 (VISSIM 6, Karlsruhe, Germany, 2013) simulator supported
by the Planung Transport Verkehr (PTV) Corporation [18], which is a micro-simulator that can be
implemented and tested for various road environments. To control the traffic flow and VISSIM
simulator, we implemented the Korea highway traffic analysis (KHTA) system, which controlled
VSSIM and provided similar real road conditions in our experiments [19]. After the simulation
was complete, the performance of the VSL algorithm was evaluated using performance metrics.
The experiment was executed using the time zone suffering the most severe traffic congestion (5 AM to
11 AM). In addition, to simulate the pattern of various vehicles, five types of random seeds (Seed 10,
15, 17, 20, and 25) were used to create vehicle patterns. In the simulation, open traffic data provided by
the Korea Expressway Corporation were used [20]. In addition, the system was calibrated to tailor
it for similar real road environments using the method proposed by Berkeley using the changing
vehicle-following behavior value [21].

VISSIM provides the various calibration parameters to control the vehicle behavior and regulation
on the road for the simulation. The calibration of parameters is the most important during the simulation
process because the vehicles in the simulator behave differently depending on the calibration parameters.
Therefore, it is necessary to adjust the vehicle behavior in the simulator similarly to the real traffic flow
through the calibration of the simulator parameters. In Figure 12, the bottlenecks of the measurement
section are Guri IC, Topyung IC, Gang-il IC, Sang-il IC, and Seo-hanam IC, which are interchanges that
many vehicles enter from another urban freeway or highway.
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Figure 12. Schematic diagram showing the section of the road (Seoul Outer Ring Road) tested in
the simulations.

Tables 1 and 2 are calibration parameters to make the bottlenecks similar to a real traffic road in
the simulation environment. Table 1 has calibration parameters for traffic flow control based on the
Wiedemann model, which has a model version released in 1974 and 1999 [22,23]. These models have
10 types of calibration parameters, which are named Calibration and Comparison (CC) and classified
by distance, speed, acceleration value, and more. We adjusted only three parameters to adjust the
traffic flow, which are CC1 (Headway Time), CC8 (Standstill Acceleration), and CC9 (Acceleration
at 80 km/h). CC1 is desired headway time between the lead and following vehicles. CC8 is the
desired acceleration from standstill. CC9 is the desired acceleration at 80.45 km/h. Since these are key
parameters to affect the traffic flow and make a bottleneck, we use only them to adjust traffic flow of
the simulator environment.

Table 1. Calibration parameters (CC1, CC8, CC9) for Traffic Flow Control of Verkehr In Städten -
SIMulationsmodell (VISSIM).

Parameter for Each Station

Link Type
CC1

Headway Time

CC8
Standstill

Acceleration

CC9
Acceleration
At 80 km/h

Freeway 1.0 s 3.5 m/s2 1.5 m/s2

Guri Exit 1.2 s 1.28 m/s2 1.5 m/s2

Guri Entrance 1.85 s 2.28 m/s2 1.5 m/s2

Guri Toll Gate (TG) 0.5 s 3.28 m/s2 1.8 m/s2

Guri TG After 1.0 s 4.19 m/s2 1.5 m/s2

Topyong 2.3 s 1.85 m/s2 1.0 m/s2

Kangil 1.75 s 2.0 m/s2 1.5 m/s2

Sangil Before 1.0 s 3.19 m/s2 1.5 m/s2

Sangil Entrance 2.4 s 2.28 m/s2 1.19 m/s2

Sangil After 1.8 s 2.58 m/s2 1.19 m/s2

Hanam 1.8 s 3.19 m/s2 1.5 m/s2

Seohanam 2.5 s 1.0 m/s2 0.95 m/s2

Seohanam Entrance 2.5 s 1.5 m/s2 1.0 m/s2

Table 2. Calibration parameters for lane change control of VISSIM.

Parameters for Lane Change

Necessary Lane Change
Maximum

Deceleration
−1 m/s2 per Distance

Accepted
Deceleration

Own −3.0 m/s2 77.33 m −0.91 m/s2

Trailing Vehicle −3.25 m/s2 70 m −1.19 m/s2

Wait Time Before Diffusion Minimum Headway

23.13 s 0.09 m

Table 2 includes calibration parameters to adjust a behavior method for the lane change of the
vehicle in a simulator. The ego vehicle and trailing vehicle is affected from the Own vehicle. Maximum
deceleration is max deceleration of more than two vehicles and −1 m/s2 per distance is preparing

99



Electronics 2020, 9, 801

distance to reduce the speed of each vehicle. An accepted deceleration is the minimum deceleration of
each vehicle. Above parameter values are already measured from Shin at al. [24], which simulates
the same simulation section. Therefore, we fully follow the measurement values of the calibration
parameters obtained above.

5. Performance Evaluation

5.1. VSS Stability Assessment

A major advantage of VSL is its fast response to sudden events, such as road repair works and
vehicle accidents. Since the VSL system enhances road safety, it is an important solution for a traffic
environment. In addition, it aims to reduce the total travel time through traffic flow control. Existing
RVSL algorithms provide the VSL system, which focuses on traffic control between multiple stations
in the freeway. However, they select and use the wrong VSS, which is in the wrong place due to the
VSS selection error mentioned in Section 2.2. Hence, this wrong VSS occurs with various errors of the
whole VSL system, which cannot control and worsen the traffic flow.

Since the new EVSL was developed to improve accuracy of the VSS selection and reduce
propagation of errors in the total VSL system, we compared the VSS detection results using both the
JVSL and the EVSL algorithms, as shown in Table 3. Total simulation time is about 6 h at each random
seed, and the error rates in the selection of the VSS location were measured at 30 s intervals. The error
rates were calculated as the VSS locations ±2 stations from the position where the correct VSS should
be located. The location of correct VSS was set manually by the human before re-simulation.

Table 3. VSL start station (VSS) decision error result.

Random
Seed

JVSL EVSL

Total VSL Error Error Rate Total VSL Error Error Rate

(30 s Interval) (Percent) (30 s Interval) (Percent)

SEED 10 505 112 22.2% 555 1 0.2%
SEED 15 512 121 23.6% 571 0 0.0%
SEED 17 488 97 19.9% 532 0 0.4%
SEED 20 511 109 21.3% 540 1 0.2%
SEED 25 503 85 16.9% 545 0 0.0%

Average 504 105 21% 549 1 0.1%

In Table 3, the numeric unit of the Total VSL and Error is ‘tick,’ which has an interval of 30 s.
Total VSL refers to the VSL working time among total time (720 ticks) and the error is the error issued
time. The experimental results for the five different random seeds used are shown. It can be seen that
the JVSL algorithm showed a VSS decision error around every 1 h (105 ticks/30 s), corresponding to
a high error rate of 21%, which has a negative effect on the calculation of the final VSL (in addition
to the traffic volume and accident risk). In contrast to the JVSL algorithm, the EVSL algorithm had
a very low error rate below 0.5% due to the selection of the correct VSS and suitable VSL. Hence, it is
expected that the new algorithm would enhance traffic safety.

The continuity of the VSL system is important, as discontinuities in the system can aggravate
traffic problems rather than improve flow. Figure 13 shows the variation in the selected VSS location
among all stations on the road at 5-min intervals for both the JVSL and our EVSL algorithm, where
the continuity of VSS is represented by a line graph. A station number of 0 means that the VSL is not
operative. Figure 13a shows the results using JVSL, where many instances of zero values occurred
during operation since the VSS was not selected within the required time and the algorithm was
stopped due to the wrong algorithm of the VSS calculation. In contrast, Figure 13b shows the results of
the EVSL algorithm, where good continuity was observed. Hence, this system is expected to provide
stable VSL control in practical situations.
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Figure 13. Comparison of the VSL start station (VSS) continuity for the (a) existing JVSL and (b) EVSL
algorithm. The x axis is the time (30 s interval). The y axis is the location of VSS. The number is the
station number on the road. Zero (0) with dot line means there is no VSS station on the road.

5.2. Speed Control Stability Assessment

The wide distribution of speed can result in large variations in speed, which increases the risk of
accidents on the freeway. The VSL system can keep the road safety by controlling the speed in the
sections with the highest speed variations. To evaluate the safety of the proposed EVSL, we measured
the speed variance on the tested freeway, as shown in Figures 14 and 15. To compare accurate situations
applying the no VSL, JVSL, and EVSL, we experienced speed variance on the corresponding stations
for the period from the beginning time to the ending time of the simulation.

As mentioned in Section 2.2, the JVSL has a problem to select the wrong congestion area.
In addition, since the JVSL determines the distance to apply a VSL algorithm to freeway by the
number of stations, instead of the station distance, it applies the VSL to longer sections of freeway than
necessary. Hence, since the JVSL provides the wrong speed value at the wrong place as mentioned
above, the speed variance of the JVSL is higher speed variance than that in the case of no VSL and
EVSL being applied over the time period of 5:45 AM to 6:45 AM when the traffic congestion starts.
The new EVSL algorithm showed slightly lower speed variance results than others over the same time
period with proper congestion area selection and precise speed control. In the time period of 7:00 AM
to 7:35 AM, the speed variance of the EVSL is higher than the JVSL because the EVSL has a traffic
congestion later than the JVSL.
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Figure 14. Speed variance over time. The x axis is the time (30 s interval). The y axis is the speed
variance (km/h2).

 

Figure 15. Variation analysis of total speed variance.

Figure 15 shows the comprehensive analysis of total speed variance over the time period of 5 AM
to 11 AM. We can see that the JVSL shows a relatively high rate of speed variance in a wide distribution.
On the other hand, since the EVSL shows a low rate of speed variance and narrower distribution than
others, it proves that the EVSL performs more stable VSL calculations than others and controls traffic
conditions more stably.

Figures 16 and 17 shows the average and max deceleration chart over the time period of 5 AM
to 12 AM, which compares the existing JVSL, new EVSL, and no VSL. The deceleration, which is
measured to evaluate the stability of traffic flow, is calculated by a difference between stations. We can
expect that a high deceleration between stations means the vehicles are entering to the congestion area
quickly and the drivers suddenly break a lot due to unstable traffic conditions. We prove the EVSL
algorithm decrease the average deceleration of congestion area over the time period between 5:45
AM and 6:45 AM (the time when the congestion begins), as shown in Figures 16 and 18A. Especially,
the EVSL algorithm shows the lower max deceleration than others from 5:45 AM to 8:00 AM, as shown
in Figures 17 and 18B, because it sets the VSS to the correct location, which is the tail of congestion area
and controls the vehicle speed through a correct calculation of the VSL speed.
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Figure 16. Average deceleration comparison between No variable speed limit (VSL), real-time VSL
(RVSL), and enhanced VSL (EVSL). The x-axis is the time (30 s intervals). The y-axis is average
deceleration (km/h2).

 
Figure 17. Max deceleration comparison between No VSL, RVSL, and EVSL. The x-axis is the time (30 s
intervals). The y-axis is max deceleration (km/h2).

 
Figure 18. Max (a) and average (b) deceleration comparison between RVSL and EVSL.

5.3. Total Travel Time and Shockwave

Traffic control algorithms focus on the total travel time from the start point of the vehicle to the
destination. The VSL system reduces the speed of vehicles before a congestion area in order to enhance
road safety. However, if the VSL is applied over an excessively wide area, the real travel time could
be increased unnecessarily without improving safety. The JVSL algorithm can significantly affect the
total travel time because of the risk of operating irregular VSL due to a VSS decision error. Figures 19
and 20 compare the total travel times using the JVSL and the EVSL algorithm to the case of not using
a VSL system. The JVSL resulted in a longer travel time (an increase of 1–3 min) compared to no VSL
system. However, the EVSL algorithm showed a total travel time like no VSL.
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Figure 19. Total travel times for different traffic control algorithms. The x-axis is the time (30 s interval).
The y-axis is the total travel time (min).

 
Figure 20. Total travel times for different traffic control algorithms by an hourly interval.

It has been proposed that the use of JVSL systems reduces the shockwave phenomenon in
congestion areas. However, this conclusion was based on studies of short sections (1–2 km) of road.
In the case of longer sections (20–30 km), there exists insufficient research since there are too many
related variables and controlled sections to analyze. As shown in Figure 20, when compared to the
non-VSL case, the new algorithm shows a reduced travel time (1–2 min for the peak time between 6:00
AM and 8:00 AM). This suggests that the shockwave phenomenon is alleviated. This phenomenon is
continued up to the section of the traffic congestion. Since the new VSL algorithm operated stably with
an accurate VSS, it is expected to reduce the risk of traffic accidents and the shockwave phenomenon.

6. Conclusions and Future Work

A new EVSL algorithm was proposed to overcome the limitations of the existing JVSL system and
improve safety on freeways. The new algorithm accurately locates the VSS position, which enables
it to correctly identify the sections of road to apply the required VSL. In addition, as based on the
DMS distance, it effectively established the VSL range for traffic congested sections. Simulation results
compared the JVSL system with the new algorithm. The existing algorithm showed many limitations
due to its inaccurate selection of the VSS location, which resulted in aggravation of traffic congestion.
In particular, analysis of speed control stability assessment and total travel time showed that the JVSL
applied incorrect VSL operations in specific sections. Hence, the speed variance of the JVSL is higher
speed variance for about 12% than that in the case of no VSL and EVSL being applied over the time
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period of 5:45 AM to 6:45 AM where the traffic congestion starts. A delay in the total travel time of
an average of 1–2 min was observed comparing with no VSL. In contrast, the proposed EVSL algorithm
produced an accurate VSS location and VSL value, decreasing the speed variance by 9% and the total
travel time by 1–2 min when compared to the case of no VSL system. Hence, the proposed EVSL is
expected to reduce the risk of accidents and alleviate shockwave phenomenon in the traffic congestion
area. Lastly, reduced shockwaves also decreased the total travel time. Our algorithm can enhance
freeway safety, along with traffic efficiency.

We also took advantage of the data provided by Mn/DoT to obtain the threshold of the speed and
acceleration for pVSS finding. They provide detailed distribution maps of speed and acceleration in the
event of an incident. However, a threshold based on domestic data is needed to find the correct pVSS
because the EVSL system is designed based on Korean freeways. Therefore, in a future work, we have
a plan to collect incident data based on domestic data and the tail portion data of the congestion area
based on the EVSL algorithm in operation in Korea. Based on the collected data, future studies will
determine the appropriate threshold of speed and acceleration for domestic roads.

In addition, we will study a traffic control system where VSL is integrated with ramp metering
where vehicles entering the freeway are controlled, as this is expected to provide a more effective traffic
control solution.
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Abstract: The future of traffic management will be based on “connected” and “autonomous” vehicles.
With connected vehicles it is possible to gather real-time information. The main potential application
of this information is in real-time adaptive traffic signal control. Despite the feasibility of using
Floating Car Data (FCD), for signal control, there have been practically no real experiments with
all “connected” vehicles to regulate traffic signals in real-time. Most of the research in this field
has been carried out with simulations. The purpose of this study is to present a dedicated system
that was implemented in the first experiment of an FCD-based adaptive traffic signal. For the first
time in the history of traffic management, a traffic signal has been regulated in real time with real
“connected” vehicles. This paper describes the entire path of software and system development that
has allowed us to make the steps from just simulation test to a real on-field implementation. Results
of the experiments carried out with the presented system prove the feasibility of FCD adaptive traffic
signals with commonly-used technologies and also establishes a test-bed that may help others to
develop better regulation algorithms for these kinds of new “connected” intersections.

Keywords: adaptive traffic signals; Intelligent Transportation Systems; Floating Car Data; traffic
management; connected and autonomous vehicles

1. Introduction

Connected vehicles will become an important element of the forthcoming Internet of Things (IoT)
and of Intelligent Transportation Systems (ITS) [1]. The various sensors that “connected” vehicles will
carry will bring an enormous amount of data that could be useful for real-time traffic regulation.

Connected vehicles may help to solve traffic congestion problems which were hardly solved with
traditional methodologies. Traditional traffic engineering practice was based on attempts to shift
demand on transit systems [2] and on better road traffic control by adopting tools such as: traffic
simulation [3–8] dynamic network loading equilibrium and dynamic models [9–12] and the study and
attempt to affect user route choice [13–17].

All these methodologies, that often do not require the use of advanced technologies, were applied
by road administrations with varying results. Some city administrations (especially in Italy) do not
always deal properly with the task of providing well-adjusted traffic signal settings. Traffic signal
regulation very often is not real-time adjusted and is very badly performed with outdated fixed time
traffic signal settings. This can cause traffic congestion that is a serious problem in cities and also a
great cause of air pollution [18–21].
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The introduction of “connected” vehicles and the use of spread out sensors data could help city
administrations to manage traffic in cities better and launch a new generation of adaptive traffic
signals which can be controlled on the base of real-time traffic data obtained directly from “connected”
probe vehicles.

Many scientific works have been presented where “connected” vehicles act as floating probe
vehicles. These systems are usually defined as based on: “Floating Car Data” (FCD). First FCD-based
papers have proposed the use of specific Radio-frequency identification (RFID) systems [22,23]. Other
papers have proposed the use of dedicated local wireless networks using vehicle to infrastructure
(V2I) communication data [24]. Smartphones also have been used in different applications to connect
vehicles [25,26] to infrastructures.

The use of the existing wireless mobile phone networks could prove to be cost efficient since ad
hoc developed wireless systems could have to bear sensibly higher costs. For this reason, and since
smart phones are so pervasive, some scientific works have explored the use of a smart phone as a
means to obtain FCD.

The concept of FCD obtained by counting the flow of smartphones on vehicles was anticipated in
the patent [27] and was implemented starting in 2008 by the use of Bluetooth protocol as a means to
detect the smartphones. Some scientific works were published on Bluetooth as a means of gathering
FCD [28–32] and the methodology is currently still applied in many cities.

The first works on smartphone-based FCD did not take advantage of satellite positioning
systems: [33–37]. Subsequently, other scientific works were based on using Global Navigation Satellite
Systems (GNSS) which nowadays are available on every mobile phone.

Today, mobile phones can act as sensors and transmitters; and with them it is possible to estimate
travel times [38,39], speeds [40,41], assess safety [42,43], give assistance in safer driving [44,45], estimate
fuel consumption [46–49] measure road pavement quality and recognize specific problems [50–52] and
also model route choice behavior [53].

In [54] buses are used as FCD and in [55] low frequency FCD are applied to estimate traffic
conditions. Some papers have also explored the use of FCD data in traffic safety to evaluate the
characteristics of different driving styles and for real-time incident detection: [43,56,57].

The satellite localization system of smartphones was also used to obtain vehicle trajectories and
estimate the traffic signal timings in real-time. The idea is to assist the drivers to achieve a better
driving approach at traffic signals with increased safety and reduced fuel consumption [58,59].

Many works have been presented on the specific issue of this paper: the use of FCD data coming
from smartphone to regulate adaptive traffic signals in real-time [60–69]. In some cases, the adaptive
traffic signal system is used in combination with driver assistance, so that both driver behavior and
traffic signals are real-time adjusted.

In all the above-cited studies on adaptive traffic signals there is no real experimental implementation
with real vehicles. Practically all preceding FCD studies for adaptive signals were simulation-based. In
this paper we intend to illustrate the first case of FCD-based adaptive traffic signal implemented in
real-time in the field with real vehicles.

This paper presents both the software and the hardware development of a dedicated system for
traffic signal real time regulation based on data coming from “connected” vehicles.

The steps that were taken to obtain the experimental results that are described below were:

• Development of a simulation platform for the evaluation and development of control algorithms.
• Development of a connected traffic signal.
• Development of a specific smart- phone application.
• Development of a specific traffic signal control server.
• Planning and mapping of the experimental site.
• Conclusive implementation of all the different parts of the system in the final experiment.
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As a result of these steps a three-legs intersection was regulated in real-time on the basis of FCD
data. This paper describes this first experiment and the controlling system.

Many research activities can be stimulated by this paper, yet we believe that the more important
contribution is in the detailed description of all the steps and concepts that allowed carrying out the
first successful experiment, with a traffic signal regulated by FCD of 100% of connected vehicles, since
this information can be very valuable to reproduce our results in other situations.

New experiments can, in fact, involve more experts to accept the feasibility of this concept, to
grasp the advantages of FCD adaptive traffic signals and develop better systems and algorithms for
these kinds of new “connected” intersections.

2. Materials and Methods

2.1. The Proposed Cooperative FCD-Based Adaptive Traffic Signal System

In many countries the traffic signal systems that are adopted are low-technology fixed-time control
units, where the signal timing is preset according to historic traffic counts. More advanced countries
deploy high-priced real-time traffic signals that apply a real-time control technology based on data
coming from sensors embedded in the road. Sensors installation is time-consuming and expensive,
moreover, sensors have a very high maintenance cost.

The proposed system relies on a mobile phone application that can transform any vehicle into a
“connected” vehicle. Traditional sensors use magnetic loop detector measurements to obtain traffic flow
counts. In our system information on traffic flows is not directly obtained, instead it is extrapolated
from “connected” vehicle trajectories. The data obtained is different and to some extent more detailed
since from vehicle trajectories it is possible to evaluate directly the queue length for every maneuver at
the intersection [70].

Moreover, the presented system can be considered a cooperative intelligent transportation system
(one of the first being actually implemented in the field) since it requires the cooperation of connected
vehicles in communicating their position in real time. The following issues regarding cooperation and
competition have been thoroughly discussed in [63]:

• In traffic signal regulation there is competition between drivers coming from different approaches
of the same intersection, they compete for the available green time. In FCDATS there is also
competition between “connected” vehicles and traditional vehicles, “connected” vehicles in fact
could receive more green time at the expense of not “connected” vehicles that cannot be considered
by FCDATS systems.

• Cooperation is naturally present in FCDATS since a “connected” vehicle sends useful information
on the current state of the traffic network. This information could advantage also other vehicles
which are not connected. The findings of previous works [63,64,66] based on simulation showed
that when a percentage of 30% is reached all vehicles take advantage from the shared information
coming from “connected” vehicles.

For these two issues FCDATS could be defined as “coopetitive” systems since both competitive
and cooperative aspects have a great importance. Drivers have the choice of participating in the system
by “connecting” the driven vehicle or to stay out of the system and take advantage of other drivers
that are connected. This kind of issue has a great importance when the system rewards “connected”
vehicles or when there are costs to go through to participate in the system (green light fees in a
pay-per-green scheme or, in any case, the costs of acquiring new equipment or a vehicle that can
connect to the system).

All issues regarding competition-cooperation in FCDATS can be studied in simulation. In our
experiment all the vehicles were connected since the scope was that of proving the feasibility and ease
of implementation of these systems and the consistency of simulated results with real on-field results.

The general structure of the experimented system is presented in Figure 1, where the following
physical parts are depicted:
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• the traffic lights of the intersection that are actuated by a local controller;
• the local electronic controller (Raspberry microcomputer) that is connected on the internet and

that acts as a web server regulating the traffic signals at request;
• a central server that collects data from “connected” vehicles” and establishes the best traffic signal

cycle according to data processing and the algorithm that are described in the following;
• the “connected” vehicles with a smartphone application that receive data relative to positions

and speeds from the GNSS system and transmit them to the central server (on the common local
wireless phone data network).

 

Figure 1. General structure of the proposed system.

2.2. Development of a Simulation Platform and a Dedicated ITS Laboratory

A complete simulation platform had to be developed to test the system offline. The simulation
platform allowed testing algorithms and understanding the behavior of the proposed system in a
simulated reality.

All previous studies (cited in the introduction) on adaptive traffic signals based on FCD have been
developed only in simulation without having in mind a real deployment in the field. Moving from
simulation to a real implementation in the field requires including, in the simulation platform, all the
details that are often not considered in academic works.

The main novelty introduced in our simulation platform is the module that simulates GNSS errors.
Simulation of GNSS errors has been introduced in the paper [71] and at the moment there are no other
academic works on this issue. This issue and other details in simulation are very important when the
objective is that of a final real implementation in the field. A control algorithm that could work in a
simulation environment bringing perfect results could possibly fail in a real implementation as shown
in the following pages.

To test our system we had previously to implement and develop specifically our dedicated
microsimulation model TRITONE [72–75], since other traffic microsimulation packages do not have
the possibility of easily implementing FCDATS control algorithms and there is no simulation package
where the GNSS error is simulated (a possibility for the researcher who wants to replicate our results
without using TRITONE is that of using SUMO [76], which is open source, adding necessary modules
as described in the following).

The microsimulation TRITONE was the core of our simulation platform and one of the two
modules of our ITS laboratory. The ITS laboratory was designed with two physically separated
computers (having in mind the final implementation in the field):

• a first computer that was host for the TRITONE package combined with the GNSS error simulator.
These two softwares together created a virtual reality environment based on microsimulation;
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• a second computer that was designed to be the central signal control server which was designed
to regulate traffic signals from vehicles trajectories. The central server was structured so that it
would work, in real time, both in simulation and connected with real traffic signals.

The whole laboratory structure is depicted in Figure 2, more details on the microsimulation
software TRITONE can be found in the above-cited works.

Figure 2. Intelligent Transportation Systems (ITS) laboratory for traffic signal algorithms testing
and development.

The GNSS error simulator module is based on the results of experimental surveys on the field
with GPS receivers on common smartphones [71]. GNSS device error (GPS) was found to be correlated
to different causes but the most important was the occlusion of the sky caused by buildings. For this
reason, we differentiated three different scenarios:

• Scenario type A, where the satellite localization is almost perfect as the sky is almost
completely clear.

• Scenario type B, where moderate urbanization can create sight disturbances that can partially
reduce satellite signals (buildings on only one side of the street).

• Scenario type C, where urbanization creates disturbances with tall buildings at least 18 m on both
sides of the street (urban canyon).

The experiment illustrated in this paper was conducted in a scenario which could be classified
as being in all types of scenario: A, B and C since buildings were present (some higher than 18 m),
but buildings were localized only on one side of the intersection. Taller buildings were localized at a
distance of around 40 m from the central line of lanes; smaller buildings (5 m high) were localized at
10 m from the central line of lanes.

Following the procedure presented in [71] the error in the position of a vehicle is considered as
the sum of two errors a distance error and an angle error. Distance errors are generated according to
the Rayleigh distribution while the uniform distribution is used to generate angle errors. The first
position on the network of every vehicle that is generated in the microsimulation is corrected adding
these two errors:
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The first distance error of every vehicle is generated according to the following distribution:

f (x)Rayleigh =
x
σ2 e−

x2

2σ2 (1)

where the variance is chosen among three different values corresponding to the three above indicated
case scenarios.

The first angle error is generated according to a uniform distribution:

f (x)Uni f orm =
1
n

, (n = 2π) (2)

After the first error is generated when the vehicle appears in the network the procedure continues
updating the distance error following a normal distribution with mean and standard deviation that
are relative to one of the three scenarios and also relative to the error absolute value in the preceding
time step (this is an empirical procedure that considers autocorrelation with little approximation). The
experimental data showed, in fact, that autocorrelation translates into a different standard deviation of
the error at time t+1 according to the absolute value of the error at time t.

A similar procedure is carried out for the angle simulation. In this case the autocorrelation is
simply reproduced by using a normal distribution for each of the three scenarios. The angle error
simulation completely follows theory with no approximation (this happens since the angle distribution
is a uniform distribution).

With the indicated procedure distance and angle errors are added to the exact simulated position
obtained from the simulation model. In the laboratory the trajectories that are generated in this way are
transferred with internet protocol from the simulation computer to the traffic light (signal) management
computer server. The server elaborates again trajectories with a map-matching algorithm. Elaborated
position data are then fed into the adaptive traffic signal algorithm (FCDATS).

The traffic signal management server was used both in the laboratory testing phase and in the final
experiment. The flow of information for the final experiment is depicted in Figure 3, where, in this case,
the information is exchanged between the traffic signal management server and the external reality.

 

Figure 3. Traffic signal management in the on-field experiment.
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2.3. Evaluation and Development of Control Algorithms

With the above described ITS laboratory some algorithms for FCDATS were tested on test networks.
It was important to test algorithms in simulation since the control system can work on trajectories of
“connected” vehicles and most of the literature on adaptive traffic signals is based on traditional traffic
flow measures. Algorithms were tested on test networks to establish the advantages of the proposed
system and the effects of different percentages of “connected” vehicles.

Mainly two control algorithms have been simulated in the ITS laboratory before testing them in
the on-field experiment against a static optimized cycle:

• a greedy algorithm [66];
• an algorithm based on Nash bargaining equilibrium [63].

2.3.1. Greedy Algorithm

The first algorithm that was tested was a greedy algorithm that counts the number of “connected”
vehicles that are present on every approach of the intersection and allocates green giving priority to
the approach loaded with the greater number of vehicles. The position of the last “connected” vehicle
is used to calculate the queue length and enough green time is assigned to let the queue dissipate
considering also the other vehicles that may have arrived since the moment this last “connected”
vehicle stopped. The estimation procedure is similar to that applied in [77].

In other words, in the proposed greedy algorithm connected vehicles are treated like priority
vehicles. More details on the implementation of this greedy algorithm are in [66].

2.3.2. An Algorithm Based on Nash Bargaining Equilibrium

The Nash bargaining algorithm applied to traffic signal regulation was first developed in [78,79].
The bargaining problem has been investigated in game theory where there is some resource that is

generated by reaching an agreement between different parties. The solution to the bargaining problem
is how this resource must be divided among the agreeing parts. The bargaining game theory was
introduced in regulating traffic signals on the assumption that the signal phases are like different
players that need to find an agreement on how to split the total green time of the intersection. Phases
will end up finding dynamical agreements which tends to an equilibrium point that is consistent with
the Nash bargaining equilibrium solution.

The Nash bargaining equilibrium solution in traffic signal regulation represents a tendency for the
system towards the agreement that rational players should reach. In general, it could be said that the
Nash equilibrium approach is an axiomatic approach which simplifies the problem since there is no
need to evaluate in detail the process of the game. The best agreement is the equilibrium point and all
actions should be devoted to move the system toward that point. More details on the implementation
of this algorithm can be found in [63].

2.3.3. Fallback on Fixed Cycle, Green Requirements

With both the greedy algorithm and the Nash bargaining algorithm the control strategy goes back
to the fixed cycle when there is no “connected” vehicle” at the intersection. Fallback on a fixed cycle
is also programmed in the local signal controller in case of communication malfunctions. In a real
commercial application, it is desirable that the local signal controller can perform a more sophisticated
check on the signal commands coming from the server: in case an error is detected the local signal
controller will take charge over the central server. In our experiment, we imposed only the minimum
and maximum requirements for the green time of each phase. The minimum green time was 4 s and
the maximum green time was established at 180 s.

2.3.4. Obtained Results

From simulations the following results were obtained:
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• The overall performance in terms of total average travel time is good since average travel time is
always decreasing with the increase in the percentage of “connected” vehicles.

• The overall performance in terms of total average travel time can go from a mere 5% reduction
(when few vehicles are connected) to over 70% reduction (with 100% of connected vehicles and
with a badly regulated intersection). This depends on different conditions of the intersection
considered, it must be noted that the reduction in travel times was calculated in our simulations
on real urban intersections with real measured flows and signal cycles. Moreover, we did not
confront our system with a traditional real time adaptive traffic signal system.

• With a low percentage of “connected” vehicles (under 30%) these “connected” vehicles would
take advantage of the system and would obtain priority over other drivers who would be slightly
delayed at the traffic signals. It is important to note that in all our simulations the total travel
time reduction for “connected” vehicles was always greater than the small delay that traditional
vehicles have to suffer;

• With a percentage of over 30% of “connected” vehicles the system works very efficiently and
offers convenient cycle lengths and phase times for all users;

• The system can potentially reduce overall traffic congestion and pollution emissions;
• The system works also for multiple intersections and can automatically coordinate green times at

different intersections [64].

These results demonstrated that according to simulations, the reduction in overall travel time
justifies the implementation of the proposed system by city administrations that would be able to
regulate traffic signals using inexpensive Floating Car Data (FCD).

2.4. Development of a Connected Traffic Signal

The traffic signal used for our experiment was directly connected to the internet with an Ethernet
cable and was designed with two parts: the traffic lights and the local electronic controller.

The traffic lights in our prototype system have been mounted on a dedicated pole structure and
completed using a single strip multicolor LED (for the three colors display in the same lamp). Each
one of the three lamps (one for each of the three approaches of the intersection) was controlled by
three relays actuated by the local electronic controller. The local electronic controller was composed
of a Raspberry Pi3B+ card equipped with its own ethernet connection port and powered by a 5 V-3
A power supply. This local controller was connected to 9 controlled 5 V relays which activate the
individual traffic light lamps (Figure 4).

The local controller device is not equipped with a monitor, but in the start-up phase, after the
system is operational, a tenth relay is used to activate an operational light. From that moment, the
device acts as a web server that is ready to receive the commands of the central system through a
binary string. The web server is based on an open source architecture running apache and a PHP script.
This web server commands the lights accordingly to this binary string sent by the traffic signal control
management server.

The relays to be activated are represented in this string by a simple bit which consequently serves
to actuate the colors to be assigned to the lanterns. In detail, the Raspberry with its Rasbian operating
system and Apache web server runs a series of PHP scripts that are able to recognize the instructions
of the central server and decide which General Purpose Input/Output (GPIO) to activate or deactivate.

The exchange of information between the local controller and the server takes place only every
time a phase is changed, or an extension of the green is established, therefore with variable frequency.

The local controller receives control requests from the central server through internet connection
and directly activates the relays which switch on the right colors of three traffic lights.
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Figure 4. Local controller and connections with traffic lights.

2.5. Development of a Specific Smartphone Application

A specific smartphone application was developed to connect the vehicles with the traffic signal
control server. The “connected” vehicles in this way can provide the system with their own position
through this dedicated smartphone application, capable of retrieving information from the GNSS chip
and transferring it, via a standard wireless phone internet connection and a GET/POST protocol, to the
traffic central control system.

The application developed for the smartphones was written for the Google Android system.
Constantly, at 1Hz frequency, it requires satellite location information, which is returned in WGS84
format to be sent to the central system as a string. The exchange of information between smartphones
and the central system also occurs at a frequency of 1 Hz. The information that is transferred is the
latitude, longitude and speed.

2.6. Development of a Specific Traffic Signal Control Server

The central control system was implemented on a Dell PowerEdge 2650 server connected on a
1000 GHz optical fiber. The hardware of this device was equipped with a 2.8 GHz Intel® Xeon ™
processor with 32 bit technology, 512 MB ECC DDR SDRAM and 5 HDD 146 GB. On the software side,
the system is based on the Microsoft Windows Server 2008 system, MySQL database and web server
scripts compiled using Delphi language. The server is programmed to receive the positions of the
various smartphones and send control requests to the local traffic signal control unit.

The traffic central control system stores the received positions of the vehicles on the network,
recreating the trajectories of approach to the intersection with a map-matching algorithm. These
trajectories are obtained with the positions of the vehicle in which the speed was positive (discarding
the points of vehicles that are stopped in a queue). This is done in order to establish optimally the
direction of origin of the vehicles. The system then uses this data to estimate the number of vehicles
queuing in the various maneuvers and generates the new traffic signal plan using one of the two
dedicated algorithms described above. All this procedure is repeated every second, deciding whether
to prolong the green of the active phase or to grant the green to another phase. Once a change of phase
is decided by the traffic control system the information is sent via internet to the local management
system of the traffic signal system using the GET/POST protocol in the form of a 9-bit binary string.
Each new phase is introduced following the sequence green -> yellow -> all red -> red for the previous
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active phase, the sequence red-> all red > green for the new active phase and the sequence red-> all
red -> red phase for the phases which were not active before and after the phase change. The light
changes are established so as to guarantee the correct and safe passage from one phase to another.

2.7. Planning and Mapping of the Experimental Site

A dedicated experimental site, which is depicted in Figure 5, was set up in a parking lot area of
the University of Calabria.

 

Figure 5. The experimental site: a three-legs intersection.

The intersection is a three-legs intersection with single lanes approaches so that the three traffic
lights control all maneuvers of an approach at the same time for a single shared lane. The traffic signal
phases are the three depicted in Figure 6a. Drivers were instructed to repeat the same path to avoid the
formation of cluster of vehicles moving along the same path. It was possible to identify 9 different
paths among which 5 were assigned to a total number of 5 drivers. Four of these different paths are
presented in Figure 6b.

  
(a) (b) 

Figure 6. (a) Phase diagram; (b) Four of the five different paths implemented in the proposed first
experimental setting.
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The same experimental setting could be used for more complicated intersections with a different
lane structure. Since the main objective of this first implementation is mostly the demonstration
of feasibility of such a prototype system it was decided to keep the intersection lay out as simple
as possible.

Before starting with the experiment involving drivers in the intersection, the informatics platform
was tested to avoid the DeadLock problem. Moreover, some test runs were completed with “connected”
vehicles to test the GNSS signal strength and the ability of the traffic signal control server to load the
trajectories sent by the mobile phone application.

2.8. The Whole Assembled System

The whole prototypal system is depicted in Figure 7. The connections between the traffic signal
management server and the local controller are cable-based while the connections directed to the central
server from the mobile applications are through wireless internet data 3G phone lines (blue lines).

 

Figure 7. The whole prototypal system for the experiment.

Different coded software in different languages has been applied on the different instances of
hardware as described in the following Figure 8 where the data flow is clearly depicted.

Figure 8. Data flow and general structure of the different software modules in the proposed system.
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3. Results

In this section the experiment that was thoroughly prepared and tested in the simulation laboratory
is presented. Before the experiment was carried out there were some doubts and the possible causes of
failure in the experiment were identified:

• the algorithms would be unable to work with real trajectories since the localization errors could
be different from the laboratory simulated errors;

• the server would fail to receive all the trajectories in real time;
• the traffic signal controller would fail to activate the phases according to the signal control server.
• the signal control server would fail.
• the mobile phone applications (which were uploaded on drivers’ smartphones just before the

experiment) would suffer from compatibility issues or not work properly.
• the driver would not be able to follow the given paths.

The experiment had, in fact, the following failures: the mobile phone applications showed
compatibility issue when coupled with driver’s smartphones and in the end only 5 vehicles
could participate in the experiment (at the experiment site there were more vehicles than working
smartphones); one of the three test runs we conducted (when the Nash bargaining equilibrium
algorithm was used) failed, possibly since the signal control server did not work properly.

Apart from these two failures, the experiment was a complete success. Results were beyond
expectations in terms of performance of the system as shown in the following.

The experiment was conducted and three test runs of the system were completed: with a fixed
traffic light plan, with a greedy algorithm and with the Nash bargaining based algorithm. Unfortunately,
as indicated above, the Nash bargaining-based algorithm did not work at the experiment site, we have
not surely identified the specific cause of failure which could be related to the implementation of the
specific algorithm in the control server or with the failure of one of the components of the system
(software, hardware or communication link). For this reason, the following results are relative only to
the static cycle and the adaptive greedy algorithm case.

In this work, we have included a brief description of the Nash bargaining equilibrium-based
algorithm since the fact that it worked perfectly in the simulation laboratory and it did not work in the
real experiment might be of interest for the reader and reveals the concept that some algorithms that
have to be implemented in a real FCDATS road setting might need some special adjustment before
they work as expected from simulation.

All the three experimented scenarios were also simulated in the described laboratory applying
the Gazis-Herman (GH) car-following model in the simulation software Tritone. The main parameters
of the simulations and of the car-following models were established by applying the GEH function.

The performance measures that were used to make a confrontation between different scenarios
were: total outflow, average travel time and average speed.

It must be noted that the vehicles circulated in the experimental intersection in such a way that
every driver had an assigned circular path to repeat again and again. In this way the formation of
stable platoons of vehicles was avoided. As a result of this methodology the traffic flow that arrived at
the intersection was a function of the chosen traffic signal regulation. A badly regulated traffic signal
would, in fact, increase the waiting times and consequently reduce the total traffic flow through the
intersection. For this reason, the total outflow can be seen as a good measure of performance.

Two drones were used during all the experiment to document all the scene; the drones were
suspended high above the intersection and in a fixed position, in this way two videos were taken and
allowed the measure of performance for the traffic system to be extracted (see video at Supplementary
Materials).

According to simulations, the results in terms of system performances were expected to be as
depicted in the following Table 1.
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Table 1. Simulation results for the whole intersection.

Total Outflow
[veh/h]

Average Travel Time
[s]

Average Speed
[km/h]

Static cycle 381 97 2.26
FCDATL 549 44 4.97

Percentage gain 44.09% 54.60% 120.28%

The simulation showed a percentage increase of 44% for the total outflow of the intersection in
veh/h and a percentage reduction of around 55% for the average travel time.

As anticipated, the experiment went beyond expectations as depicted in the following Table 2.
The increase in total outflow was 116% instead of 44% obtained in simulation, the reduction in terms of
average travel time was around 73% instead of around 55% from the simulated reality. The increase in
average speed was up to 271% instead of the simulated 120%.

Table 2. Experimental results for the whole intersection.

Total Outflow
[veh/h]

Average Travel Time
[s]

Average Speed
[km/h]

Static cycle 209 156 1.43
FCDATL 450 42 5.33

Percentage gain 115.97% 73.11% 271.83%

In terms of performance the experiment was a success and the use of 100% “connected” vehicles
has guaranteed that for every approach at the intersection there was an increase of performances.

Total measures of performances are also shown in the following Figures 9 and 10.

  

Figure 9. Simulation and experimental results of static cycle.

  

Figure 10. Simulation and experimental results of floating car data adaptive traffic signal (FCDATS).

The results for the single links of the networks corresponding to the three different approaches
(indicated in Figure 6a) are presented in the following Tables 3 and 4.
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Table 3. Simulation results for maneuver.

Approach
n◦

Static Cycle FCDATL

Outflow
[veh/h]

Average Travel
Time [s]

Average
Speed [km/h]

Total Outflow
[veh/h]

Average Travel
Time [s]

Average
Speed [km/h]

1 102.0 34.24 2.44 148.0 15.96 5.24
2 91.0 39.91 1.94 149.0 15.23 5.08
3 188.0 22.90 2.53 252.0 12.88 4.50

Table 4. Experimental results for maneuver.

Approach
n◦

Static Cycle FCDATL

Outflow
[veh/h]

Average Travel
Time [s]

Average
Speed [km/h]

Total Outflow
[veh/h]

Average Travel
Time [s]

Average
Speed [km/h]

1 41.7 68.20 1.32 119.9 14.73 6.11
2 75.1 40.94 2.02 138.0 13.97 5.93
3 91.8 46.55 1.08 192.5 13.17 3.83

Data of the single maneuvers shows how from the simulation a slightly better performance of
the intersection with higher outflows and speeds and lower travel times was expected. Results from
simulations are quite similar, but different, from real experimental values.

More experimental runs with a different level of congestion would be needed to assess the capacity
of microsimulation statistically to foresee the performance of control algorithms.

4. Discussion

This paper demonstrates the feasibility of floating car data adaptive traffic signal (FCDATS) with
current technologies such as common smartphones connected on 3G wireless mobile phone networks.
All the research in this area is based on simulation and this work is the first attempt to experiment
existing technologies for real-time adaptive regulation of traffic signals with “connected” vehicles. In
this paper, the benefit of using FCD in a cooperative system for adaptive traffic signal is proved with a
real implementation with real “connected” vehicles.

As an example of previous works: the Colombo project [62] where “developed algorithms for
traffic surveillance and traffic lights control” are evaluated, only in simulation, within the COLOMBO
system with the aid of complex modules such as the micro-simulator SUMO and the vehicular emissions
model PHEM.

This work was also based on simulation, though simulation was used not as a means to evaluate
the proposed system but as a means to support the development of the system which reached its final
stage of a real experimentation with real “connected” vehicles.

Sustainability of the traffic system is the final goal of the proposed system. This can be obtained
by a reduction of fuel consumption and pollutants emissions connected with the enhancement of
traffic signal performances and drivers’ comfort. The following results were obtained for the proposed
system:

• Especially with low traffic volumes, drivers who are driving through intersections regulated by
FCD data will practically always receive the green light.

• Combined results of previous works based on simulation and of the experiment of this work prove
that FCD for adaptive traffic signal control not only can be very effective in reducing average travel
time and pollution emissions but it is also absolutely feasible with current widespread technologies.

• Another result of this work is that simulation as a tool to evaluate FCDATS control algorithms
brings results which are very similar to the results obtained in the real on-field experiment. The
result is only partial since a definitive proof would need experimenting different conditions in
terms of traffic flows, percentage of connected vehicles and different intersection layouts. Once
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this result is completely achieved it will be possible to test new algorithms and control logics just in
simulation (the use of simulation is obviously less resource consuming). Once a good simulation
test-bed is established a deployment of the proposed system in real city intersections can be easily
performed with a good confidence that the FCDATS tested system can help to regulate traffic
signals better.

• The experiment we performed involved the collaboration of more than 20 people at the
experimental site involving: personnel occupied in the outline of the vehicle paths and intersection
that was outlined in a big parking area, drivers, drone pilots and system operation management.
This work was completed without specific funding and future development of this research is
definitely possible in the direction of more experiments with different conditions.

• Adaptive real-time control of traffic signals is currently performed with data coming from
induction loop detectors. The information that is elaborated is based on traffic flow counts at
some given locations. The use of FCD data allows using trajectories of vehicles in adaptive traffic
signal control. This information is much richer since detailed data of speeds and positions of
single vehicles can be used. In other words, the proposed system is not only cheaper and simpler
in the implementation it is also potentially more advanced since optimization of the traffic signal
can be performed on a potentially more extended data set.

• In this work in a realistic setting with a real case study, the authors also investigated the “Deadlock”
problem that is very frequent in simulation contests. Deadlock is a situation in which the
informatics platform is busy because two or more competing actions are each waiting for the other
to finish. In our experiment there was no case of deadlock and we met no difficulty managing the
data coming from smartphones. This problem might still reveal itself with higher traffic flows
and an interesting development of the research would be to exclude this possibility with other
specific experiments.

The introduction of this system in a real city could happen with some drivers subscribing to
the system by downloading the application on the smartphone and other drivers not adopting the
system. Since the system can only consider “connected” vehicles this would require an extensive
analysis of how such a system would work when traditional not “connected” vehicles are present. The
contemporary presence of both connected and not connected vehicles involves concepts of cooperation
and competition. Concepts of cooperation and competition have been studied using simulation
in: [63,64]. The performed simulations demonstrated that there are benefits for all drivers when the
percentage of connected vehicles reaches around 30% and that even under this percentage the drivers
that are not using the system would not receive too much delay. Simulation showed that independently
from the penetration rate of the system when FCD adaptive traffic signals (FCDATS) are implemented
there is an overall reduction of travel times and reduced pollution emissions and fuel consumption.
Producing these results also on the road with the proposed experimental prototype system and the
proposed experimental setting is possible but goes beyond the scope of this first experimental test that
mainly aimed to demonstrate the feasibility of these kinds of system and to propose a methodology
that also others can reproduce and extend.

New developments of this research will possibly carry out more experimental runs with different
intersection layouts, a different percentage of connected vehicles and different control algorithms.

Supplementary Materials: The following are available online at https://drive.google.com/file/d/16EYfgP_
_JjXflRqcowbSuqKOyRbaO4-l/view?usp=sharing. There are two videos available taken with two different
drones of all the experimental runs.
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Abstract: Aiming at the problems that current predicting models are incapable of extracting the inner
rule of the traffic flow sequence in traffic big data, and unable to make full use of the spatio-temporal
relationship of the traffic flow to improve the accuracy of prediction, a Bi-directional Regression
Neural Network (BRNN) is proposed in this paper, which can fully apply the context information
of road intersections both in the past and the future to predict the traffic volume, and further to
make up the deficiency that the current models can only predict the next-moment output according
to the time series information in the previous moment. Meanwhile, a vectorized code to screen
out the intersections related to the predicting point in the road network and to train and predict
through inputting the track data of the selected intersections into BRNN, is designed. In addition,
the model is testified through the true traffic data in partial area of Shen Zhen. The results indicate
that, compared with current traffic predicting models, the model in this paper is capable of providing
the necessary evidence for traffic guidance and control due to its excellent performance in extracting
the spatio-temporal feature of the traffic flow series, which can enhance the accuracy by 16.298%
on average.

Keywords: deep leaning; intelligent transportation; vectorization coding; BRNN; traffic forecast

1. Introduction

In many cities of China, frequent traffic congestion in the main road intersections, especially during
the rush hours, has brought an increasingly severe challenge to the urban road traffic system [1,2].
To improve traffic safety and efficiency, some researchers are connecting vehicles to each other and
to the road infrastructure [3]. Nonetheless, the long-studied techniques on traffic systems in many
developed countries have already paved the way to the birth of the Intelligent Transportation System
(ITS) [4]. In the past ten years, ITS has exerted its significant influence on many aspects such as traffic
guidance, supervision on fatigue driving [5,6], monitoring traffic conditions, emergency support,
as well as the prediction of traffic flow. Noticeably, for a more accurate and efficient identification on
the traffic condition, as well as the more perfect and intelligent traffic system, the difficulties and key
points stand on the prediction of the traffic flow, of which the core study point in turn lies on how to
predict traffic volume.

The variation pattern of traffic volume is affected by factors which are very complicated, thereby
with the characters of nonlinearity and spatial-temporal correlation, etc., which have brought significant
difficulties in predicting the traffic flow [7,8]. Of the current predicting methods on traffic flow,
the mainstream models contain the parametric model and nonparametric model, as well as the mixed
model, etc.
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Among those, the Seasonal Autoregressive Integrated Moving Average model (SARIMA),
a parametric model advocated by Kumar, taking into account the influence that the various seasons
exert upon traffic flow, can predict the short-term traffic flow with just a small amount of data input,
which have solved the problem of applicability that the traditional model ARIMA cannot deal with;
but the considerable deviation that this model generates during the fluctuation of traffic flow may have
a significant impact on the prediction results, and the results of the experiments based on the nonlinear
and instable traffic flow data set are lower than expected [9]. In order to minimize the deviation
and to further perfect the method related to the nonlinear traffic flow, nonparametric models such as
nonparametric regression, wavelet theory, etc., were proposed by scholars, which can better process
the data with complicated variations when targeting the traffic time series; but due to the enormous
calculation and complex structure, this kind of model is not applicable for practical operation [10,11].
Thereby, many mixed models have been proposed to improve the prediction performance. Li et al.
firstly proposed a mixed model combining the Support Vector Regression (SVR) with ARIMA to predict
the sample data by preprocessing the traffic flow data set to extract the data representing the traffic
features from the complicated and complex samples [12]. Cheng et al integrated the advantages of
the Particle Swarm Optimizer (PSO) (aiming at optimizing the weight and threshold of the BP neural
network) and the BP neural network (aiming at predicting the traffic flow) into one single model to
fulfill the purpose of an accurate prediction by enhancing the accuracy of prediction and the rate of
convergence [13]. Liu et al combined the Support Vector Regression (SVR) with the k-nearest Neighbor
method to construct the more accurate KNN-SVR model, which is obtained by comparing the three
other models—SVR, BPNN and KNN—with the SVR model retrained by the historical traffic flow
series that is reorganized according to the KNN algorithm [14]. Chen Xiaobo et al analyzed the urban
traffic road network through a model constructed by combining the Least Squares SVR (LSSVR) and
the Genetic Algorithm (GA), which can simulate the variation rules to accomplish the prediction of
traffic flow [15]. Although those mixed models above have succeeded in integrating the advantages
and to some extent optimized the prediction, the enormous difficulty in combination and different
results from various combinations have negatively impacted the actual effect.

Nowadays, with the computer becoming increasingly pervasive and powerful, the development
of the Artificial Intelligence and deep learning theory have opened a new horizon in the field of traffic
flow prediction. The general deep learning algorithm contains Deep Residual Network, Convolutional
Neural Network and Recurrent Neural Network, etc. Ma et al. constructed an integrated model
algorithm combining the Restricted Boltzmann Machine (RBM) and Recurrent Neural Network (RNN)
after fully investigating the rule of traffic series, and the consequence showed that the model had
more a accurate prediction and thus was applicable to predict the traffic volume of the urban road
network [16]. But this model, like other neural network prediction models, has the flaws of the gradient
disappearing and a gradient blow-up, and thus is not applicable for prediction on a long-term time
series. Deng Xuankun et al. combined the feature components extracted by the Convolutional Neural
Network (CNN) with an LSTM model to solve the problem on predicting the traffic flow series [17].
This model has stronger real-time capability, but was too complicated, due to the countless parameters.
Jonathan Mackenzie et al. [18] adopted the Regression Analysis method in the experiment part to
compare the expectation value (Y) with the actual traffic figure (Y), and to assess the statistical data from
traffic prediction model with the Mean Absolute Percentage Error (MAPE), Root Mean Squared Error
(RMSE) and GEH [18,19]. Meanwhile the MAPE and RMSE were recorded for the sake of comparison
with previous studies. At last, GEH was considered to be the most useful to assess the traffic prediction.
Tian and Pan firstly studied a variant of the Long Short Term Memory (LSTM), one of the Recurrent
Neural Network [20]. After realizing a hidden layer containing 5–40 units, they assessed the traffic
data with the California Caltrans Performance measuring system, and eventually made a comparison
with the methods of Random Walk, Radial Basis Function Support Vector Machine, Single-hidden
Layer Feedforward Neural Network and SAEs; the consequence revealed that the MAPE and RMSE
deriving from the LSTM were impressive in all testing sections.
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In the test, T. Pamula proposed the simplest network structure to realize the function of monitoring
the difference of the traffic data series in the network map by predicting through various neural
network structures [21,22]. Huang et al developed a deep system structure consisting of the Deep Belief
Network (DBN) and a multitasking regression layer to obtain the optimized prediction result, in which
the author had tested the DBN in different depth and with various node numbers [23]. K. Halawa et al.
proposed the expanding method for the main road intersection in the urban traffic network through
introducing an additional hidden layer in the network to realize the reflection of the multi-layer
sensor to the complicated relation among different variates [24]. J. Guo et al. developed the filter
method based upon the least square, minimum mean square, generalized linear model and Kalman
filter by adopting the Kalman filter with the adaptive mechanism to the variance, which revealed an
excellent fitting ability to the varying flow characteristic [25]. Min and Wynter presented a multivariate
auto-regression model based on Vector-ARMA, which contains the dependency relationship between
the adjacent testing points, and the consequence showed an outstanding prediction accuracy to the
different vehicle speed and traffic volume [26].

As known from the studies above on the prediction of the traffic flow, the deviation of the traffic
flow time series in a single road intersection is usually significant, and the deviation reduces as the
flow curve or such is taken account into the prediction input data of the road intersection. However,
the similar flow curve between the road intersections does not indicate a necessary relationship among
them, neither the influence relation among different road intersections. Accordingly, to explore the
spatio-temporal relationship among the road intersections, this paper designs a vectorized code which
extracts the spatial feature of the road intersections by vectorizing them and meanwhile screens out
those with the closest relation to the predicting point; eventually, the track vector matrix will be
input into BRNN model for training and predicating, and be evaluated and compared with other
predicting models. As a result, the consequence shows that the predicting method in this paper has
higher accuracy.

2. Theory

2.1. Model Introduction

Recurrent Neural Network (RNN) is specialized for processing the series data. Compared with
the classical feedforward neural network, the structure is relatively simple, which just reconnects the
output of the hidden layer (or the output layer) back to the hidden layer forming a closed loop. It can
also be considered as to add a memory unit in the feedforward neural network. When the neure
transmits forward, the hidden layer does not only send messages to the front end, but also stores the
message in the memory unit. When the next message performs, it will be sent to the hidden layer with
the previous message stored in the memory units together to extract the features, and those processed
messages will then be stored in the memory units again. The typical RNN model structure is as shown
in Figure 1.

 
Figure 1. Computation flow of RNN model.

However, as the standard RNN is unidirectional, when processing the time series, the status value
in the position i is only related to output from position 0 to position i, but has nothing to do with that
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from position i + 1 to the end, namely information above only; to obtain the context information, RNN
may calculate inversely to allow the status value in every position, and can obtain the information
above from the forward RNN and the information below from the inverse RNN in order to make full
use of the information in the past and the future. Such RNN is called bidirectional RNN, and according
to which this paper proposed the Bi-directional Recurrent Neural Network (BRNN) [27]. The core
conception of BRNN is that two RNNs will read the information from opposite directions with one
starting from the beginning and the other starting from the end, as the series data are input into the
model; the model will store the information respectively in two hidden layers connecting to the same
output layer, and such a bidirectional recycle structure can provide every output series point in the
output layer with the complete context information of the past and the future; namely the output
of the neure in time t depends on both the elements in the past and the future. Thereby, this model
is able to visit the context information in the past as well as that in the future, and make full use
of the input information during the model training. Whereas, RNN is incapable of providing the
context information in the future. Theoretically, the input of BRNN contains three parts including the
input from the input layer, as well as the previous-moment and next-moment output from the hidden
layer. Consequently, the output layer can integrate perfectly the complete context information in every
moment of the input series. The typical structure of BRNN is as shown in Figure 2.

Figure 2. Computation flow of Bi-directional Regression Neural Network (BRNN) model.

y(li) = so f tmax(wyh f
h f

(li) + wyhb
hb

(li) + by) (1)

h f
(li) = sigmoid(wh f xx(li) + wh f h f

h f
(li−1) + bh f

) (2)

hb
(li) = sigmoid(whbxx(li) + whbhb

hb
(li−1) + bhb

) (3)

From Figure 2, it is clear that the hidden layer of the network reserves two parts of information,
namely the forward information h(li)f , and the inverse information h(li)b , while the final output y(li)

contains both parts. bi is the output bias. Known from the three Equations above, the six unique
weights including the weight matrix wh f x, whbx (input layer to hidden layer), wyh f

, wyhb
(hidden layer

to input layer) and wh f h f
, whbhb

(hidden layer to hidden layer) are applied repeatedly in every moment,
but each pair of the values between the forward and inverse is quite different.

2.2. The Vectorization of the Road Intersection

In the intelligent transportation system (ITS), the camera installation applied in recording the
passing vehicles is involved. The cameras are installed in each road intersection with a unique serial
number represented as li (i is the integer between 0 and n, and n is the sum of the road intersections).

The data collected in every road intersection contain the information including the serial number
of the road intersection, the vehicle numbers and time, which are the primary data for research. Since
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each vehicle passes through a different intersection in sequence, vehicle trajectory TP can be represented
by a series of road intersection serial numbers sorted by time.

TP : {l0, l1, l2, · · · , ls} (4)

where p is the number of the vehicle. l0, l1, l2, · · · , ls is the road intersection serial number and
{l0, l1, l2, · · · , ls} is arranged according to the time sequence of the vehicles passing through the
intersection. s is the length of the vehicle track. In order to get the track data of each vehicle passing
through the intersection serial number in a certain period of time, we need to process the original data
into track data. Since the original data set is large, this paper adopts the trajectory data set statistical
algorithm to generate the trajectory data (See Appendix A for the specific algorithm).

In the neural network training, as the intersection serial numbers of the traffic flow data are
not in the vector form, they are unable to be directly input into the neural network, thus for the
convenience of calculation and understanding of the neural network, the intersection serial number
should be vectorized. This paper will regard each track data as a natural-language document with
each intersection serial number as the single word in the document. Firstly, according to the data set
the intersection serial numbers will be collected, which will be vectorized into the corresponding serial
number after that. Finally, the vector matrix will be obtained depending on the vectorized intersection
serial number. The vectorized serial number model can simplify the process of the text content into
the vector operation in k-dimensional vector space, and the similarity in the vector space can be used
to express the similarity of the text meaning [28]. This model connects all words to the hidden layer
casting out the most time-consuming, nonlinear hidden layer, meanwhile inputting the word vector
of the context of the testing word and outputting that of the testing word. As the large number of
weight matrices need updating during the model training, which results in the excessive calculation,
the training speed may possibly slow down. Therefore, to reduce the burden of training, this model
integrates the negative sampling method which updates only the input and element weight in the
negative sample set, and tends to considerably reduce the calculation amount during the gradient
descent, and thereby accelerate the training speed [29].

Negative Sampling may generate a random negative example in the source code (the variate can
be set in the code, and if the original word is generated during the random generation of the negative
example, the number may possibly be less), where the original word is positive example with the label
as 1, the other random generated label is 0, so the input f is:

f = σ
(
neu1T · syn1

)
(5)

Loss is the negative Log likelihood (due to the random gradient descent method, here represents
only a single layer in a word), namely:

Loss = −LogLikelihood = −label · log f − (1− f ) (6)

The gradient can be expressed as follows:

Gradientneu1 = ∂Loss
∂neu1

= −label · (1− f ) · syn1 + (1− label) · f · syn1
= −(label− f ) · syn1

(7)

Gradientsyn1 = ∂Loss
∂syn1

= −label · (1− f ) · neu1 + (1− label) · f · neu1
= −(label− f ) · neu1

(8)
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The gradient transfer from the hidden layer to the output layer is even simpler, because the hidden
layer is the sum of the variates in the input layer; thereby, the gradient of the input layer is namely that
of the hidden layer.

As shown in the Figure 3, the sentence position is the subscript of the current word in the sentence.
Set the specific sentence A B C D as an example, when the code below is entered for the first time,
the current word is A, its sentence position is 0. b is the word generated randomly between 0 and
window −1, and the size of entire window is (2 × window + 1 – 2 × b), which means to read window
−b words on both the left and right side. It is obvious that with the window slipping from left to right
the size is random, and when the random variation is from 3 (when b = window −1) to 2 (when b = 0),
the random value b decides the size of the current window. In the code, nue1 is the vector of the
hidden layer, namely the sum of the corresponding vector of the context (the words in the window
except the current word.)

Figure 3. Part of the source code flow chart of the vectorization coding model.

As shown in Figure 4, the prediction of the vectorized code model P (wt/wt−k, wt−(k−1), . . . wt−1,
wt+1, wt+2, . . . , wt+k) can be obtained. The operation from input layer to the hidden layer is actually
the sum of the context vector. The structure of the vectorized code model consists of four layers
including the input layer, forward hidden layer, inverse hidden layer and the output layer, which is a
discriminative model.

The core concept is the probability that the appearance of the current word will be maximum
when the number of words appearing around the current word in the context is c, namely conditional
probability maximization. When the words (the number of words is c) around the current two words
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tends to appear frequently, the vector of the two words will be very close, and the vector distance of
this word will shrink.

Based on such a theory, it can be considered that in the date set constituted by the road intersection
serial numbers, when the current vehicle is passing the testing road intersection, if the similar situation
happens frequently in the adjacent road intersections, the relevance of those road intersections is high.
Thereby, the spatial-tempo feature of the traffic flow can be fully manifested by the corresponding
vector of the road intersection.

Figure 4. Calculation process the vectorization coding model.

Where, v(li) is the vector of road intersection li. w is the step length. The Equation for the output
of the projection layer and output layer is as follows:

X(li) =
∑i−1

x=i−w
v(lx) +

∑i+w

x=i+1
v(lx) (9)

The adjust equation of the vectorized code parameter based on the negative sampling is:

θ(lx) = θ(lx) + η
[
Lli(lx) − 1

1 + e−XT(li)θ(li)

]
X(li), lx ∈ NEG(li) (10)

Lli(lx) =
{

0
1

,
,

lx = li
lx � li

;
;

(11)

where, η is learning rate. NEG(li) is the negative sampling set. The update Equation of the vector of the
input road intersection is:

v(lx) = v(lx) + η
∑

lx∈NEG(li)∪{li}

[
Lli(lx) − 1

1 + e−XT(li)θ(li)

]
θ(lx) (12)

lx ∈ {
li−c, · · · , li−1, li+1, · · · , li+c

}
This paper considers all track

{
Tp, p ∈ V, V is the set o f all vehicle Numbers

}
as the input of

vectorized code model for the road intersection. The corresponding vector matrix for each track data is
obtain by obtaining the corresponding vector of each road intersection serial number through training.

2.3. Calculation of Spatial Relations

The spatial relationship between intersections can be expressed by calculating the distance between
the corresponding vectors of each intersection. The spatial closeness of any two intersections can be
expressed by Equation (13).
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distance
(
li, l j

)
= ‖v(li) − v

(
l j
)
‖ (13)

For each intersection serial number la, we calculated the Euclidean distance between la and the
corresponding vectors of other intersection serial numbers and sorted the results from smallest to
largest. After this, we can get the serial number of K intersections that are closest to it. Their serial
number is {lb, lc, ld, · · ·}. Combine them with la, and the result is Ga : {la, lb, lc, ld, · · ·}. The elements
in this group are ordered from smallest to largest distance from the vector of the first intersection
serial number (See Algorithm A2 in the Appendix A). Finally, the vehicle trajectory matrix of these
intersections is input into the BRNN model for training and prediction. Such prediction results can not
only reflect the close relationship between adjacent road intersections in traffic flow, but also reflect the
spatial traffic flow relationship.

3. Experimental Results and Discussion

3.1. Data Description

This paper adopts the monitoring data of road intersections in partial sections in Shen Zhen, of
which the list information of the intersection serial number includes six aspects—intersection serial
number, ID of the monitoring point, name of the monitoring point, direction, the involved road and
date. The passing vehicle record data in the intersections includes the plate number, vehicle color,
time, the name of the monitoring point and the ID of the vehicle lane. Setting the intersection with
the serial number 101000206 as the predicting point, nine intersection serial numbers with the closest
relation to the predicting point are obtained by calculating the spatial relationship, as shown in Figure 5.
Those ten intersections contain 3,469,741 primary data which were collected during 12 March 2018 to
1 April 2018. Through the trajectory data set statistic algorithm we obtained 725, 570 track data which
were low-quality primary data with a different step length S for each track owing to the deviation
during the data collection, such as equipment defect on certain intersections, identification error of the
moving vehicle, failure of the information collection and position error of the moving vehicle, and so
on. In order to solve those questions above, this paper input the corresponding vector matrix of the
track data into the BRNN for training and prediction. BRNN will make full use of the historical and
future information of the spatio-temporal series to predict the intersection serial number that the track
actually passed. After several trainings, the model can obtain the high-quality track data, perform
the counting statistics on the time of fixed step length, and thereby predict the traffic volume in the
predicting intersection. Comparing the actual traffic volume on 1 April with the predicting value:

Figure 5. Distribution and ID of intersections in the testing road network.
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3.2. Error Evaluation Index

This paper uses mean square error (MSE) and accuracy (ACC) as evaluation indicators. The specific
definition is as follows:

MSE =
1
N

√√√ N∑
i=1

(yi − ŷi)
2 (14)

ACC =

⎛⎜⎜⎜⎜⎜⎝1− 1
N

N∑
i=1

∣∣∣∣∣ ŷi − yi

yi

∣∣∣∣∣
⎞⎟⎟⎟⎟⎟⎠× 100% (15)

where: yi is the true value of traffic flow; ŷi is the predicted result; N is the number of predicted samples.

3.3. Result of the Intersection Vector

During the training of the vectorized mode model, the negative sampling set needed setting,
which will be set as 10 here. In order to improve the training speed and the vector quality of the
obtained word, the loss value of the vectorized code model with the different step length w needs
analyzing as well for a more accurate intersection vector. To analyze the variation rule of the loss
value under a different step length, with the step length w between 1 and 8, after training experiments,
the variation pattern of the loss value under different conditions can be summarized as shown in
Figure 6.

Figure 6. Linear graph of loss variation.

As known from the graph, the loss value meets a decrease before increasing, and slightly fluctuates
after that. When w is 3, this loss value reaches the bottom, and thereby the intersection vector is
obtained by setting the step length w as 3. Accordingly, the variation curve of the loss value with
the iterations under the situation of negative sampling set being 10 and the step length w being 3,
is obtained as shown in Figure 7.
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Figure 7. Curve of loss value varying with iterations.

3.4. Result of BRNN Experiment

After a great deal of training of BRNN, the traffic volume on the predicting point (10100206) has
been predicted during 25 March to 31 March, as shown in Figure 8.

 

Figure 8. The predicted value in a week.

As shown in Figure 8, the rush hour shows during 7 a.m. to 10 a.m. and 4 p.m. to 7 p.m. when the
traffic is intense and the congestion is severe. According to the peak value and traffic intensity, traffic
volume on Saturday and Sunday is considerably large. Accordingly, it is evident that the variation
curve accords with the actually daily traffic situation.
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As shown in Figure 9, the predicting training results of the intersection (10100206) in one week
reveal the deviation existing between the predicting results of BRNN and the true value. In order to
more thoroughly analyze the predicting performance of BRNN, the RNN is trained as well during the
training of the BRNN, and the result of comparison of the two models is as follows:

 
Figure 9. The comparison results of predicted and real traffic flow in a week’s time.

As shown in Figure 10, the result of BRNN is better than that of RNN. From the result of RNN, it is
evident that RNN has higher similarity with short-term data series, but lower accuracy on long-term
data series. This is because RNN cannot make use of the information in the past and the future of
any specific moment, and thus will lose certain characteristics as the time runs longer, which tends to
generate the predicting deviation.

  
(a) (b) 

Figure 10. This is the model prediction curves of RNN and BRNN. This first graph (a) is the comparison
diagram of real traffic flow and predicted traffic flow by RNN, while the second (b) is the comparison
diagram of real traffic flow and predicted traffic flow by BRNN.
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3.5. Data Fitting and Residual Analysis

As shown in Figure 11, the discrete figure consists of three types of data on one coordination, and we
fit those data by a nonlinear curve due to the nonlinear characteristic of the traffic flow, with GaussAmp
as the fitting function during fitting to construct 95% of the confident belt, the Levenberg-Marquardt
optimizing algorithm and the root of Reduced Chi-square to shrink the standard deviation. The result
is as follows:

 

Figure 11. Fitting curve of the scatter value.

The fitting residual graphs of true value, BRNN and RNN, are shown as Figures 12–14. The graphs
show the result of fitting the Y value in the traffic flow prediction in the standard form, proportion
form and column form. Comparing the intensity of the value near degree 0 in the three graphs, it is
obvious that the density of BRNN is higher than RNN, thus with a better fitting result. In Figure 12,
the fitting result of RNN is lower than expected due to the RNN being incapable to use the future
information and losing part of data with input data becoming increasingly dense during training.
However, the fitting result of BRNN is satisfied due to the capability of making full use of information
in the past and the future, which makes the predicting result close to the true value. In Figure 13,
all data points are distributed around the diagonal line, and the data point from BRNN is closer to the
line with high density, and thus less deviation. In Figure 14 the column graphs of three predicting
results reveal that the prediction of BRNN is closer to the true traffic volume.

   
(a) (b) (c) 

Figure 12. This is the residual diagram of the predicted results for each model. The graph (a) is the
regular residual of actual data under the fitted Y value. That of (b) is the regular residual of BRNN
model under the fitted Y value. The one of (c) is the regular residual of RNN model under the fitted
Y value.
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(a) (b) (c) 

Figure 13. The graph designated (a) is the regular residual of actual data under the percentiles form,
(b) is the regular residual of BRNN forecasting under the percentiles form, and (c) is the regular residual
of RNN forecasting under the percentiles form.

(a) (b) (c) 

Figure 14. This is a histogram of regular residual of traffic flow prediction results. Graph (a) is a
histogram regular residual of the actual data. Graph (b) is a histogram regular residual of the BRNN
model. Graph (c) is a histogram regular residual of the RNN model.

The Equations used in the data fitting are shown in Table 1. The fitting results of the data are
shown in Table 2.

Table 1. Models and equations used in the fitting.

Model Equation

GaussAmp y = y0 + A ∗ exp
(
−0.5 ∗ ((x− xc)/w)2

)

Table 2. Data table of fitting results.

Plot Actual Date BRNN Forecasting RNN Forecasting

y0 0.8452 ± 2.02181 1.70427 ± 2.6873 −4.33261 ± 2.886
xc 9.08585 ± 0.0815 9.229 ± 0.08364 0.34728 ± 0.1072
w 2.7974 ± 0.12182 2.87558 ± 0.1420 3.42083 ± 0.2021
A 90.87526 ± 2.808 92.04544 ± 3.179 74.42464 ± 2.888

Reduced Chi-Square 8.64135 7.40129 6.03239
R-square(COD) 0.80646 0.79486 0.79342
ADJ.R-square 0.8043 0.79227 0.79093

Residual sum of squares 96066.57313 90180.34987 68932.96234

From the squared value of the correlation coefficient R (COD) of the BRNN and RNN, it is apparent
that the closer the squared value of R is to 0, the better the fitting degree. When the squared value
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of R of the BRNN and RNN are 7.40129 and 6.03239, respectively, that of BRNN is much closer to 1,
and thus the deviation between the curve after fitting and the primary data point is smaller, and the
prediction is more accurate. As to the residual sum of squares, that of BRNN is obviously larger than
that of RNN, which means BRNN is better.

3.6. The Effect of Track Length on the Model

In data collection, due to the error of the acquisition equipment (or other error factors), we get the
wrong original data. The original data can be processed to obtain the track data, and the vector matrix
corresponding to the track data can be used as the input of the model for training and prediction.
Therefore, when errors occur in the collected data, the most significant impact on the model is the
accuracy of prediction results. Let us discuss how error data affects model accuracy. In other words,
explore the influence of trajectory length s con model accuracy.

As shown in Section 2.2, this s is the number of intersections, so when the data is wrong, we get
that the length of the trajectory will change or stay the same. In this case, it reduces the track collection
density, affects the description of moving vehicle tracks, and also gets the wrong track data. Therefore,
it is equivalent to discussing the influence of s on model accuracy.

There are two cases of the most common trajectory missing (we only discuss the most common
cases). For example, if the HD camera fails, it will not work properly. At this time, the serial number of
the road intersection of the trajectory data will be missing, and the track length s will become smaller.
In another case, when the camera recognizes an error in the license plate number, the serial number of
the intersection does not change, but the identified vehicle is no longer a real vehicle.

When s changes. We select the trajectory of s ≥ 5. Because when the trajectory length is less than
5, the trajectory does not reflect the moving characteristics of the vehicle between road intersections
(If there are too many such trajectories, it can be inferred that the damage of the collection equipment
is too serious. It is recommended that the equipment at the intersection be inspected and repaired).
Set the default length of the track length to 7 (value range is 5, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17) to
compare the accuracy of the model at different track lengths. The result is shown in the Figure 15.

 

Figure 15. Accuracy of the model for different s values.

As shown in the above figure, the accuracy of the BRNN model is relatively low at the beginning
and fluctuates strongly, and then becomes a slow upward trend, then slowly stabilizes, while RNN
is reversed. When s = 6, the BRNN model has the lowest accuracy rate of 87.53%. When s = 15,
the BRNN model has the highest accuracy rate of 96.75%.
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In summary, when there are more errors in data collection, s will become smaller. As a result,
the accuracy of the BRNN model is reduced, and the magnitude of the change is large, which is an
unstable state.

When S does not change. Due to camera recognition error. For example, the real license plate
number AT6351 is incorrectly identified as AT63S1. The track length S thus acquired is constant, and the
prediction accuracy obtained after the model training is higher than the true accuracy. Therefore,
the BRNN model has to do more work. This work is to repair the trajectory. This will result in an
increase in the computation time of the model (After the track data is repaired, it has little influence on
the prediction accuracy of the model and can be ignored).

In order to further assess the predicting performance of BRNN, this paper calculates the predicting
results of MSE and ACC, respectively, and makes comparison with RNN, ARIMA, SVR, DBN-SVR,
LSTM and KNN-LSTM [30]. The results are shown as in Table 3 that BRNN processes the best
predicting performance with an accuracy of 96.75%, which is 24.34%, 25.06, 8.58%, 7.15% and 6.36%
higher than RNN, ARIMA, SVR, DNB-SVR and LSTM, respectively. Meanwhile compared with
KNN-LSTM, which takes into account the spatio-temporal relationship, the accuracy improves 2.16%
as well. Consequently, this experiment illustrates that BRNN has excellent predicting performance.

Table 3. Prediction performance of different models.

Prediction Model
The Evaluation Index

MSE ACC/%

ARIMA 1.5134 61.09
RNN 0.7365 72.36
SVR 0.3266 88.17

DBN-SVR 0.3053 89.60
LSTM 0.1262 90.39

KNN-LSTM 0.0987 94.59
BRNN 0.0831 96.75

4. Conclusions

Based on the deep learning theory, this paper proposed the Bi-directional Regression Neural
Network, which can make full use of the intersection information in the past and the future to make up
the deficiency of most other models that they are incapable to reflect the spatio-temporal relation of the
traffic flow. Meanwhile, this paper, according to the TensorFlow platform, designed the vectorized
code to extract the spatial feature of the intersections and to screen out the intersections related closely
to the predicting point, as well as to train and predict through inputting the track vector matrix of
those intersections into the BRNN. This paper also carried out the predicting data fitting of BRNN
and RNN, and the residual analysis. The results indicated that the BRNN can make full use of the
information in the past and future to process better performance, whose accuracy is up to 96.75%.
In addition, this paper made the compassion of the deviation between BRNN and RNN, ARIMA, SVR,
DBN-SVR and LSTM, as well as KNN-LSTM, and the consequences show that the accuracy of BRNN
is 16.298% higher on average, which further proved the excellent predicting performance of BRNN.
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Appendix A

Algorithm A1. Trajectory data set statistical algorithm.
map:
map (key, value, context):

passRecord = value. split();
for pr in passRecord:

context. write(pr. vehicleNo, pr. locationId);
reduce:
reduce (key, values, context):

result = temp;
for value in values;

result.append (value);
context.write(key, result);
//The final output is < vehicle ID, intersection serial number list >

Algorithm A2. The algorithm of spatial closeness.
G = Empty collection;
for la in L: //L is the set of all intersection serial number

list<lx, distance(la, lx)>1;
for lx in L:

if(lx � la):
d = distance(la, lx);
1.put(lx, d);

1.sortByValues();//Sort by distance
Ga = 1.top(k) ∪ la;//Banked the nearest k intersection serial number collection
G = G ∪ Ga;

return G;
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Abstract: There is a large number of tools for the simulation of traffic and routes in public transport
systems. These use different simulation models (macroscopic, microscopic, and mesoscopic).
Unfortunately, these simulation tools are limited when simulating a complete public transport system,
which includes all its buses and routes (up to 270 for the London Underground). The processing times
for these type of simulations increase in an unmanageable way since all the relevant variables that are
required to simulate consistently and reliably the system behavior must be included. In this paper,
we present a new simulation model for public transport routes’ simulation called Masivo. It runs
the public transport stops’ operations in OpenCL work items concurrently, using a multi-core high
performance platform. The performance results of Masivo show a speed-up factor of 10.2 compared
with the simulator model running with one compute unit and a speed-up factor of 278 times faster
than the validation simulator. The real-time factor achieved was 3050 times faster than the 10 h
simulated duration, for a public transport system of 300 stops, 2400 buses, and 456,997 passengers.

Keywords: simulation; parallel; multi-core; public transport; mass transit; OpenCL

1. Introduction

Millions of more people are expected to migrate to urban centers in the following years.
The United Nations predicts that for 2050, 66% of the population will live in urban areas [1]. Hence,
transportation planners are embracing new ways of tackling the old problem of congestion. Public
Transport Systems (PTS) move a large number of people while consuming fewer resources (lower
energy requirements, lower accident cost, and air quality improvements). Currently, one of the top
applications of the Internet of Things (IoT) is the development of smart cities [2]. Smart cities target the
increasing capacity to collect a large quantity of data from a PTS and process them in real-time (big data
processing). This capacity has become the basis for the development of more effective transit modeling
and simulation [3]. An efficient transit simulation powers the optimization agents for public transport
systems. These optimization agents improve the route path, route frequency, number of transfers,
the waiting time, bus or train sizes, ticket price, and others. With these optimizations, different studies
reduced the wait time by 75% [4], the travel time by 14% [5], and operational cost by 11% [5].

The basis of a PTS simulation is system modeling. This modeling is divided into three different
approaches: macroscopic, mesoscopic, and microscopic [6]. The macroscopic models aggregate traffic
streams without analyzing the internal elements. The mesoscopic ones model homogeneous groups of
actors and the interactions with little detail. Finally, the microscopic ones model in detail the dynamics
of each actor (vehicles or passengers) and their interactions with others [6]. The public transport system
components have been simulated inside these three different models. The macroscopic modeling has
been used for simulating the vehicle accumulation of public transport vehicles along with private
cars [7]; furthermore, for the modeling of the public transport vehicles’ speed [8] and for the road safety

Electronics 2019, 8, 1501; doi:10.3390/electronics8121501 www.mdpi.com/journal/electronics145



Electronics 2019, 8, 1501

impacts of public transport [9]. Similarly, the mesoscopic models have been used for simulating the
crowding levels on-board the public transport vehicles [10], emergency evacuation methodologies [11],
traffic safety policy evaluation [12], and a multi-modal mobility simulator for large scale scenarios [13].
The microscopic models are the most used for public transport simulation. These models are included
in the simulation of the operations at public transport stops [14,15], the public transport system’s
reliability [16,17], bus priority methods [18,19], exclusive bus lanes [20,21], bus routes [22], transfer
organization of public transportation terminals [23], multimodal systems [24], and traffic networks [25].

Similarly, we performed a literature review supported by the scientometric tool ScientoPy [26]
to find the most simulated and modeled components in the PTS. For this, we downloaded a dataset
from the Clarivate Web of Science (WoS) and Scopus, with the search string (“public trans*” OR
“mass transit”) AND (“simulation” OR “model*”) applied to the documents’ title. Figure 1 shows
the top seven most simulated or modeled components for PTS. In-door air quality had the most
documents, with papers that included diseases transmission [27] and air quality prediction [28–33].
Second, accessibility included modeling the potential effect of shared bicycles on public transport
travel times [34] and modeling access to PTS [35–37]. Line planning simulation and modeling covered
models and methods for line planing [38], passenger routing decision [39,40], and PTS connection
simulation [41].

Figure 1. Number of documents related to Public Transport Systems’ (PTS) components simulated or
modeled reported by the scientific literature in the WoS and Scopus databases.

Waiting time was the topic with the highest growth in PTS simulation and modeling, with 60%
of the documents published in the last two years. It includes impacts on passengers’ waiting time
uncertainty [42], timetable optimization models for minimizing passenger waiting [43], and a stochastic
model for the passenger arrival process [44]. Finally, other simulation and modeling components are
passenger flow [45–48], transfers [49–52], and path choice [53,54].

These kinds of implementations suffer from two critical issues. First is scalability, because most
of them only offer single machine solutions that are not adequate to process large scale data.
Second is granularity, due them not considering microscopic traffic situations such as individual
passengers/bus/train modeling [55]. For these reasons, novel works have developed new models and
simulators that employ parallel architectures to get the simulation results more efficiently. Currently,
we find mesoscopic [13,56–60] and microscopic [61] traffic simulators based in GPUs (Graphics
Processing Units), HPC (High Performance Computing) [62–64], and microscopic simulation based on
Apache Spark [55,65]. Nevertheless, these modeling and simulation approaches do not consider each
passenger as a unique entity in the simulation model.
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In this paper, we present Masivo. Masivo is a new parallel simulation model based in OpenCL
using a multi-core high performance platform for massive public transportation systems. Masivo
works with predefined public transport system conditions, which include the stops’ total number,
the stops’ capacity, and the Origin-Destination matrix (OD). This OD matrix and routes’ information
are updated to this model via CSV files. Masivo gets the simulation results for total alighted passengers
and average commute time. Similarly, it shows the performance indicators.

We organized this paper as follows. First, “Section 2. Public Transport Systems’ Basis ” describes
the public transport system, the simulation variables, and output indicators. Then, in ”Section 3.
Masivo Public Transport Routes’ Simulation”, we present the components, the input parameters,
the output results, and the algorithms for the Masivo simulator. In “Section 4. Results”, we summarize
the validation and performance results of Masivo. Later, in “Section 5. Discussion”, we discuss
Masivo’s performance against other parallel traffic and public transport simulators. Finally in
“Section 6. Conclusions”, we summarize all the concluding remarks and future work.

2. Public Transport Systems’ Basis

In a public transport system, the buses, trains, or other forms of transport are used by people
to travel from one place to another [66]. Figure 2 shows a small public transport system example,
which consists of three stops (Si) separated 2 km and two routes (R1 and R2). In this system, we
have, for instance, passengers from the origin stop S1 that travel to the destination stops S2 and S3.
The origin-destination matrix (OD) denoted as D represents the number of passengers that travel from
each stop to another. For example, if we have 10 passengers that travel from S1 to S2, the value D1,2

is 10.

Figure 2. Small example of a public transport systems with three stops and two routes.

In this way, the OD matrix can describe the full system demand, as shown in Equation (1). Here,
we see a diagonal of zero, which indicates that there are no passengers that travel from the origin
station to the same origin station.

D =

⎡
⎢⎣ 0 10 20

10 0 10
20 10 0

⎤
⎥⎦ (1)

The routes are designed to transport passengers from one stop to another. Figure 2 shows two
routes (R1 and R2). R1 has the direction west to east, and R2 has the direction east to west. The RTr

value defines the total trip time (in seconds) for route r, that is the time needed by the bus to complete
the full route. The value fr defines the frequency (in seconds−1) of the route r, and it represents how
often the bus is dispatched for each route. Therefore, the number of buses needed for each route is
defined by Equation (2) as BRr, where the symbols “
” and “�” represent a ceiling function that returns
the nearest integer that is greater.

BRr = 
RTr fr� (2)

For instance, we need an R1 frequency of 5 min ( fr = 1/300 s−1), and the total trip is 570 s, defined
by Equation (3), where N is the number of stops:

147



Electronics 2019, 8, 1501

RT1 =
Total distance

Bus avg. speed
+ (Stop time)× N

RT1 =
4 km

30 km/h
+ (30 s)× 3

RT1 = 570 s

(3)

As a result, the number of buses needed for R1 for this case is defined by Equation (4) as:

BRr = 
570 s × 1
300 s

�
BRr = 2

(4)

As we can see in Equation (2), if we increase the frequency of a route, we will need to have more
buses to meet the demand. Nevertheless, the number of buses is limited by the total fleet size or even
by the roads’ capacity. Then, to find the route’s frequency, we have an optimization problem described
by Equation (5), where the objective is to minimize the total travel time, restricted by the total fleet
size [67].

minimize ∑
i∈N

∑
j∈N

DijTij(f)

subject to: ∑
r∈R


RTr fr� ≤ total fleet size
(5)

where:

N = total stops;
R = total routes;
Dij = OD (Origin-Destination) demand;
Tij = passenger travel time;
RTr = round-trip time on route r;
fr = frequency on route r;

The passenger travel time Tij includes the expected waiting time, as a function of the routes’
frequencies f. Unfortunately, this travel time cannot be calculated directly, because it depends on other
variables such as the buses’ capacity, the stops’ capacity, and the routes’ stops’ table. Furthermore,
the buses’ free seats depend on the buses’ capacity and the number of passengers that have boarded
the buses at the previous stops. This correlation between the buses’ free seats with other variables
of the systems converts this into an NP-hard problem, where the approach to this problem relies on
heuristic techniques for systems of a reasonable size [67].

2.1. Passenger Demand in Public Transport Systems

The Origin-Destination matrices (OD) specifies the passengers’ travel demands between the
origin and destination nodes in the network. Geographic Information Systems (GIS) have been used
effectively for OD data analysis, supporting geocoding OD survey data to point locations [68]. The OD
matrix is dynamic because it is time varying. Inside a city’s public transport system, the OD matrix
varies on weekdays and weekends and even between different hours of the day. A high quality OD
matrix is a fundamental prerequisite for any serious transport system analysis. Surveys have been
done to define the OD matrices [68,69]; nevertheless, more sophisticated methods are used today
for this purpose, such as passive smart card fare collection system data [70,71] or mobile network
data [72].

2.2. Public Transport Vehicle Routes

In public transport systems, the vehicles (trains or buses) follow a route to meet the passengers’
demand. The route is defined by a set of stops, where the bus picks up or alights passengers.
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Furthermore, the route’s frequency is defined as how often the bus is dispatched for each route.
That also means how frequent a bus route passes one stop. Due to the dynamic nature of the OD,
one of the essential components in determining the public transport service is the selection of the
most suitable routes’ frequency by time-of-day and day-of-week. The routes’ design also includes
the development of timetables, scheduling buses, and scheduling drivers. The route layout design
depends on the passenger flow because routes are configured to provide a direct or indirect connection
between origin-destination demand for passengers.

2.3. Traffic Simulation Software

There is much literature that deals with topics about the simulation of traffic networks especially
focused on traffic simulation of private vehicles [73–81]. This literature presents simulation systems
based on the different models already explained (macroscopic, microscopic, and mesoscopic). With the
help of these models, different computational tools have been designed to help to simulate traffic
environments. For macroscopic models, there are for example tools such as: Strada [82], Metacor [83],
Visum [84], and Emme [85], among others. On the other hand, SUMO [86], PTV VISSIM [87],
and Aimsun [88] are some of the tools available that allow traffic simulation with microscopic models.
For mixed or mesoscopic models, some of the existing tools are: OmniTRANS [89], TransModeler [90],
and the Aimsun [88].

For public transport systems, in Bogotá, Colombia, the Bus Rapid Transit (BRT) system
Transmilenio uses two of the most recognized tools for strategic route planning. These tools are
PVT Vissim for microsimulation (traffic simulation at intersections, stop crowds simulation, etc.) and
Emme for route planning (macrosimulation). With PTV Vissim, it is possible to carry out the specific
traffic congestion simulation at an intersection; furthermore, traffic light crossing or lane sections,
without these unit simulations interacting with each other to predict a global behavior. On the contrary,
Emme allows planning routes based on predictions of passenger demand.

Optimizing the routes’ frequencies has been widely studied because this type of optimization
can reduce the operating costs and travel times of passengers [5,91,92]. Unfortunately, frequency
programming optimization for buses and public transport trains is known to be in the class
of NP-hard [93] problems. These kinds of problems cannot be solved in polynomial time [94],
which indicates that an algorithm may take an indeterminate time to find the solution to this problem.

2.4. Traffic Simulation Parameters’ Specification

For this research work, we define the public transport system parameters’ specification with the
following conditions and variables. First, we have the system conditions that are defined in Table 1.
These conditions define the total number of stops, a full OD matrix of size N × N, the max passenger
capacity of each stop, and the stop position.

Table 1. System conditions’ definitions and symbols.

Variable Name Symbol

Total number of stops N
Origin-destination matrix OD
OD value for stop i to j Dij
Stops max capacity SCn
Stops X position SPXn
Stops Y position SPYn

On the other hand, Table 2 defines the variables related to the routes and buses. Here, we find
the total number of routes, the maximum number of buses available per route, the frequency of each
route, the maximum passenger bus capacity, and the route stops’ table array. The stops’ table array
represents the stations (or transit stops) where the bus route stops.
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Table 2. Routes variables’ definitions and symbols.

Variable Name Symbol

Total number of routes R
Max buses per routes BRr
Routes frequency fr
Max bus capacity BC
Route stop table array stops_tabler

Next, Table 3 presents the simulation output variables, which indicate the performance of the
public transport system with the actual routes’ configuration. These output variables consist of the
total departed passengers per stop, the alighted passengers at the destination stop, the total average
passengers’ commute time, and the average passengers’ commute time for the alight stop.

Table 3. Simulation output variables’ definitions and symbols.

Variable Name Symbol

Departed passengers from stop DPSn
Alighted passengers at stop APSn
Average passengers commute time ACT
ACT at alight stop n ACTSn

2.5. Simulation Performance Indicators

Table 4 shows the simulation performance variables. These variables indicate the simulation
execution time and how fast the parallel simulation is relative to the real system and the
sequential execution.

Table 4. Simulation performance variables’ definitions and symbols.

Variable Name Symbol

Total simulation time tst
Total parallel simulation execution time pst
Total sequential simulation execution time sst
Real-time factor rt f
Speed-up factor su f
Efficiency e f
Number of processing threads p

Simulation performance can be measured using two measures of effectiveness, namely the
real-time factor and the speed-up factor. The real-time factor is a measure of the relative speed of
simulation concerning real time [95]. In this work, we measure the real time factor of the parallel
implementation by using Equation (6). For example, if we are simulating 1 h (3600 s) of the public
transport systems’ routes in 3 s of execution time by the parallel model, the real-time factor will be 1200.

rt f =
tst
pst (6)

On the other hand, the speed-up factor (su f ) is a measure of parallel simulation performance,
which reveals how much faster the simulation is executed in parallel versus the sequential one [95].
Equation (7) describes how to calculate it. For instance, if the simulation execution time in parallel is
3 s and in the sequential one 30 s, the speed-up factor is 10.

su f =
sst
pst (7)
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The efficiency (e f ) describes where the improvements would be useful [96]. Equation (8) describes
the efficiency as a function of the number of processing threads (p). It also represents the relationship
between the minimum theoretical execution time for a parallel implementation (sst/p) and the
measured processing time for the parallel run pst(p).

e f (p) =
sst/p
pst(p)

(8)

3. Masivo Public Transport Routes’ Simulation

In this section, we describe the components and the operational description of the developed
public transport routes’ simulation called Masivo. Masivo is a public transport simulation software
built in this research project to evaluate the new parallel simulation model proposed. This software is
divided into three main components, as described in Figure 3.

Figure 3. Masivo main components.

First, we have the Parameters’ Loading Module (PLM), which is a Python sequential module
that loads two CSV files with the information related to the OD matrix, stops, and routes. Then, we
have the Parallel Simulation Core (PSC), which runs in OpenCL. The PSC runs the public transport
route simulation model, by running each stop’s operation in an independent work-item. Finally,
we have the Results’ Statistics Module (RSM), which is a Python module that extracts the statistical
information related to passengers served, commute times, and simulation performance. The following
subsections describe in-depth these three components. The full Masivo source code is available on
GitHub (masivo codebase: https://github.com/jpruiz84/masivo), including installation instructions.

3.1. Parameters Loading Module

The Parameters Loading Modules (PLM) is a Python module that executes sequential operations
to load and prepare the passenger arrival queue for the PSC. The PLM opens two CSV files, one with
the information needed for the stop operations and others with the information needed for the bus
operations, as described in Figure 4. The content of the two input files is described below.
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Figure 4. Masivo input parameters.

3.1.1. ODM CSV File

The ODM (OD Matrix) CSV file contains the information related to the operation of the stops.
This information includes the names of the stops, stops’ position (X and Y), stops’ max capacity,
and the OD matrix. Table 5 shows an example of an ODM file for a three stop system. The first column
(stop_number) has the following list of numbers starting at zero to identify each stop. The second
column (stop_name) presents a text string with the stop name due in real transport systems. Here,
a name, instead of a number, is used to identify a stop or station. Then, the third and fourth columns
indicate the X and Y position in meters. The fifth column shows the maximum passenger capacity at
each stop. Finally, the last three columns indicate the OD matrix, where the first row of these columns
represents the names of the destination stops.

Table 5. Origin-Destination Matrix (ODM) CSV example file with 3 stops’ information.

Stop_Number Stop_Name x_Pos y_Pos Max_Capacity Stop_00 Stop_01 Stop_02

0 Stop_00 400 1000 200 0 10 20
1 Stop_01 800 1000 200 10 0 10
2 Stop_02 1200 1000 200 20 10 0

3.1.2. Routes’ CSV File

The routes’ CSV file contains the information related to the route’s operation. This information
includes the routes’ set, names, routes’ frequencies, routes’ time offset, routes’ direction, routes’ notes,
and stops’ table. Table 6 shows an example of a routes’ file with four routes’ information. The first
column (number) has the following list of numbers starting at zero to identify each route. The second
column (name) presents the text string with the route name, as in a real transport system, names
composed of letters and numbers are used to identify a route. The third column (freq.) indicates the
route frequency in seconds, which represents how often a bus is dispatched for each route. The fourth
column (offset) represents the route time offset in seconds, and it is the time when the first bus of each
route is sent. The fifth column (buses) indicates the maximum number of buses available for each
route. The sixth column (dir.) indicates the direction of this route, where W-E is west to east and E-W
is east to west. The seventh column (notes) is used only for information proposes (not used by the
PSC) and indicates, in this case, the type of route. Finally, the eighth column (stops_table) contains the
stops’ table, which indicates the stop stations where the bus has to stop to pick up or alight passengers.

Table 6. Routes CSV example file with 4 routes’ information. Freq., frequency; Dir., direction.

Number Name Freq. Offset Buses Dir. Notes Stops_Table

0 Route_00 300 100 50 W-E all stops Stop_00, Stop_01, Stop_02
1 Route_01 300 100 50 E-W all stops Stop_02, Stop_01, Stop_00
2 Route_02 900 100 50 W-E express Stop_00, Stop_02
3 Route_03 900 100 50 E-W express Stop_02, Stop_00
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3.1.3. Passenger Arrival Queue Generation

After loading the ODM and routes’ CSV files, the PLM generates the passenger arrival queue
(paq) for each stop from the OD matrix defined as D. The paqi is an array that contains the passenger
that will arrive at the stop during the simulation. The passengers are sorted by the arrival time, starting
with the first passenger that arrives at the stop. Algorithm 1 describes the full process to generate
the paq. First, in Line 2, we define the PASS_TOTAL_ARRIVAL_TIME as 3600 s. This means that
the passengers will arrive at the stops from Time 0 to 3600 s during the simulation. Then, in Line
3, we declare a for loop that will run in each of the stops i and then will run the rows of the OD
matrix D. The passengers’ queues are statics list, with a fixed size of STOP_MAX_PASS (by default,
10,000). Then, we initialize these lists, with a status value in each field that indicates the end of the
list (PASS_STATUS_END_LIST) and an arrival_time that is an unsigned short (UINT16) variable to
the maximum possible value. This initialization is done by the operation performed in the loop from
Lines 4 to 8.

Algorithm 1 Passenger arrival queue generation algorithm.

1: procedure GENERATEPAQ

2: PASS_TOTAL_ARRIVAL_TIME ← 3600;
3: for i ← 0 to total_stops do

4: for j = 0 to STOP_MAX_PASS do

5: pwqi[j].status = PASS_STATUS_END_LIST;
6: paqi[j].status = PASS_STATUS_END_LIST;
7: paqi[j].arrival_time = UINT16_MAX;
8: end for

9:

10: for j = 0 to total_stops do

11: for k = 0 to D[i,j] do

12: paqi[j].orig_stop = i;
13: paqi[j].dest_stop = j;
14: paqi[j].arrival_time = PASS_TOTAL_ARRIVAL_TIME × k/D[i,j];
15: end for

16: end for

17: Sort paqi by arrival_time;
18: end for

19: end procedure

Later, in Line 10, we define a for loop to cover all destination stops. This will run the columns of
the OD matrix D. In Line 11, we set another for loop that will run for each passenger that will travel
from stop index i to stop index j. In Lines 12 to 14, we set the passenger’s origin stop paqi[j].orig_stop,
the destination stop paqi[j].dest_stop, and the arrival time paqi[j].arrival_time. Finally, after the full list
of passengers is generated for the stop i, we sort the passengers of paqi by the arrival time. With this,
the PSC can process paq efficiently, as we will discuss later.

3.2. Parallel Simulation Core

The Parallel Simulation Core (PSC) runs in an OpenCL kernel the passenger operations and the
buses’ position update. The simulation tick is 1 s (this means that all simulation components are
updated every 1 s). Each passenger has a data structure that contains the data needed for his operations.
Figure 5 shows the passengers’ operations and the passengers data information. Each passenger has
an ID that identifies him/her in the system; furthermore, the origin and destination stop numbers that
indicate at which stop the passenger has arrived and at which stop he/she will alight. The arrival
time is the time in the simulation that indicates when the passenger has arrived, and the alight time
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indicates when the passenger has alighted. The status points out the actual status of the passenger
inside the simulation (to arrive, arrived, on the bus, alighted, or empty). The empty status means
that this space is free for another passenger, such as a seat on the bus. This passenger structure uses
13 bytes of data per passenger.

The stops are defined in the simulator by an array of structures. As described in Figure 5, each
element inside the stops’ array has a stop number. Furthermore, they include the stop position in the
map, total passengers, the last empty index, which indicates which was the last space empty in the
waiting queue, and the passengers’ queues. Second, we include the arrival queue for passengers that
will arrive at the stop. Third is the waiting queue for passengers that have arrived at the stop and are
waiting for the bus. Finally, there is the alight queue for passengers that have finished the trip and
have alighted at the stop. Each stop structure uses 130 KB of data.

Next, we have an array of structures that describes the buses in the simulator. As shown in
Figure 5, each element inside the buses’ array has a bus number. Besides, we include the current stop
index, which indicates at which stop the bus is, and the last stop index, which indicates which was the
last stop where the bus stopped. Similarly, we incorporate here the stops’ arrays that have the stops’
index where the bus will stop to pick up or alight passengers. Finally, we include the total number of
passengers on the bus and the passengers’ array that has the data of the passengers that are on the bus.

Figure 5. Masivo simulation passenger operations.

Moreover, in Figure 5, we see the three passengers’ operations (1, arriving; 2, boarding;
3, alighting). During the arriving, the passenger passes from the arrival queue to the waiting queue at
the origin stop. During the boarding, the passenger moves from the origin stop waiting queue to the
bus passenger array. Finally, during the alighting, the passengers move to form the bus’s passenger
array to the alight queue at the destination stop. These passengers’ move operations are optimized to
run efficiently in OpenCL and are described in the following subsections.

3.2.1. Passenger Arriving

In the passenger arriving operation, the passengers arrive at the stop at the arrival
time. Algorithm 2 describes this process. First, we have an infinite while loop that breaks when
there are no more passengers that will arrive at the stop in the given simulated time. In Line 2,
we check if the total number of passengers remaining in paq is zero. If yes, we break the while
loop. In Line 6, we extract the working index (w_index) of the passengers’ arrival queue (paq) in
w. This working index represents the last passenger’s index that has been removed from paq. Then,
in Line 9, if the arrival time of a passenger that we are processing paq.p[w].arrivaltime is greater than
the actual simulation time, we do not process this passenger yet. Hence, we break the while loop.
Due to the passengers in paq being sorted by arrivaltime, we do not need to process the next passengers,
because we already know that arrivaltime will be greater than simtime.
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Algorithm 2 Passengers’ arriving operation at stop n, where passenger arrival queue paq and passenger
waiting queue pwq are specific for stop n.

1: while TRUE do

2: if paq.p[l].total = 0 then

3: break;

4: end if

5:

6: w ← paq.w_index;
7: if paq.p[w].arrival_time > sim_time then

8: break;

9: end if

10:

11: l ← pwq.last_empty;
12: pwq.p[l] ← paq.p[w];
13: pwq.p[l].status ← ARRIVED;
14: pwq.last_empty ← pwq.last_empty + 1;
15: pwq.last_total ← pwq.total + 1;
16:

17: paq.p[l].status ← PASS_STATUS_EMPTY;
18: paq.p[l].w_index ← paq.p[l].w_index + 1;
19: paq.p[l].total ← paq.p[l].total − 1;
20:

21: end while

Thus, we move the passenger from the passenger arrival queue (paq) to the passenger waiting
queue (pwq) only if the conditions of Lines 2 and 7 are not fulfilled. If we have a valid passenger
with arrivaltime equal to or less than the simulation time, we move it. For this, in Line 11, we extract
the pwq last empty index, which indicates the index of the last empty space in pwq. Then, we assign
the actual processing passenger in the arrival queue paq.p[w] to the last empty space in the waiting
queue pwq.p[l]. Latter, in Lines 13–15, we update the passenger status, and we increment the last
empty index and the total counter for pwq. In Lines 17–19, we update the paq passenger’s status
to PASS_STATUS_EMPTY, we update the w_index of paq, to process the next passenger in the next
iteration, and we decrement the total counter of passengers in paq.

3.2.2. Passenger Boarding

The passenger boarding operations run concurrently at each stop. Algorithm 3 describes the
boarding operations for the stop n. For this, in Line 1, we start with a main for loop, then run for all
the buses. Then, in Line 2, we have an if that only lets us process the bus passenger array (bpa) that is
at the current stop. In Line 3, if the total number passengers in the waiting queue is zero (pwq.total),
we brake, and we do not process more buses, because we do not have passengers at this stop waiting
for boarding. In Line 6, we check if the total number of passengers of bus bpa[j] has reached the
maximum BUS_MAX_PASS (the bus is full). If yes, we continue to process the next bus.

At this point, in Line 9, we know that passengers are waiting at the stop, and the bus is not
full. Therefore, we check for each passenger at the stop to check which of them needs to board the
actual bus. For this, in Line 9, we set a temporal variable last_empty_seat_in_bus to zero. This variable
indicates which is the last seat on the bus that is empty. In this way, if there is more than one passenger
in the stop to board the bus, we will not start from the beginning of the seats to check which is empty
for each passenger.

To check if a passenger is at the stop, in Line 10, we have a for loop, then it runs over passenger
waiting queue until STOP_MAX_PASS, that is the last position of the queue (in this case, 10,000).
The queue is a static list with a size of 10,000. We know that there will be no more than 10,000 passengers
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in this queue; the total number of passengers in this queue is always less than this size. To know
if we have passed the last passenger that has arrived in the queue, we check that the passenger’s
status is PASS_STATUS_END_LIST. If yes, we break, and we finish checking for passengers to board
at this stop. In Line 15, we check if the status of the passenger (pwq[k]) is PASS_STATUS_ARRIVED,
which indicates that the passenger has arrived at the stop and is waiting for the bus. Then, in Line 16,
we check if the destination stop of this passenger is in the stops’ table of the bus that we are processing.
If yes, in Line 17, we have a for loop that checks the next empty seat on the bus, with the if condition
in Line 18. If the position is empty on the bus, we move the passenger from the waiting list to the bus
empty seat in Line 19. In Lines 20 and 21, we update the passenger’s status to PASS_STATUS_IN_BUS,
and we increment the total number of passengers on the bus. In Lines 22 to 23, we update the status
of the empty space in the pwq, and we decrement the total number of passengers at the stop. Finally,
in Line 24, we update the temporal variable last_empty_seat_in_bus to l, so that when we process the
next passenger at this stop in this simulation time iteration, we do not start from the beginning of the
bus seats, which we already know are not empty.

Algorithm 3 Passengers’ boarding operation at stop n, where pwq is the passenger waiting queue
specific for the stop n.

1: for j ← 0 to total_buses do

2: if stop_num = bpa[j].curr_stop then

3: if pwq.total = 0 then

4: break;

5: end if

6: if bpa[j].total ≥ BUS_MAX_PASS then

7: continue;

8: end if

9: last_empty_seat_in_bus ← 0;
10: for k ← 0 to STOP_MAX_PASS do

11: if pwq[k].status = PASS_STATUS_END_LIST then

12: break;

13: end if

14:

15: if pwq[k].status = PASS_STATUS_ARRIVED then

16: if pwq[k].dest_stop in bpa[j].stops_table then

17: for l ← last_empty_seat_in_bus to BUS_MAX_PASS do

18: if bpa[j].bpl[l].status = PASS_STATUS_EMPTY then

19: bpa[j].bpl[l] ← pwq[k]
20: bpa[j].bpl[l].status ← PASS_STATUS_IN_BUS
21: bpa[j].total ← bpa[j].total + 1
22: pwq[k].status ← PASS_STATUS_EMPTY
23: pwq.total ← pwq.total − 1
24: last_empty_seat_in_bus ← l
25: break;

26: end if

27: end for

28: end if

29: end if

30:

31: end for

32: end if

33: end for
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3.2.3. Passenger Alighting

The passenger alighting operations also run concurrently at each stop. Algorithm 4 describes the
boarding operations for the stop n. For this, in Line 1, we start with a main for loop that runs for all
the buses. Then, in Line 2, we have an if that only lets us process the bus passenger array (bpa) that is
in the current stop. In Line 3, we have an if that only lets us process buses that have more than zero
passengers. In this way, at this point, we know that the bus is at the stop, and we have at least one
passenger there. Then, in Line 5, we have another for loop that runs for all the bus’s seats. Later, the if
condition in Line 6 checks if there is a passenger in the actual processing seat. Next, the if condition in
Line 7 check if the passenger’s destination stop is the same as the actual stop. If yes, we know that the
passenger must alight from the bus.

Algorithm 4 Passenger alighting operation at stop n, where passenger waiting queue pwq and
passenger alight queue plq are specific for stop n.

1: for j ← 0 to total_buses do

2: if stop_num = bpa[j].curr_stop then

3: if bpa[j].total > 0 then

4:

5: for k ← 0 to BUS_MAX_PASS do

6: if bpa[j].bpl[k].status = PASS_STATUS_IN_BUS then

7: if bpa[j].bpl[k].dest_stop = pwq.stop_num then

8: l ← plq.total;
9: plq[l] ← bpa[j].bpl[k];

10: plq[l].status ← PASS_STATUS_ALIGHTED;
11: plq[l].alight_time ← sim_time;
12: plq.total ← plq.total + 1;
13:

14: bpa[j].bpl[k].status ← PASS_STATUS_EMPTY;
15: bpa[j].total ← bpa[j].total − 1;
16: end if

17: end if

18: end for

19:

20: end if

21: end if

22: end for

To alight the passenger from the bus to the stop, first in Line 8, we get the last empty index of
the passenger alight queue (plq) for the temporal variable l. Next, in Line 9, we move the passenger
from the bus bpa[j].bpl[k] to the alighting stop pql[l]. Later, in Lines 10 to 11, we update the passenger
status to PASS_STATUS_ALIGHTED, we set the alight time, and we increment the total number of
passengers in the alight queue. Finally, in Lines 14 and 15, we set the status of the empty seat on the
bus to PASS_STATUS_EMPTY, and we decrement the passengers’ total number for this bus.

3.2.4. Buses’ Position Update

The buses’ position update runs sequentially per bus in an independent OpenCL work item.
This position update consists of moving the bus across the stops and holding the bus at the stops
inside the stop table for a fixed time in seconds. Algorithm 5 shows the operations for the bus position
update. First, in Line 1, we have a for loop to run for all the buses. Then, in Line 2, we check if we
have to start a new bus according to the route frequency and time offset. In Line 4, we check if the
bus is already at a stop. If yes, we decrement in_the_stop_counter, which indicates how many seconds
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are remaining for the bus to be held at the stop. In Line 6, we check that in_the_stop_counter is zero.
If yes, we set in_the_stop to FALSE, indicating that the bus has finished the holding time at the stop.

Algorithm 5 Bus update position operations.

1: for i ← 0 to total_buses do

2: check_if_start_the_bus(bus[i]);
3:

4: if bus[i].in_the_stop = TRUE then

5: bus[i].in_the_stop_counter ← bus[i].in_the_stop_counter − 1;
6: if bus[i].in_the_stop_counter = 0 then

7: bus[i].in_the_stop = FALSE;
8: end if

9: end if

10:

11: if bus[i].in_the_stop = FALSE then

12: bus[i].curr_pos ← bus[i].curr_pos + TRAVEL_SPEED;
13: end if

14:

15: if bus[i].curr_pos = next stop window then

16: bus[i].curr_stop ← next_stop_i;
17: bus[i].in_the_stop ← TRUE;
18: bus[i].in_the_stop_counter ← BUS_STOPPING_TIME;
19: end if

20: end for

Then, in Line 11, we check if the bus is not at the stop. If it is not held at the stop, we increment
the current position (curr_stop) according to TRAVEL_SPEED. Finally, we check in Line 15 if the bus
is in the stop window of the next stop. If yes, we update the curr_stop and in_the_stop variables
accordingly; also, we set in_the_stop_counter to BUS_STOPPING_TIME, which by default is 20 s.

3.3. Results Statistics Module

The Results Statistics Module (RSM) is a Python module that extracts the statics information
results from the executed simulation. It extracts the number of passengers served, the passengers’
commute time, and the simulation performance. Masivo saves this information in the result folder,
including CSV files and statistics graphs.

3.3.1. Passengers Served Information

When the simulation is done, each of the stops has a passenger alight queue, which contains the
full passenger structure information (passenger ID, origin and destination stops, arrival and alight time,
and status), as described in Figure 5. Masivo saves this information and statics about this information
in the following output files.

• total_passengers_results.csv: contains all the information (passenger ID, origin and destination
stops, arrival and alight time, and status) of all passengers inside the simulation.

• served_passengers_per_stop.csv: describes per stop the total number of passengers waiting for
a bus, the expected total input passengers, the total alight passengers, the total expected alight
passengers, and the alighted passengers’ percentage.

• served_passengers_per_stop.eps: graphs the total alighted passengers contrasted with the
remaining passengers expected per stop.

• commute_time_per_stop.eps: graphs the average commute time of the alighted passengers per
destination stop and per travel direction. This graph is useful to see how the commute time is
affected at a specific destination stop depending on traffic congestion on the road.
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3.3.2. Performance Information

To know the simulation performance, Masivo saves useful simulation timings and host computer
status information. These data are stored in the following files:

• performance_timeline.csv: contains the real-time simulation factor over time, with a sampling
frequency of 100 s of the simulation. Furthermore, this file contains information related to CPU
usage and CPU operation frequency over time.

• performance_timeline.eps: graphs the real-time factor over time, the real-time factor low-pass
filtered signal, the CPU usage, and the CPU operation frequency.

• simulation_brief.csv: contains all simulation configured parameters, total simulation outputs,
and total performance indicators. In particular, as inputs, this file contains the buses’ average
travel speed, bus max passengers, bus stopping time, end simulation time, ODM file, passenger
total arrival time, routes’ file, and stop to bus windows’ distance. As outputs, we find here total
alighted expected passengers, total alighted passengers, total alighted passenger percentage, total
average commute time, total simulated buses, total simulated passengers, total routes, and total
stops. Finally, for the total performance indicators, we include in this file the average CPU usage,
average real-time factor, total simulation execution time, OpenCL device name and compute
units used, and the limit of the max OpenCL compute units.

3.4. 3D System Visualization Output

For validation purposes, a 3D system visualization output was integrated into Masivo.
This visualization system is based on a Python 3D engine called Panda3D. When enabled, a separate
thread runs the 3D visualization, with a running interval of 30 fps. In each frame update, the buses’
position, buses’ occupied seats, stops’ alighted passengers, and stops’ waiting passengers values are
updated from the PSC. Figure 6 shows this 3D output interface. Here, the stops are represented with a
blue container, which has a horizontal red bar that indicates the percentage of passengers in the waiting
queue relative to the maximum stop passenger capacity. The vertical purple cylinder represents the
percentage of alighted passengers relative to the total expected alight passengers. The bus has a
horizontal red bar, which represents the percentage of occupied seats relative to the maximum bus
passenger capacity.

Figure 6. Masivo 3D game engine simulation output.

3.5. Validation Simulator

A validation simulator was built only using Python (called here Pure Python) with dynamic
arrays (to emulate passenger’s queues). This Pure Python simulator helped to get results that ensured
the correct operation of the routes inside an origin-destination demand and then compared these
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results with the parallel simulator. In this simulator, contrary to the Masivo PSC, the boarding and
alighting operations were performed per bus that was held at a stop and not at the stop.

The correct behavior for this simulator was validated with the 3D system visualization output.
For this, a three stop small public transport simulation system was simulated. The ODM matrix used
here is described by Equation (9), totaling 80 passengers. The passengers arrived at the stops from
Time 0 to 3600 s.

ODM matrix =

⎡
⎢⎣ 0 10 20

10 0 10
20 10 0

⎤
⎥⎦ (9)

Two routes, with a 15 min frequency, were used for this system. The routes’ files are described by
Table 7.

Table 7. Routes used to validate a small 3 stop public transport system.

Number Name Freq. Offset Buses Dir. Notes Stops_Table

0 Route_00 900 950 50 W-E all stops Stop_00, Stop_01, Stop_02
1 Route_01 900 950 50 E-W all stops Stop_02, Stop_01, Stop_00

Figure 7 shows the 3D visualization output for three different simulation times. Figure 7a shows
the stops at the time 800 s of the simulation. Here, some passengers have arrived at the stops, but the
buses have not departed yet. Figure 7a shows the simulation at the time of 1900 s. Here, some
passengers have arrived at their destination stops. Furthermore, we see two buses moving passengers.
Finally, Figure 7c shows the end of the simulation, where all passengers have arrived at their stops.

(a)

(b)

(c)

Figure 7. 3D visualization for a three stops small public transport system. (a) at 800 s simulation time
(b) at 1900 s simulation time (c) at 7200 s end simulation time.
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Furthermore, Figure 8 shows the total alighted and not alighted passengers at each stop. Here,
we note that all passengers (80 of 80 expected) alighted at their destination stops.

Figure 8. Alighted passengers results for a three stop validation system in Pure Python.

Finally, this validation simulation also calculated the average commute for the passengers per
destination stop and travel direction, as shown in Figure 9. Here, we note that the commute time for
corner stops (Stop_00 and Stop_02) was greater than the commute time of the center stop (Stop_01).
This was because, for instance, Stop_02 received passengers from the closest stop Stop_00 and the
furthest stop Stop_01. Meanwhile, Stop_01 received a passenger for the closer stops Stop_00 and
Stop_02; hence, the passengers’ average commute time was lower.

Figure 9. Commute time per stop for a three stop validation system in Pure Python. The abbreviation
“dest. stop” refers to destination stop, “Pass. direc.” refers to passenger direction, “W-E” refers to West
to East direction, and “E-W” refers to East to West direction.

161



Electronics 2019, 8, 1501

4. Results

In this section, we discuss the simulation model results. First, we present the results for the
validation process, where we compare the Masivo PSC outputs with the Pure Python validation
simulator. Then, we show the performance results.

4.1. Validation Results

For the validation of the Masivo PSC, four different scenarios were created. These scenarios,
with the same conditions, were simulated in the Masivo PSC and the Pure Python validation
simulator. Output simulation results related to alighted passengers per stop and the commute time
were compared.

4.1.1. Scenario 1, 30 Stops and Two Routes at 54 km/h

The simulation conditions for Scenario 1 are summarized in Table 8. The two routes pick up and
alight passengers from all stops, with a bus departing frequency of 1 min. The first route goes from
west to east, and the second one goes from east to west. The separation of the stops is 400 m, totaling a
line length of 12 km for the 300 stops.

Table 8. Scenario 1 simulation conditions.

Condition Value

Bus average transit speed (km/h) 54
Bus maximum passengers 250
Bus stopping time (s) 20
End simulation time (s) 7200
Passenger total arrival time (s) 3600
Total passengers 38,721
Total routes 2
Total stops 30

Figure 10 shows the alighted passenger numbers per stop and the total alighted passenger
numbers and percentage. The percentage of alighted passengers for the Masivo PSC was 99.85%
and 100.00% for the Pure Python validation simulator, giving an error of 0.15%.

(a) (b)

Figure 10. Alighted passengers per stop, 30 stops in Scenario 1. (a) Results from Masivo PSC. (b) Results
from the Pure Python validation simulator.

Figure 11 shows the average passengers’ commute time per destination and the total average
commute time. Masivo PSC showed a total average commute time of 15.77 min. Meanwhile, the Pure
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Python validation simulator showed a total average commute time of 16.44 min, giving us an error of
0.52% relative to the total simulation time.

(a) (b)

Figure 11. Passengers’ commute time per destination stop, 30 stops in Scenario 1. (a) Results from
Masivo PSC. (b) Results from the Pure Python validation simulator. The abbreviation “dest. stop”
refers to destination stop, “Pass. direc.” refers to passenger direction, “W-E” refers to West to East
direction, and “E-W” refers to East to West direction.

4.1.2. Scenario 2, 30 Stops and Two Routes at 70 km/h

The simulation conditions for Scenario 2 are summarized in Table 9, where the difference between
this and Scenario 1 was the transit bus speed, increased from 54 km/h to 70 km/h.

Table 9. Scenario 2 simulation conditions.

Condition Value

Bus average transit speed (km/h) 70
Bus maximum passengers 250
Bus stopping time (s) 20
End simulation time (s) 7200
Passenger total arrival time (s) 3600
Total passengers 38,721
Total routes 2
Total stops 30

Figure 12 shows the alighted passenger numbers per stop and the total alighted passenger
numbers and percentage. The percentage of alighted passengers for the Masivo PSC was 99.62%
and 100.00% for the Pure Python validation simulator, giving an error of 0.38%.
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(a) (b)

Figure 12. Alighted passengers per stop, 30 stops in Scenario 2. (a) Results from Masivo PSC. (b) Results
from the Pure Python validation simulator.

Figure 13 shows the average passengers’ commute time per destination and the total average
commute time. Masivo PSC showed a total average commute time of 14.02 min. Meanwhile, the Pure
Python validation simulator showed a total average commute time of 14.47 min, giving us an error of
0.37% relative to the total simulation time.

(a) (b)

Figure 13. Passengers’ commute time per destination stop, 30 stops in Scenario 2. (a) Results from
Masivo PSC. (b) Results from the Pure Python validation simulator. The abbreviation “dest. stop”
refers to destination stop, “Pass. direc.” refers to passenger direction, “W-E” refers to West to East
direction, and “E-W” refers to East to West direction.

4.1.3. Scenario 3, 30 Stops and Four Routes at 54 km/h

The simulation conditions for Scenario 3 are summarized in Table 10, where the difference between
this and Scenario 1 is the number of routes. Here, we have two new routes that do not stop at all stops.
These new routes stop at the corners and in the downtown area where the demand is higher than
the others. Both new routes have a frequency of 2 min. Precisely, Route 3 stops at Stop_00, Stop_01,
Stop_02, Stop_03, Stop_18, Stop_19, Stop_20, Stop_21, and Stop_22. Meanwhile, Route 4 stops at
Stop_29, Stop_28, Stop_27, Stop_26, Stop_22, Stop_21, Stop_20, Stop_19, Stop_18.
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Table 10. Scenario 3 simulation conditions.

Condition Value

Bus average transit speed (km/h) 54
Bus maximum passengers 250
Bus stopping time (s) 20
End simulation time (s) 7200
Passenger total arrival time (s) 3600
Total passengers 38,721
Total routes 4
Total stops 30

Figure 14 shows the alighted passenger numbers per stop and the total alighted passenger
numbers and percentage. The percentage of alighted passengers for the Masivo PSC was 99.37%
and 100.00% for the Pure Python validation simulator, giving an error of 0.63%.

(a) (b)

Figure 14. Alighted passengers per stop, 30 stops in Scenario 3. (a) Results from Masivo PSC. (b) Results
from the Pure Python validation simulator.

Figure 15 shows the average passengers’ commute time per destination and the total average
commute time. Masivo PSC showed a total average commute time of 15.71 min. Meanwhile, the Pure
Python validation simulator showed a total average commute time of 16.33 min, giving us an error of
0.52% relative to total simulation time.

(a) (b)

Figure 15. Passengers’ commute time per destination stop, 30 stops in Scenario 3. (a) Results from
Masivo PSC. (b) Results from the Pure Python validation simulator. The abbreviation “dest. stop”
refers to destination stop, “Pass. direc.” refers to passenger direction, “W-E” refers to West to East
direction, and “E-W” refers to East to West direction.
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4.1.4. Scenario 4, 300 Stops and Two Routes at 54 km/h

The simulation conditions for Scenario 4 are summarized in Table 11. It consists of 300 stops,
which have a normal distribution with more demand for longer distances plus a random number of
passengers. Furthermore, corner stops have two times more demand than the others. The two routes
pick up and alight passengers from all stops, with a bus departing frequency of 30 s. The first route
goes from west to east, and the second one goes from east to west. The separation of the stops is 400 m,
totaling a line length of 120 km for the 300 stops. Then, the end simulation time is 10 h, so that all
passengers have enough time to finish traveling.

Figure 16 shows the alighted passenger numbers per stop and the total alighted passenger
numbers and percentage. The percentage of alighted passengers for the Masivo PSC was 99.52%
and 100.00% for the Pure Python validation simulator, giving an error of 0.48%.

Table 11. Scenario 1 simulation conditions.

Condition Value

Bus average transit speed (km/h) 54
Bus maximum passengers 250
Bus stopping time (s) 20
End simulation time (s) 36,000
Passenger total arrival time (s) 3600
Total passengers 456,997
Total routes 2
Total stops 300

(a) (b)

Figure 16. Alighted passengers per stop, 300 stops in Scenario 4. (a) Results from Masivo PSC.
(b) Results from the Pure Python validation simulator.

Figure 17 shows the average passengers’ commute time per destination and the total average
commute time. Masivo PSC showed a total average commute time of 297.55 min. Meanwhile, the Pure
Python validation simulator showed a total average commute time of 298.37 min, giving us an error of
0.13% relative to the total simulation time.
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(a) (b)

Figure 17. Passengers’ commute time per destination stop, 300 stops in Scenario 4. (a) Results from
Masivo PSC. (b) Results from the Pure Python validation simulator.

4.2. Performance

The performance simulation execution was performed in a dedicated server rented from 1&1
IONOS (https://www.ionos.com/servers/dedicated-servers). The specification of the rented server
is described in Table 12. Before each performance test, the Linux CPU scaling governors were set in
performance mode, to enable the maximum operating frequency.

Table 12. IONOS dedicated server 4XL specifications.

Specification Value

Type Dedicated Server 4XL
CPU Intel Xeon Gold 6210U
# of Cores 20
# of Threads 40
Processor Base Frequency 2.50 GHz
Max Turbo Frequency 3.90 GHz
Cache 27.5 MB
RAM 192 GB
HDD 2 × 4000 GB Hardware RAID 1
OS Ubuntu 16.04

For the performance tests, the most complex simulation scenario (Scenario 4 previously tested)
was used. This is a simulation scenario that has 300 stops and two routes. Table 13 describes the full
list of conditions. It consists of 300 stops, which have a normal distribution with more demand for
longer distances plus a random number of passengers. Furthermore, corner stops have two times
more demand than the others. The two routes pick up and alight passengers from all stops, with a bus
departing frequency of 30 s. The first route goes from west to east, and the second one goes from east
to west. The separation of the stops is 400 m, totaling a line length of 120 km for the 300 stops. Then,
the end simulation time is 10 h, so that all passengers have enough time to finish traveling.
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Table 13. Simulation conditions for performance tests, Scenario 4.

Condition Value

Bus average transit speed (km/h) 54
Bus maximum passengers 250
Bus stopping time (s) 20
End simulation time (s) 36,000
Passenger total arrival time (s) 3600
Total passengers 456,997
Total routes 2
Total buses 2400
Total stops 300

4.2.1. Pure Python Validation Simulator Performance

The performance simulation of Scenario 4 was evaluated in the Pure Python validation simulator.
Table 14 shows the performance output values. The total simulation execution time was near one hour
(3303 s) for 10 h of simulation time. Then, the average real-time factor was 32.76 times faster than
in real-time. Furthermore, we noted that due to this simulator being a sequential implementation,
only one of the 40 processing threads was used, then only 2.19% of all the processing power was used.

Table 14. Pure Python simulator performance outputs for Scenario 4.

Performance Indicator Value

Total simulation execution time (s) 3303.612
Average real-time factor 32.76
Average CPU usage (%) 2.19

Figure 18 shows the real-time factor (RTF) vs. the simulation time. Here, we note that the RTF
starts at 780, and then, it has an exponential decline, getting values under 10 times. This decline is
because the Pure Python simulator uses dynamic lists to handle passengers and buses. When the
system starts, the number of passengers and buses is low. However, then, more passengers arrive at
the stops, and more buses are dispatched. Hence, the systems have more elements to process, and the
simulation speed decreases.

Figure 18. Real-time factor vs. simulation time for the Pure Python validation simulator with CPU
usage percentage and CPU operation frequency.
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Furthermore, in Figure 18, we see that the CPU usage was always near 2.5%, due to the fact
that the sequential implementation will never use more than one processing thread. Finally, the CPU
frequency started at 3.2 GHz. However, because the CPU was not fully used, the OS decreased the
CPU frequency during the simulation execution.

4.2.2. Masivo PSC Performance

The Masivo Parallel Simulation Core (PSC) performance was also evaluated using Test Scenario
4. Table 15 shows the performance output values. The total simulation execution time was 11.822 s,
278 times faster than the Pure Python simulator. The average real-time factor was 3050 times faster
than real-time, and the average CPU usage was 84.21%.

Table 15. Masivo PSC performance outputs for Scenario 4.

Performance Indicator Value

Total simulation execution time (s) 11.882
Average real-time factor 3050.84
Average CPU usage (%) 84.21

Figure 18 shows the real-time factor vs. the simulation time. Here, we note that the RTF starts
in 4300, and then, it has an exponential decline, stabilizing near 2500. This decline is because when
the system starts, the number of passengers and buses is low, and the internal for loop that runs the
statics list does not need to go to the end of the lists. Later in the simulation, more passengers arrive at
the stops, and more buses are dispatched. Hence, the systems have more elements to process, and the
simulation speed decreases. This decreasing is not as low as in the Pure Python simulator, due to
the concurrent processing operations performed per stop. Finally, from the simulation time of 15,000,
we see that the RTF is increasing due to the passengers arriving at the final destination, then there are
fewer elements to process.

Figure 19 shows that the CPU usage is near 80%, due to all the cores being used most of the time.
Finally, the CPU frequency started and sustained at 3.2 GHz, because the OS maintained this due to
the high processing demand.

Figure 19. Real-time factor vs. simulation time for Masivo PSC with CPU usage percentage and CPU
operation frequency.

169



Electronics 2019, 8, 1501

As described in Section 2.5, the simulation performance indicators were extracted. Figure 20
shows these indicators for the simulation executed with the compute units limited from one to 40.
These results helped us to identify the performance for the different numbers of processing units
and the efficiency of the proposed model.

First, Figure 20a shows the simulation execution time vs. the compute units. We see here that the
execution time required to run the 10 h simulation was reduced exponentially with more compute
units. Nevertheless, we had a low limit, near 10 s, because there were operations in the model that
were not parallelized, such as the position update of the buses. Second, Figure 20b shows the real-time
factor, which also increased, with the number of cores reaching a final value near to 3000.

Next, Figure 20c has the same shape as the RTF, because it is a function also of the simulation
execution time, but in this case, divided by the simulation execution time for one compute unit. We see
here that the maximum speed up factor reached was 10.2 times faster than the sequential simulation.
Finally, we have the efficiency in Figure 20d, which shows an efficiency of more than 50% for 10 or less
compute units.

(a) (b)

(c) (d)

Figure 20. Simulation performance indicators vs. number of compute units. (a) Total parallel simulation
execution time (pst). (b) Real-time factor (rt f ). (c) Speed-up factor (su f ). (d) Efficiency (e f ).
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5. Discussion

In this section, we discuss the performance of Masivo PCS versus other simulation tools. Table 16
summarizes the documents related to parallel simulation applications for traffic and transit systems
and also for Masivo PSC. FPGA applications include urban traffic simulation [97], with one document
in which the authors in 2005 developed a microscopic simulation of road traffic. They simulated the
Portland road network with 124,000 road segments and 100,000 intersections, achieving a speed-up
factor of 4.5 [98]. For GPU’s parallel architecture, we found five implementations, where four were
related to road traffic and one to public transit simulation. In 2012, Wang et al. built a GPU based
traffic parallel simulation module, which was able to simulate three hours (10,800 s) of road traffic of
a 40 × 40 lattice road network, with 5000 vehicle agents in 109 s, achieving a speed-up of 105 and a
real-time factor of 102 [99]. Later, in 2014, Xu et al. implemented a mesoscopic road traffic simulation
on CPU/GPU. This implementation was tested in a road network of 10,201 nodes, 20,100 unidirectional
links, and 100,000 vehicles during 1000 simulation ticks (each tick was 1 s). The simulation time for
this network was 4720 ms for CPU and 423 ms for GPU, getting a speed-up of 11.2 and a real-time
factor of 2364 [60].

In 2017, Song et al. implemented the mesoscopic traffic simulation on GPU developed in [60]
for a real-world scenario. The scenario was the Singapore expressway system, which is made up of
3179 nodes, 3388 links, and 9419 lanes with a demand modeled as trips from 4106 OD pairs. In total,
100,000 vehicles loaded into the peak traffic scenario during 1000 simulation ticks (each tick is 1 s) were
simulated, and the execution time of this simulation was 1250 ms for CPU against 527 ms for GPU,
getting a speed-up 2.37 and a real-time factor of 1897 [59].

Next, in 2019, Saprykin et al. developed GEMSim (GPU-Enhanced Mobility Simulator), a GPU
accelerated multi-modal mobility simulator for large scale scenarios. This was a mesoscopic
multi-modal, queue based mobility simulator for public transit systems. Here, the large scale scenario
of Switzerland with 513,770 nodes, 1,127,775 road links, 27,873 stops, and 21,847 routes was simulated.
The simulation ran for a full day (86400 s), and the execution time was 290 s, equivalent to a real-time
ratio of 298 for a population of 5.2 million and a real-time ratio of 1300 for 100,000 population size [13].
The same year, Vinh and Tan created a framework for mesoscopic traffic simulation in GPU tested in
an updated Singapore expressways network, which has 3186 nodes, 3386 links, and 9437 lanes, with
demand modeled as trips from 4103 origin-destination pairs. Up to 300,000 vehicles were simulated,
getting a speed-up of five times against the CPU [56].

For multi-core parallel architecture, first in 2012, Potuzak developed a distributed parallel road
traffic simulator for clusters of multi-core computers, tested in regular square grids of 64,256 and 1024
crossroads. The simulations ran for 1 h (3600 s) with no number of vehicles specified with an execution
time for the best cases of 22 s for 64 crossroads (real-time factor: 163), 86 s for 256 crossroads (real-time
factor: 41), and 245 s for 1024 crossroads (real-time factor: 14) [100]. Then, in 2013, Bruegmann et al.
developed an online, real-time traffic information system called OLSIMv4 (OnLine Traffic SIMulation
version 4), which used microscopic traffic simulations exploiting the thread level parallelism on
multi-core machines using a coarse-grained parallel microscopic simulation model. This simulation
ran in the highway network of North Rhine-Westphalia (NRW), Germany. The simulated network
contained more than 3000 loop detectors bundled into 1300 measurement cross-sections with an
average statistical distance of 3.5 km. The simulation ran for 60 min with 120,000 vehicles with an
execution time 60 s, resulting in a real-time factor of 60 [101].

In the same year, Fernandes et al. developed a parallel microscopic simulator capable of simulating
metropolitan scale traffic using OpenMP. For the simulation, they used a real-world road network of
the San Francisco Bay Area, which comprises 145,665 roads with a total of 27,439 km. The simulation
ran in 60 s intervals with a step time of 0.1 s and generating a vehicle in each road every 2 s following
a negative exponential distribution, totaling 4,349,130 vehicles. With these parameters, they achieved
an execution time of 70 s (real-time factor 0.86) and a speed-up factor of 16 times, using 24 processors
against the single processor simulation [102].
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Masivo PSC uses a mesoscopic simulation model type, due to the buses’ congestion in the
road not being modeled. It is focused on public transit system simulation. It achieved a speed-up
factor of 10.2 compared with the simulator model running with one compute unit and a speed-up
factor of 278 times faster than the Pure Python validation simulator. Compared with other models,
Masivo PSC focused on the buses’ route behavior inside a PTS, letting us define the routes’ stops’
table and frequency; and giving us; as a result, the passengers’ commute time. On the other hand,
other implementations for commute or waiting passengers’ time simulation and modeling mentioned
in the Introduction used a stochastic collective model for waiting time prediction [44] or a model to
predict the waiting time based on the passengers’ learning process and adaptation with respect to
waiting time uncertainty and travel information [42].

6. Conclusions

A new simulation model for routes in public transport systems using parallel computing
called Masivo was presented. Masivo works with a predefined public transport system conditions,
which include the stops’ total number, stops’ capacity, and the OD matrix. This OD matrix can be
updated in this model via a CSV file. Masivo was built with three main components. The first one is
the Parameters Loading Module (PLM), which is a Python module that loads the stops’ information
(OD matrix, stops’ positions, stops’ max capacity) and the routes’ information. The second module
is the Parallel Simulation Core (PSC), which was built in OpenCL and contains the new purposed
simulation model. The PCS was designed to run in parallel the operations of each stop, including the
passengers’ arrival, boarding, and alighting, and to run the buses’ displacement process sequentially
over the roads. Finally, the Results Statistics Module (RSM) is a Python tool that ran after the PSC to
get and analyze the simulation outputs and the performance results.

Furthermore, for Masivo validation, a Pure Python public transport simulator was built for
validation purposes. This simulator performed the arrival operations sequentially for each stop.
Then, it ran the boarding and alighting operations of each bus that was currently stooped at a station
and, finally, executed the buses’ update position operations. Furthermore, it had a 3D output graphic
interface to visualize the movement of the buses through the different stops, the stops, the bus
occupancy, and the alighted passengers at each stop. This visualization tool helped to validate the
consistent operations of this simulator and the Masivo PSC. With the Pure Python public transport
simulator validated, we used it to validate the Masivo PSC in four different scenarios. We ran each
scenario with precisely the same condition in both simulators to compare the simulation output results.
The simulation output results for validation consisted of the total alighted passengers per stop and for
the whole system, as well as the average commute time per stop and for the whole system. We found
that the relative error was no higher than 0.7 % in all the tested scenarios.

The performance of Masivo was evaluated with the speed-up and real-time factor indicators.
Masivo achieved a speed-up factor of 10.2 compared with the simulator model running with
one compute unit and a speed-up factor of 278 times faster than the Pure Python validation
simulator. The real-time factor achieved was 3050 times faster than the 10 h simulated duration.
The performance test scenario used consisted of a public transport simulation with 300 stops,
2400 buses, and 456,997 passengers. This performance value was compared with the most recent traffic
and public transport model that performed the simulation of systems with similar size. We found that,
to date, there are no models reported specifically designed for PTS that can achieve the real-time factor
that we have achieved in this research.

Future work with this model could integrate the passengers’ interchange between the different
public transport modes, such as the train to bus. Furthermore, this model has a fast execution time,
making this a high performance solution to use in a public transport optimization resources algorithm.
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Abstract: Autonomous driving promises to be the main trend in the future intelligent transportation
systems due to its potentiality for energy saving, and traffic and safety improvements. However,
traditional autonomous vehicles’ behavioral decisions face consistency issues between behavioral
decision and trajectory planning and shows a strong dependence on the human experience. In this
paper, we present a planning-feature-based deep behavior decision method (PFBD) for autonomous
driving in complex, dynamic traffic. We used a deep reinforcement learning (DRL) learning
framework with the twin delayed deep deterministic policy gradient algorithm (TD3) to exploit the
optimal policy. We took into account the features of topological routes in the decision making of
autonomous vehicles, through which consistency between decision making and path planning layers
can be guaranteed. Specifically, the features of a route extracted from path planning space are shared
as the input states for the behavioral decision. The actor-network learns a near-optimal policy from
the feasible and safe candidate emulated routes. Simulation tests on three typical scenarios have been
performed to demonstrate the performance of the learning policy, including the comparison with
a traditional rule-based expert algorithm and the comparison with the policy considering partial
information of a contour. The results show that the proposed approach can achieve better decisions.
Real-time test on an HQ3 (HongQi the third ) autonomous vehicle also validated the effectiveness
of PFBD.

Keywords: autonomous driving; behavioral decision; planning features; deep reinforcement learning;
trajectory planning

1. Introduction

Autonomous driving (AD) has been vastly investigated in different domains for several decades
and has a wide variety of applications, especially in intelligent transportation systems. AD provides
more economic, comfortable and safer service than human drivers with fewer collision risks.
The behavior decision and trajectory planning system is a key component of AD.

Presently, as a mature, rule-based decision and planning method, finite state machines (FSMs) [1,2]
have been applied in most autonomous vehicles. Nonetheless, FSMs still have problems with
guaranteeing decisions’ accuracy, especially in complex scenarios, due to the difficulty in determining
the boundary condition of different states and going through all states with limited experience. To
make the vehicles more intelligent and more acceptable for human beings, learning methods have
been attractive in recent years to enhance decisions in AD. Among them, neural networks related
approaches [3–5] have been used to navigate autonomous vehicles due to their strong capacity of
mapping inputs to control signals. The raw pixels from cameras [3,4] were used to train neural
networks for keeping a vehicle in a lane, which proves that the task of lane following can be learned
from the only limited training signal (steering) in a supervised manner. Fusing multiple inputs
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(LIDAR (light detection and ranging) raw inputs, global direction and GPS), a full convolutional
neural network [5] generated driving paths in a more explainable output. In fact, both rule-based
and supervised learning based decision policies have the bottleneck of exploring unknown or
complex scenarios.

Reinforcement Learning (RL) focuses on finding a balance between exploration and exploitation,
and learns optimal policy by interacting with environments. Thus, RL promises to learn more complete
decision policy than rule-based or supervised learning based methods. Deep reinforcement learning
(DRL), a combination of (RL) and deep learning (DL), has been the hottest topic in the artificial
intelligence (AI) discipline. Especially after the win of AI in the game Go [6], DRL has been applied in
intelligent transportation systems and automated vehicles.

One class of DRL methods use limited features as inputs, where features are specially selected
with experience. Some researchers have used DRL for autonomous vehicles in subsystems, such as
energy management systems (EMSs) [7], route planning [8], and behavioral decisions (lane changes,
on-ramp merging, etc.) [9–11]. Deep Q learning (DQN) [11] was used to learn the lateral control
policy with only eight states involving information of vehicles and the road. Aradi et al. [9] used the
REINFORCE algorithm to learn the driving policy mapping 16 continuous states as inputs to train
the steer and acceleration demand. These methods can hardly be practical, since modeling a vehicle’s
lane change behavior with limited information is impossible in real traffic. Wolf et al. [10] explored a
compact semantic state model of lane change with more complete information and trained the policy
with DQN. Although the model can adapt to a variety of scenarios, the agent collides with other
vehicles at high probability.

To learn a simple and explainable driving policy, either states or actions or both in the discrete
semantic form were used [11–14]. States can be "close to the front vehicle" and "far to the front vehicle"
and the actions can be overtake, left change, give way and accelerate, respectively. Li et al. [13]
used the hierarchical game theory to train a driving policy from low-level to high-level step by step.
You et al. [14] used a Q-network to learn discrete optimal actions. For common traffic, an artificial
reward function was used. For traffics with little knowledge, the reward function was learned through
inverse reinforcement learning (IRL) with the maximum entropy principle.

Some researchers studied the sub-modules of autonomous vehicles, such as longitudinal following
and lateral control [15–18]. Zhu et al. [15] used DDPG [19] to teach a human-like autonomous
car-following model, which has high trajectory-reproducing accuracy and generalized-capability.
Based on parameterized batch actor-critic learning algorithm, Huang et al. [17] obtained a near-optimal
lateral control policy for vehicles. The policy can automatically adjust the fuel/brake signals to track
target velocity.

Another class of methods focuses on learning driving policy from raw sensor inputs, such as those
from cameras, LIDAR and screen shots of a simulator [3–5,20–22]. Sallab [20] et al. proposed a new
framework of DRL for autonomous vehicles, which combines LSTM and attention networks to capture
the spatial features. The framework was tested on the simulation platform TORCS. Chen [22] proposed
an end-to-end path planner for autonomous vehicles based on a theory called parallel planning. A deep
Q-network was used to strength their motion planner with fewer mistakes. However, the effect of a
deep Q-network was not given in their publication.

As illustrated in Figure 1, the policy does perform better than experts and traditional decision
models do in some situations. However, it can hardly be directly used for behavioral decisions or
control in reality. One concern is the transferability of the policy learned by end-to-end methods.
The screen shots used as input states differ from raw pixels of real cameras. Besides, the same
abstract scenarios, in reality, may have quite abundant images due to different weather, seasons, road
conditions, etc. Thus, it is questionable to use a simulator’s policy trained from images. The other
concern is the inconsistency between behavioral decision and trajectory planning. In the autonomous
driving system, the low-level planner will check whether space is enough to perform a maneuver from
the decision level. Taking a left change command from the behavioral decision system, for example,
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the motion planner, firstly, evaluates whether the gaps are enough for the ego agent to merge in.
If space is wide enough, the maneuver is executed with a path generated; otherwise, the command
will be ignored for safety’s sake. The final conservative strategy must be a compromise between an
optimal policy and a safe one.

Available Policy

Safe Policy

Optimal 

Policy

Rule-based Policy

Learned Policy

Figure 1. Explanation of polices in decision space. The yellow area represents safe policy. The green
area represents the optimal policy. The dotted ellipse is the rule-based or experience-based policy.
The solid ellipse is the learned policy.

A policy with safety ensured can be implemented in autonomous vehicles. Generating a policy
by combining path planning features can be one feasible choice. If given the traffic participants
and environments, a system can provide all possible maneuvers with corresponding reasonable
paths; then, the decision policy can be reinforced with learning methods by selecting the best
maneuver. Proceeding with previous work, the synchronous maneuver searching and trajectory
planning algorithm (SMSTP) [23], we propose a new planning-features-based behavior decision
method whose architecture is shown in Figure 2. SMSTP outputs no-collision trajectories which
represent the safe policy in yellow of Figure 1, while the target of our proposed PFBD approach was to
learn the optimal policy in green.
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Figure 2. The sample and evaluation architecture of decision and planning for autonomous vehicles.
A contour [23] is one transitable spatio-temporal area for autonomous vehicles in the synchronous
maneuver searching and trajectory planning algorithm (SMSTP) algorithm.

In the SMSTP algorithm, three key parameters, the contour to drive, the expected pose and
velocity at predicting horizon in the contour, are selected empirically. To learn an optimal policy,
we creatively propose to use the DRL algorithm to learn the aforementioned three key parameters
instead. The SMSTP algorithm provides a basic policy with a safety guarantee, while PFBD aims at
optimizing the behavioral decision towards the optimum. Once the three key parameters are decided,
a no-collision trajectory can be optimized numerically.

To the authors’ knowledge, the deep combination of trajectory planning and behavioral decisions
for autonomous vehicles is proposed for the first time here. In brief, we summarize the contributions
of the proposed approach in this paper as follows:
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• We came up with a compact semantic framework of the feature representation which includes
planning space’s states, lanes’ states, ego vehicle’s states and task’s states. The states selected
from planning space are necessary and representative for making behavioral decisions in various
traffic scenarios.

• The proposed PFBD method selects a route generated from the planning space with a safety
guarantee. Besides, it learns better policy through exploring the environment instead of struggling
with the rules.

• The proposed method learns a policy through deep reinforcement learning. The semantic training
data can be sampled from both simulations and real traffic. The simulated samples help the
policy generalize the unknown scenarios.

• We applied the method to autonomous driving in situations, such as lane changing, zebra passing
and ramp-merging. Both simulation and real-time tests were performed. The PFBD method
achieved competitive performance compared to rule-based methods.

1.1. Reinforcement Learning Basics

RL originates from the trial-and-error search with delayed rewards, and it is dedicated to learning
the optimal policy, which maximizes a long-term reward in the subsequent decisions. The agent learns
a control policy by continuously interacting with its environment, and the policy maps states to actions
from interactions.

The agent is in a state st ∈ S of itself and its environment at the time t ∈ [0, 1, 2, . . . ], and it
has a possible action at ∈ Ast ⊆ A on state st, where S and A are the sets of all the environment
states and available actions, respectively. An agent in a new state st+1 observes an immediate reward
rt = r(st, at) ∈ R after executing the action at. A new state transition tuple (st, at, rt, st+1) is then
sampled to train for a control strategy, which is defined by a policy π mapping the states to the
actions π : S → P(A). The agent aims at maximizing the long-term discounted return defined
as:Rt = ∑inf

t=1 γt−1rt, where γ ∈ [0, 1] is the discount. On the policy π, the state-action value function:

Qπ(st, at) = Eπ [rt|st, at], (1)

describes how good the policy is after taking an action at in state st.
The policy π is often acquired by recursively solving the Bellman equations:

Qπ(st, at) = Est+1∼S,at∼π [r(st, at) + γ Eπ [Qπ(st+1, at+1)]]. (2)

The driving policy in a realistic traffic situation can be viewed as a deterministic one. The policy
then can be described using a function μ : S ← A, and the expectation of action can be avoided:

Qμ(st, at) = Est+1∼S[r(st, at) + γ Eμ[Qπ(st+1, at+1)]]. (3)

Deep Reinforcement Learning

For a value-only based RL algorithm, such as deep Q-learning, it adopts a deep neural network
(DQN) instead of a table to estimate the value to each state-action pair. DQN uses a greedy μ(s) =
arg maxa Q(s, a) in discrete action spaces. Approximated by parameter θQ, one agent optimizes the
function by minimizing the loss:

Loss(θQ) = Eμ[(Q(st, at)− yt)
2], (4)

where the term yt = r(st, at) + γQ(st+1, μ(st+1)|θQ) is called the target, as the loss tries to make the
value function be more like this target. The long-term accumulation of reward leads to high variance.
Besides, DQN only works well with few actions; thus, failing in continuous action spaces.
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DDPG [19], a model-free off-policy algorithm, can be used for environments with continuous
action spaces. DDPG has two pairs of actor-critic networks with the same structure. The critic
network approximates the state-action value function Q(s, a|θ) by parameter θ, which updates by
minimizing (4). The actor network approximates the agent’s policy μ(s|ω) by parameter ω, which
deterministically maps the observed state s to an certain action a. The actor network is updated by the
derivative of (3) respectively to the actor parameters:

∇ωμ ≈ 1
N ∑

i
∇aQ(s, a|θ)|s=si ,a=μ(si)

∇ωμ(s|ω)|s=si , (5)

where N is the number of state transitions.
Two main technologies are employed by DDPG to enable a stable learning process. The first one

is the replay buffer, which is the set E of previous experiences in the form of state transitions (st, at, rt

and st+1). The learning policy may shift towards and even over-fit to training samples. Therefore, old
experiences are indispensable for robustness. To balance the learning process, new experiences are
given a higher probability than older ones of being sampled in a minibatch. The other technology is
the target network originally used in DQN. The target term in (4) depends on the same parameters
to be learned while the network is being trained. This problem makes loss optimization unstable.
The solution is to use another pair of networks Q

′
(s, a|θ′

) and μ
′
(s|ω′

) with a time delay. A second
network, called the target network, lags behind the first one, which is called the evaluation network.
The target network updates by a smooth average:

θ
′
= τθ + (1 − τ)θ

′
(6)

ω
′
= τω + (1 − τ)ω

′

where τ � 1.
To address the over-approximation of actor-critic networks, the twin-delayed deep deterministic

policy gradient algorithm (TD3) [24] based on DDPG employs three technologies. The delayed policy
update changes the target networks slowly every d steps, and this makes networks steadier by avoiding
over accumulating the rewards. The policy smoothing supposes similar states should have similar
actions by adding noise to the target actions in target Q networks:

yt = r(st, at) + γQ(st+1, ã|θ′
) (7)

ã = (μ(st+1)|ω′
) + ε (8)

ε ∼ clip(N (0, σ),−c, c),

where σ is a parameter for noise, c is the boundary for clipping. Clipped double Q-Learning uses
two randomly initialized critic networks as estimates and always takes the minimum one to update
the target:

yt = r(st, at) + γ min
i=1,2

Q(st+1, ã|θ′
i). (9)
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2. Problem Formulation

2.1. Vehicle Models

The vehicle uses a kinematic bicycle model for forward motion and lateral movement:

xt+1 = xt + vtcos(θt)∇T (10)

yt+1 = yt + vtsin(θt)∇T

vt+1 = vt + at∇T

θt+1 = θt +
tan(δt)

L
vt∇T,

where x and y are the vehicle’s lateral and longitudinal positions; v and a are the velocity and
acceleration; and θ and δ are the vehicle’s heading and steering angles, respectively. L is the wheelbase
and ∇T is the time step size. Since this paper focuses on the decision level, the dynamic of other
traffic vehicles is assumed to be controlled by fixed acceleration speed. To simulate generally, different
behavior modes of traffic vehicles are used; namely: aggressive mode, regular mode and modest
mode. The behavior modes are characterized by different acceleration speeds, safe distances to follow
a front vehicle, safe distances to overtake a front vehicle and safe distances to avoid near back vehicles.
Each participant vehicle emerges randomly around the ego agent with random target speed. These
simulated vehicles are also enabled to change lanes within a random time interval following general
traffic rules in their own behavior modes. These settings enable the vehicle to explore more potential
types of traffic scenarios, which are prerequisites to learn the optimum policy.

2.2. Planning Space

In real traffic flows, an experienced driver not only observes the nearest vehicle in each lane but
also looks far ahead in a defensive manner. Looking far ahead helps drivers notice potential hazards
and drive smoothly. Therefore, the traffic vehicles in front of the ego agent’s planning scope should
be considered.

In previous work [23], the horizon for decision and planning was fixed as Th. The planning scope
in Figure 3 shows the range between the end pose (Xd) of agent decreasing to zero velocity, and the
end pose (Xa) of an agent accelerating to the maximum velocity allowed within Th. Vehicles inside
such a scope influence the agent’s behavior and the states for decision.

t

s

Ego cfcr

X
blue

T
h X

green

X
d

0

X
a

Figure 3. The planning scope (the dotted line with a double arrow) of the ego agent (in white). Two
surrounding vehicles are in dim green and in dim blue at time 0. At time Th, these two vehicles are in
light colors. For the one-lane situation, the only available route is in the green contour. The rear-end
distance crd and the front-end distance c f d are the green vehicle’s and blue vehicle’s distances at time Th
in the future, respectively. The solid lines with double arrows are the planning scopes for three contours.
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3. Methodology

3.1. States

The agent’s behavioral decision depends on all relevant traffic entities. An entity can be a traffic
participant, a pedestrian, a car or a bicycle with pose and velocity information. The lanes and signs,
such as stop signs and speed limit signs with particular instructive information, are also entities.
However, to generate a safe decision based on the topological routes, entities’ information must be
translated into planning features with specific meanings, as summarized in Table 1.

Features representing these entities are crucial for the agent’s decision, which are pre-processed
as following.

Table 1. The feature states for behavioral decision. Five contours exist in each lane. At most three lanes
are considered. The ‘◦’ represents that a feature is scaled to [−1, 1] before it is concatenated into states.

States (of) Features Meaning

Contour(sc)
crd (◦) the planning scope’s rear-end distance
c f d (◦) the planning scope’s front-end distance
c f v (◦) the planning scope’s front-end velocity

Lane(sl)

ll (◦) lane’s effective length
la lane’s attribute(accelerating, decelerating,..)
lc (◦) lane’s curvature
lv (◦) lane’s speed limitation

Ego agent(se)
ev (◦) agent’s absolute velocity
ea agent’s acceleration speed
eh (◦) agent’s heading relative to lane’s direction

Task (discrete,(sc))
tkd the degree of task (mandatory, discretionary)
tkl the lane-error to target lane of task
tkp the right of way in task

Task (continuous,(sc))
tp the position of special task
tv the target velocity to follow at tp
− the preserved states for future use

3.1.1. States of Contours in Planning Space

To make a safe decision, the features for available planning space are extracted from results of
SMSTP algorithm, which guarantee safe topological routes in Figure 3. Each contour corresponding
one route has three features, as shown in Figure 4. Two of them are the rear-end and front-end poses
of a contour, crd and c f d, respectively. One feature is the recommended velocity c f v at the front end.
If the contour is split by a vehicle at the front end, then this feature is related to the velocity of that
vehicle; otherwise, it depends on the maximum velocity that ego agent can reach at time Th.

T
h

0 1 4

t

S
0

Figure 4. Five contour states in a lane’s planning scope. The hollow circles and solid circles represent
distance and velocity states of a contour in corresponding colors, respectively. The colored lines stand
for trajectories of other traffic participants.

As the input sizes of networks are fixed, the upper number of contours in each lane is limited
to five according to a safe following distance, empirically. Besides, two adjacent contours have one
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shared feature: that the front-end distance ci
f d of i’th contour equals the rear-end distance ci+1

r f of
i + 1’th contour (Figure 4). The state for contours in each lane has total 11 features. Therefore, 33
features consist of the state of contours sc when three lanes (left lane, current lane and right lane) are
considered. The features of distance can be quite enormous compared to some states, such as lane ID
[−1, 0, 1]. Hence, the distance d ∈ [0, 334] and velocity v ∈ [0, 33.4] are mapped to [−1, 1]:

out = 2
in − inmin

inmax − inmin
− 1, in ∈ (d, v). (11)

0
1

(a) (b) (c)

LLm

d

0
1

2

0
1

2

Figure 5. Lane states in different lane structures. (a) An in-ramp road. (b) A two-lane roa. (c) An
off-ramp road.

3.1.2. States of Lanes

The state of lanes sl contains all structural constrains that decide where a vehicle can go. One key
feature is the length of a lane ll . Taking scenario (a) in Figure 5 for example, when the agent goes in lane
1, the merging lane’s (lane 2) length is, Lm, from the agent’s position to the right lane’s end. The left
lane does not exist in scenario (b), hence the length is zero. In scenario (c), when the task is going
straight along the arterial road, the rightest detached lane’s length is, Ld, from the agent’s position to
the separation point. However, when the task is leaving the arterial road, the lengths of lane 0 and
lane 1 are both Ld. So that feature ll depends on the global task and lane’s structure simultaneously.

One inherent feature of lanes is the curvature lc which limits the maximum speed. The other two
features are the lane’s attribute la and the speed limit lv of a lane. The rightmost lanes in scenario (a)
and scenario (c) are the accelerating lane and decelerating lane in the on-off ramp area, respectively,
which means vehicles in these lanes should adjust their speeds to the suggested ones as quickly
as possible.

3.1.3. States of the Ego Agent

The state of ego agent se includes absolute velocity ev, acceleration speed ea and the angle between
vehicle’s heading lane’s direction eh. Here, acceleration and velocity are both scaled to [−1, 1]. eh is
restricted between –0.26 rad and 0.26 rad first, which is then scaled to [−1, 1].

3.1.4. States of Tasks

Driving along a road without following traffic rules is relatively simple. However, autonomous
vehicles of this kind are not acceptable in realistic situations. An agent’s capability includes both going
into a target lane and reaching the given position at a specific speed. The former is guided by task
features in a discrete form, while the latter is instructed by target features in a continuous form.

Three separate task-level features are employed here. The task-level tkd means to which degree
the agent should follow a given task. When the agent’s task is to leave the arterial road in scenario (c)
of Figure 5, the mandatory task-level requires the agent to arrive at the rightmost lane before coming to
the separation point. The discretionary task-level means that the agent can select any available lane to
maintain a high cruise speed in scenario (c). The other one, lane-error tkl , is the relative distance to the
target lane. Lane-error represents how many lanes there are between the current lane and the target
lane, which is the main punishment for task requirements. Another key feature is the prioritization tkp.
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When two vehicles’ distances to intersections have no significant difference, a vehicle with the right of
way is encouraged to go in priority. Otherwise, it should go after vehicles in other roads.

Two continuous target features, the target pose tp to reach and the target velocity tv to follow,
guide the agent to arrive at the position with given speed. Taking intersection cross, for example,
a recommended speed can be 25 km/h for the sake of safety and traffic rules, if the agent traverses at
higher speeds, some punishment will be given. These two features also represent speed limits from
traffic signs. Including four preserved ones, the state of task stk has nine features.

The final state for MDP is st =< st
c, st

l, st
e, st

tk > with a total of 57 features.

3.2. Actions

The action at =< at
l , at

d, at
v > uses three sub-actions jointly to decide an agent’s behavior and

optimizing parameters in a select contour. The first discrete action at
l ∈ [−1, 0, 1] selects a lane to go

among the left lane, the current lane and the right lane if they exist. The second continuous action
at

d ∈ [−1, 1] represents the target position to reach Th between Xd and Xa. The third continuous action
at

v ∈ [−1, 1] stands for the target velocity to follow at time Th. The inverse transformation of (11) is
used to get either the predicted distance āt

d ∈ [0, 334] or the velocity āt
v ∈ [0, 33.4] by

out =
in + 1

2
(omax − omin) + omim, in ∈ (ad, av), (12)

where omax and omin are the maximal and minimal expected values of inputs. In fact, due to the values
of action at

d and action, at
v can hardly be 1 or −1 through hyperbolic sine function. We enlarge both

omax and omin a bit and truncate the outputs to expected ranges.
Action at

l selects the target lane, and it has several contours in the corresponding planning scope.
The undetermined contour for the trajectory optimizer depends on āt

d. If āt
d locates inside one contour

of the planning scope in Figure 4, then this contour is selected. Otherwise, either the nearest or the
furthest contour is selected and āt

d is adjusted to either c0
rd or ci

f d (i depends on the number of contours
in the lane). In the trajectory optimizer layer of the SMSTP, the chosen contour, adjusted āt

d and āt
v,

determine the final trajectory in predicted horizon Th.

3.3. Rewards Design

The ego agent employs an action and gets a reward rt at time t, which evaluates the current state
and action. rt guides the policy to learn proper actions for higher rewards and reflects to what degree
the agent drives as we expect.

A well-designed reward represents the desired policy for complex driving tasks. Therefore,
rt is a compromise among agent’s safety, traveling efficiency, and task achievement in linear
combination form:

rt = rt
s + rt

e + rt
t (13)

rt
s =

⎧⎪⎪⎨
⎪⎪⎩
−10, a collision

−2, a lane change

0, else

(14)

rt
e = min(ev − ∑n

i=1(vi) + lv
n + 1

, 0) (15)

rt
t+ =

⎧⎪⎪⎨
⎪⎪⎩

max(−5,−2 ∗ tkl), lane-error

max(−5,−|ev − tv), target speed error

. . . , else,

k (16)
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where rt
s is the safety penalty, rt

e is the reward for agent’s driving efficiency, rt
t is the penalty for

deviation from task’s target and vi is the velocity of the i’s traffic participant. As frequent lane changes
can cause danger in traffic flow, a small penalty is set in rt

s of (14) to discourage unnecessary lane
changes. A reasonable agent drives as fast as possible within the speed limit of a lane. However, being
a cooperative member of the traffic flow is much safer. Hence, rt

e in (15) leads the agent to drive at
the average speed of traffic, and to pursue the maximal speed of the lane, whether there are traffic
participants or not. rt

t provides an agent the ability to perform different tasks, which depends on the
requirements. For example, −5tkl in (16) punishes the agent for deviating from the target lane when
the agent should be in the target lane. −|ev − tv| punishes the agent for being unable to follow given
speed limitations. To achieve other tasks, rt

t should adjust the penalty term accordingly. Each term in
rt

t is not less than −5.

3.4. Neural Networks

The actor and critic networks are presented in Figure 6. A state st enters the actor network, which
has five neurons as the output layer in green. A softmax function takes the first three neurons as input
and outputs the discrete action at

l . Two continuous actions at
d and at

v are the last two neurons adding
some noises. The critic network takes a state st as input, and concatenates the first hidden layer with
the output layer of actor network as the input of second hidden layer. A scalar value is output as the
action-value (Q-value).

The actor network has three mutual hidden layers, and each layer has 256, 512 and 128 neurons,
respectively. The private layers connecting discrete and continuous actions both have 64 neurons.
The critic network has three hidden layers, and each has 256, 128 and 64 neurons, individually. Rectified
linear unit (ReLu) activation functions are used in the hidden layers. Meanwhile the output layer of
actor network uses tanh functions to constrain the value of actions.
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k
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Input

States
Inputargmax

Discrete
Action

Continuous
Actions

Hidden
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Critic
Value
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Figure 6. The structure of actor–critic networks. The actions are sampled from the output layer (in green
color) of the actor network. The output layer is concatenated with the second layer of critic network.
The discrete action is calculated from output layer through a softmax function. The continuous actions
are sampled from the other two unions with small noises

3.5. Algorithm Procedure

The procedure of PFBD method for autonomous vehicle safe decision is Algorithm 1.
The algorithm includes two main parts. The first part is for sampling and evaluation. Experiences of
state transitions are sampled before the policy is trained. Algorithm 1, firstly, initializes the actor-critic
networks and sets a task for agent along with the penalty function for different tasks. After initializing
the state s0 in each episode, action at is generated according to sampling mode among random
sampling and ε-random sampling. at shifts agent to next state st+1, and a reward rt follows. When
the number of state transitions (st, at, rt, st+1) reaches Nmax, the transitions are stored as a group into
“Experience” on the local disk. If a policy has been trained, we set sampling mode to “Evaluation” to
evaluate its performance.
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For the training part, Nenv groups of samples in Experience are loaded from disk. The newer
stored samples are given a higher priority to balance the shifting of policy. Then, the parameters of
evaluation and target networks are updated in sequence.

Algorithm 1 Planning features based behavior decision algorithm (PFBD)

Initialization: Initialize evaluation actor-critic networks’ parameters θ1, θ2, ω randomly
Initialize target actor-critic networks’ parameters θ

′
1 ← θ1, θ

′
2 ← θ2, ω

′ ← ω
1: for task k = 1 to Nk do
2: Set a Task and sampling mode, load the traffic map, reset traffic participants
3: Initialize the agent’s state s0
4: for step t = 0 to T do
5: generate action a0 according to sampling mode
6: switch (sampling mode)
7: case Random sampling: randomize the output layer of the actor network
8: case ε-random sampling: randomize the output layer of actor network with probability ε
9: case Evaluation: use the trained policy (forward through actor network)

10: end switch
11: Employ action at to next state st+1 based on SMSTP algorithm, calculate the reward rt
12: Save transition (st, at, rt, st+1), ++ns
13: if ns == Nmax then
14: Store Nmax transitions as a group into Experience, ns = 0
15: end if
16: end for
17: for epoch ep = 1 to Nepoch do
18: Load Nenv groups of Experience from disk with priority, randomly sample a minibatch of Nminibatch

transitions
19: Update critic in evaluation network by minimizing (4), target is updated by (9)
20: Update actor in evaluation network following (5)
21: Update the target networks following (6)
22: end for
23: end for

4. Simulation and Experiment

Since the proposed approach focuses on behavioral decision and planning with only abstract
entities for autonomous driving, we tested the method with our vehicle simulation platform instead of
real traffic. A schematic view of sampling and evaluation architecture is depicted in Figure 2.

4.1. Simulation Setting

4.1.1. Environment

Experiments included three typical scenarios of different traffics, as shown in Figure 7. The first
one was a straight six-lane road scenario (Scenario A). The second one was a curve road scenario
(Scenario B). Scenario B had seven zebras in the straight part of the road. The last one was a merging
road (Scenario C). The lane’s width was set to four meters. The maximum sensible ranges of the front
and back were set to 200 m and 100 m, respectively.
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Figure 7. Different traffic scenarios used to train and evaluate the performance agent’s policy. (a) A
straight road with six lanes. (b) A curved road with zebras in the straight parts. (c) A merging road.
The red lines represent lane lines. The black lines are roads.

4.1.2. Traffic Participants

The other traffic participants and their behaviors were set as anticipated in Section 2.1.
The participants changed their behavior modes at a probability p = 0.005. (If five traffic participants
exist, the probability of at least one changing its behavior in one second is 0.2217.) The changing of
behavior mode ensures abundant experiences of different scenes. A vehicle was reset when it got out
of the agent’s range.

The participants employ an expert system to make behavioral decisions and to execute
longitudinal control. The expert system considers the distances and velocities of the nearest vehicles in
the surrounding lane. The decision system has been well tested in real traffic experiments [25].

4.1.3. Hyper-Parameters for TD3

A minibatch of 64 state transitions was randomly selected from 32 groups of experiences to train
the policy every two steps. The optimization method for TD3 is the Adam algorithm [26], and the
learning rates for actor and critic networks are 10−2 and 10−4, respectively. The discount for future
reward was set to 0.99. We used deep learning framework, libtorch (Pytorch for C++) [27], to train
the agents.

4.2. Performance Index

To evaluate the capabilities of PFBD method, the following metrics are introduced.

• Collision Rate [%]: the collision rate is defined as

Rc =
CR

V ∗ T ∗ L
, (17)

where CR is the number of crashes that happened, V is the traffic volume in the agent’s sensible
range, T ≥ 1 is the time in hours the agent drives and L is the total distance traveled. This is the
most critical metric for evaluating the agent’s performance.

• Average velocity (m/s): the average velocity represents how fast the agent drives and to what
degree the expected velocity is matched.

• Average distance between collisions (km): the distance between two collisions is to avoid the
influence of agent’s velocity and duration time.

• Rule-violation rate (%): the violation rate indicates the agent’s capability of achieving given tasks,
such as decreasing when a zebra is coming, keeping in specific lanes and leaving the ramp’s
accelerating lane before coming to its end.

4.3. Simulation and Evaluation

In the simulation, we trained four different agents with four corresponding polices. Three
agents’ policies, PA, PB and PC were trained individually on three typical scenarios (see Section 4.1),
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respectively. To validate the versatility of PFBD, one more agent’s policy PT was trained on all three
scenarios. Besides, we compared the performance of PFBD method with the rule-based expert system
and an untrained random policy.

An episode is reached in the following three cases:

• Case 1: the agent is made to unavoidably collide with a vehicle in 1.5 s.
• Case 2: the agent has successfully made more than 20 decisions.
• Case 1: the agent updates for 600 steps without collisions.

The last two rules prevent an episode with too many running steps.
To generate the desired behavior, the reward function for scenarios B and C was modified

accordingly. For scenario B with zebras on the road, rt
t in (16) is added with a new term:

rt
t(zebra) = max(−5.,−0.5 ∗ verror

1 + sqrt(min(dzebra, 100))
) (18)

verror =
√

max(10−4, v − vzebra),

where vzebra is the recommended velocity to pass a zebra area and dzebra is the distance to a zebra.
For task entering the main road in scenario C, rt

t in (16) is added with:

rt
t(ramp) = −0.5 ∗

√
−min(100, dramp) + 100, (19)

where dramp is the distance to ramp’s end.
At the first stage, we sampled more than one million state transitions in each scenario randomly.

Then, the agents, PA, PB and PC were trained from samples in each scenario according to Algorithm 1,
respectively. PT was trained on samples from all three scenarios. Then, we used the trained agents to
sample with a probability ε randomly selecting the actions. The agents did not stop being trained until
the loss stopped decreasing for 10 epochs.

4.3.1. Performance of PFBD on Different Scenarios

Figure 8 shows the decision and planning result of trained agents in the simulation environment.
Figure 8a,b illustrates that the agent takes over the front vehicle (ID = 9) and follows a relatively
quicker vehicle (ID = 13). Figure 8c–e shows that the agent merges into the middle lane timely before
the ramp(right lane) ends.

The statistical results for four agents are listed in Table 2. Generally, the trained agents achieved
the designed maneuvers. The collision rate and average distance without collision show that the agent
can learn proper policy to avoid collisions. Scenario A is easier for the agent to drive in since the agent
achieves the highest average velocity and lowest collision rate. For scenarios B and C, the agent has to
slow down for the zebra or limit its speed in the ramp. PT can also learn proper behaviors on all three
scenarios without an evident decrease in performance.

Table 2. The evaluation results of training-acquired policy in different scenarios. - represents
no consideration.

PA PB PC PT (Scenario A) PT (Scenario B) PT (Scenario C)

Collision Rate 0.23% 0.39% 1.17% 1.3% 1.6% 1.68%
Average Velocity (m/s) 18.1 15.1 14.5 14.9 12.0 11.8

Av. Dist No Col (ks) 18.2 13.6 14.9 11.5 10.8 9.1
Rule Violation - 3.15% 2.4% - 5.33% 3.68%

Note that the average distance without collision is relatively short in the simulation. The main
cause is that a traffic participant sometimes emerges too close to the agent since it is randomly reset.
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For the abundance of sample distribution, the nearest distance to the agent is 20 m. When the agent
is much quicker than the simulated vehicle in the front, a collision can be hard to avoid. The rule
violation is also difficult to define clearly. In our simulation, for a successful result in the zebra scenario,
the duration of the agent’s velocity being smaller than the recommended velocity has to be kept up for
at least two seconds.

(a) (b) (c) (d) (e)

Figure 8. Two typical maneuvers. (a,b) An overtaking maneuver in a six-lane road with heavy traffic.
(c–e) show a lane merging maneuver at ramp. Each simulated vehicle is labeled with ID and speed
(km/h) information. The red points are the lane lines. The big green points and small purple ones
represent the planned trajectory and the historical trajectory, respectively.

4.3.2. Comparison with the Expert’s Policy

DRL-based PFBD method can explore optimal policy via interacting with environments.
Nevertheless, the rule-based expert’ policy often struggles in dynamic situations with heavy traffic.
Therefore, the performance of the trained policy was compared to the expert’s policy. The agents PA,
PB and PC ran for at least 105 iterations and at least 2500 maneuvers executed. The expert’s policy
described in Section 4.1.2 and a random policy (untrained) were both evaluated.

One critical concern is that the reward of lane-keeping must be recorded in a balanced manner.
We did not record a reward in every iteration. On the contrary, either the agent kept in a lane for every
40 steps or a non-lane-keeping maneuver was selected; the reward of lane-keeping was recorded at
one time.

Figure 9 depicts the collision times after the agents ran for 105 iterations in three testing scenarios.
It shows that the learned agents for all three scenarios significantly decreased the collision times
after training. Besides, the learned agents achieved competitive performance, as did the conservative
traditional expert. In fact, a large number of the collisions derived from a too-close-in-front vehicle
after resetting. Although the low-level SMSTP algorithm can plan all non-collision topological paths,
whether the trajectory can be well executed is undetermined (the agent cannot decelerate quickly
enough). Therefore, collision times depend on the performance of a policy. The simulation results
verify that the agents can learn proper policy after training.

For the rewards of the learned agents, as shown in Figure 10, most immediate rewards (in blue
points) achieved zero punishments in scenario A and B, while the expert’s immediate rewards (in red
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points) seldom got no punishment. A statistical distribution of immediate rewards is listed in Figure 11.
Both agent PA and agent PB, more than 40% of the time, received zero punishments. This implies that
the agents successfully found an optimal policy in the corresponding states. In contrast, the expert’s
policy mostly had a small immediate reward, as the expert behaved conservatively and got trapped in
dynamic traffic at a relatively low speed most of the time. In the ramp merging scenario, the agent and
expert both had a scattered distribution of immediate rewards, which reflected the difficulty in the
ramp-merging task. Both policies had to compromise for a successful merging maneuver.
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Figure 9. The collision times after 105 iterations for three different traffic scenarios. E∗, R∗ and P∗
represent the policies for expert, random and learned agents, respectively. (a) The collision times in
scenario A. (b)The collision times in scenario B. (c) The collision times in scenario C
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Figure 10. The rewards of reinforcement learning (RL) policy compared to expert’s policy and a random
policy for 2500 maneuvers. (a) Rewards in Scenario A. (b) Rewards in Scenario B. (c) Rewards in
Scenario C. The blue and red points represent the immediate rewards of the trained agent and the
expert, respectively. Only one eighth of the points for IR are illustrated for clarity. AR: accumulated
rewards, BD: behavioral decisions, IR: immediate rewards.

Figure 11. The distribution of immediate rewards for both learned agents and the expert in three
testing scenarios.
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4.3.3. Comparison with standard DRL

To validate whether the states of contours help to make a better decision, we compared the
proposed PBFD with a standard DRL where all the parameters were selected as the same as those in
the PBFD except for the dynamic features from the planning layer being not concerned in the standard
DRL. To achieve this, we specifically set, in the DRL, the planning scope’s front-end distance c f d to zero
with small noise. With the above design, we trained a new agent CA in scenario A, whose behaviors
are displayed together with those of the PBFD and the expert in Figure 12.

The results show that agent CA had almost the same collision times as PA in 105 running steps.
It can also be seen in Figure 12a,c that agent CA had about a 6% chance of achieving zero punishment,
which is better than expert’s policy (in Figure 11), which could hardly get any zero punishment
outcomes. However, agent CA behaved worse than agent PA, as 40% of immediate rewards of agent
PA were zero. This means that agent PA with full knowledge of contour states has larger probabilities
of making optimal behavioral decisions. Thus, the creative design of contour is vital to learn better
behavior decisions.
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Figure 12. The comparison results of states with or without the profile’s information. (a) Rewards
in Scenario A. The blue • and magenta × are the immediate rewards of agent PA and agent CA,
respectively. (b) The collision times in Scenario A. (c) The distribution of immediate rewards of agent
PA and agent CA.

4.4. Real-time Experiment On HQ3 Autonomous Vehicle

To validate the capacity of the proposed PFBD algorithm for autonomous vehicle decision making,
the real-time experiment on HQ3 autonomous vehicle was conducted in the suburbs with regular
traffic. HQ3 [25] was equipped with necessary sensors, including cameras, LIDAR, radars, inertial
measurement unit (IMU), etc.

To use the learned agents in real-time test, we kept the same states in both simulation and the
real test, and we ignored those states that did not exist in simulations, such as an intersection with
turn commands. The two main tests in the suburbs were keeping in the target lane near a zebra
(corresponding to Scenario A and B) and merging onto the main road from a side road (corresponding
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to Scenario C). The agent’s maximum speed was limited to 60 km/h. The road network avoided
untrained tasks, such left turning or right turning that did not exist in simulation.

Figure 13 shows the agent’s behavioral decision and trajectory planning results for the two
separate maneuvers. The blue short lines indicate the speeds and directions of the detected surrounding
vehicles on the road. In the first test, HQ3 successfully merged to the middle lane. Besides, as the zebra
area was coming (see Figure 13c, the planned trajectory led HQ3 to slow down (see green trajectory
of Figure 13i). In the second test, our agent tried to merge into the left main road (see Figure 13d–f).
HQ3 changed to the left curve lane before the road network of the side road coming to end. As in the
real-time test shown, the trajectory planner based on the learned agent can successfully generate a
smooth and safe trajectory for HQ3.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i) (j) (k) (l)

Figure 13. Snaps of two real-time maneuvers in the suburbs. (a–c and d–f) are the front views of (g–i

and j–l), respectively. The red dotted lines are the lane lines. The green points are the planned trajectory.
The gray areas are obstacles.

5. Conclusions

In this paper, a novel planning features-based, deep behavior decision method trained with TD3
was proposed to select an optimal maneuver for autonomous vehicles in dynamic traffic. The PFBD
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uses rule-based topological trajectories as basic guarantees and learns optimal policy with DRL, which
helps to bring learning methods to the autonomous vehicle’s core module, behavioral decisions and
trajectory planning. The behavioral decision problem was modeled as an MDP process, and the training
algorithm was proposed. Due to the creative design of input states and actions, the behavior decision
is inherently associated with drivable routes in the topological planning space. Thus, the policy’s
decision is consistent with trajectory planning, and the path is a safer one. The evaluation results
have demonstrated that the proposed method can learn proper behaviors. Besides, comparisons to the
expert’s policy and the standard DRL validate the effectiveness of PFBD and show its capability to
find optimal strategies with larger possibilities. The real-time test also validated the effectiveness of
the proposed PFBD.

Since the agent’s performance is competitive compared to the rule-based expert’s policy, the future
work will extend the current discrete behavioral decisions to consecutive ones, which shall evaluate
the present behaviors and potential behaviors in every time step. Therefore, some emergent situations
could be tackled immediately rather than executing the ongoing behavior to the end. In the meanwhile,
more traffic scenarios can be used to test the generalization performance of the proposed method.
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Abstract: In this paper we describe cooperation and social dilemmas in multiagent systems, with
an analogy applied to road traffic. Cooperative human drivers, based on their perception of trust
and fairness, find efficient solutions for such dilemmas. In the development of automated vehicles
(AVs) it is therefore important to ensure that this cooperative ability is maintained even without a
human driver. Therefore, the topic of cooperative intelligent transport systems (C-ITSs) is discussed
in detail and different characteristics of cooperation and their implementation are derived. Further,
three planning levels with the corresponding communication techniques are discussed and several
methods for maneuver planning are listed. All in all, we hope that this paper will allow us to better
classify different cooperative scenarios, develop novel approaches for cooperative AVs (CAVs), and
emphasize the need for cooperative driving.
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1. Motivation

Interaction between vehicles in road traffic is inevitable and, to date, these interactions are based
on the human driving style, which depends on factors such as the driver´s experience or current
emotional situation. With higher automation levels however, the driver will become obsolete, with
the advantage being that automated vehicles will drive more rationally and we will no longer see
acts of spite in traffic. Yet, there is also a challenge in the replacement of the human driver with an
automated system. Until now, the human has been the only cooperative module within the vehicle,
and its removal it will also eliminate mutualism and altruism from our traffic, leaving selfish vehicles
that strictly follow traffic rules and optimize only their own costs. The German road traffic regulations
(StVO) state in the first paragraph that “Use of the road requires constant care and mutual respect” [1].
While this generic statement is understandable for a human driver, an automated system needs a clear
formalization of this rule, and this so far does not exist. Without cooperation, traffic will lose efficiency,
with conflicts and aggressive behavior [2,3].

Imagine a situation with heterogenous agents such as fast cars and slow heavy trucks, where the
trucks want to drive from the on-ramp onto the freeway. Due to their mass, their acceleration and
maximal velocity are limited. According to the StVO, the cars on the freeway have the right of way
and with no large gap between the cars, the truck has to stop and wait for that gap, thereby shortening
the acceleration lane. With more than one truck, this could lead to a full blockage of the acceleration
line, not only for the slow trucks but also for fast cars. This problem is a social dilemma, where selfish
interactions bring the most benefit for individual agents (cars), until all agents act selfishly and the
whole group suffers from increased costs.

In Section 2 we explain the concepts of cooperation and social dilemmas and then reflect on this
using several transport scenarios to identify real-life social dilemmas and problems that can arise due
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to lack of cooperation. In Section 3 we then discuss how cooperation in road transport, i.e., cooperative
intelligent transport systems (C-ITS), can be characterized, and we give three examples of cooperative
scenarios. In Section 4 we indicate how cooperation can be implemented in maneuver planning and
describe how this actually happens in nature by animals and human drivers. Then, in Section 5
we present in detail how cooperation can be implemented for automated vehicles based on three
previously presented features, and conclude the paper with a discussion of the upcoming problems
and challenges in Section 6 and a conclusion in Section 7.

2. Cooperation and Social Dilemmas in Multi Agent Systems

Road traffic, with its various road users in the shared environment of the road, is a classic example
of a multi-agent system (MAS) [4]. In the following we will discuss MASs in general, as well as
cooperation among agents and the resulting social dilemmas.

2.1. Multi-Agent System

A multi-agent system consists of different agents which are located in the same environment
and try to collectively reach a common goal. Using the example of the Sense–Plan–Act concept of
an automated vehicle (AV) [5] and in accordance with the general MAS definition of Dorri et al. [6],
we define an agent and its environment as an entity with the following properties:

Agent (e.g., Vehicle)

• State: Properties of an agent including the action history. Can be constant or dynamic (e.g., vehicle
length = 3 m, velocity = 80 km/h).

• Perception (Sense): Ability to sense the surroundings or just parts of it. Might be noisy (e.g.,
a radar detecting an object or a communication module receiving a message).

• Strategy (Plan): Decides which action is executed to reach the goal (e.g., to reach the desired
speed the first action could be to accelerate).

• Action (Act): The agent’s capability to influence its own or other states for a certain cost
(e.g., accelerating and breaking or sending a message).

• Costs: The sum of all costs generated by the performed actions (e.g., fuel consumption and
travel time).

• Private Goal: A certain amount of cost to the agent that should not be exceeded (e.g., arrival time
within 2 h).

Environment (e.g., Road Network)

• State: Properties of the environment (e.g., the weather conditions).
• Road: The drivable area on which the agents can move (e.g., two lanes).
• Infrastructure: Elements to support the agents with information (e.g., traffic lights).
• Constraints: Limitation of the agent´s action scope (e.g., the road traffic regulations.

The core element of an agent is the strategy for the location of decision-making. With several
agents this can be combined for distributed problem-solving (DPI) [6], i.e., reaching a greater common
goal. Therefore, we define the MAS as the combination of agents working together in an environment
towards a common goal, as shown in Figure 1.
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Figure 1. Overview of an multi-agent system with four agents in a shared environment working
towards a common goal.

Multi Agent System (e.g., Road Traffic)

• Agents: An arbitrary number of entities performing actions and creating costs (e.g., traffic
participants such as cars, trucks, and pedestrians).

• Environment: One shared environment that allows the agents to interact (e.g., the road network
in which the agents are located).

• Common Goal: The summed agent’s cost within the MAS that should be optimized. Might
conflict with the private goals of the agents (e.g., zero fatalities and low CO2 emissions).

2.2. Cooperation

With multiple agents in one environment, the action of one agent might also influence other agents.
If an action intentionally influences at least one other agent it is called an interaction. There are four
motivations for interactions which differ in the way the costs of the involved agents are influenced [5,7]:

• Mutualism: An agent interacts in such a way that the costs of all involved agents are reduced.
• Altruism: An agent interacts in such a way that his/her own costs increase while the costs of other

agents are reduced.
• Selfishness: An agent interacts in a way that his/her own costs are reduced while the costs of

other agents increase.
• Spite: An agent interacts such in a way that the costs of all involved agents increase.

Further, an action of an agent is stated to be cooperative if he/she reduces the costs for other or for
all involved agents, i.e., through mutualism and altruism. Therefore, cooperation is not necessarily
bidirectional, as an altruistic interaction requires a selfish interaction from the counterpart. Acting
consequently selfish in a group of mainly cooperative agents is called free-riding and allows one
individual agent to achieve very low private costs, while the global cost, i.e., the sum of all private
costs, increases. The question of to what extent free-riding can be applied or tolerated by the agents
leads us to social dilemmas.

2.3. Social Dilemma

Cooperation in general has the underlying intention of reducing costs; however, if the cooperation
is not mutual, this may result in increased costs for some of the involved agents [7]. The question arises
as to why an agent should act cooperatively if there is the risk that his/her action will only benefit other
agents and increase the agent´s own costs. Such situations are widely discussed within the fields of
psychology and game theory, and are called social dilemmas. They are defined by two properties [8]:

• Each individual is sometimes tempted to defect (e.g., for lower costs in the short-term).
• Collective defection leads to higher cost than collective cooperation.
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One famous example for a so-called social dilemma is the prisoner’s dilemma, as illustrated in
Table 1: Two prisoners can choose between betraying their partner or remaining silent (cooperating).
If both remain silent, both have to serve one year; if they betray each other, both have to serve two
years; and if only one betrays, the one who remained silent has to serve three years while the other
one is set free. This example shows that there is no trivial solution to the question of whether an
agent should rather cooperate or defect when the intentions of the other agents are not clear [8,9]. Yet,
the prisoner’s dilemma illustrates only one of many possible social dilemmas. Further famous social
dilemmas include the chicken or assurance dilemmas which are, among others, discussed in depth in
“The psychology of social dilemmas: A review” [8].

Table 1. The prisoner’s dilemma with the actions of Agent A and B with the resulting time in prison.

B 
A Cooperate Betray 

Cooperate 1 
1 

0 
3 

Betray 3 
0 

2 
2 

The Nash equilibrium, i.e., when no agent can improve his/her situation by decision alone
independently of the decisions of others, occurs for the prisoner’s dilemma when the agents betray
each other [3]. This can lead to zero or two years in prison, while cooperating can lead to one or
three years in prison. Simultaneously, we see that the globally optimal solution, i.e., a total prison
time of two years, can only be achieved if both agents cooperate. Knowing from the start, however,
that an agent is in a group of cooperating agents, he can minimize his private costs by betraying the
other cooperating agents. Therefore, an important element in the decision-making process is trust and
fairness. If the two agents were to be able to communicate prior to settlement, they could agree on the
global optimum instead of the Nash equilibrium with an accumulated prison time of four years.

Imagine a variation of the prisoner’s dilemma where a selfish agent can optimize his/her local
cost and fulfill its goal by defecting, while a global optimal cost can only be achieved with cooperative
behavior. This is similar to the example of the freeway on-ramp with the fast cars and slow heavy
trucks. Each agent (car) on the freeway has to decide: “Should I be cooperative and slow down,
or should I defect and let the car following me handle the situation?” [10]. With a high amount of
defection due to selfish agents, the trucks on the on-ramp cannot find a gap for a lane-change and
must come to a full stop, resulting in large costs. If one car on the freeway wants to cooperate after the
previous ones have defected, the costs for this altruistic cooperation are already much higher than
they would have been for the previous agent (as the truck on the on-ramp has to accelerate from a full
stop), leading to even more defection. However, if all agents cooperate and collectively reduce their
velocity so that they form a zip-like system (alternating freeway and on-ramp), no further breaking or
full stops are required, resulting in a globally optimal solution. A variation of this social dilemma with
a fleet of miniature cars resulted in a 35% increased throughput when the cars acted cooperatively as
compared to selfishly [11].

The choice for cooperation or defection is mainly based on the cost of interaction, but trust and
fairness must also be taken into account [12]. A human agent is less likely to cooperate with an
untrustworthy agent and is more likely to cooperate if he/she considers the interaction as fair. In a
cooperative environment, cooperation can be exploited when the trustworthiness and fairness of the
agents is not tracked. An agent (car) that often asks for cooperation (e.g., to drive onto the freeway) but
never grants it is considered a free-rider [13]. As long as the environment is cooperative, the free-rider
can achieve very low costs, while the individual costs of the remaining agents and the global costs are
not significantly worsened.

202



Electronics 2020, 9, 754

Cooperation and social dilemma in road traffic are large research areas, not only for human
drivers but also for the development of automated vehicles (AVs) [3,14]. When it comes to developing
cooperative AVs, it is important to have a precise definition of the desired cooperation. In road traffic,
there are a variety of scenarios in which humans cooperate, although the type of cooperation in each
situation can be fundamentally different. It is therefore not enough to say that a cooperative system is
being developed, and it is necessary to clearly define the scenarios for which this system is intended.
In the following, we give an overview of how different types of cooperation can be described and then
we assign three exemplary situations from road traffic to the types of cooperation.

3. Cooperation in Road Traffic

In road traffic, there are many agents (vehicles) in a common environment that follow a set of rules
that lead to certain total costs, i.e., the sum of agent costs (local costs), which in most cases is equivalent
to the traffic flow. Inefficient driving or accidents reduce the traffic flow; therefore, driving strategies
for the vehicles should be found in accordance with the road traffic rules in order to increase efficiency
and reduce accidents. A road traffic scenario (hereinafter only referred to as a scenario) is defined by
a snapshot of the road traffic, the duration, and the resulting costs, and can either be taken from a
real situation or constructed so that there is an unlimited number of scenarios. In each snapshot, the
environment, agents, rules, and costs are defined and serve as a starting point. From there, the agent’s
strategy selects actions over the duration of the scenario that lead to specific costs. The combined
actions of all agents form a maneuver that can be described via the agents’ trajectories and has the
same duration and cost as the scenario. The goal is to find strategies for the agents to produce minimal
global costs during a scenario, and one approach is to implement cooperative strategies that lead to
cooperative maneuvers, i.e., the agents collectively seek an interaction that lowers global costs and
supports fairness. Since there are unlimited snapshots, each of which can lead to unlimited maneuvers,
the number of cooperative scenarios is enormous [15,16].

3.1. Characteristics of Cooperation

We have developed characteristics of cooperation in order to work out differences and similarities
from the variety of cooperative scenarios. The following eight features help to classify cooperative
scenarios and maneuvers in road traffic and highlight various aspects to consider when developing
cooperative driving systems:

3.1.1. Agents Involved

The number and homogeneity of the vehicles are of interest to the agents involved. Cooperation
can take place between two vehicles of the same type, for example between two trucks, but also
between a variety of different types of vehicles, such as trucks, cars, and ambulances. Cooperation
requires at least two agents, but this number is not limited.

3.1.2. Location

The location can play an important role in the analysis of whether and which cooperative scenario
is required. For example, there are static cooperation areas at on-ramps where the type of cooperation
required (the creation of a gap for on-ramping vehicles) is already fixed. At these locations, maneuver
coordination may also be supported by communication with the infrastructure (roadside units).
A platoon, on the other hand, is not tied to a single location but is created at any point on the freeway
and extends over long distances.

3.1.3. Urgency and Costs

In order to decide whether a cooperative scenario is necessary, urgency is a crucial factor. Urgency
is not symmetrical for all actors involved and can be expressed by the costs that a single agent would
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avoid by collaborating. For example, if cooperation only brings comfort-related gains, the avoidable
costs are very low (low urgency), as compared to cooperation to prevent an accident (high urgency).

3.1.4. Interaction Type

The interaction types can be divided into passive and active cooperation. Only the exchange of
information, without adapting one’s own maneuver plan to create a mutual or altruistic benefit, is a
passive form of cooperation and causes no direct costs. This includes, e.g., wireless communication
of messages such as cooperation requests or acknowledgments. If, however, one’s own maneuver is
adapted, e.g., a lane change is carried out to enable cooperation, we speak of active cooperation.

3.1.5. Duration

The duration of the cooperative scenario has a direct influence on the required planning horizon.
For a short duration, such as a lane change on the freeway in order to open a gap for a vehicle on the
on-ramp, a forecast of a few seconds is sufficient. However, a truck-overtaking maneuver for example
can take up to 45 s, and platooning will require planning over several hours.

3.1.6. Mutuality

In mutual cooperation, all the agents involved benefit (mutuality), but cooperation sometimes
requires a subset of the agents involved to accept higher costs in order to reduce global costs (altruism).
Therefore, it is necessary to identify which agents are the profiteers and which grant cooperation.
In order to increase the motivation for cooperation, an altruistic interaction can be transformed
into a mutual interaction if the profiteers compensate the altruistic costs via another channel, e.g.,
a micropayment.

3.1.7. Preparation Time

The preparation time is the time from the first consideration of the cooperation to the execution of
the first cooperative interaction and thus includes the available time for the planning of the cooperative
maneuver. In the case of platooning, for example, it can occur that before the maneuver begins it has
already been determined which vehicles are to form a platoon at which point. The cooperation is
therefore prepared well in advance. In most cases, however, the cooperation takes place spontaneously
with only a few seconds of preparation time, and in emergency situations with no preparation time
at all.

3.1.8. Initiation

Since several agents are involved in the cooperation, there are also various possible initiators,
namely a profiter, a cooperation granter, or a coordinating master. In addition, a distinction
can be made between offering, requesting, and announcing a specific interaction for cooperation.
For example, the cooperation granter could offer cooperation and the profiter could request cooperation,
while a coordinating master could announce certain cooperative interactions and enforce them
through sanctions.

3.2. Examples of Cooperative Situations

Three exemplary scenarios are presented in order to put the above-mentioned characteristics
of cooperative maneuvers into context. These show that cooperation can take many different
forms and, in addition, that there is not only one correct way to implement cooperation, but many
different possibilities.
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3.2.1. Platooning

The general idea of platooning as shown in Figure 2 is to drive with a reduced distance between
vehicles in order to use the slipstream of the vehicle in front [17]. The reduced air resistance reduces fuel
consumption and the carrier saves money [18]. Therefore, two or more agents are involved, following
each other on the motorway. In the short term, the urgency and potential cost savings are very low, but
with consistent operation over long distances, fuel savings of up to 10% can be achieved [19]. The type
of interaction depends on the position in the platoon; the leading vehicle has a passive role and only
exchanges information, especially about its braking maneuvers. This is necessary so that the following
vehicles can drive at a reduced distance and react quickly to a breaking situation, thereby performing
active maneuvers. This form of cooperation is mutual in the sense that it benefits all agents involved,
although the fuel savings for the leading vehicle are significantly lower than for the vehicles in the
slipstream. Therefore, although all agents benefit, the benefits are not fairly distributed. A platoon can
be formed spontaneously on the motorway or planned well in advance to ensure that two suitable
trucks actually meet on the freeway. In both cases, the time available to prepare the cooperation is long
and there is no urgency. The biggest profiteer is a following vehicle that wants to enter the platoon,
so one can assume that this vehicle should initiate the cooperation and request the transmission of
the signals. However, it is also conceivable that a central authority, e.g., a fleet manager of the carrier,
initiates the cooperation and forces the vehicles into a platoon.

 

Figure 2. Three trucks drive in a platoon and use the slipstream to reduce fuel consumption while a
fourth truck follows with a normal safety distance.

3.2.2. Lane Merge

In the drive-on scenario or generally in lane-merging scenarios as depicted in Figure 3, the idea is
to create fairness by alternately merging vehicles from both lanes, creating a zipper-like pattern [11,20].
Although there may be many vehicles in such a scenario, in most cases only two agents of any type will
be involved in the actual cooperation. The location of the cooperation is limited to the drive-up area,
and for some vehicles, especially slow trucks, the urgency of the cooperation may be high, as otherwise
a braking maneuver must be initiated. When cooperation takes place, it is an active form of cooperation
for all agents involved, since the cooperation partner on the freeway adjusts his trajectory so that the
profiteer on the driveway can choose a better trajectory. Therefore, it is clear that the cooperation
is not mutual, and the grantor accepts costs with an altruistic interaction to enable the profiteer to
save (much higher) costs. Since both the duration and the preparation time are short and limited to
the time in the drive-up area, all costs incurred can be regarded as one-time expenses. In the long
run, however, further costs could arise, e.g., if a very slow vehicle is allowed in front of one’s own
vehicle. The initialization depends on the vehicle strategy and two possible variants are that the granter
proactively offers cooperation or that the profiteer sends a cooperation request.

 

Figure 3. A lane merge on a highway with the cooperative cars creating gaps for the trucks to form a
zip-like pattern.

205



Electronics 2020, 9, 754

3.2.3. Truck Overtaking

This overtaking scenario is explicitly about a truck overtaking another truck on the freeway while a
car approaches on the left lane from behind, as Figure 4 shows. The challenge in this scenario is related
to the relative speeds; these are low between the two trucks (1–20 km/h) while being high between the
trucks and car (40–180 km/h). This is due to the fact that for example in Germany the speed limit for
trucks is 80 km/h, while for passenger cars it is often 120 km/h or there is no limit at all [1]. The number
of agents involved in the cooperation is thus three: two trucks and one car. Such a maneuver can
take place on any freeway section with at least two lanes and without overtaking prohibition. Further,
there is no high urgency for cooperation, because overtaking would only result in a time saving for
the overtaking vehicle. For the car, the interaction is active in any case, as the speed must be reduced
to allow the overtaking truck to change lanes. The interaction of the front truck can be active if it
slows down the speed to allow the overtaking truck to pass faster, or passive if it leaves its speed
unchanged and sends only information about its speed. The duration of the overtaking maneuver is
regulated by law and may not exceed 45 s in Germany [21]. Since the overtaking truck first has to
approach with a low relative speed from behind, there is a lot of preparation time for the cooperation
between both trucks, while there is only little time for coordination with the fast-approaching car.
The overtaking truck is clearly the profiteer, as cooperation allows it to drive at its desired higher
speed, so the maneuver should also be initiated by the overtaking truck. A proactive offer from the
other cooperation partners would be a possibility, but in contrast to the drive-on scenario, there is no
indication as to when it would make sense here since it is not bound to one location.

 

Figure 4. A cooperative truck-overtaking maneuver with the truck in front cooperating to reduce the
overtaking time.

4. Implementation of Cooperation

When it comes to implementing cooperation, this means choosing a strategy for the agents that
trigger cooperative interactions. With regard to road traffic, strategies are called maneuver planners in
the following, and while maneuver planners are not new in automated driving, cooperative maneuver
planners are only at the beginning stages of research. However, before going into maneuver planners
and automated systems in more detail, we first introduce three characteristics of the implementation of
cooperation. Afterwards, we present how cooperative movements have evolved in nature, e.g., with
animal swarms, and how cooperation in road traffic is currently applied by humans.

4.1. Characteristics of the Cooperation Implementation

Besides maneuver planning, it is necessary to consider two further fundamental characteristics of
cooperation which are partly mutually dependent: the planning level and the communication.

4.1.1. Planning Level

Cooperation can be planned on three levels: Centralized, decentralized with coordination, and
decentralized without coordination [22]. “Centralized” means that there is an “all-knowing” master
that coordinates the maneuvers of all vehicles, while “decentralized” means that the maneuvers are
determined on the vehicles themselves. At the decentralized level with coordination, the vehicles
have a communication channel to communicate directly with the vehicles in the neighborhood to plan
the maneuver, in contrast to the decentralized level without communication, where the vehicles can
be observed in the neighborhood, but there is no possibility of explicit information exchange. In the
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case of the centralized planning level, the global knowledge is available, theoretically allowing for the
global optimum to be found. In the case of the decentralized planning with coordination, only the
local knowledge (limited by the communication range) can be accessed, eventually leading only to a
local optimum. This is similar at the decentralized planning level without coordination, but further,
each vehicle can only plan on its own and must anticipate the behavior of other road users instead of
receiving their planed behavior. This means that no negotiation, confirmation, or denial of cooperation
is possible.

4.1.2. Communication

A communication channel is required for the centralized and decentralized level with coordination,
and we distinguish between direct and indirect communication. Direct communication implies that
signals from one vehicle are sent directly to another vehicle, as in the case of the WLAN standard
IEEE 802.11p [23] that has been specially developed for vehicle-to-anything communication (V2X).
It establishes an ad hoc network between the vehicles and enables a range of approximately 400 m.
Indirect communication, on the other hand, uses infrastructure to enable communication over an
unlimited range, and a widely-used standard for this is Long-Term Evolution (LTE, c-V2X) [24].
Messages addressed to neighboring vehicles are sent via infrastructure to a backend server, which
only forwards the messages to vehicles located in a specific area (geo-messaging). In addition to the
communication channel, a standardized communication protocol and message type must also be used,
and the development for V2V or V2I is still in its early stages.

4.1.3. Maneuver Planning

The task of maneuver planning is to determine which actions to perform; in the context of
automated driving this means that drivable trajectories have to be created. The above-mentioned
characteristics of the cooperation, such as the location, the involved vehicles, and the costs have to be
considered. For maneuver planning itself, different approaches based on trajectories, atomic maneuvers,
state machines, artificial intelligence, and others are available and in development. The special feature of
cooperative maneuver planners is that vehicles in the environment are not regarded as un-influenceable
obstacles, but as possible partners with whom maneuver can be jointly developed.

4.2. Cooperation in Nature

In nature there are many examples of cooperation, such as the symbiosis of different plants in the
jungle or the cleaner fish and sharks. The most interesting example of cooperation in nature, in this
context, comes from swarms, herds, and flocks and deals with the collective movement of a large
number of individual animals. The biggest motivation behind this cooperation is safety and efficiency:
the zebras in a herd are much better protected from the lion than if they are standing isolated and
birds flying in a V-formation consume less energy on the long way to wintering near the equator.
Cooperation within a swarm follows three basic rules [25]:

• Separation: “avoid crowding neighbors (short-range repulsion)”
• Alignment: “steer towards the average heading of neighbors”
• Cohesion: “steer towards the average position of neighbors (long-range attraction)”

With these elegant rules and without any further communication channels or centralized
control, swarms are able to implement complex interactions involving a large number of individuals.
A prerequisite for this is an appropriate environment awareness to perceive the distances and speeds of
the surrounding animals and to react accordingly. However, the interests of each individual are limited
with respect to the global interests of the swarm. A transfer of the swarm to the road traffic is therefore
only possible to a very limited extent. While the rules could be applied in a crowd of people walking,
a person in a vehicle, especially at high speeds, cannot estimate the distances of other road users and
react to them with a necessary small delay [2]. While a small bump among pedestrians is not a problem,
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such an error can have serious consequences for vehicles at high velocities. Another reason why the
swarm behavior is not directly transferable is that in road traffic there is no homogeneous swarm, but
rather a combination of many different individual vehicles with different goals and capabilities [25].

4.3. Human Cooperation in Road Traffic

Cooperation in road traffic only occurs if the situation is not clearly regulated by the StVO or
an agent voluntarily renounces the rights given by the StVO. At a right-before-left intersection in
western countries, there is normally no cooperation, as the situation is clearly determined by the rules
of the StVO for example. A driver does not voluntarily stop to give the other vehicle the chance to
drive, but because he/she is punished otherwise by law enforcement. Cooperation between humans
does not result from a fixed set of rules or an assistance system, but exclusively from the intuition of
the human driver. In a situation that is unclear to him/her, the driver might act cautiously and leave
others the right of way in order not to provoke an accident, or he/she recognizes that there is a need
for cooperation with another vehicle and helps. In the following, the mentioned characteristics of
cooperation and its implementation are discussed in order to understand to what kind of cooperation
a human driver is capable of.

• Planning level: Cooperation is planned in a decentralized manner, partly with but mainly without
coordination. This means that each driver executes what he/she considers as the appropriate
action, but usually does not discuss this with the other vehicles.

• Communication: Communication can take place explicitly via horns, light signals, or gestures,
but also implicitly via the driver’s own behavior. By proactively changing to the left lane in front
of an on-ramp, for example, it can be signaled that the resulting gap can be used for the drive on.
However, it is not possible to transmit complex plans.

• Maneuver planning: The maneuver is planned in each vehicle itself, based on the experience and
intuition of the driver.

• Involved agents: As the complexity increases with the number of participants, usually only two
vehicles are involved in the cooperation between human drivers.

• Location: Since no infrastructure is required, the cooperation is largely location-independent.
• Urgency and costs: The urgency and costs can only be roughly estimated based on the

driver’s experience.
• Interaction type: Due to limited communication, little information can be exchanged and the

majority of actions are active and have a direct influence on the traffic situation.
• Duration: Due to limited communication, an agreement for a long time is not possible and

cooperative maneuvers are limited to short moments.
• Mutuality: This is strongly dependent on the attitude of the drivers, whereby there are drivers

who act altruistically, mutually, or selfishly.
• Preparation time: In most cases, cooperation occurs spontaneously. Far-in-advance planned

cooperation can only occur among drivers who have the possibility of prior agreement. An example
would be a joint holiday trip involving two vehicles, one of which drives ahead to show the way
and the other follows.

• Initiation: Both the profiteer and the grantor can initiate the cooperation. When driving on the
freeway, the cooperation can be offered by the grantor on the freeway through a proactive lane
change, and the profiteer can request cooperation through the turn signal or force the cooperation
by changing lanes on the freeway himself.

This list shows in several points that the limited communication between human drivers is one of
the main restricting factors for their cooperation, as was also shown by Fekete et al. [3]. The correct
assessment of the situation, especially with respect to the urgency of the cooperation, is very difficult
and since there is no suitable opportunity for coordination and knowledge exchange, the situation
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often remains unclear. Therefore, cooperation might not take place although it would make sense, or,
in contrast, cooperation might get started although it is not needed. In these cases, since it is usually
an active form of cooperation, costs are incurred from which nobody benefits. A classic example of
this is a lane change on the freeway, as shown in Figure 3, where it is not clear for vehicle B whether
vehicle A will allow him/her to drive in front, and for B whether A wants to drive in front or behind
him/her. If A assumes that B will not let him/her in front but B does, there is a useless deceleration.
Such misunderstandings could be avoided by a synchronized level of knowledge among the drivers,
but this requires improved communication [14]. Furthermore, due to the limited ability of humans to
plan maneuvers, they would only be left with simple cooperative maneuvers. However, due to the
human’s concept of fairness and emotions, human drivers are often capable of avoiding bad Nash
equilibria, leading to lowered common costs due to their cooperation. Although the costs generated by
human drivers are not optimal, they are unmatched by cooperative automated vehicles [3].

5. Cooperation for Automated Vehicles

As soon as the human hands over the driving task, it is up to the automated system to cooperate.
For this purpose, we discuss the three points on the implementation of cooperation in the context of
automated driving.

5.1. Planning Level

The three planning levels of centralized planning (CP), decentralized planning with coordination
(DP), and decentralized planning without coordination (DPWC) come with different advantages
and disadvantages and are therefore suitable for different scenarios [22,26]. With central planning,
all existing knowledge of the vehicles is collected in a central backend and a global optimum is then
formed. The prerequisite is therefore a backend with the appropriate computing power and stable
communication to the vehicles. As with all centralized systems, this results in a single point of failure,
which means that the system loses robustness and further has a high demand for communication.
In order to be able to react immediately in safety-critical moments, fast planning is necessary, but
communication to the backend and back again can result in a greater delay depending on the
communication medium. Furthermore, vehicle control must be transferred from the vehicle itself to
the centralized system, which raises concerns about responsibility and legislation.

Communication is also required for decentralized planning with coordination, but since no
backend is required, an ad hoc network such as with ITS-G5 can be used. This makes the system
more robust, but it is limited to the range of the communication medium. Since only a subset of the
knowledge of the central planning level is available for maneuver planning, it can only be optimized
locally. The direct communication between the vehicles and the maneuver-planning running on the
vehicles themselves allows a faster reaction.

Both of these planning levels require communication, but decentralized planning without
coordination is not dependent on it. This makes it the only planning level that can also be used
effectively in mixed traffic when both automated and manually (human-driven) vehicles drive together
on roads. Due to the lack of knowledge exchange, however, the behavior of other road users must be
approximated, which introduces an additional inaccuracy into the system. The decentralized planning
level is therefore robust and independent of communication delays or failures, but cannot achieve
the same quality of maneuver planning as decentralized planning with coordination due to the small
knowledge base and lack of coordination options. In addition, extra computing effort is required to
estimate the behavior of other road users.

With regard to the evaluation metrics in Table 2 it is clear that the different planning levels
complement each other. Starting from decentralized planning with coordination, the system can be
extended with decentralized planning without coordination for cooperation with manually controlled
vehicles. Further, this could also serve as a fallback level in case of communication failure. Further,
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relevant information can be exchanged via a central backend, e.g., traffic densities in order to cooperate
not on the maneuver level, but on the routing level to avoid a jam.

Table 2. Evaluation of the three planning levels for cooperation (circle: full= positive, empty= negative).
CP: centralized planning; DP: decentralized planning with coordination; DPWC: decentralized planning
without coordination.

Quality Communication Needs Mixed Traffic Robustness Computation Infrastructure Delay

CP

DP

DPWC

5.2. Communication

Connected vehicles form a trending topic mentioned by almost every vehicle manufacture in their
vision and current research priorities [27–30]. This can include a connection to the vehicle owner via
an app, a connection to an entertainment platform and other cloud services, or a connection to the
vehicle service station to transmit maintenance data. However, regarding safety and efficiency, the
real-time communication between connected vehicles is the most promising aspect.

In communication, a distinction can be made between direct communication (V2X) and indirect
communication via an additional infrastructure (cellular–V2X). For indirect communication, the
Long-Term Evolution (LTE) standard, which is widely used in smartphones for mobile data, has
established itself. It requires a connection to the LTE radio masts, which cannot be guaranteed especially
in rural and highly isolated areas such as tunnels or underground car parks. If the radio mast or the
backend were to fail, an entire area would be affected and unable to communicate. Furthermore, the
large number of involved nodes in the system increases the potential for manipulation or fault. With
the currently available LTE REL-14 (4G), bandwidths of up to 1000 Mbit/s are possible with a latency of
5 ms [31] over an unlimited range. Moreover, with the newest REL-15 to 17 known as 5G, bandwidths
of 10 Gbit/s and latency of 1 ms [32] are achievable. However, when changing from one radio mast to
the next, which can often occur when driving over the motorway, short delays occur.

The ITS-G5 (IEEE 802.11p) standard [23,33], also known as WAVE, has been explicitly developed
for use in communication between vehicles. An ad hoc network will be set up between the vehicles,
whereby no infrastructure elements are required, thus there are fewer failure points and attack
points, and no running costs arise. The system is therefore more robust and location-independent in
comparison to LTE. Bandwidth and latency, however, are strongly dependent on the distance between
the vehicles. The maximum range in an open field is approximately 800 m [34], but is reduced to
300 m [35] in autobahn scenarios and less in interconnected cities. The bandwidth and latency lie
between 6 and 54 Mbit/s [36] and 1 and 5 ms, respectively [37]. With ITS-G5 only information can be
exchanged directly between vehicles and no additional connection to the Internet can be established to
receive routing information or traffic jam messages.

Connected vehicles provide interfaces that could be used by adversaries to do damage. Therefore,
for connected vehicles and especially their communication, not only safety but also security are
important aspects that have to be considered. Examples for such cyber-attacks are false data
injection [38], reply attacks [39], and denial-of-service attacks [40]. It is therefore crucial, independent
of the communication interface, that such attacks can be detected, blocked, and prevented.

As far as the communication medium is concerned, there are therefore already two strong
established standards, with 5G a promising option for the future (Table 3). If a centralized planning
level is preferred, c-V2X has to be chosen for the communication with the backend. For decentralized
planning with coordination IEEE802.11p is also sufficient. Of course, a combination of both approaches
is again possible, whereby routing information is received via c-V2X from a central planning level but
maneuver planning is coordinated locally via V2X.
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Table 3. Evaluation of the vehicle-to-anything communication (V2X) technologies (circle: full = positive,
empty = negative). LTE: Long-Term Evolution.

Availability Reliability Latency Bandwidth Range Local Independence Costs Security

ITS-G5

LTE 4G

LTE 5G

Paul Watzlawick wrote in his first axiom “One cannot not communicate. Activity or inactivity,
words or silence all have message value”. This is the case even when no dedicated communication
medium is involved [41]. Decentralized planning without coordination, where the vehicles
“communicate” their intentions through their behavior, uses this. However, since no actual
communication via radio is involved, this concept is not discussed here.

Not only the medium is relevant for communication, but also the message protocol and the
message type. This choice determines which information is available in which form for maneuver
planning and which bandwidth is required for the transmission. Two message formats have already
been standardized by the ETSI as Day 1 Messages: CAM and DENM. CAMs contain ego information
such as position, speed, vehicle type, etc. and are periodically transmitted at 1–10 Hz via single-hop
broadcasting (point-to-multipoint) [42].

DENMs contain information about events that could affect safety or traffic efficiency and include
an event type, location, start time and duration. These can be caused by the sending vehicle itself,
e.g., an emergency-stop, or they can be detected by sensors, e.g., flash ice. The transmission is event
triggered and forwarded over several hops to warn vehicles in a larger environment [43].

Currently, the ETSI is working on the standard for Collective Perception Messages (CPMs) [44],
based on the Environmental Perception Message (EPM) [45] as part of the Day 2 Messages.
The purpose of the CPM is to share objects detected by the vehicle sensors, thereby augmenting the
environmental perception.

These three message types are purely informational and thus allow to improve the perception but
do not yet allow a cooperative maneuver coordination. If cooperation on a central or decentralized
level with coordination is to be planned, new message standards must be developed and established
across manufacturers.

Oliver Sawade et al. developed the Collaborative Maneuver Messages (CMMs) to synchronize
several vehicles with a distributed state machine [46]. The CMMs distinguish between three message
types: Inform, Request, and Response. While the Inform CMM is used to share information, the other
two CMM types allow for starting a negotiation between the vehicles on how to transition to the next
state of the distributed state machine.

Bernd Lehmann et al. designed the Maneuver Coordination Message (MCM) [47] that is currently
standardized by the ETSI [48] in order to exchange trajectories between vehicles. Different attributes
such as “planned” and “desired” allow then to express the need for cooperation, start a negotiation,
and finally execute the maneuver.

5.3. Maneuver Planning

The goal of maneuver planning is to generate trajectories, which are then executed by the vehicle.
Factors such as safety (no collisions), efficiency, feasibility, traffic rules, and comfort have to be
considered. Different classical approaches have already proven themselves feasible and also artificial
intelligence methods are advancing in the field [49].

In the case of non-cooperative maneuver planners, vehicles in the environment are regarded as
obstacles that cannot be influenced. In order to drive cooperatively, it is therefore necessary to rethink
and consider how one’s own trajectory affects other road users. Thus, it can be considered how the
maneuver can be carried out in a jointly optimized way. One possibility of including the behavior of
the surrounding vehicles in the maneuver planning of the ego vehicle is to coordinate the maneuvers
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of the involved vehicles by V2X communication. In literature, there are already different approaches
on how the concept of such a coordination could look like.

Hyldmar et al. implemented cooperative maneuver planning in a miniature fleet by having
the vehicles in a lane merge send their desired position for the future via V2X [11]. The receiving
vehicles then accelerated or decelerated to allow the sending vehicle to reach the desired position.
An experiment with 16 of the miniature cars on a round course showed a more than 30% improvement
in throughput through the cooperation.

Sawade et al. developed the Collaborative Maneuver Protocol (CMP) [46], which uses a distributed
state machine to synchronize all vehicles of a maneuver in one common state. In each state, there
are different roles and tasks for the vehicles and a transition to the next state can only occur if all
vehicles agree. The CMP is thus a first step towards cooperative automated vehicles and shows a
way in which vehicles can synchronize their plans with each other and collectively decide on the next
actions. However, the state machine must be defined in detail for each particular maneuver, e.g., for a
cooperative lane merge.

Bernd Lehmann et al. presented a generic concept which creates two trajectories for the vehicle,
a plan and a desire, and sends this as an MCM [47]. The planned trajectory conforms to traffic rules
and therefore does not lead to collisions with the planned trajectories of other vehicles. The desired
trajectory, on the other hand, shows the optimal trajectory for the ego vehicle, which, however, is not
traffic rule-compliant as it conflicts with the planned trajectory of another vehicle. This other vehicle
then has the possibility to cooperate and adapt its own planned trajectory to enable the desired
trajectory of the other vehicle.

If there is no possibility to coordinate one’s own behavior with that of other traffic participants,
e.g., because not every vehicle is equipped with V2X communication, the behavior of the other road
users must be anticipated. In order to implement behavioral planning under these prerequisites,
different methodologies are applied in literature.

In the early stage of cooperative driving algorithms, Wei et al. [50,51] modeled behavior planning
as a combination of different driving functions covering modules for distance-keeping to the leading
vehicle, selection of the desired lane, and a corresponding merge planner. The lane selector acts as a
supervisor that determines the best lane to drive in and switches between lane keeping and merging
behavior. The lane-keeping module generates a set of constant accelerations, predicts the reaction of
the surrounding vehicles, and evaluates the resulting scenarios by a cost function to select the best
acceleration strategy. In subsequent work [52], Wei et al. extended their approach by splitting the
acceleration in two acceleration segments with equal lengths, and enhanced the behavior prediction of
other vehicles by an intention estimation. Since these approaches evaluate all possible strategies, the
complexity of the strategies is limited due to the limitation of available computing time. For more
complex strategies, search algorithms must be used which do not evaluate all possible behavior plans.

In the field of tree searches, each vehicle has a set of discrete actions from which it can choose.
Each action is valid for a specified time step. A maneuver plan is then created from a sequence
of actions over the planning horizon. The purpose of the tree search algorithm is to find the best
possible combination of actions as a solution of the planning problem. The behavior of surrounding
vehicles can also be modelled with a discrete set of actions under the assumption that they make
rational decisions. Lenz et al. used a Monte Carlo Tree Search (MCTS) algorithm to solve this search
problem [53]. Kurzer et al. [54] extended this approach by integrating macroscopic actions into the
MCTS in order to plan over longer time horizons. Furthermore, they used a continuous action space
instead of a discrete action set, which is useful in urban scenarios and tight spaces [55].

Another approach is the representation of cooperative behavior planning from a game theoretic
perspective. While tree search methods find the best solution according to a given cost function, game
theory considers all possible combinations of available strategies of all vehicles (referred to as players
or agents). The solution in the form of an equilibrium is the strategy that yields the best reward for the
considered player, regardless of which strategy the other players choose. However, the application in
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the field of cooperative behavior planning [56,57] has been limited to the assessment of two vehicles.
Moreover, the scenarios in which the functionality of the approach is demonstrated include only
simple scenarios.

Besides classical methods, artificial intelligence is also applied in cooperative maneuver planning.
Research focuses on reinforcement learning techniques [58,59], in which the vehicles learn their own
behavior based on positive or negative reward. The behavior modeling of the surrounding traffic is
done implicitly within the neural network, which can be advantageous because no separate prediction
is required, but also has disadvantages because the basis of the decision-making cannot be validated.

6. Problems and Challenges

We have shown that there have already been many developments and achievements in the
development of C-ITS, but there are still some challenges to be overcome. For communication, there is
disagreement between V2X and C-V2X [60–63], and the international standards are also inadequate
for the various message types. It will be necessary to find agreement across manufacturers so that all
vehicles can communicate with each other. Only when the equipment rate exceeds a certain threshold
will the positive effects of the cooperation, especially with CP and DP, become noticeable.

However, with an increasing number of equipped vehicles and more messages for the coordination
of more complex maneuvers, the channel load also increases, resulting in reduced communication range
and message failures. Therefore, it will become more and more important to implement optimized
message generation rules and congestion control in order to transmit the relevant information in
any situation.

In cooperation that is not based on communication, it is important to avoid misunderstandings
and to correctly assess the costs and behavior of other road users. With human drivers this is a
particular challenge and requires special trust between automated vehicles and humans.

Approaches for cooperative maneuver planners have already been tested in simulation or on
a small scale, but the lack of agreement on standards for the messages also makes it unclear what
information can be exchanged for maneuver planning purposes.

Various projects like IMAGinE [64], 5G-MOBIX [65], and ICT4CART [66] have already recognized
the urge for cooperation and attempted to develop solutions for the challenges mentioned here.

7. Conclusions

Despite traffic rules, there are situations that are not clearly or inefficiently regulated and where
cooperation is required to ensure efficient and safe traffic. While human drivers are intuitively able to
cooperate and communicate through light signals, gestures, or proactive actions, this is not yet the case
with automated vehicles (AVs). Without humans as a cooperative module, the social dilemmas that
arise in daily traffic become a major challenge for AVs. While the first AVs can even gain advantages
in certain situations as free-riders in the cooperative environment due to the presence of human
drivers, with an increasing number of selfish AVs the point will come where the entire road traffic loses
efficiency due to lack of cooperation. Therefore, our mission must be to develop not only automated
vehicles, but cooperative automated vehicles.

While animals can cooperate with simple and elegant rules, these cannot be applied to our
complex road traffic. New methods have to be developed to tackle the challenges of CAV, and here we
have provided several characteristics for clustering different cooperative scenarios in order to identify
the challenges in a first step. Afterwards we discussed how cooperation could be implemented, and
determined that currently no agreement exists on this should be done. While some challenges can be
solved at a centralized planning level, other challenges are best tackled with a decentralized approach.
In the field of vehicle-to-vehicle communication especially there is a huge disagreement on whether to
use ITS-G5 (WLAN) or LTE (cellular) technologies. When discussing cooperative vehicles, however,
it is key to realize that cooperation has to start in development. There must be unity among the
vehicle manufacturers and there must be open standards that are collaboratively developed in order

213



Electronics 2020, 9, 754

to foster cooperation in a large scale on our roads. We further showed that there are great synergies
between the existing and promising approaches for CAVs that might lead to a combined and unified
implementation in the future.

All in all, we highlighted the need for cooperative ITSs, and introduced the characteristics that
need to be considered in cooperation and implementation in order to provide an overview and a
starting point for further collaborative developments.
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Abstract: Lane changing systems have consistently received attention in the fields of vehicular
communication and autonomous vehicles. In this paper, we propose a lane change system that
combines deep reinforcement learning and vehicular communication. A host vehicle, trying to change
lanes, receives the state information of the host vehicle and a remote vehicle that are both equipped
with vehicular communication devices. A deep deterministic policy gradient learning algorithm
in the host vehicle determines the high-level action of the host vehicle from the state information.
The proposed system learns straight-line driving and collision avoidance actions without vehicle
dynamics knowledge. Finally, we consider the update period for the state information from the host
and remote vehicles.

Keywords: lane change; decision-making system; vehicular communication; deep reinforcement
learning; collision avoidance; connected and automated vehicle

1. Introduction

Lane change systems have been studied for a long time in the research on autonomous driving [1,2],
as well as vehicular communication [3–6]. Lane change systems are continuously drawing attention
from academia and industry and several solutions have been proposed to solve this challenging
problem. Vehicular communication-based methods can be divided into Long Term Evolution-based [7]
or IEEE 802.11p-based method [8]. Moreover, there have been many studies on lane change systems
for connected and automated vehicle (CAVs), which combines autonomous driving and vehicular
communication [9].

There have been many advances in autonomous vehicle systems in recent years. In particular,
end-to-end learning has been proposed, which is a new paradigm that includes perception and
decision-making [10]. The traditional method for autonomous navigation is to recognize the
environment based on sensor data, generate a future trajectory through decision-making and planning
modules, and then follow the given path through control. However, end-to-end learning integrates
perception, decision-making, and planning based on machine learning, and produces a control input
directly from sensor information [10].

Deep reinforcement learning (DRL) is a combination of deep learning and reinforcement learning.
Reinforcement learning involves learning how to map situations to actions to maximize a numerical
reward signal [11]. The combination of reinforcement learning and deep learning, which relies on
powerful function approximation and representation learning properties, provides a powerful tool [12].
In addition, deep reinforcement learning allows a vehicle agent to learn from its own behavior instead
of labeled data [13]. No labeled data are required in an environment in which the vehicle agent will
take actions and obtain rewards.
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Deep reinforcement learning could be applied to various domains. A typical example is Atari video
games. In recent years, a deep Q network (DQN) is a representative example of deep reinforcement
learning that shows human-level performance in Atari video games [14]. A DQN has the advantage of
learning directly from high-dimension image pixels. It can also be used for indoor navigation [15] and
control policies [16] for specific purposes in the robotics field.

Many studies on autonomous driving using deep reinforcement learning have been conducted.
Wang et al. [17] suggested a deep reinforcement learning architecture for the on-ramp merging of
autonomous vehicles. It features the use of a long short-term memory (LSTM) model for the historical
driving information. Wang et al. [18] subsequently proposed automated maneuvers for lane change.
The authors considered continuous action space but did not take into account the lateral control issue.
Another study was conducted on autonomous driving decision-making [19]. A DQN was used to
determine the speed and lane change action of the autonomous vehicle agent. Kaushik et al. [20]
developed overtaking maneuvers using deep reinforcement learning. An important feature of this
system is the application of curriculum learning. This method, which simulates the way humans
and animals learn, enables the effective learning of the vehicle agent. Mukadam et al. [21] suggested
decision-making for lane changing in a multi-agent setting. The authors dealt with discrete action
space, but it might weaken the feasibility of the solution when applied to real-world problems [18].
In addition, the SUMO simulator was used for evaluation. In this simulator, vehicles run only along
the center lane, and the lane change is performed like a teleport. It has a limitation that lateral control
cannot be considered as with Reference [18]. Mirchevska et al. [22] proposed a formal verification
method to overcome the limits of machine learning in lane change and the authors also defined action
space as discrete.

We propose a decision-making system for connected and automated vehicle during lane change.
The purpose of our system is to find a policy represented from an actor network, μ, as seen in Figure 1.
The actor network, μ, takes the current state of the host vehicle and the remote vehicle from sensors and
gives the high-level outputs (throttle, steering wheel). Then the actor network passes the high-level
outputs to a controller of the host vehicle. We constructed a simulation environment for autonomous
vehicles where an agent can perform trial-and-error simulations.

Figure 1. Architecture of proposed decision-making system.

Our contributions are as follows:
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• A model that combines deep reinforcement learning with vehicular communication is proposed.
We show how to utilize information from a remote vehicle as well as the host vehicle in deep
reinforcement learning.

• We handle different state information update periods for the host and remote vehicles.
Generally, the state information of the remote vehicle is updated every 100 ms via vehicle
communication, whereas the state information of the host vehicle is updated faster. This paper
shows the results of agent learning considering these different update periods.

• We handle continuous action space for steering wheel and accelerator to improve the feasibility of
the lane change problem. Furthermore, in order that our end-to-end method covers collision-free
action, reward function takes the collision reward directly into account.

• We introduce a physically and visually realistic simulator Airsim [23]. Our main focus is to avoid
collision between vehicles and realistic longitudinal and lateral control. We have experimented in
the simulation environment that can handle both controls.

The remainder of our paper considers the following. Section 2 shows the lane change system
architecture and how the agent learns. Section 3 presents the simulation environment for training and
evaluation, along with the agent learning results. Finally, the conclusions are presented in Section 4.

2. Decision-Making System for Lane Change

2.1. System Architecture

The architecture of the proposed system consists of the host vehicle (agent) and environment.
Just as the agent learns from the environment through interaction in reinforcement learning (RL),
the host vehicle interacts with the environment, including the remote vehicle. First, the host vehicle
receives the current state of the environment and determines an action that affects the environment.
Then, the host vehicle takes the action and the environment gives the host vehicle a reward and the
next state corresponding to the action.

More specifically, the host vehicle receives self-state information from the sensors mounted in
the agent or state information from the remote vehicle through the vehicular communication device.
The state information is provided to the trained actor neural network. The actions needed for a
collision-free lane change are generated. After the next time step, the host vehicle will receive a reward
and the next set of state information. We designed a reward function that performs a lane change while
avoiding collision with the remote vehicle.

2.2. Markov Decision Process

The reinforcement learning problem is defined in the form of a Markov decision process (MDP),
which is made up of states, actions, transition dynamics, and rewards. In our system, we assume that
the environment is fully observable. A detailed formulation is presented in the next subsection.

2.2.1. States

The host vehicle observes current state, st, from the environment at time t. The host vehicle
can acquire state information through sensors. A lane change not only relates to vehicle dynamics,
but also depends on road geometry [18]. The state space includes speed and heading to handle
the longitudinal and lateral dynamics of the host vehicle. The x, y coordinates of the host vehicle
are included for road geometry. The information of the remote vehicle is contained for analyzing
collision between vehicles. A set of states, S, in our system consists of eight elements. At timestep t,
S =

{
s1

t , s2
t , s3

t , s4
t , s5

t , s6
t , s7

t , s8
t

}
.

• s1
t represents the x coordinate of the host vehicle.

• s2
t represents the y coordinate of the host vehicle.

• s3
t represents the speed of the host vehicle.

221



Electronics 2019, 8, 543

• s4
t represents the heading of the host vehicle.

• s5
t shows the x coordinate of the remote vehicle.

• s6
t shows the y coordinate of the remote vehicle.

• s7
t represents the speed of the remote vehicle.

• s8
t represents the heading of the remote vehicle.

The values of all elements are converted into values in the range of (0, 1) before being
input to the neural network. s1

t , s2
t , s3

t , s4
t contain state information related to the host vehicle.

Conversely, s5
t , s6

t , s7
t , s8

t are associated with the remote vehicle. In the training and evaluation stage,
s1

t , s2
t , s3

t , s4
t are updated with a period of 0.01 s, and s5

t , s6
t , s7

t , s8
t are updated with a period of 0.1 s

through vehicular communication.

2.2.2. Actions and Policy

The host vehicle takes actions in the current state. A set of actions, A, consists of 2 elements:
A =

{
a1

t , a2
t

}
.

• a1
t represents the throttle of the host vehicle.

• a2
t represents the steering wheel of the host vehicle.

The goal of the host vehicle is to learn a policy π that maximizes the cumulative reward [12].
Generally, policy π is a probability function from the states: π: S→ p(A = a

∣∣∣S) . However, in our
system, policy π is a function from states to actions (high-level control input). Given the current state
values, the host vehicle can know the throttle and steering wheel values through the policy. In DRL,
the policy is represented as a neural network.

2.2.3. Transition Dynamics

The transition dynamics is a function wherein the conditional probability of the next state St+1 is
the probability of given state St and action At. One of the challenges in DRL is that there is no way for
the host vehicle (agent) to know the transition dynamics. Therefore, the host vehicle (agent) learns by
interacting with the environment. Namely, the host vehicle takes actions using the throttle and steering
wheel, which allow it to influence the environment and obtain a reward. The host vehicle accumulates
this information and uses it to learn the policy that ultimately maximizes the cumulative reward.

2.2.4. Rewards

The ultimate goal of the agent in DRL is to maximize the cumulative reward rather than the
instant reward of the current state. It is important to design a reward function to induce the host
vehicle to make the lane changes that we want.

We formulate a lane change task as an episodic task, which means it will end in a specific state [11].
Thus, we define a lane change task as moving into the next lane within a certain time without collision
or leaving the road. To meet this goal, a reward function is constructed with three cases at each
time step.

1. Collision with the remote vehicle and deviation from the road

R(t) = −3. (1)

2. Final time step

a. Completion of the lane change
R(t) = 1. (2)
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b. Failure to complete the lane change

R(t) = 0. (3)

3. Etc.

a. Driving in the next lane
R(t) = Wn + Ws × Vs. (4)

b. Driving in the initial lane
R(t) = Wi + Ws × Vs. (5)

c. Remainder
R(t) = Ws × Vs. (6)

The first case is about penalization. If the host vehicle collides with the remote vehicle in the
next lane or leaves the road, the reward is given as above, and the task is immediately terminated.
The second case is about the success or failure of the lane change task in the final time step. The lane
change is considered successful if the host vehicle is within 0.5 m of the next lane at a certain time
step. Otherwise, it is a failure. The last case is about the driving process. This case determines most
rewards in one episode. R(t) is the sum of the reward for the corresponding lane and the reward
for the corresponding speed. First, the reward related to the lane is similar to the second case. If the
host vehicle is within 0.5 m of the center of the lane, it receives the reward. The reward to be given
related to the lane is as follows: Wn in the next lane, Wi in the initial lane, and 0 in the remainder.
Second, the reward related to the velocity is expressed as the product of speed Vs and weight Ws.
The advantage of DRL is that it can achieve the goal of the system without considering the vehicle
dynamics of the host vehicle.

2.2.5. Deep Reinforcement Learning

We employed deep reinforcement learning. In our paper, the goal was to find an actor neural
network, μ, for collision avoidance during lane change. We applied an actor–critic approach.
Therefore, our decision-making system consisted of two neural networks: actor network, μ, and
critic network, Q.

A critic Q(st, at
∣∣∣θQ) is a neural network that estimates the cumulative reward taking state st and

action at with weights θQ in time step t. Equation (7) shows the feedforward of this critic network.
It is used as a baseline for the actor network. The way is the same as deep-q-network (DQN) [14] in
Equation (8) and Equation (9).

scalar value = Q(st, at
∣∣∣θQ). (7)

yt = R(t) + γ× Q′(st+1, μ′(st+1
∣∣∣θμ′)∣∣∣θQ′). (8)

Q
(
st, at

∣∣∣θQ
)
← yt − α×Q(st, at

∣∣∣∣θQ). (9)

where α is the learning rate and yt is the sum of R(t) and Q(st+1, at+1
∣∣∣θQ) with target network

technique Q′ and μ′.
An actor network is the central part in the proposed system. An actor μ(st

∣∣∣θμ) is also a neural
network that produce action at taking state st with weights θμ in Equation (10). Then, the actor will
provide a high-level action to avoid collision. The actor μ(st

∣∣∣θμ) is updated through Equation (11)
presented in the DDPG algorithm [24].

at = μ(st
∣∣∣θμ). (10)

∇θμJ ≈ 1
N

∑
i

∇aQ
(
s, a|θQ

)
|s=si,a=μ(si)

∇θμμ(s|θμ)|si . (11)
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where N is minibatch size.
The characteristic of actor–critic method is that the networks used are different for training phase

and testing phase. In training phase, the vehicle (agent) learns both actor and critic networks. The critic
network is used to learn the actor network. However, in testing phase, the vehicle only uses actor
networks in order to produce action. Figure 2 shows the neural networks used at each phase. The left
figure relates to the training phase, and the right figure relates to the testing phase.

Figure 2. Neural networks in training and testing phase.

2.3. Training Scenario and Algorithm

The host vehicle learns a lane change scenario to avoid a collision on a straight road in Figure 3.
The remote vehicle, a black car, is located in the next lane behind the host vehicle in initial state.
Both vehicles have same initial speed V0. The remote vehicle makes a straight run and will run at a
faster speed than the initial speed. The host vehicle tries to change lanes and control the speed.

 
Figure 3. Initial state in lane change scenario for training.

We adopt the DDPG algorithm to allow the host vehicle to learn the lane change [24]. In order
to use the DDPG algorithm, several assumptions and modification have been made. We need to use
the experience replay memory technique [25] and the separate target network technique to apply the
DDPG algorithm to our system. The reason for using the replay memory is to break the temporal
correlations between consecutive samples by randomizing samples [12]. A time step was 0.01 s. It was
assumed that there was no computation delay for the deep learning during the learning and evaluation.
In autonomous driving, the control period is very short (milliseconds). Because of the computational
delay during driving, the action was taken in a delayed state that was not the current state. Thus, during
the learning and evaluation step, we ignored the computational delay by stopping the driving simulator.
The states provided to the DDPG algorithm can be obtained from sensors. The state of the host vehicle
is updated at each time step from the sensors of the host vehicle. The host vehicle can obtain the state
of the remote vehicle through the vehicular communication device. Unlike the sensors of the host
vehicle, it is assumed that the state of the remote vehicle is updated through a basic safety message,
which allows it to be obtained every 10 time steps. Algorithm 1 shows the training algorithm with the
assumptions and modifications mentioned above for the host vehicle.
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Algorithm 1. Modification to Deep Deterministic Policy Gradient (DDPG) Training Algorithm.

Randomly initialize critic network and actor network
Initialize target networks and replay buffer
for episode = 1 to E do

Receive initial state from sensors in the host vehicle
for step = 0 to S-1 do

if step % 10 == 0 then

Receive state of the remote vehicle from the vehicular communication device
end if

Select action according to the current policy and exploration noise using normal distribution
Simulation pause off
Execute action and observe reward and observe new state
Simulation pause on
Store transition in replay memory
Sample a random minibatch of N transitions from replay memory
Update critic by minimizing the loss
Update the actor policy using the sampled policy gradient
Update the target networks
end for

end for

3. Experiments

3.1. Simulation Setup and Data Collection

Airsim was adopted to train the host vehicle to change lanes [23]. Airsim is an open source platform
developed by Microsoft and used to reduce the gap between reality and simulation when developing
autonomous vehicles. Airsim offers a variety of conveniences. Airsim is an Unreal Engine-based
simulator. The Unreal Engine not only provides excellent visual rendering, but also provides rich
functionality for collision-related experiments. When training a host vehicle by trial-and-error, it is
possible for the host vehicle to directly experience collision states.

In order to train our neural network, we need to collect data from the environment. By driving
the host vehicle and the remote vehicle in Airsim, we are able to collect the data necessary for learning.
Airsim supports various sensors for vehicles. All vehicles are equipped with GPS and the Inertial
Navigation System (INS). Through these sensors, we can collect desired vehicle status information.

3.2. Training Details and Results

As shown in Figure 3, the host vehicle (red), remote vehicle (black), and straight road were
constructed using the Unreal Engine. In the initial state of the training and evaluation, both the host
vehicle and remote vehicle had initial speeds of V0, and the remote vehicle was located at distance d0

behind the host vehicle in the next lane. After the initial state, the target speed of the remote vehicle was
set uniformly in the range of [Vmin, Vmax], and the remote vehicle constantly ran at the target speed.

The actor network consisted of two fully connected hidden layers with 64, 64 units. The critic
network consisted of two fully connected hidden layers with 64, 64+ 2 (action size: throttle, acceleration)
units. Figure 2 shows the architecture of actor network and critic network (left). All hidden layers
in the actor network and the critic network used a rectified linear unit (ReLU) activation function.
The output layer of the actor network has tanh activation function because of action space range.
However, the output layer of the critic network does not have activation function. The weights of the
output layer in both the actor network and critic network were initialized from a uniform distribution
[−3× 10−3,−3× 103]. We use the Adam optimizer to update the actor network and the critic network.
Table 1 lists parameters related to the road driving scenario and DDPG algorithm.
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Table 1. Parameters related to lane change system.

Parameter Value

Training episodes, E 2000
Width of lanes 3.4 m

Max time step, S 500
Weight corresponding to next lane, Wn 0.01
Weight corresponding to initial lane, Wi 0.001

Weight corresponding to speed, Ws 0.0002
Initial velocity, V0 11.11 m/s
Initial distance, d0 10 m

Reply memory size 1,000,000
Minibatch size, N 256

Mean of normal distribution for exploration noise 0
Standard deviation for exploration noise 1

Minimum target speed, Vmin 16.67 m/s
Maximum target speed, Vmax 22.22 m/s

Maximum acceleration 4.9 m/s2

Learning rate for actor 0.001
Learning rate for critic 0.001

Hidden units of actor network 64, 64
Hidden units of critic network 64, 66

Tau for deep deterministic policy gradient (DDPG) algorithm 0.06

Figure 4 shows the cumulative reward (blue) per episode and average cumulative reward (red) in
the training step. The cumulative reward is the sum of the rewards the host vehicle obtained from the
reward function. The average cumulative reward is the average of only the most recent 100 scores.
The lane change success rate was high from 850 to 1050 episodes. The highest average cumulative
reward was 3.567 at 1028 episodes.

Figure 4. Scores and average scores in total training episodes.

3.3. Evaluation Results

We evaluated the actor network, μ, after 2000 training episodes. We selected the weight to
successfully perform the lane change and proceeded to the evaluation. We evaluated the weight of the
1028th episode, which had the highest average score. The lane change was successful, but the host
vehicle did not reach a position within 0.5 m from the center of the next lane. We searched heuristically
to find a weight that arrived close to the center with a successful lane change before and after the 1028th
weight. As a result, the 1030th weight was found, which satisfied both conditions, and the evaluation
was made with this weight. The evaluation was conducted in the same environment as the training
stage, and a total of 300 episodes were performed. Figure 5 shows the result of the evaluation with the
1030th weight. Figure 5 shows the cumulative reward of the host vehicle. The average cumulative
reward was 3.68 and is expressed in a red line. In all of the episodes, the host vehicle successfully
performed the lane change without a collision with the remote vehicle.

To evaluate the performance of the host vehicle, three measures were introduced. We analyzed
our decision-making system with three metrics. We obtained these measures as well as the cumulative
reward for each episode.
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Figure 5. Cumulative reward in evaluation phase.

First, the lane change success rate is the number of lane change successes divided by the total
number of lane change trials. We defined the success of the lane changes as arrival in the next lane
without collision with the remote vehicle and without leaving the road within a certain time. In Airsim,
when a collision occurs between vehicles in simulation, it provides information about the collision.
At each time step, the position of the host vehicle can be used to determine if it has left the road or it has
arrived in the next lane. For termination of each episode, the result of the lane change was determined.
The success rate was 1.0. In other words, the lane change in all episodes was made without collision.

Second, arrival time in next lane is the time when the host vehicle arrives in next lane. For every time
step, the position of the host vehicle was checked and if the host vehicle was in next lane at first, the time
step was recorded. Figure 6a shows arrival time. This indicates that the host vehicle has made a lane
change within the max time step. The time the lane change occurred was before the end of every episode.
In a training scenario, the remote vehicle departs from the rear of the host vehicle and passes through the
host vehicle. The host vehicle learned that it made a lane change after the remote vehicle passed the host
vehicle to avoid collision.

Difference between position x is the gap of position x between the host vehicle and the remote
vehicle. The reason for defining this metric is to analyze the lane-change behavior of the host vehicle.
When we set the coordinates axes, the x-axis value was designed to be larger in the longitudinal
direction of both vehicles. Figure 6b shows the differences between the position x of the host vehicle
subtracted from the position x of the remote vehicle. In every episode, the measurements were positive.
The remote vehicle preceded the host vehicle at the end of lane change trials. The host vehicle showed
a behavior pattern that it tried to change lanes after the remote vehicle had passed.

 
(a) (b) 

Figure 6. Evaluation results: (a) arrival times of the host vehicle in next lane; (b) differences between
the position x of the host vehicle and the remote vehicle.

Figure 7a presents speed profile of the host vehicle in all episodes. It is not special in the initial time
step. The host vehicle travels at various speeds as the lane change is over. Figure 7b shows inter-vehicle
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distances in all episodes. Figure 7b shows a pattern similar to Figure 7a, Figure 7c,d correspond to the
highest reward, and Figure 7e,f depict the lowest reward. We can observe the relationship between
speed and inter-vehicle distance in both cases. As inter-vehicle distance between the host vehicle and
the remote vehicle decreases, the host vehicle reduces the speed to avoid collision. Conversely, as the
inter-vehicle distance increases, the host vehicle does not maintain a reduced speed but increases the speed
through acceleration.

 
(a) 

 
(b) 

  
(c) (d) 

Figure 7. Cont.
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(e) (f) 

Figure 7. Evaluation results: (a) speed profile of the host vehicle in all episodes; (b) inter-vehicle distance
in all episodes; (c) speed profile of the host vehicle in the highest cumulative reward; (d) inter-vehicle
distance in the highest cumulative reward; (e) speed profile of the host vehicle in the lowest cumulative
reward; (f) inter-vehicle distance in the lowest cumulative reward.

4. Conclusions

This paper presented a lane change system that uses deep reinforcement learning and vehicular
communication. When using both techniques, we proposed the problem that the state information
of the host vehicle obtained from installed sensors and the state information of the remote vehicle
from the vehicular communication device are updated at different periods. Taking this into account,
we modeled the lane change system as a Markov decision process, designed a reward function for
collision avoidance, and integrated the host vehicle with the DDPG algorithm. Our evaluation results
showed that the host vehicle successfully performed the lane change to avoid collision.

We suggest future research items to improve the proposed system. Our system has limitations in
that it only considers a straight road and stable steering when the host vehicle is running. It should be
possible to overcome these limitations by considering map information. Also, one of limitations in
our system is that only one remote vehicle is considered. An extended model is needed to apply it
to real-world problems. At least five remote vehicles need to be considered. For example, the host
vehicle, a preceding vehicle and a rear vehicle in the current lane and a preceding vehicle and a rear
vehicle in the lane to be moved. In addition, there are studies related with the learning of protocols.
In our system, we adopted a pre-defined communication protocol. It is expected to improve safety in a
complex lane change environment by introducing a new learning method.
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Abstract: In view of the future lack of human resources due to the aging of the population,
the automatic, Intelligent Mechatronic Systems (IMSs) and Intelligent Transportation Systems (ITSs)
have broad application prospects. However, complex application scenarios and limited open
design resources make designing highly efficient ITS systems still a challenging task. In this paper,
the optimal load factor solving solution is established. By converting the three user requirements
including working distance, time and load into load-related factors, the optimal result can be obtained
among system complexity, efficiency and system energy consumption. A specialized visual navigation
and motion control system has been proposed to simplify the path planning, navigation and motion
control processes and to be accurately calculated in advance, thereby further improving the efficiency
of the ITS system. The validity of the efficiency calculation formula and navigation control method
proposed in this paper is verified. Under optimal conditions, the actual working mileage is expected
to be 99.7%, and the energy consumption is 83.5% of the expected value, which provides sufficient
redundancy for the system. In addition, the individual ITS reaches the rated operating efficiency of
95.86%; in other words, one ITS has twice the ability of a single worker. This proves the accuracy and
efficiency of the designed ITS system.

Keywords: intelligent transportation systems (ITSs); multiple conditional constraints for ITS;
automated guided vehicle; greenhouse environment ; spraying systems

1. Introduction

With the aging of the global population and the deepening of urbanization, the contradiction
between the loss of agricultural population, rising labor costs and the demand for agricultural
production and supply has become an important issue faced by the sustainable development of
agricultural production [1]. The development of high-efficiency, high-quality, low-cost intelligent
mechatronic systems that can replace human operations is an important means of dealing with the
current situation from an engineering perspective [2]. Agricultural labor intensity, high production
costs, only harvesting costs can be accounted for more than 25% of total production costs [3,4].
The labor intensity in operations such as pest control is also very high, and directly threatens the health
of workers [5]. Automated Guided Vehicle (AGV) as an important part of ITS can effectively reduce
the risk of workers in hazardous operations [6], help increase production efficiency and deal with
the lack of labor due to the aging of the population [7]. A variety of agricultural robots, including
grazing [8], farmingfarming [9], fruit [10] collection, and sorting [11] robots, have been applied.

Compared to industrial robot applications, the development of agricultural robots is limited by
the complexity of the work scene and task complexity [12]. The Dutch greenhouses and food factories
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are widely used and important agricultural production sources [2]. Due to its closed agricultural
application scenario, highly standardized, hardened pavement, crop singularity and a high degree
of structural work make it an ideal agricultural robot application scenario. However, there is still
a lack of more mature applications. Warehousing logistics has similar application conditions to the
Dutch greenhouse, although the former environment is much more closed than the latter. However,
in the field, especially the development of AGV has important reference [13]. There is no doubt that
Amazon’s “KIVA” [14,15] and Ali Group’s “CaiNiao” [16] ITSs are among the leaders in the field.
These robots work in a standardized closed warehouse, which effectively reduces the dependence
of human resources, reduce the work intensity of workers, and greatly improves the management
efficiency of warehousing and logistics [17].

Even so, the ITSs system for the Dutch greenhouse design is still challenging [13,18]. Although the
Dutch greenhouse and storage are semi-closed applications, they have high complexity: (1) firstly,
crops rely on natural light rather than constant scattering sources in the warehouse. As time and season
change, the lighting conditions in the greenhouse will fluctuate drastically and affect the navigation
system. (2) Secondly, the density of crops in the greenhouse is high, the working space is extremely
limited, and the irregularity of crop growth makes it possible for the leaves, stems and the like of
the crops to hinder the ITS in the established workspace. This requires more redundancy in the
design of the ITS. (3) In addition, applications such as pesticide spraying are variable load systems.
Moreover, this type of work has strict timeliness requirements, which are determined by the nature of
the volatilization and precipitation of pesticides. (4) Finally, due to the patent protection of existing
products and research, the technical reference we can obtain is limited, and there are many alternative
implementation methods. These factors determine the design of efficient ITSs remains challenging.

In this paper, we propose a high-efficiency ITS design for greenhouse applications, and we can
apply this design method to other environments such as warehouses and terminals. Our work makes
the following contributions:

• We have provided an optimal load factor solving solution. By converting the three user
requirements including working distance, time and load into load-related factors, the optimal
result can be obtained among system complexity, efficiency and system energy consumption.
The specifications of the main components of the ITS such as drive structure, power and battery
components are constrained to a limited range according to the load factor and the work scenario.
The specification of constraints helps other researchers determine the design of ITS and the choice
of key components.

• We propose a special weighted connected graph structure to support map modeling and
navigation applications. Based on this, a specialized visual navigation and motion control
system has been proposed. With a fixed control action and boundary-defined Proportion Integral
Differential (PID) control algorithm, the repeat path accuracy of the error < 0.02 m can be obtained
without relying on third-party positioning. This makes prior path planning, accurate mileage and
energy consumption prediction possible. It can help researchers and designers further improve
the efficiency of the ITS system.

• We present an efficient example of an ITS system and its detailed design based on the proposed
method with optimal calculation results. Test results include working paths and mileage, speed
and energy consumption are described in detail under different test conditions, including
conditions beyond the rated load. The performance of the system, which is verified in the
test environment, is described in detail.

The working environment, requirements, and design goals are described and three known input
parameters in detail in Section 3. In Section 4, the overall design framework of the ITS is explored
according to the working environment, and then the requirements are converted into three key
constraints of load-volume ratio, working distance and work efficiency. In Section 5, a specialized visual
navigation and motion control system has been proposed to simplify the path planning, navigation and
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motion control processes. The ITS prototype designed according to this constraint is elaborated, which
is one of the main contributions of this paper. In Section 6, an improved ITS system is implemented as
a case, and its detailed design parameters are calculated based on instance greenhouse environment.
In addition, then, the validity of the proposed constraints and the efficiency of the ITS prototype are
verified by actual verification. Section 8 concludes this paper.

2. Related Works

Agriculture is a labor-intensive industry. With the degeneration of the demographic dividend
and the rapid growth of the population, the pressure on agricultural production is increasing. As the
most important and labor-intensive operation in agricultural production [5], the pesticides used
in pest control have high toxicity and corrosive characteristics [19], which greatly threaten the
health of production personnel. Strict and comprehensive protection measures, as well as a lower
level of participation of practitioners, further increase the cost of such operations [20]. The United
States Environmental Protection Agency (US-EPA) has finalized stronger standards “Agricultural
Worker Protection Standard (WPS)” for people who apply for Restricted Use Pesticides (RUPs) [20,21].
These revisions to the Certification of Pesticide Applicators rule will reduce the likelihood of harm
from the misapplication of toxic pesticides.

Agricultural automation and intelligent development are one of the effective means of solving
these problems [18].The agricultural robot originated from agricultural machinery is a new type of
multifunctional agricultural machinery. It is the result of adding intelligent attributes to agricultural
machinery [22]. The earliest agricultural robots date back to the autopilot tractors of the 1970s [18].
Up to now, various agricultural robots have emerged, such as shearing robots, milking robots [8],
transplanting robots [23–25], grafting robots [23,24], harvesting robots [10,26], and weeding robots [27].
According to the use and operation characteristics, the existing agricultural robots can be roughly
divided into livestock management robots, field farming management robots, fruit and vegetable
harvesting robots, seedling breeding robots, agricultural product sorting robots, etc.

Due to the complexity of agricultural operations, the complexity of work tasks, and the current
level of software and hardware technology development, there are many types of agricultural robots
and prototypes, but there are only a handful of cases that can effectively improve the efficiency of
production. The more successful cases of agricultural robots are either similar to industrial lines or
similar to large agricultural machines such as milking robots, agricultural sorting robots, self-driving
tractors, weeding robots, etc. It must be said that, compared with the industrial robot represented by the
dexterous mechanical arm [28], the highly intelligent transformers in the traditional concept of human
beings [29], there is still a big gap in the development level of agricultural robots. Among the factors
such as the agricultural work scene, the complexity of the work tasks and the current development
level of hardware and software technology, the complexity of the work scene is the key factor [2,28].
The traditional agricultural production conditions with manual work as the main body do not match
the requirements of the robot for the structured working environment, which is an important factor
that restricts the agricultural robots from entering the laboratory and entering the farmland. Relative to
the industrial structural environment, the special conditions of the sun in the agricultural production
environment [12], the disordered crops and the soft and fragile working objects [30] are the objective
problems faced by the robots in the agricultural environment [31].

Compared to the open farmland environment, the Dutch greenhouse has the potential to
produce under a variety of weather conditions. These closed plant production systems, such as
artificially illuminated and highly insulated plant factories, have offered perspectives for urban food
production [13]. In terms of economic efficiency, the annual Net Financial Return (NFR) for the
Dutch greenhouse is very high [32]. Even so, there are fewer agricultural robot systems available in
the greenhouse. Compared with the complex agricultural environment, the industrial application
environment is “compendious”: the environmental closure and the highly structured operation. This is
an important realization condition for the rapid development of industrial robots. Warehousing

235



Electronics 2019, 8, 946

robots receive special attention among them. There are also a series of intelligent robot systems for
greenhouse development, some of which are practical applications, such as Amazon KAVA, Richo M2,
River System, Meituan Segway, Postmates, etc. [16,33–45]. Comparison of major ITS systems in recent
years is as shown in Table 1.

Table 1. Overview of Intelligent Transportation Systems (ITS) and typical agricultural robot.

Application Field Name Size * (L × W × H,m) Turning Radius (m) Speed (m/s) Load (Kg) Endurance (h) Open Source

Warehouse

Richo M2 [33] 0.5 × 0.6 × 0.7 0.6 0.5 60 N/A F
Kiva [14] 1.0 × 0.6 × 0.4 0.6 1.3 450 N/A F

River [15,34] 0.9 × 0.6 × 1.25 0.7 N/A 72 N/A F
Butler XL [35] 1.3 × 0.8 × 0.3 1.1 N/A 1300 N/A F

Delivery

CaiNiao G2 [16] 1.0 × 0.8 × 1.2 0.8 4 50 8 F
JingDong [36] 1.0 × 0.8 × 0.6 2.2 2 40 6 F

Yelp EAT24 [46] 1.1 × 0.6 × 1.2 N/A 1.9 12 N/A F
Segway [45] 1.2 × 1.0 × 1.2 1.0 11 200 8 T **

Postmates [37] 0.5 × 0.5 × 0.8 0.5 N/A 25 ∼10 F

Agriculture

AGROBOT [38] 4.8 × 6.2 × 3.2 >6 N/A >100 >10 * F
Blueriver [39] 1.2 × 1.0 × 1.0 ∼0.8 2.2 N/A N/A F

LettuceBot [40] 4 × 6 × 0.8 ∼4.0 N/A N/A N/A F
RMAX II [41] 3.2 × 3.2 × 0.55 ∼3.5 N/A 16 1 F

BoniRob [47,48] 3.6 ×2.5 × 1.5 ∼3.5 N/A N/A N/A T ∗∗

Retail

Bossanova 0.3 × 0.3 × 0.5 0.3 0.5 N/A N/A F
ICE RS26 [42] 1.65 × 0.86 × 1.37 >2 1.8 ∼130 4 T **

Navii [43] 0.5 × 0.5 × 1.52 ∼0.5 ∼0.5 N/A 8∼10 F
Tally [44] 0.47 × 0.47 × 1.62 ∼0.5 ∼0.45 N/A 2∼4 F

* These dimensions may be biased due to the lack of published documentation and measurement standards.
** Limited open source.

As shown in Table 1, there are many robot systems that are used in different fields. However,
the useful reference for design is very limited. In addition to different application environments and
conditions, larger factors may be a limitation of commercial intellectual property. In the above robot
system, only the Segway system [45] supports limited open source, and other products or prototype
systems do not provide the necessary technical information. Although these systems provide some
design references, the role of efficient ITS system design in the Dutch greenhouse application scenario
is limited. Therefore, the author’s team hopes to analyze the various factors and key conditions in
the design one by one based on the project research experience and the basic conditions that need to
be given. A normalized conditional formula is given giving detailed design and performance testing,
providing a visual reference for other researchers.

3. Problem Description and Objectives

3.1. An Application Case: ITS in a Greenhouse Environment

The application environment comes from an ITS design project of our team. Six Dutch greenhouses
with an area of 6000 m2 are deployed in the research base of the cooperative company. Figure 1 shows
the schematic diagram of one of the standard greenhouses. As shown in Figure 1b, we can divide
the entire space into three parts: 1© operating area, 2© working area, and 3© crop growing area.
The operating area is mainly used for installation, temporary storage of equipment, and equipment
turnover in the working area. Workers are also working in the area. The working area and the crop
area are deployed at intervals, and there are n + 1 crop areas separated by n work areas. The length of
each work area is ln (referred to as height H), the width is dp and the spacing between work areas is d.
The width of the entire working interval is W.
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Figure 1. Overview of greenhouse application case.

Taking pest control as an example, the role of pesticide spray control is limited because a large
number of insect pests have light-shielding properties and gather behind the foliage. In addition, the
role of other control measures is also limited, such as larval boards and other means. This requires
workers to use equipment to spray pesticides from the bottom up to remove pests. Corrosive, highly
toxic, volatile pesticides are bound to pose a threat to the health of workers, even when protective
measures exist. In addition, carrying out the work in such a large range makes the workers have a
very high working intensity. This is determined by the characteristics of the pesticide such as volatility
and precipitation. The spray work must be completed within the specified time after the pesticide
configuration is completed. Otherwise, its medicinal properties will be greatly weakened or even have
side effects. Therefore, the use of highly efficient robots to perform similar tasks is not only economical,
but also effective in protecting the health of workers.

3.2. Definition of Requirements and Input Conditions

It is challenging to design an ITS that meets user requirements and is optimal especially when there
is a limited reference. This requires us to start the analysis from known and user-expected conditions.
Firstly, we need to convert the user’s requirements into key metrics based on the requirements analysis,
as shown in Figure 2. The key metrics are then converted into sub-conditions that affect the ITS
design, such as operating speed, load, and output torque, and the boundaries of these conditions are
determined. Finally, the optimal values of key conditions are obtained under multiple conditions and
their boundary constraints, and the detailed design scheme of ITS is determined.

Figure 2. Process between requirements and implementation.
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(1) Work efficiency. If the time required for a standard job is Tnorm and the actual completion time
is Tpractical , the productivity ep can be defined as:

ep =
Tnorm

Tpractical
× 100%. (1)

This means that the more time is spent, the lower the efficiency. Tnorm is derived from actual needs
and historical work experience, such as Tnorm = 5400 s in this scenario. This is determined by the
nature of the liquid and the operating specifications. In addition, in the above conditions, the efficiency
of a single worker is e′p = 50% because one greenhouse requires two workers to work together. Thus,
we can evaluate the efficiency of the designed ITS through ep.

(2) Work mileage. As shown in Figure 1b, the spraying operation only occurs in the working area,
and we refer to such areas as “effective working areas”. Obviously, for a given site, the “effective
working distance” for each work area is known as l1, l2, · · · , ln. Therefore, the total effective working
distance L can be described as the second condition:

L =
n

∑
i=1

li. (2)

If the length of each workspace is the same and the length is H, then L = n × H. The moving
distance in the actual job will far exceed this value, whether it is manual or ITS because it needs to
work—interval within the interval, switching the working range, and returning the replenishment.
In addition, the appropriate ITS system design and path planning system will help reduce these “extra”
’travels’—these will directly affect the actual time spent on the operation Tpractical , which will affect the
work efficiency ep.

(3) Unit workload. Since the total volume of liquid medicine voltank and the effective working
distance L are known, the unit distance dose SVp can be calculated:

SVp =
voltank

L
=

voltank

∑n
i=1 li

=
voltank
lH × n

. (3)

Of course, this value is more appropriately calculated by professional agronomists based
on different pests and crops. SVp will directly interfere with two key issues: (1) determine the
specifications of the pumb deployed on the ITS; (2) affect the specification and continuous working
time of volITS—this will further affect the mission planning of the ITS and the implementation process,
and ultimately affect the efficiency of the work.

4. Multiple Conditional Constraints Reasoning

In this section, we will explore in detail and contraction the main conditions affecting efficient
MIS design based on known input conditions and expectations. The first problem to be identified is
to choose the appropriate overall design for the MIS. An integrated design that differs from existing
split operations is more advantageous. As shown in Figure 1b, the hose line connects the separate
spray assembly to the pesticide tank assembly in the existing split mode of operation. The main
advantage of splite scheme is that the existing syrup supply system can be used directly. In addition,
the complexity of the MIS system will be reduced because it does not need to carry a heavy tank
and pump system itself. An integrated scheme that differs from existing split operations is more
advantageous. However, the solution makes the pipeline system extremely complicated in practical
applications. There are two reasons for this: firstly, the ITS needs to enter the working area so that the
length of the pipeline will exceed lH . Secondly, when the ITS switches the working area, the tank also
needs to move synchronously to the corresponding operating area, which will increase the complexity
of the synchronous control system and the communication system. In comparison, the presticide tank,
the sprinkler system, and the ITS system body are brought together in the integrated design. Its main
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advantage is its compact structure, no external equipment support, and good independence. The key
questions here can be expressed using volITS, as shown in Figure 3.

Figure 3. Relationship between main conditions and volITS.

It can be seen that, when the fixed Vmoto is indirectly fixed to the running speed of the AGV,
the larger volume is beneficial to reduce the working mileage and working time, which will directly
improve the final working efficiency ep, reducing the distance of reentry due to lesser replenishment
count. In addition, the side effect is that it directly increases the system’s energy consumption and
requires greater output torque—500 L is a big challenge for ITS design. In other words, a viable,
efficient ITS system relies on the determination of the optimal volITS.

4.1. Load Constraint and Factor

In order to determine the appropriate volITS, we will search for favorable clues from known
conditions: containers are a huge challenge, but not an incomplete design. However, in the feasible
design, we will still find the favorable constraints: First, the width of the working area ld and the
interval spacing will limit the width and length of the MIS and tank, respectively; then, the height and
centroid of the tank will follow the volume—increasing and increasing, but the stability of the system
will decrease. Finally, greater capacity means greater torque demand and energy consumption pressure.

(1) Load factor. SVp reflects an indirect relationship between tank and distance, that is, the working
distance that the agent in tank can support should be an integer multiple of lH . It can effectively reduce
the number of invalid round trips due to insufficient liquid pesticide. That additional replenishment
will generate additional working mileage, which will directly affect the efficiency of ITS. It can be
calculated that the amount of medication in a single work area is voltank/n = SVp × lH . In addition,
the volume of volveh should be an integral multiple of it, as a key constraint of an efficient design.
We defined m as load factor, and:

volITS = m × voltank
n

= m × SVp × lH , (4)

where m ∈ [1, n] is an integer.
In addition, the number of supplemental options Pst can be calculated when the pump position

is fixed:
Pst = 
voltank

volITS
� = 
 voltank

SVp × lH × m
� = 
 voltank

voltank
lh×n × lh × m

� = 
 n
m
� (5)

In this way, we simplify the complex capacity problem to the relationship between the two scalars
m and n.

4.2. Work Planning and Mileage Calculating

Through Equation (5), we can determine the number of times ITS returns to the pesticide tank,
and we can also calculate when it is necessary to return the supply. Therefore, we can divide
work planning into two parts: spray and replenishment, as shown in Figure 4. Correspondingly,
the calculation of the mileage is also divided into two parts.
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Figure 4. Basic workflow.

(1) Mileage of spray operation.

Each sub spray sequence such as A1 → B1 → C1 consists of three parts: 1© entering work area
A1; 2© performing spray B1; 3© returning C1 ready to enter the next work area. Equation (4) reflects
the critical relationship between the operating distances L and volITS. In addition, this allows us to
ensure that no pesticide shortages occur during the spray step B1. The spray operation distance Lspary.i
of each work area can be expressed as:

Lspary.i = d + li × 2, i ∈ [1, n]. (6)

The total spray operation distance Lspary.total can be calculated because the working conditions
li = lH are fixed. In addition, we also incorporate the return step E into the process:

Lspary.total =
n

∑
i=1

Lspary.i + LE = n × (d + lH × 2) + n × d = 2 × n(d + lH). (7)

(2) Mileage of refueling operation.

We avoided interrupting the spray operation in the middle of the working area according to
Equation (5). At this point, the pesticide exhaustion at node ni, and the “return-replenishment-reset”
process needs to be performed. By defining the serial number of the replenishment as j, we can
calculate the line number of the dosing that occurred in ij via Equation (5):

ij = m × (j − 1), j ∈ [1, Pst]. (8)

That is, the refueling must occur after one spray is completed. At this point, the ITS will return to
the tank to perform the dosing, and its moving distance Lspary.ij :

Lsupply.ij
= 2 × d × m(j − 1). (9)

The total distance of this replenishment operation Lsupply.total can be calculated:

Lsupply.total =
Pst

∑
i=1

Lsupply.ij
=

Pst

∑
i=1

2 × d × m(j − 1) =
d × m × 
 n

m �(
 n
m � − 1)

2
. (10)

As a key condition, total working mileage L′, regarded as an enhancement of the input condition
L, can be expressed as:

L′ = Lspary.total + Lsupply.total = 2 × n(d + lH) +
d × m × 
 n

m �(
 n
m � − 1)

2
. (11)
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4.3. Resistance with Load Capacity

Changes in volITS will directly affect the system’s resistance Fres, and also require output torque
Fout > Fres to drive ITS. Consider the weight WTITS of the ITS itself and its load WTload, the driving
resistance Fres can be calculated:

Fout > Fres = (WTITS + WTload)μse f g, (12)

where the e f is the empirical coefficient [49], mainly considering the deceleration of motor, transmission
part of the loss. In addition, to consider when the work surface water stains will have a reduced
friction coefficient, one needs to leave a margin for torque. For example, the efficiency of the primary
reducer is about 85∼96%. Considering the power loss and redundancy caused by the variable friction
coefficient, the effective power is about 70% of the theoretical, that is, e f ≈ 1.42. Select the maximum
friction coefficient of the asphalt pavement μs [50] in order to simplify the calculation. WTload ≈ volITS
when the specific pesticide density is not considered. It can calculate the resistance data under the
load and tyre size, according to Equation (12). This is to calculate the motor output torque and even
motor drive system selection provided by the basis. Whether a reducer is needed to amplify the output
torque depends on the actual size of Fres. This will also limit the selection of the motor.

4.4. Speed Condition under Efficiency Constraints

Let us define the average speed of ITS to be V̄; then, the actual working time Tpractical can be
calculated by Equation (11):

Tpractical =
L′

V̄
. (13)

Thus, if you want to ensure eITS ≥ ep, ask for Tpractical ≥ Ttotal , and we can get:

V̄ ≥ L′

Ttotal
. (14)

It is more accurate to substitute the total fixed replenishment time Tsupply = voltank/Q and the
ITS state to determine the loss time Tloss into Equation (14). A more accurate average speed can be
expressed as V̄′:

V̄′ = L′

Ttotal − Tsupply − Tloss
. (15)

Then, according to the Equations (12) and (14), the output speed, torque and power of the motor
can be pushed back to provide the basis for the selection and further detailed design. The output speed
VPGR of the planetary gear reducer (PGR) and the output speed Vmoto of the motor can be calculated by
Equation (16) with different loads according to the rotational speed formula. In addition, we further
shrink the selection conditions of the drive system:

Vmoto = VPGR × RtoPGB =
V̄′

π × Dwheel
× RtoPGB. (16)

4.5. Structural Stability Conditions

A larger tank volume will increase the center of gravity of ITS and affect the stability of the
system structure. In actual operation, it is also necessary to consider the ability of ITS to pass through
obstacles. In addition, it also needs to consider the system stability under variable load conditions [51].
Calculated in a circular or equivalent circular tank with a radius of rt, tank height is ht and vehicle
height is hv. This allows us to calculate the aspect ratio of vehicle diameter and total height, as shown
in Figure 5.
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Figure 5. Structural stability conditions.

Excessive height and proportion will affect the stability of the system. Consider the capacity
to run the system tilt angle θsloped. Therefore, the height of the vehicle barycenter can be estimated.
At this point, the vertical center of mass must be located within the vehicle support point. If the radius
of the AGV is rv, and the safety height can be calculated taking into account the mass factor hmass :

hmass =
rv × sin(90◦ − θsloped)

sinθsloped
. (17)

4.6. Normalization and Optimal Solution of Multiple Conditional Constraints

Although the above conditions can converge the design conditions of the ITS to a large extent,
the single is still insufficient to give a specific most preferred result. These conditions are all related to
the capacity coefficient m and are divided into two categories: (1) proportional, as volveh, L, Fres; and,
(2) inversely, as Pst, V̄. Operating speed V̄ and output torque Fres are the two factors that have the
greatest impact on ITS. The speed of work V̄ can be replaced by the working mileage L′ when the upper
limit of the total working time is fixed. In addition, they are all related to the volume of the pesticide
tank—further related to the factor m. By mapping them to the same scalar space by normalization,
although their units are different, the optimal solution can be calculated. Therefore, taking the factor m
as a reference variable, we then employ the Matlab function “mapminmax(parameters, 0, 1)” to classify
the main condition parameters into scalars and compare them.

Through the analysis, we can pass the factors in Sections 3 and 4 through a normalized heuristic
method. ∑Pst

j=1 Lspary.ij in Equation (11) can be simplified using the summation formula of the arithmetic

progression Sn = n(a1+an)
2 , where a1, a2, · · · , an is an arithmetic progression. In addition, we can create

an optimal evaluation function f (m) related to m because parameters other than m can be obtained
through specific examples:

f (m) = abs(mapminmax(L) ⇔ mapminmax(Fres))

= abs(mapminmax(2n(d + lh) +
dm
 n

m �(
 n
m � − 1)

2
)

− mapminmax((WTITS +
voltank
lh × n

lHm)μse f G)).

(18)

When f (m) → 0, the optimal value of the result and m′ can then be calculated.
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5. Efficient Visual Navigation and Motion Control System

Before giving the test site and other conditions, we need to briefly introduce the designed
ITS navigation system because this will have a direct impact on actual operation and testing.
Considering the operating environment in the greenhouse, the design principles of the navigation
system are: simple, reliable, accurate and inexpensive. We have proposed and established a special
navigation-control scheme which includes a map system, visual navigation system and navigation
control system.

5.1. Specialized Undirected Weighted Connected Graph and Fixed Action Control

We propose a special map representation model called: specialized undirected weighted connected
graph. As shown in Figure 6a, simplify the expression of the map by adding some restrictions, which
is different from the general navigation map expression.

Figure 6. Specialized undirected weighted connected graph and fixed action control.

• All nodes Node = {n1, n2, · · · , ni}, i ∈ [1, N] in the graph are connected, but loops are not
allowed.

• The relative positions between the nodes are limited to four types of up, down, left, and right.
For example, for a node Ni, the node adjacent to it is only allowed to appear in its 0◦, 90◦, 180◦

and 270◦ in four positions. This also limits the direction of ITS movement to four, which can
significantly reduce the complexity of graph and control algorithms..

• The association between the nodes is given a weight of wj according to the distance between the
nodes. For example, the weight between nodes n0 and n1 is w1 = d, and the weight between
nodes n1 and n′

1 is w′
1 = H. This weight value helps to control the distance heuristics in the

algorithm.

This design can significantly reduce the cost of map modeling and path planning algorithms.
Since the starting point and the target node are given, only one optimal/shortest path is generated.
For example, the shortest path between n0 and n′

1 can be expressed as n0 → n1 → n′
1. Nodes can be

expressed only by one edge, and there is no need to equidistantly set a large number of auxiliary nodes
(a small number of auxiliary nodes that do not participate in the calculation help the system’s own
state check, avoiding the possibility of falling into the algorithm when moving long distances. In the
problem of defects).

Based on this specialized graph navigation map, a “fixed action control” scheme was proposed
as shown in Figure 6b. There are only four sports programs here: 1© Turn Left 90◦; 2© Turn Right
90◦; 3© Turn Around 180◦ and 4© Forward. These four types of actions are further divided into two
types of events to match the event processing mechanisms: forward and turn. Thus, whenever the
vision system recognizes a node identifier, the algorithm will prioritize whether to ignore the point to
continue straight or perform a “special turn”. Take the n2 → n3 → n1 → n3 process as an example:
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First, AGV will perform a forward action until the center of the ITS p overlaps with N3; then, the
“left90” action will be triggered, i.e., the AGV will turn left and its azimuth is 90◦ to point to n1. Then,
go straight to the n1 node and trigger the “trun180” action, i.e., ITS rotates 180◦ in place and points to
n3. Finally, go straight to the n3 node to complete the task.

This control method is obviously not optimal, such as moving the farthest distance and
consuming more time when cornering. However, this simple control method does not require complex
algorithm support.

5.2. Vision-Based Navigation System

Each node Node or ni uses a “Quick Response Code (QR Code)” to mark it [17]. Thus, the ITS
knows its current relative position, thereby constructing a complete path navigation system and
supporting the concrete navigation algorithm. In addition, in a “QR Code Annotated Map” (QR-CAM)
visual navigation system based on a specialized graph [52,53], as shown in Figure 7a, guide line
connections are used between nodes to provide effective assistance in visual guidance and control.

Figure 7. High-precision navigation scheme based on guide line and QR code assisted.

(1) We can determine the actual distance between the center point of the ITS, P, and the QR Code,
using the “Pixel-Distance” formula established by camera calibration. ITS will trigger the “turn” event
and perform the turn immediately after the lnode distance. In addition, when the event is triggered,
the cumulative state of the system is reset—the accumulated error is also set to zero, which increases
the reliability of the navigation and control algorithms.

(2) Set 5 evaluation points S = {s1, s2, so, s3, s4} on both sides of the image center. The distance
between the evaluation points is Δd. Thus, when the center of the ITS is near the guide line,
its deflection angle can be calculated as θ1 = arctan(Δd/lO) and θ2 = arctan(2 × Δd/lO). This allows
a quick evaluation of the positional relationship between the ITS and the guide line, thus providing
a p-value reference for the PID control (if the settings are appropriate, in an ideal environment,
only proportional adjustment can be used to complete the effective control of the ITS).

(3) The specific control process is divided into three parts, as shown in Figure 7b. In addition, this
process can be called “Setting-Find-Task Execution”. At first, the staff sets the task target and work
path through the terminal equipment such as the wired or wireless touch panel on the vehicle [54]. In
addition, then, the vehicle will then complete the movement between the nodes in units of sub-paths
and eventually reach the target node. For example, the n0 to n′

1 path can be split into no → n1

“forward”, “turn right 90◦”, n1 → n′
1 “forward” as shown in Figure 6c. That is, all tasks can be
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planned and calculated in advance, just like Programmable Logic Controller (PLC), and each task
can be completed in steps—this can greatly reduce the computational burden caused by dynamic
programming and real-time control. The motion control only has two simple control processes: 2©
“turn” and 3© “go forward”. This ensures that the vehicle can move precisely along the guide line,
inspired by θ1 and theta2, based on the PID control algorithm. The deviation can be controlled at 0.5%
or ±2 m, even if there are machining and assembly errors.

(4) Repeat the “move-search” process according to the planned route until all tasks have been
completed or reached a “termination point”. (Note: The user can manually set the termination node or
when the ITS needs to return to the service station when it detects a failure [55].)

6. Improved ITS System Selection and Implementation

6.1. Qualification Calculation Based on Instance

The example parameters of the greenhouse environment can be given according to the greenhouse
structure shown in Figure 1 and the user requirements and input conditions in Section 3. Table 2 lists
instances of the main parameters.

Table 2. Instance of parameters in a greenhouse environment.

Params Name Symbols Quantity Params Name Symbols Quantity

greenhouse width W 90 m pesticide tank voltank 500 L
greenhouse height H 50 m Pump flow Q 1.17 L/s

total operating time Ttotal 1.5 h working area count n 22
area path length lH = H 50 m operationg area width do 2.5 m

space path length lW = W 90 m area path width dp 0.6 m
space path spacing d 4 m spray volume SVp 0.46 L/m
worker efficiency e′p 50% required efficiency ep = 2 × e′p 100%

frictional coefficient (asphalt pavement) μs 0.6 [50] gravitation-acceleration g 9.8 m/s
vehicle self-weight WTITS 25 Kg load weight WTload m× 22.7 Kg

wheel size Dwheel 3∼16 inches experience factor e f 1.42

The above example parameters are brought into the formula one by one. Bring the parameters
listed in Table 2 into the formula one by one, derived according to the theory. In addition, finally,
determine the optimized ITS selection design.

1. First of all, the quality factor m ∈ [1, 22] can be determined according to the working area count
n = 22.

2. Then, the total working distance can be calculated according to the factor m that L′ ∈ [2376, 3300].
3. In addition, the total effective working time limit can be calculated: T′ = Ttotal − Tsupply − Tloss ∈

[4640, 4955] s, where the total replenishment time is Tsupply = voltank/Q ≈ 430 s. The loss time is
Tloss = 15 × Pst ∈ [15, 330] s and the time for the device status to confirm the fixed loss is about
15 s per replenishment.

4. The average speed of the system can be determined by mileage and time, which is V̄′ ∈
[0.51, 0.71] m/s.

When the three factors of workload, distance, and time are known, the resistance of the ITS system,
Fres, and the output torque of the motor can be calculated. As shown in Figure 8 by a two-coordinate
graph (‘plotyy’), here is a comparison of the resistance and the required output torque of three different
radius drive wheels with different loads.
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m

·

Figure 8. Output torque and speed comparison according to coefficient m and wheel diameter D.

It can be seen that as the load factor m increases: (1) The average output speed of the motor are
55, 72 and 88 rpm with different Dwheel or D. Respectively, minor changes when m > 3. (2) However,
the output torque is increasing rapidly, Fres ∈ (13.7∼21.9) N · m when m = 10. When m = 22, it grows
to 28.4∼45.5 N · m, which is over the limit of ordinary DC motors and reducers.

Because the general motor is characterized by low torque and low torque, it is difficult to
meet the drive of large loads. Therefore, it is necessary to use PGR to increase the output torque.
The range of conditions for output torque can be determined by Figure 8 and the motor selection
code. “Limitation conditions (3)” Fout = 10 N · m when m > 10 to offset the resistance according to
Equation (12). In addition, the unit N of Fres or Fout has been converted to N · m according to the power
wheel radius.

The output torque is related to the driving wheel diameter, the motor torque and the deceleration
ratio of the reducer. The ITS can only move when Fres ≤ Fout/Dwheel (especially static state). In addition,
the VPGR ∈ [50∼140] rpm and Vmoto ∈ [300∼1400] rpm based on drive wheel diameter 5–8 inchs.

According to the analysis of Section 4.6, the key conditions of Fres and L are combined with factor
m, and the results are as shown in Figure 9.

m

f
(
m

)

Figure 9. The solution of the optimal value f (m) is based on the load factor m.

Substituting Equation (18) into Equation (4) according to the given condition, we can see that
m′ = 5.

Larger volume capacity provides more redundancy and shorter distance, such as nozzle loss
during liquid spray. It should be noted that the excessive load can lead to a significant increase in the
probability of ITS system failure and difficulty in diagnosing [56]. Compared to m′ = 5, when m′ = 6,
the center shifts by only 0.08 m and the height of tank is about 0.65 m, which is still within the design
tolerance. In addition, the working distance is reduced by 2.2%.

Based on the obtained optimal coefficient m′, the structural stability of the system can be verified.
The working area dp = 0.6 m and the bottom radius of the container is 0.4 ≤ rt ≤ 0.5 m. In addition,
rv ∈ [0.5, 0.6] m. Bring these parameters to Equation (17) to calculate hmass = 1.45–2.25 m. In addition,
considering that the liquid in the container may be shaken , the safety height should be set at least
80% of the limit value at design time. Therefore, the safety height h′mass = hmass × 80% is 1.45–1.8 m.
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Because at this time the bottom area of tank is about 0.196 m2, it can thus be limited to the car cabinet
volume within 200 L, that is, m < 9. Although this result is larger than the optimal value (m = 5) we
obtained in the normalization condition calculation, since the height of the vehicle is easy to estimate,
the calculation condition can be contracted earlier by this method.

6.2. An ITS Instance for Greenhouse Spraying Application

We designed and implemented a complete ITS system based on the above analysis and given
the greenhouse application scenario [55]. Figure 10a shows the schematic diagram of a full-featured
prototype. Figure 10b shows a 3D view of the ITS. More information on subsequent versions can
be found in 2017—the 15th China International Agricultural Trade Fair (http://www.xinhuanet.
com/politics/2017-09/22/c_129710586.htm) and the 24th China Yangling Agricultural High-tech
Achievements Expo (http://www.chinanews.com/cj/shipin/cns-d/2017/11-05/news739705.shtml).

Figure 10. An ITS instance for greenhouse spraying application.

We can see the composition of the system for pesticide spraying applications by Figure 10a.
It consists of nine parts, including a full-featured version of the entire ITS base system, and the final
version is the result of this prototype’s improvement and optimization. It can be divided into two
parts from the perspective of use:

(1) Pesticide spraying subsection. 5© Two 15 lwater tanks form the medicine box and the main load;
2© a self-priming booster pump (E-CHEN EC-RV-03L) is used to draw the liquid from the chamber and

provide sufficient pressure to the 9© nozzle. 1© A solenoid valve system monitors the system pressure
while controlling each nozzle. In addition, a variety of filtration systems are available for different
liquids to prevent clogging of the above components.

(2) ITS and control system. In the prototype system, 8© the power system and ECU parts of the
ITS are integrated into the chassis. The main processer 7© (NVIDIA TK1) and the 3© first-view visual
sensor (wireless image transmission system based on GoPro Hero 5) are external. Although the 7©
image sensor (Logitech C920, CH: Switzerland) for visual navigation is installed in the ITS chassis, its
data are still processed by 3© [52].

Among them, 3© is used to identify information of each object in the environment, such as the
plant or pest as 4© and is also used for remote control of the ITS by the user from the first perspective.
7© is mainly responsible for the identification of the node QR-Code and the guide line, and provides

upper decision information for path planning and navigation. Eventually, this decision information
will be sent to the ECU in the ITS for specific implementation. More details of the actual operation can
be seen in the “video abstract”.

The ITS (version “BigPan-III”) shown in Figure 10b is an upgraded version of the prototype.
All the necessary components, including the power supply, drive system and controller, are integrated
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together, and the high degrees of independence and autonomy are the advantages of this transitional
version. Nine major modules are divided into two categories:

(1) Control system. Compared to the prototype, the external intelligent processing device (6) is
integrated into the ITS (10) after it has been redesigned and miniaturized. The image sensor (7) is
replaced with a smaller camera module (45 (L)*15W (W)*15(H) mm) so that it can be mounted to
the (15) position. In addition, the front and rear dual cameras allow ITS to achieve the same level of
navigation in an environment that cannot be turned. The ECU (16) is updated to accommodate high
temperature and high humidity environments. It integrates four currents, four voltages, three-axis
accelerometers and three-axis angle sensors. This information will be combined with the rotary
encoder (18) to perform attitude fusion calculations inside the Electronic Control Unit (ECU) (core chip
is Freescale MC9S12X, Austin, TX, USA) to obtain the current speed of the ITS (relative) information
such as position and power consumption. This information will all be uploaded to the intelligent
controller (10) for decision, and the generated issued instructions will be sent to the (11) actuator to
drive the actual movement of the ITS.

(2) Power and drive system. Two motors (13) (5PC120GU-24 rated power 120 W, 1800 rpm)
are installed in a symmetrical manner, with the 5-inch drive wheel to form a differential drive
system. The output section is equipped with a gear unit (12) (5GU10K supports 180 RPM output
speed). This provides an output torque of >8.5 N·m at an output speed of 120 rpm (0.75 m/s.
A battery (14) (48 V 12 Ah) allows the system to operate for at least one hour at maximum power
consumption, while a second backup battery doubles the system’s endurance to meet demanding
mission’s requirements.).

The specifications of an experimental ITS are shown in Table 3.

Table 3. Specifications of an experimental agricultural vehicle.

Components Specification Components Specification

Moto power Pmoto = 120 W ∗ 2 ECU Freescale MC9S12X P̄ECU = 5 W
Moto output torque 8.5 N · m Pump Ppume = 120 W (rated)

Total ITS weight 25 Kg Main Controller NVIDIA Tegra K1/X2 P̄′
ECU = 10 W

Rated load 150 Kg 250 Kg MAX Main battery 48 V 12 Ah × 1∗
Wheel diameter 5 inch Size (include tank) 0.52(L) × 0.52(W)× 0.75(H) m

Therefore, the total power consumption of the system is approximately PMAX = 2 × Pmoto +

PECU + Ppump = 410 W. The total energy demand approximately 615 W · h. In practice, not all
of the time is the maximum power—for example, the ECU and control computer average power
consumption of about 15 W. While the pump system works less than half its working time, it can
consider its average power consumption as 60 W. According to full load operation, the total power
consumption of the system is about P̄total = 315 W and the total energy consumption is 472.5 W · h.
Therefore, the optional lithium battery specification is 36 V· 16 Ah or 48 V · 12Ah. Except for the
battery, the electricity consumption is lower than 36V, which still meets the safety requirements (GB/t
3805–2008) [57]. Considering the effect of actual loss, battery life and temperature on the battery,
the battery with larger capacity should be selected in the actual selection. We can give the overall
architecture of the ITS system when the two key components of the motor and battery are determined.

7. System Efficiency Testing and Result Analysis

7.1. Test Environment Settings

We have selected a complete cabin as shown in Figure 1b for system testing. The main parameters
are shown in Table 2. It is then converted to a digitized map of the XY markers to facilitate the
description of the test results, as shown in Figure 11.
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Figure 11. Instance of the greenhouse environment.

In order to more clearly show the movement of the AGV under different loads, i.e., different
load factor m. We define replenishment − work as the task group WS. Thus, when m = 6, WS1 can be
described according to Section 5:

WS1 = Fill(n0) → (n1 → n′
1 → n1) → (n2 → n′

2 → n2) · · · (n6 → n′
6 → n6) → Fill(n0), (19)

where a pesticide filling job Fill() needs to be performed before each working group starts or end in
n0. For a 70 L/min replenishment pump, it takes about 430 s to complete the filling of voltank = 500 L
tank. In addition to m = 22, the AGV will return to the medicine box several times for replenishment.
Since the total dose is the same, the total dosing time is still 430 s, but this time will be allocated to
each replenishment process. Thus, the working distance of each group is LWSi , i ∈ [1, Pst] and the total
distance L′ can be calculated:

LWSi =

{
2 × m × lH + 2 × m × d, i = 1,

2 × m × d × i + WSi−1, i > 1.
(20)

The motion control method proposed in this paper divides the motion of ITS into two types: linear
and fixed turn. Therefore, through Section 6, we know that the spraying operation and the straight
travel speed V̄2 ≈ 0.67 m/s. In addition, within the rated load range, the acceleration both are fixed at
0.2 m/s2.

7.2. DAQ System

As shown in Figure 12 and Table 4, we built a DAQ system [55] to obtain the main operating
parameters of the ITS runtime in order to accurately evaluate its work efficiency. An ADI AD7606
DAQ model (8-channel DAS with 16-bit) is integrated into the ECU for the acquisition and conversion
of numerical data. Four of them are used for voltage detection, and the other four are used with
Allegro ACS758LCB-050B linear hall current sensors (Worcester, MA, USA) for current detection. Two
AVAGO HEDS-9140 encoders (San Jose, CA, USA) monitor the operating speed of the two drive
wheels. An MPU-6050 triaxial accelerometer sensor is used to obtain ITS acceleration information for
Inertial Measurement Unit (IMU) assisted positioning and measurement.

Figure 12. Multi-channel sensor signal acquisition.
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Table 4. Sensor parameter setting.

Part Target Sensor Feature Values Rate

(1) Moto 1 Current F1 50 mA

10 Hz

(2) Moto 1 Voltage F2 50 mV
(3) Moto 2 Current F3 50 mA
(4) Moto 2 Voltage F4 50 mV
(5) Moto 1 Encoder F5 1024 PPR
(6) Moto 2 Encoder F6 1024 PPR
(7) Pump Voltage F7 50 mV
(8) Pump Current F8 50 mA
(9) Control System Voltage F9 50 mV
(10) Control System Current F10 50 mA

(11)–(13) Triaxial accelerometer XYZ F11∼F13 16,384 LSB/g

7.3. System Test and Result Comparison

The test mainly includes five items: working path, total mileage, speed, power and total power
consumption. Based on load factor m = 1 → 8, eight sets of effective experiments were carried out
here. It should be noted that the rated load of the given ITS instance is m = 6 , i.e., 138 Kg. The system’s
power performance will gradually decrease when the rated load is exceeded, such as the system load
at m = 9. At the limit, the acceleration is only 0.03 m/s, and the maximum speed is only 0.1 m/s.
This is much lower than the efficiency users need. Eight sets of valid experiments were carried out,
and the corresponding load factor was set to m = 1, 2, 3, 4, 5, 6, 7, 8.

(1) The results of the work path are as shown in Figure 13.
The task group represented by the different color trajectories shows the impact of different load

factor m on the task flow. Obviously, a larger m makes the task less fragmented.
(2) The results of the center speed of the ITS are as in Figure 14. It can be seen that, due to the

existence of the “fixed action control” described in Section 6.1, the speed curve of ITS is very similar to
that of PLC, showing a high degree of regularity.

(3) The results of the work mileage comparison are as shown in Figure 15:
It can be seen that, when the load factor m changes, it will cause changes in the WS process,

the working path, and the work history, and exhibit similar changes. In addition, the change in total
working distance is consistent with that shown in Figure 9, where the total working distance is the
shortest when m = 6.

A summary of the above main test results are shown in Table 5.

Table 5. Test results and comparison.

Load Factor (m)
Mileage (m) Consumption Discharge Time (s) Efficiency (%)

Ideal Actual Mileage Error (%) (Wh) Rate (%) Actual Actual

1 4224 4214.7 99.78 532.8 92.5 8644 62.47
2 3256 3247.6 99.74 524.2 91.0 6775 79.70
3 2880 3040.1 105.56 483.8 84 6353 85.00
4 2856 2968.1 103.94 496.5 86.2 6191 87.22
5 2616 2768.5 105.83 490.2 85.1 5831 92.61
6 2664 2656.5 99.72 481.1 83.5 5633 95.86
7 2544 2704.8 106.32 484.4 84.1 5701 94.72

8 * 2568 2712 105.61 535.7 93 5749 93.93

* Exceeding rated load.
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(a) m = 1. (b) m = 2.

(c) m = 3. (d) m = 4.

(e) m = 5. (f) m = 6.

(g) m = 7. (h) m = 8.

Figure 13. Results of the work path.
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×

(a) m = 1.

×

(b) m = 2.

×

(c) m = 3.

×

(d) m = 4.

×

(e) m = 5.

×

(f) m = 6.

×

(g) m = 7.

×

(h) m = 8.

Figure 14. Comparison of working speed under different load factor m.

×

 m=1  m=2  m=3  m=4  m=5  m=6  m=7  m=8

Figure 15. Total mileage comparison at different m.
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We can draw the following conclusions:

• The trend of the above results is consistent with that shown in Figure 9, indicating that the optimal
Equation (18) expression is valid for the design of the ITS system.

• When m = 5, the main indicators of the system are optimal, and the m = 6 sub-optimal result is
only 3% different. This provides some redundancy for system design.

• The average error between the actual working mileage and the ideal calculated value is only 2%,
which proves the accuracy of the navigation and control system designed in this paper. When
m = 6, the actual working distance is 99.7% of the ideal value. Due to the presence of sensor
errors and the response speed of the PID controller, the AGV is unlikely to reach exactly above
the target node. It is possible for the AGV to stop during the previous sample-execution cycle or
to stop during the next cycle. Thus, the AGV has a Deltad < 0.1 m error from the target node,
and the accumulation of the error will cause a positive and negative deviation between the total
mileage of the AGV and the ideal value.

• In the above test of m, although the predicted value is exceeded by about 5%, the total system
energy consumption is lower than the battery power supply capacity. Existing power supply
systems are feasible, especially if a backup battery is enabled.

• In terms of efficiency, eITS = 95.86% when m = 6 is equivalent to two workers due to the
maximum output speed limit, in other cases in which system efficiency is lower than ep, but still
higher than the efficiency of a single worker e′p. This proves the high efficiency of the ITS system
designed in this paper.

The test results demonstrate the effectiveness of the design method presented in this paper.
The proposed ITS system demonstrates features such as efficiency, accuracy, and energy control for the
application in greenhouse.

8. Conclusions

In this work, a high-efficiency ITS system for greenhouse applications based on our proposed ITS
efficiency formula was designed and validated. Designers can significantly reduce the range of critical
components such as drive systems, energy supply systems, ITS mechanical frames, etc., by shrinking
complex requirements to three main conditions. This provides guidance for the rapid design of
high efficiency ITS systems required for composite applications. First, we present a real greenhouse
application scenario. Then, according to the scenario, the designing process of the efficiency formula is
elaborated. Finally, the efficiency of the designed ITS system is proved by experiments. In the future,
the authors will further study the efficient ITS design issues in complex application environments
(not limited to greenhouse applications); in addition, multi-ITS collaboration is an important research
direction to further improve work efficiency.
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Abbreviations

The following abbreviations are used in this manuscript:

AC Alternating Current Power
ADC Analog-to-Digital Converter
AGV Automated Guided Vehicle
AI Artificial Intelligence
AWPS Agricultural Worker Protection Standard
CAN Controller Area Network
CPU Central Processing Unit
CUDA Compute Unified Device Architecture
DAQ Data Acquisition
DC Direct Current Power
ECU Electronic Control Unit
IMS Intelligent Mechatronic Systems
IMU Inertial Measurement Unit
ITS Intelligent Transportation Systems
MMC-AGV Multiple Conditional Constraints for AGV
MOSFET Metal-Oxide-Semiconductor Field-Effect Transistor
NFR Net Financial Return
PGR Planetary Gearboxes Reducer
PLC Planetary Gearboxes Reducer
QR Quick Response
RUPs Restricted Use Pesticides
PWM Pulse Width Modulation
US-EPA United States Environmental Protection Agency
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