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The growing attention that structural health monitoring (SHM) has enjoyed in recent years
can be attributed, amongst other factors, to the advent of low-cost and easily deployable sensors.
The enabling technology has brought forth a new era of structural diagnostic means and is continuously
redefining the tools for information processing, data reduction/compression, feature extraction,
and smart assessment.

Within the SHM community, novel data-driven or hybrid methods are being developed,
demonstrated on field deployments on large-scale systems, including transport, wind energy,
and building infrastructure, promoting the actionability of SHM as an essential resource for life-cycle
and resilience management. Nonetheless, in optimizing these deployments, a number of open issues
remain with respect to the sensing side. These are associated with the type, configuration, and eventual
processing of the information acquired from these sensors in order to deliver continuous behavioral
signatures of the monitored structures.

Within this context, the aim of this Special Issue is to discuss the latest advances in the field of
sensor networks for SHM. The focus lies in both active research on the theoretical foundations of
optimally deploying and operating sensor networks, as well as in those technological developments
that might designate the next generation of sensing solutions targeted for SHM.

Initiating form the data interpretation side, Argyris et al. [1] introduce a Bayesian framework
for finite element model updating using experimental modal data. The novelty lies in utilization of
a new likelihood formulation, which enables inclusion of the modal shapes, based on probabilistic
treatment of the modal amplitude coherence (MAC) value between the model-predicted and measured
mode shapes. The actual case study of the Metsovo bridge is utilized for validation. The modal
characteristics of the bridge are identified based on operational modal analysis methods by means
of a network of reference and roving sensors. The transitional Markov chain Monte Carlo algorithm
is employed for model updating. The method delivers robust uncertainty bounds, outperforming
conventional Bayesian formulations, which result in unrealistically thin uncertainty bounds for the
model parameters, when a large (redundant) number of sensors is employed.

Moving away from the Bayesian paradigm, Pai et al. [2] describe a framework for practical asset
management. In their work, the authors try to relax strong assumptions on uncertainty placed by typical
data-interpretation methods, such as Bayesian model updating and residual minimization to better
address practical engineering challenges. Error-domain model falsification is compared against these
two more established approaches in terms of the ability to provide robust, accurate, engineer-friendly,
and computationally inexpensive results for engineering model updating. Via demonstration on two
full-scale case studies, the authors argue that error-domain model falsification is able to incorporate,
iteratively and transparently, the incremental information gain, stemming from the sensing networks
to facilitate updating of structural models at low additional computational cost.

Moving to utilization of sensing for triggering control actions, Azimi and Molaei Yeznabad [3]
exploit a wireless-sensor network (WSN) as a main enabler for seismic vibration mitigation. Inspired by
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swarm intelligence, they propose a new control method, termed swarm-based parallel control (SPC),
to improve seismic performance and minimize pounding hazards. This is achieved via the WSN-enabled
exchange of information among adjacent buildings at corresponding floor levels. Three-dimensional
time histories are simulated under earthquake excitation, with the response mitigated via use of
semi-actively controlled magnetorheological (MR) dampers. The proposed control algorithm is
assessed against fuzzy logic control (FLC), as well as passive on/off methods. Results indicate that
in case of failure in the control system, as well as structural damage, the proposed WSN-driven SPC
method can sense damage and accordingly update the control forces in the adjacent buildings to
alleviate pounding.

A key factor in successful modal identification, model updating, and control is the chosen
configuration of sensors. In this special issue, Barthorpe and Worden [4] offer a review of advances
in sensor placement optimization (SPO) strategies for structural health monitoring (SHM). In recent
years, this has been primarily examined in the context of damage identification. This work formally
defines the SPO for SHM problem, offers an overview of the current state of the art, and proceeds to
identify promising emergent trends. Some of the major (still) open questions pertain to robustness to
modelling uncertainty, benign measurement influences, and sensor failures. A lack of sufficient studies
on practical validation of the developed sensor designs is further remarked. It is finally argued that,
since such a design is carried out at an offline design stage, it is not required to devote more effort in
accelerating the proposed optimization schemes.

The issue of sensing extends beyond what is deemed as traditional civil infrastructure.
In their work, Al-Obaidi et al. [5] study the transport processes of solids due to geophysical flows
via use of a novel sensing mechanism; a miniaturized instrumented particle that can provide
a direct, non-intrusive, low-cost, and accessible method for the assessment of coarse sediment
particle entrainment. The presented instrumented particle is fitted with a triaxial MEMs accelerometer,
a magnetometer and angular displacement sensors, which enable monitoring of the particle’s 3D
motion at a configurable rate of 200–1000 Hz. An appropriate filter is used for inertial sensor fusion,
uncertainty mitigation, and noise reduction. The instrumented particle is tested under controlled
lab conditions, reproducing initiation of the destabilization of a bed surface in an open channel flow.
The work showcases the potential of custom designed and appropriately calibrated instrumented
particles in the context of monitoring the possible instigation of water infrastructure hazards.

The final contribution underlines the importance of delivering methods able to tackle the challenge
of uncertainty in the environmental and operational conditions (EOCs) that a monitored system
is exposed to, and more importantly, do so in absence of availability of physics-based models.
In a conventional setting, varying dynamic response can be captured via use of parameter-varying
extensions of the original autoregressive with exogenous input (ARX) model. Yet, EOCs tend to vary in
time-scales (days, weeks, months) that are sufficiently longer to the system dynamics. Tatsis et al. [6]
propose a distributed framework for structural identification, damage detection, and localization by
extending the conventional ARX structure. Here, the long time-scale dependence on EOCs is captured
via a Gaussian process regression, while a distributed residual generation algorithm is set up for
damage detection. Finally, damage localization is demonstrated via computation of the ARX-inferred
mode shape curvatures. The diagnostic capabilities of the proposed scheme under varying EOCS are
verified on two simulated case studies of increasing complexity.

This special issue has proposed contributions across the complete SHM information chain;
from sensor design to configuration (placement), data interpretation, and triggering of reactive
action (control). The featured papers offer an overview of the state-of-the-art and further proceed to
introduce novel methods and tools. Several of these particularly target the treatment of uncertainty,
which inherently describes the sensed information and the behavior of monitored systems. It is hoped
that the readers will appreciate this Special Issue enhancing their knowledge in the area and helping
them advance their ongoing research and innovation activities in sensing for SHM.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: A Bayesian framework is presented for finite element model-updating using experimental
modal data. A novel likelihood formulation is proposed regarding the inclusion of the mode
shapes, based on a probabilistic treatment of the MAC value between the model predicted and
experimental mode shapes. The framework is demonstrated by performing model-updating for
the Metsovo bridge using a reduced high-fidelity finite element model. Experimental modal
identification methods are used in order to extract the modal characteristics of the bridge from
ambient acceleration time histories obtained from field measurements exploiting a network of
reference and roving sensors. The Transitional Markov Chain Monte Carlo algorithm is used to
perform the model updating by drawing samples from the posterior distribution of the model
parameters. The proposed framework yields reasonable uncertainty bounds for the model parameters,
insensitive to the redundant information contained in the measured data due to closely spaced sensors.
In contrast, conventional Bayesian formulations which use probabilistic models to characterize the
components of the discrepancy vector between the measured and model-predicted mode shapes
result in unrealistically thin uncertainty bounds for the model parameters for a large number of
sensors.

Keywords: Bayesian inference; model updating; modal identification; structural dynamics; bridges

1. Introduction

The evaluation of the actual dynamic characteristics of structures, such as modal frequencies,
modal damping ratios and mode shapes, through vibration measurements, as well as the development
of high-fidelity finite element (FE) models, has been attracting an increasing research effort worldwide.
Measured response data of structures mainly under ambient vibrations offer an opportunity to study
quantitatively and qualitatively their dynamic behavior. These vibration measurements can be used
for estimating the modal properties of structures, as well as for updating the corresponding FE models
used to simulate their behavior [1,2]. The information for the calibrated FE models and their associated
uncertainties is useful for checking design assumptions, for validating the assumptions used in model
development, for improving modeling and exploring the adequacy of the different classes of FE
models, and for carrying out more accurate robust predictions of structural response. These models are
representative of the initial structural condition of the structure and can be further used for structural
health-monitoring purposes [3–7].

Bayesian methods for ambient (operational) modal identification [8–18] and structural model
updating [19–31] are used to develop high fidelity FE models of structures using modal properties

J. Sens. Actuator Netw. 2020, 9, 27; doi:10.3390/jsan9020027 www.mdpi.com/journal/jsan5
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identified from ambient vibration measurements. Due to the large size of civil infrastructure, the mode
shapes are assembled from a number of sensor configurations that include optimally-placed reference
sensors as well as moving sensors [32]. The modal properties are then integrated within Bayesian
model-updating formulations to calibrate the parameters of large-scale FE models, as well as their
associated uncertainty. The goal is to develop accurate and reliable models of the actual structures that
are proven to closely simulate their behavior.

As far as the computational part is concerned, for complex posterior distributions, stochastic
simulation algorithms such as Transitional Markov Chain Monte Carlo (TMCMC) [33] can be
conveniently used to sample from the posterior distribution for parameter estimation, model selection
and uncertainty propagation purposes. These methods require a large number of forward model
runs which can increase the computational effort to excessive levels if one simulation for a
high-fidelity large-order FE model requires several minutes or even hours to complete. For that
purpose, fast and accurate component mode synthesis (CMS) techniques, consistent with the FE
model parameterization [34,35], are used to achieve drastic reductions in computational effort.
Further computational savings are achieved by adopting a parallelized version of the TMCMC
algorithm to efficiently distribute the computations in available multi-core CPUs [36,37].

A novel likelihood function formulation is introduced in this work, which treats mode shapes
not as full vectors, but as scalars using features between the measured and model-predicted mode
shapes such as the MAC value. Instead of following the conventional Bayesian approach of assigning
a multivariable Gaussian distribution to the error vector quantifying the discrepancy between the
measured and model predicted mode shapes, a truncated Gaussian distribution is proposed for the
probabilistic modeling of the scalar MAC value between the model predicted and experimental mode
shapes. This effectively reduces the number of data points in the likelihood and leads to different
uncertainty quantification results compared to the classic vector-based likelihood formulation. It is
demonstrated that the proposed formulation has certain desired properties which can not be obtained
under the vector-based formulation for the likelihood.

The capabilities of the proposed modal-based Bayesian model-updating methodology are
demonstrated by calibrating the parameters of a high-fidelity FE model developed for the Metsovo
bridge, using modal properties experimentally identified from ambient vibration data. The FE model
is parametrized with respect to the stiffnesses of the deck, piers and soil components of the bridge.
Ambient acceleration time histories from multiple points along the bridge deck are used to extract
the modal properties of the bridge experimentally, and the identified modal properties are used
as data in the Bayesian model updating methodologies in order to perform inference about the
model parameters. In order to explore the effect of soil–structure interaction, two classes of models
are examined and compared using Bayesian model selection [26,38]. Comparisons between the
vector-based and the proposed MAC-based likelihood formulations demonstrate the advantages of
the MAC-based likelihood formulation.

This work is structured as follows. Section 2 presents the Bayesian inference framework for
FE model parameter estimation using modal properties. Section 2.1.1 reviews existing likelihood
formulations, while Section 2.1.2 present the new formulation for building the likelihood based on
features between experimental data and model predictions. The use of model reduction techniques to
alleviate the computational burden encountered with sampling techniques is summarized in Section 2.2.
Section 2.3 briefly outlines the whole procedure of parameter estimation and uncertainty propagation
using the TMCMC sampler. The field structure is introduced in Section 3, along with the unreduced
and reduced FE models of the structure, and the experimental modal identification procedure. Section 4
presents the results of model updating based on the experimentally-identified modes and demonstrates
the advantages of the proposed MAC-based likelihood formulation. Conclusions are summarized in
Section 5.
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2. Bayesian Parameter Estimation Using Modal Data

To apply the Bayesian formulation for parameter estimation of linear FE models, we consider that
the data D consists of the squares of the modal frequencies, ω̂2

r , and the mode shapes φ̂
r
∈ RN0,r ,

r = 1, . . . , m, experimentally estimated using vibration measurements, where m is the number
of identified modes and N0,r is the number of measured mode shape components for mode r.
Consider also a parameterized linear FE model class M̃ of a structure and let θ ∈ RNθ be a vector of
free structural model parameters to be estimated using the set of modal properties identified from
vibration measurements.

Let ωr(θ) and φ
r
(θ) ∈ RN0,r be the r-th modal frequency and mode shape at N0,r measured DOFs,

respectively, predicted by the model for a given value θ of the model parameters. The squares of
the modal frequencies ω2

r (θ) and the mode shape components φ
r
(θ) = Lr ϕ

r
(θ) ∈ R

N0,r are computed
from the full mode shapes ϕ

r
(θ) ∈ R

n that satisfy the eigenvalue problem:

[K(θ)− ω2
r (θ)M(θ)]ϕ

r
(θ) = 0, (1)

where K(θ) ∈ R
n×n and M(θ) ∈ R

n×n are the global stiffness and mass matrices respectively of the
FE model of the structure, n is the number of model DOFs, and Lr ∈ RN0,r×n is an observation matrix,
usually comprised of zeros and ones, that maps the n model DOFs to the N0,r observed DOFs for mode
r. For a model with large number of DOFs, N0,r � n.

The likelihood p(D|θ, M̃) is the probability of observing the measured data D under the model
M̃ for parameters equal to θ. It is used in Bayes rule to update the posterior distribution p(θ|D, M̃) of
the model parameters θ as follows:

p(θ|D, M̃) =
p(D|θ, M̃) p(θ|M̃)

p(D|M̃)
, (2)

where p(θ|M̃) is the prior distribution of the model parameters and p(D|M̃) is the evidence of the
model class, selected so that p(θ|D, M̃) integrates to one.

2.1. Likelihood Formulation

The likelihood formulation is of critical importance in Bayesian inference. To build the likelihood,
one needs to assume a probabilistic relation between the model predictions and experimental data in
order to account for unavoidable model error as well as experimental or measurement error. There is
not just one way to do that, and different likelihood formulations can lead to different results. Therefore,
Bayesian inference is subjective in the sense that different likelihood models can be tried using the
same data, and the inference results might differ significantly. Prediction error equations, which relate
the model predictions with the experimental data probabilistically, are used to formulate the likelihood.
Depending on the nature of the data, different prediction error equations can be used for different
subsets of the entire data set.

For the modal frequencies, the most common choice is the uncorrelated Gaussian error assumption
for each modal frequency (e.g., [39,40]). Specifically, the prediction error equation for the r-th modal
frequency is taken as:

ω̂2
r = ω2

r (θ) + εωr , (3)

where εωr is the prediction error for the r-th modal frequency taken to be Gaussian with zero mean
and standard deviation σωr ω̂2

r . The unknown parameter σωr is included in the parameter set θ to
be estimated from the data. This formulation for the modal frequencies assumes that each modal
frequency is uncorrelated with the rest. Then, the likelihood term for the r-th modal frequency is the

7
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probability of observing the measured frequency given specific values of the model parameters θ,
derived from Equation (3) in the form:

p(ω̂2
r |θ) = N(ω̂2

r ; ω2
r (θ), σ2

ωr ω̂4
r ), (4)

where N(x; μ, σ2) denotes the univariate Gaussian PDF evaluated at point x with mean μ and
variance σ2.

However, as far as the mode shapes are concerned, the prediction error formulation can be
more complex due to the fact that they are vectors with multiple components. Again we make the
assumption that all mode shapes are uncorrelated with each other and therefore we can treat each
mode shape individually, just like the modal frequencies. Two formulations are presented next.
The first one is a review of existing formulations, while the second one is a novel formulation based on
features between model predicted and experimentally identified mode shapes.

2.1.1. Formulation Using Probabilistic Models for Mode Shape Vectors

An often-used formulation for the prediction error is to assume that the discrepancy vector
between the measured mode shape vector and the model predicted mode shape vector follows a
zero-mean multivariable Gaussian distribution with a specified covariance matrix. The prediction
error equation for the r-th mode shape is then

φ̂
r
= βr(θ)φr

(θ) + εφ
r
, (5)

where εφ
r

is the prediction error vector for the r-th mode shape taken to be Gaussian with zero mean

and covariance matrix σ2
φ

r
Σφ

r
, where the matrix Σφ

r
specifies the possible correlation structure between

the components of the prediction error vector of the r-th mode shape, the unknown scalar σ2
φ

r
is

included in the parameter set to be estimated, and

βr(θ) = φ̂
T
r

φ
r
(θ) /

∥∥∥φ
r
(θ)
∥∥∥2

(6)

is a normalization constant such that the measured mode shape φ̂
r

at the N0,r measured DOFs is
closest to the model mode shape βr(θ)φr

(θ) predicted by the particular value of θ, and ||z||2 = zTz is
the usual Euclidean norm. The scalar βr(θ) is introduced in Equation (6) to account for the fact that
the measured modeshape φ̂

r
is normalized to have Euclidean norm equal to one, while the model

predicted modeshape φ
r
(θ) is mass normalized. The scalar βr(θ) is derived by minimizing the distance

||φ̂
r
− βr(θ)φr

(θ)|| between the measured mode shape and the scaled version of the model predicted
mode shape.

It is important to note in this approach that the number of data points used for each mode shape
is equal to the number of measured DOFs N0,r for that particular mode. For a spatially uncorrelated
model for the prediction error εφ

r
(diagonal Σφ

r
matrix) each mode shape component counts as a new

independent data point in the likelihood. From the Bayesian Central Limit Theorem, the posterior
uncertainty is expected to reduce without bounds as the number of mode shape components is
increased. However, as the number of measured DOFs increases, the sensors become very close
to one another, providing almost the same information content that should not further reduce
the posterior uncertainty of the model parameters. The closeness of the sensors depends on the
wavelength of the considered measured mode shape. Two sensors are close and are expected to
provide redundant information if their distance is a fraction of the wave length of the corresponding
mode shape. Therefore, a spatially uncorrelated model for the prediction error vector εφ

r
of the mode

shape would not yield the expected behavior regarding posterior uncertainty as the number of mode
shape components increases.

8
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A remedy to this is to introduce a correlation model between the components of the prediction
error vector of the mode shape, leading to a non-diagonal covariance matrix Σφ

r
. However, a correlation

function should be postulated to describe the spatial correlation between two mode shape components
(sensors) as a function of their distance, where the closer two sensors get the more they are correlated.
Several correlation functions exist in the literature [41]. The problem is that one cannot know
beforehand which correlation function is the proper one for the particular application at hand.
This decision of the correlation function might turn out to be extremely difficult to make in practice,
because in practical situations one normally has slight to none available information regarding the
correlation nature of the prediction error vector. Selecting the proper correlation function might be
challenging and failure to do so could easily lead to erroneous results as was demonstrated in [41].
Finding the proper correlation function is not the goal of this work. More on that issue can be found
in [41–43]. Herein two cases of correlation models are examined: uncorrelated and exponentially
correlated models.

For the simplest case of uncorrelated mode shape prediction error vectors the covariance matrix
simplifies to a diagonal matrix:

Σφ
r
= ||φ̂

r
||2/N0,r I, (7)

with I being the N0,r × N0,r identity matrix, while for the exponentially correlated model the identity
matrix I is replaced by the correlation matrix Rr whose (i, j)-th element is given by the exponential
correlation function:

Rr(i, j) = exp(−xr(i, j)/λr), (8)

where xr(i, j) is the Euclidean distance between the i-th and j-th mode shape components (sensors) for
the r-th mode, and λr is the correlation length for the r-th mode which is a parameter to be identified.

Using Equation (5), the likelihood term for the r-th mode shape is the probability of observing
the measured mode shape for given model parameters θ, given by

p(φ̂
r
|θ) = N(φ̂

r
; βr(θ)φr

(θ), σ2
φ

r
Σφ

r
(θ)), (9)

where N(x; μ, Σ) denotes the multivariate Gaussian PDF evaluated at point x with mean vector μ and
covariance matrix Σ. Following the work of Papadimitriou et al. [44] which was based on the same
prediction error Equation (5), the likelihood function in Equation (9) can be expressed in terms of the
MAC values between the measured and model predicted mode shapes.

Slightly different prediction error equations for the mode shapes have been proposed in the
literature (e.g., [39,40]), including versions that do not require the use of the mode correspondence [4,6].
In all these alternatives, the likelihood formulation for the mode shapes is based on a probabilistic
description of individual components of a vector and thus they fall into the category discussed in
this subsection.

2.1.2. Formulation Using Probabilistic Models for MAC Values

The previous formulation uses the mode shapes as full vectors in the likelihood function.
Herein we propose a novel formulation for including the mode shapes in the likelihood function which
is based on the MAC value between the experimental and model predicted mode shape. The MAC
value, defined as MAC(u, v) = uTv/(||u|| ||v||) between two vectors u and v, is the most common
way to measure the similarity between two mode shape vectors. It is a scalar measure which varies
from 0 to 1 with a value of 1 indicating a perfect match. The scaling of the mode shapes is not important
for the MAC value which means that no normalization is needed for either the experimental or model
predicted mode shape.

In the new formulation the experimental mode shape is not compared with the model predicted
mode shape in an element-wise fashion, but rather based on its MAC value. This reduces the number
of data points used in the likelihood for each mode shape from N0,r to just 1. Therefore, instead of
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calculating the probability of observing the experimental mode shape vector given the model predicted
mode shape vector (for some given model parameter values), we calculate the probability of their
MAC value taking a value of 1, implying that they match perfectly.

In contrast to the previous vector formulation of the likelihood, the MAC value is a univariate
quantity and therefore requires a univariate distribution to model it. Taking into account the fact
that the MAC value is strictly bounded in the interval [0, 1], a Truncated Gaussian distribution is
used, although there are many other choices of candidate distributions. The Gaussian distribution is
preferred because of its known properties. This leads to the following prediction error equation for
the MAC value of the r-th mode shape:

ˆMACr = MACr(θ) + εMACr , (10)

where MACr(θ) = MAC(φ̂
r
, φ

r
(θ)) is the model-predicted MAC value, defined as the MAC value

between the experimental r-th mode shape and the model predicted r-th mode shape for the given
values of the model parameters θ. The term εMACr is the error in the r-th MAC value (analogous
to the error in the r-th frequency), assumed to follow a univariate zero-mean Gaussian distribution
with standard deviation equal to σMACr . The standard deviation σMACr is a measure of “how far” the
observed MAC value ˆMACr can be from the model-predicted MAC value MACr(θ) due to model
and experimental errors. This can be thought of as completely analogous to the error term for the
modal frequencies in (3). The resulting Gaussian with mean MACr(θ) and standard deviation σMACr

is truncated in 0 and 1 which results in the Truncated Gaussian distribution.
An important issue that should be addressed when using MAC values is the fact that although

the MAC is a scalar value, it depends on the number of mode shape components used. This needs to
be taken into account in the formulation in order to avoid erroneous results. For example, if only two
components of a mode shape are used, there is a chance that the MAC value turns out to be very close
to 1 (provided that those two components match well between the two mode shapes). However, if a
large number of components is used, due to small errors in each component there is the chance that the
MAC value is significantly lower than 1, which would mean that the case with two components would
yield a larger MAC value. However, the case of large number of components components is expected
to be much more informative than the case of two components since the more components we have
the better we know the actual geometry of the mode shape. This naturally leads to the conclusion that
the number of mode shape components must be taken into account, assigning higher preference to
MAC values calculated with more components than MAC values calculated with less components.

One way to account for this in a Bayesian framework is through manipulation of the MAC value
standard deviation parameter σMACr . We seek a formula through which to define σMACr that depends
on the number of mode shape components N0,r. Although there is not only one way to achieve this,
the following formula is used:

σMACr = σ
′
MACr

(
1 +

1√
N0,r

)
, (11)

where σ
′
MACr

is the parameter to be inferred from data. The first term in Equation (11) describes
the uncertainty present in the MAC value that exists independently of the number of sensors. This
uncertainty exists even for a large number of sensors and is due to model and experimental errors in
the individual components and can not be reduced further. The second term in Equation (11) depends
on the number of sensors and gets smaller as the number of sensors is increased, which reduces the
standard deviation of the MAC value. This way more weight (less uncertainty) is given to MAC values
calculated with more sensors. These are modeling choices within the Bayesian framework, much like
the choice of Gaussian PDFs for the likelihood, independent data, etc. Alternative formulations could
also be postulated. In particular, the two terms in Equation (11) can be weighted differently but this
falls outside the scope of the present work.
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Then the likelihood term for the MAC value of the r-th mode shape is the probability of observing
a MAC value of 1 for given values of the model parameters θ (indicating a perfect match between the
experimental and model predicted mode shapes), given by the Truncated Gaussian PDF:

p( ˆMACr = 1|θ) = TN(1; MACr(θ), σ2
MACr

, 0, 1), (12)

where TN(x; μ, σ2, a, b) denotes the Truncated Gaussian PDF evaluated at point x with mean μ, variance
σ2 and truncation limits a and b.

2.1.3. Likelihood Formulation Combining Modal Frequencies and Mode Shapes

The parameter set θ of the structural model class M̃ is augmented to include the parameters σωr

and σφ
r

or σ
′
MACr

related to the prediction error models. For simplicity, in order to avoid having too
many parameters, the three prediction error parameters are assumed to be the same for all modes and
therefore their dependence on r is dropped.

The total likelihood function is easily calculated as the product of the individual likelihoods for
the frequencies and mode shapes, given their independence. For the vector formulation of the mode
shapes the likelihood is:

p(D|θ, M̃) =
m

∏
r=1

p(ω̂2
r |θ)

m

∏
r=1

p(φ̂
r
|θ), (13)

where p(ω̂2
r |θ) and p(φ̂

r
|θ) are given by (4) and (9) respectively. For the MAC formulation of the mode

shapes the likelihood is:

p(D|θ, M̃) =
m

∏
r=1

p(ω̂2
r |θ)

m

∏
r=1

p( ˆMACr = 1|θ) (14)

where p(ω̂2
r |θ) and p( ˆMACr = 1|θ) are given by (4) and (12), respectively.

2.2. Computational Tools

The transitional Markov chain Monte Carlo algorithm (TMCMC) [33] is used for estimating
the parameters of FE models by drawing samples from the posterior probability density function
of the model parameters. Markov chain Monte Carlo algorithms, including TMCMC used in this
work, require a moderate to very large number of repeated system analyses to be performed over
the space of uncertain parameters. Consequently, the computational demands depend highly on the
number of system analyses and the time required for performing a system analysis. For FE models
with large number of DOFs, this can increase substantially the computational effort to excessive
levels. Computational savings are achieved by adopting parallel computing algorithms to efficiently
distribute the computations in available multi-core CPUs [36,37,45].

In addition, fast and accurate CMS techniques [46], consistent with the finite element model
parameterization, are integrated with Bayesian techniques to reduce efficiently and drastically the
FE model and thus reduce the computational effort [34,35]. CMS techniques are widely used to
analyze structures in a reduced space of generalized coordinates. CMS involves dividing the structure
into a number of substructures (components), obtaining reduced-order models of the substructures
keeping a fraction of the substructure modes, and then assembling a reduced order model for the entire
structure using the kept substructure modes and interface degrees of freedom between substructures.
Additional substantial reductions can be achieved by reducing the number of interface DOF using
characteristic interface modes through a Ritz coordinate transformation [34]. However, for methods
involving re-analyses due to variations in the values of the uncertain model parameters the reduction
for computing the system modes has to be repeated for each re-analysis. This gives rise to a substantial
computational overhead that arises from the model reduction at component level, and from assembling
the component mass and stiffness matrices to form the reduced global system mass and stiffness
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matrices. The main objective in methods involving re-analyses of models with varying properties is to
completely avoid the re-analysis at the component level as well as the re-assembling of the reduced
global matrices at the system level.

It has been shown that when the partition of the structure into substructures is guided by
certain parameterization schemes, the reduced global mass and stiffness matrices derived using CMS
techniques can be represented exactly by an expansion of these matrices in terms of scalar functions of
the model parameters, with coefficient matrices computed and assembled once from a single CMS
analysis of a reference structure [34,47,48]. This representation allows one to re-compute the reduced
global stiffness and mass matrices for different values of the model parameters from these expansions,
avoiding expensive re-analyses involved in CMS procedure. Dramatic reduction in computational
effort has been reported without compromising the accuracy in the modal properties predicted by the
reduced model.

The reduction achieved by applying the CMS technique in the FE model of the Metsovo bridge is
described in Section 3.3.

2.3. Outline of Procedure

Given the parameterized FE model of a structure, a parameterized reduced FE model is first
obtained using CMS. This amounts to forming the reduced global stiffness and mass matrices as a
function of the model parameters θ. The TMCMC sampler was used to sample from the posterior
PDF in Equation (2), where the likelihood function is given either by Equations (4), (9) and (13)
for the vector-based formulation or by Equations (4), (12) and (14) for the MAC-based formulation.
The modal properties involved in the likelihood function are computed for each TMCMC sample in
the model parameter space using the reduced FE model. Specifically, for each one of the two likelihood
formulations presented in Sections 2.1.1 and 2.1.2, the reduced stiffness and mass matrices are used
in Equation (1) to predict the modal properties ωr(θ) and φ

r
(θ) for different values of the model

parameter set θ. The sample points θ(j), j = 1, . . . , N, obtained from the TMCMC sampler populate
the posterior PDF of the model parameters. These samples are subsequently used to depict the
uncertainties in the model parameters and propagate uncertainties in output Quantity of Interest (QoI)
by providing estimates of the modal frequencies ωr(θ) and MAC values MAC(φ̂

r
, φ

r
(θ)), j = 1, . . . , N,

using Equation (1) for the reduced FE model. Results of uncertainty quantification are expressed in
terms of marginal distributions for the model parameters, as well as useful simplified measures of
uncertainty, such as mean and credible intervals of the output QoI.

3. Application to Metsovo Bridge

3.1. Description of Bridge

The ravine bridge of Metsovo (Anthohori–Anilio tunnel) of Egnatia Motorway is crossing the
deep ravine of Metsovitikos river, 150 m over the riverbed. A picture of the bridge is shown in Figure 1.
This is the highest bridge of the Egnatia Motorway, with the height of the tallest pier equal to 110 m.
The total length of the bridge is 537 m. The bridge has 4 spans of length 44.78 m, 117.87 m, 235 m,
140 m and 3 piers of which the closest to the left side of the bridge (Figure 1), with height of 45 m,
supports the boxbeam superstructure through pot bearings (movable in both horizontal directions),
while the other two piers, with heights 110 m and 35 m, connect monolithically to the structure.

3.2. Finite Element Model of Bridge

The detailed geometry of the bridge is complicated because the deck and the piers have variable
cross-sections and the deck is also inclined. A high fidelity FE model of the bridge is created using
three-dimensional tetrahedral quadratic Lagrange finite elements. The model takes into account the
potential soil-structure interaction by modeling the soil with large blocks of material and embedding
the piers and abutments into these blocks. The nominal values of the moduli of elasticity of the deck
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and piers are selected to be the values used in design: 37 GPa for the deck and 34 GPa for the piers.
The nominal value of the soil is taken to be 1 GPa. The largest size of the elements in the mesh is of the
order of the thickness of the hollow deck cross-section. The size of the FE mesh is chosen to predict the
first 20 modal frequencies and mode shapes of the bridge with sufficient accuracy. Several mesh sizes
were tried, and an accuracy analysis was performed in order to find a reasonable trade-off between the
number of degrees of freedom (DOF) of the model and the accuracy in the predicted modal frequencies.
A mesh of 830,115 DOFs was kept for the bridge-soil model. This mesh was found to cause errors of
the order of 0.1–0.5% in the first 20 modal frequencies, compared to the smallest possible mesh sizes
which had approximately 3 million DOFs.

Figure 1. Picture of the Metsovo bridge.

The intent is to build a high fidelity model that could, in future studies, be extended locally to
incorporate nonlinear mechanisms activated during strong motion or deterioration phenomena. In this
study the focus is to update a baseline linear model using low-intensity vibration measurements.
In future studies, the availability of higher-intensity vibration measurements will provide data for
improving modeling and updating parameters of nonlinear models introduced to represent localized
nonlinear phenomena activated due to large vibrations or deterioration due to various damage
mechanisms. Simplified beam models, although adequate for design purposes, are inadequate to
use for setting up digital twins of structures so that are reliable under various operating conditions.
Simplified modeling, for example with beam elements, does not offer an adequate representation
of the system dynamics over the dynamic range activated by various operational conditions. Such
simplified models are often inadequate for monitoring purposes and involve large model errors even
for operational conditions under which the structure may be assumed to behave linearly.

3.3. Model Reduction Using CMS

The time required for a complete run of the FE model is approximately 2 min on a 8-core 3.20 GHz
computer. Due to the thousands of forward model runs for different values of the model parameters
that are required by the Bayesian computational tools, it is necessary to reduce the time required for a
single model run. Model reduction is used to reduce the model size and thus the computational effort
to manageable levels. Specifically, the parameterization-consistent CMS technique [34,35] based on the
Graig-Bampton method [46] is applied to the bridge-soil FE model.

For this, the bridge is divided into 16 physical components with 15 interfaces between the
components. Specifically, the deck is divided into six components or substructures of length 120 m,
120 m, 60 m, 50 m, 117 m and 70 m each. One component is assigned to each one of the three
piers. Two components are introduced for the left and right abutments of the bridge. Five more
components are introduced for the large solid blocks representing the flexibility of the soil at the
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connections with the three piers and the two abutments. This partition into component is one of
the many alternative ones, introduced herein to demonstrate the capabilities of CMS technique for
model reduction. Usually the partition of the structure into components is guided by the purpose of
the analysis or the structural health monitoring goals. For example, components may be introduced to
monitor and select models of nonlinearities activated by various operational conditions in isolated
(localized) parts of a structure. The partition of a structure into components facilitates monitoring of
the structural health, allowing the identification of the location and severity of sparse damage within a
small subset of substructures.

For each component, it is selected to retain all modes that have frequency less than ωmax = ρωc,
where ωc = 3.52 Hz is the cut-off frequency selected to be equal to the 20th modal frequency of the
nominal FE model. The ρ values affect the computational efficiency and accuracy of the CMS technique.
For ρ = 5 selected for most components, a total of 170 internal DOFs out of the 814,080 are retained
for all 16 components. The total number of DOFs of the reduced model is 16,205 which also includes
16,035 interface DOFs. It is clear that more than an order of magnitude reduction in the number of
DOFs is achieved using CMS. The largest fractional error between the modal frequencies computed
using the complete FE model and the ones computed using the CMS technique for ρ = 5 falls below
0.2%. Thus a very good accuracy is achieved.

The large number of the interface DOFs can be reduced by retaining only a fraction of the
constrained interface modes [34,49]. For each interface, only the modes that have frequency less
than ωmax = νωc are retained, where ν is user and problem dependent. For ν = 200 selected for
most interfaces, the largest fractional error for the lowest 20 modes of the structure falls below 0.43%.
In particular, for ν = 200 and ρ = 5 the reduced system has 1891 DOFs from which 170 generalized
coordinates are fixed-interface modes for all components and the rest 1721 generalized coordinates
are constrained interface modes [34]. A trade-off was made between reducing the model as much
as possible (fewer kept DOFs) and keeping the accuracy of the predicted modal frequencies as close
as possible to those of the unreduced model. It should be noted that further reductions are possible
using an enhanced substructuring technique where the dynamics contribution of several kept modes
is replaced by their static contribution [47].

Thus, using CMS a drastic reduction in the number of DOFs is obtained which can exceed two
orders of magnitude, without sacrificing the accuracy with which the lowest 20 modal frequencies
are computed. The time to solution for one run of the reduced model is of the order of a few seconds
which should be compared to approximately 2 min required for solving the unreduced FE model.

Moreover, for nonlinear models of structures, especially models where local nonlinearities
are mainly activated, the model reduction techniques can also be applied to reduce the models
of components of the structure that behave linearly under various operational conditions [35,48].

3.4. Experimental Modal Identification

The testing system consist of a movable array of servo-accelerometers that are usually being
installed on the bridge deck (sidewalks or pavement surface) or inside the box beam internal voids
to measure the vibrations (accelerations) of the bridge under ambient excitations. The available
measurement system consisted of five triaxial and three uniaxial accelerometers paired with a 24-bit
data recording system, a GPS module for synchronization between sensors, and a battery pack.
The system is wireless and can be easily moved from one location in the structure to another.
The recorder can connect with a laptop through wired (Ethernet) or wireless (Wi-Fi) connection
to be set up in the desired way (sampling rate, recording duration, repeater recordings etc) or view
the measurements while they are being recorded for quality checking. Given the limited number
of sensors and the large length of the deck, the entire length of the deck was covered in 13 sensor
configurations, shown in Figure 2. For each configuration the recording lasted 20 min at a sampling
rate of 100 Hz. Each triaxial sensor was positioned on the bridge sidewalks such that it measures along
the transverse, vertical and longitudinal directions of the bridge deck. One triaxial and three uniaxial
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sensors (one vertical and two horizontal transverse) remained in the same position throughout the
measurements, in order to provide common measurement points amongst different configurations
such as to enable the assembling of the total mode shape from partial mode shape components
measured from the different configurations [30,32]. The use of more than one reference sensors per
direction guarantees the redundancy of the measuring scheme in case one sensor is placed at the
node of the modeshape. The wireless feature of the measurement system allows the execution of all
recordings over the 13 sensor configurations in a single day. The recorded responses are mainly due to
road traffic, which ranged from light vehicles to heavy trucks, and environmental excitation such as
wind loading, which classifies this case as ambient (operational) modal identification.

Figure 2. Measured locations in the bridge. Solid grey circles represent the locations of the triaxial
sensors measuring along the longitudinal, transverse and vertical direction of the bridge deck.
Solid blue circle shows the location of the reference triaxial sensor. Solid blue rectangle denotes
the locations of the two uniaxial sensors measuring along the transverse direction. Solid blue triangle
denotes the location of uniaxial sensor measuring along the vertical direction.

The Bayesian operational modal analysis methodology [9,10] is used to estimate the modal
frequencies, mode shapes and damping ratios for each sensor configuration. The mode shapes are
assembled from the local mode shapes of each configuration using the methodology proposed by
Au [32]. The full mode shapes are produced at all 159 sensor locations covered by the 13 sensor
configurations. The components along the longitudinal direction of the bridge deck are ignored.
Only the components along the transverse and vertical direction of the bridge deck are processed.
The output-only vibration measurement for some of the 13 sensor configurations were not reliable
enough to estimate the mode shape components at higher modes. As a result, it was not possible to
assemble the mode shapes for more than 12 modes. Thus these mode shapes were excluded from
the analysis. Specifically, the first 20 modal frequencies and modal damping ratios of the bridge
were identified, along with 11 mode shapes. The mode shapes of all the modes up to the 12th were
identified, except the 10th mode which was very poorly identified and also excluded from the date set.
Table 1 presents the mean and standard deviation of the experimentally identified modal frequencies
for all 20 identified modes of the Metsovo bridge. It also compares the identified frequencies and
mode shapes with those predicted by the nominal FE model. In particular, the experimental and
nominal model predicted mode shapes are compared using their MAC value which is a scalar measure
of correlation between two mode shapes ranging from 0 to 1, with a value of 1 indicating perfect
correlation. The identified mode shapes are shown in Figures A1–A4 of Appendix A and compared
with the corresponding mode shapes predicted by the nominal FE model of the bridge. From both the
MAC values of Table 1 and mode shapes of Figures A1–A4 it can be clearly seen that the mode shapes
predicted by the nominal FE model match very accurately the corresponding experimentally identified
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mode shapes with MAC values higher than 0.95 for the 11 identified mode shapes (except mode 9
which has a MAC value of 0.87). However, there appears to be a significant mismatch between the
experimental and nominal FE model modal frequencies which indicates that a finite element model
updating should be performed in order to achieve a closer fit between the model predicted and the
experimentally identified modal frequencies.

Table 1. First 20 experimentally identified modal frequencies of the the Metsovo bridge compared
with the modal frequencies predicted by the nominal FE model of the bridge. MAC values between
identified and model predicted mode shapes are also shown.

Mode Experimental Nominal Model Mode Shape
Frequency (Hz) Frequency (Hz) MAC Value

1 0.306 0.293 0.991
2 0.603 0.574 0.955
3 0.623 0.619 0.978
4 0.965 0.849 0.935
5 1.047 1.050 0.969
6 1.139 1.070 0.965
7 1.428 1.388 0.972
8 1.697 1.578 0.966
9 2.005 1.690 0.878
10 2.303 1.966 0.85
11 2.367 2.156 0.972
12 2.590 2.317 0.971
13 2.723 2.500
14 3.086 2.745
15 3.127 2.815
16 3.480 2.876
17 3.861 2.950
18 4.058 3.320
19 4.210 3.381
20 4.410 3.521

4. Model Updating Results

The FE model of the bridge–soil system is parameterized using three parameters associated with
the modulus of elasticity of the deck (θ1), piers (θ2) and soil (θ3). The model parameters multiply the
nominal values of the corresponding moduli of elasticity for the deck (37 GPa ), the piers (34 GPa)
and the soil (1 GPa). The nominal values for the deck and piers are reasonable estimates since they
are the moduli of elasticity of the concrete used in design and therefore their updated values of θ1

and θ2 are expected to lie close to 1. However, as far as the soil is concerned, its nominal value
is only a rough estimate, based on soil property measurements conducted at the site of the bridge.
Therefore, its nominal value should be dealt with a large uncertainty in the model updating procedure.
These modeling considerations regarding the initial parameter uncertainties are taken into account
in the Bayesian framework through the prior PDF. It should be noted that a simplified uniform
parameterization involving a small number of parameters is considered in order to avoid possible
unidentifiability issues and enable the comparison between the two different likelihood formulations.

4.1. Model Updating Using Modal Frequencies Only

First, the FE model of the bridge-soil system is updated using only a subset of the experimentally
identified modal frequencies. This approach allows one to use the rest of the frequencies in order
to validate the updated model by checking its predictive capabilities with data that was not used in
the updating. Specifically, the first 15 identified modal frequencies are used to estimate the model
parameters and their uncertainty, while the other five modal frequencies are used in order to validate
the updated model. For 11 out of the 20 modes we use mode correspondence through the MAC values
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to associate the experimentally identified and model predicted modal properties. It was found that the
i-th experimentally identified mode corresponds to the i-th mode predicted by the model. For modes
higher than 12 for which there no mode shape identified from experimental data, we match the modal
frequencies based only on the number of mode identified or predicted by the FE model, with modal
frequencies arranged in an ascending order.

4.1.1. Flexible-Soil Model

The prior distribution for the parameters are assumed to be uniform with bounds in the domain
[0.5, 1.5] × [0.5, 1.5] × [0.1, 1000] for the deck, pier and soil parameters respectively, and in the domain
[0.001, 1] for the prediction error parameter σω . The domain for the soil parameter was deliberately
chosen much larger in order to account for the large uncertainty in the values of the soil stiffness and
be able to explore the full effect of the soil stiffness on the model behavior.

Model updating results are obtained using the parallelized TMCMC algorithm [33,36] for the
bridge–soil FE model. The TMCMC is used to generate samples from the posterior PDF of the
structural model and prediction error parameters. These samples represent the posterior PDF and
therefore our updated state of knowledge about the parameters given the experimental data. After the
posterior samples are drawn the parameter uncertainty is propagated to the predictions of the first
20 modal frequencies of the bridge. This is done in order to check the fit of the updated model with
the experimental frequencies that were used to perform the model updating, but also with the next
five modal frequencies that were not included in the data set. In all TMCMC runs, the following
selection is made: TolCov = 1.0, β = 0.2 [33]. The number of samples used per TMCMC stage are
1000, resulting in a total runtime of approximately 10 minutes using the reduced 1.891 DOF model in a
8-core 3.20 GHz computer.

The TMCMC samples which represent the posterior PDF are visualized through their marginal
distributions and two-dimensional (2D) projections in Figure 3. The sample statistics are shown in
Table 2. The posterior parameter uncertainty is propagated through the model using the samples to
yield the robust model predictions of the lowest 20 modal frequencies. The fit is shown in Figure 4.
The predicted modal frequencies are normalized with respect to the experimentally-identified frequencies
for comparison convenience. Therefore, values close to 1 are close to the experimental frequencies.
The improvement achieved by the updated model compared to the nominal model is evident. For most
modes the experimental frequency lies within the predicted 5–95% interval or very close to it, and in all
cases the error is of the order of 3–4% which should be compared to the error of the nominal model which
is of the order of 10% to 20% for some modes. This is a strong indication of the need for model updating
in order to improve the accuracy and predictive capability of the updated model.

Regarding the parameters, it can be seen that the updated values of the deck and pier parameters
lie close to 1 as expected, and slightly below it. The mean values for the deck and pier stiffness
parameters are estimated to be approximately 0.95 and 0.98 times their nominal values with
uncertainties of the order of 5% and 12% respectively. From the (θ1 − θ2) 2D projection of Figure 3 it
is evident that a negative correlation exists between the deck and pier stiffnesses. This is reasonable
since an increase in the stiffness of the deck can be counterbalanced by a decrease in the stiffness of the
piers such that the modal frequency values are maintained, and vice versa.

As far as the updated soil stiffness is concerned, the only (but important) new information that is
acquired by the model updating is that its value can be arbitrarily large, as long as it exceeds a threshold.
The threshold value appears to be approximately 70 which is the minimum value that the updated soil
parameter can attain, as seen from its posterior marginal distribution in Figure 3. A value of 70 implies
a soil modulus of elasticity of 70 GPa which is more than double of the updated (and nominal) value
of the pier modulus of elasticity (34 GPa). The soil parameter can increase substantially above this
value without affecting the fit with the experimental data, that is, without causing any variation in
the predicted modal frequencies of the model. Considering that the uniform prior bound for the soil
stiffness was set to [0.1, 1000] it is obvious that lower values which would attribute to the soil some
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flexibility similar to that of the piers are not preferred. In addition, the large posterior uncertainty in
soil property indicates that the modal frequencies are insensitive to the values of the soil modulus of
elasticity for these high values of the soil property. This insensitivity is due to the low vibration levels
recording from ambient operational conditions of the bridge.

Figure 3. Posterior marginal distributions and 2D sample projections of model parameters. θ1: deck,
θ2: piers, θ3: soil, σ: prediction error, log-evidence = 2.527.
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Figure 4. Uncertainty propagation to the first 20 modal frequencies compared with the experimental
frequencies and nominal model predictions.
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Table 2. Quantiles of posterior samples for all parameters. The x% quantile for a parameter is defined
as the level that corresponds to x% of the values of the parameter over all TMCMC samples, arranged in
increasing order, to fall below this level.

θ1 θ2 θ3 σ

5% Quantile 0.919 0.844 70.428 0.044
50% Quantile 0.968 0.981 110.23 0.065
95% Quantile 1.029 1.115 150.20 0.105

4.1.2. Two-Parameter Stiff-Soil Model

The results obtained from the flexible-soil model suggest that the bridge appears to be fixed
to the ground and the modal properties predicted by the model are insensitive to the soil modulus
of elasticity. This leads to introducing a second model, which corresponds to eliminating the soil
parameter by fixing its value to a large value as suggested by its posterior marginal distribution of
Figure 3, simulating the very stiff soil conditions which were found from the first model. Therefore,
the new two-parameter model has as parameters the modulus of elasticity of the deck (θ1) and piers
(θ2), while the soil parameter is fixed to 100.

The posterior samples for the two-parameter model are visualized using their marginal
distributions and 2D projections in Figure 5. The sample statistics are shown in Table 3. The posterior
parameter uncertainty is propagated through the model using the samples to yield the robust model
predictions of the lowest 20 modal frequencies. The fit is shown in Figure 6. Note that in Figure 6
the predictions of the nominal model are closer to the experimental due to the increase of the soil
parameter to the fixed value of 100 in order to simulate the stiff-soil conditions, which led to an increase
of the modal frequencies of the nominal model. It can be seen that, as expected, the model updating
results both in terms of the updated values of the parameters and in terms of the fit with the data are
almost identical to the results obtained from the three-parameter model in Figure 4.

Figure 5. Posterior marginal distributions and 2D sample projections of model parameters. θ1: deck,
θ2: piers, σ: prediction error, log-evidence = 2.550.
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Table 3. Quantiles of posterior samples for all parameters.

θ1 θ2 σ

5% Quantile 0.908 0.835 0.044
50% Quantile 0.965 0.966 0.065
95% Quantile 1.022 1.108 0.108

This is also confirmed using the Bayesian model selection framework [38] to compute the evidence
p(D|Mi) for the two models, taking into account both the complexity of the models in the form of the
number of its parameters and the fit they achieve with the data in order to obtain a trade-off between the
two. The TMCMC algorithm provides the values of the evidence of each model as a by-product of the
algorithm. Therefore, by performing model updating on both models they can be easily compared using
their evidence values. The log-evidence for the three-parameter flexible-soil model was found to be 2.52,
which is slightly less than the evidence value 2.55 of the two-parameter stiff-soil model. Bayesian model
selection slightly rewards the stiff-soil model for having one less parameter than the flexible-soil model.
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Figure 6. Uncertainty propagation to the first 20 modal frequencies compared with the experimental
data and nominal model.

4.2. Model Updating Using Modal Frequencies and Mode Shapes

Next we also include the mode shapes into the dataset used for model updating. Both the
vector-based (Section 2.1.1) and the MAC-based (Section 2.1.2) formulations of the likelihood are
used to update the deck and pier model parameters of the two-parameter FE model. Regarding the
vector-based likelihood formulation, two cases of mode shape component correlation are examined,
namely the uncorrelated and exponentially correlated cases. For the exponentially correlated case,
two correlation lengths are examined: λr = 100 m and λr = 500 m for all r values.

A crucial aspect of the analysis is to examine the effect of the number of mode shape components
(sensors) used in the likelihood function on the model parameter uncertainty and uncertainty in
model predictions. In order to study this effect, five different sensor configurations are considered
with 8, 14, 26, 52, 105 measured DOF. For each configuration the sensors are selected to be uniformly
spread along the bridge deck. In addition, the configuration with a larger number of measured DOF
includes the measured DOF contained in configurations with smaller number of DOF. In this way,
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the information contained in the data of a configuration with a given number of measured DOF,
includes the information contained in the data of a configuration with smaller number of DOF. In each
sensor configuration case, half of the DOF are transverse (sensors measuring in the transverse direction)
and half are vertical. The longitudinal DOF were not included due to their negligible contribution in
the identified mode shapes compared to the transverse and vertical components. The transverse and
vertical DOF were selected to be in the same point, that is, eight DOF correspond to four different pairs
of transverse and vertical DOF in the same point. The case of 52 DOF corresponds to the complete set
of measured DOF in the one side of the bridge, while the case of 105 DOFs corresponds to measured
DOFs on both sides of the bridge. Due to the type of the vertical and transverse mode shapes, the mode
shape components at one side of the bridge provide exactly the same information as the mode shape
components at the opposite side of the bridge. So the case of 105 measured DOFs should not be
expected to provide additional information as compared to the case of 52 sensors.

Figures 7 and 8 show the posterior parameter uncertainty for the deck and pier parameters of the
model as a function of the number of sensors, for each case of likelihood formulation. The posterior
uncertainty for each parameter is shown in terms of the 5%, 50% and 95% quantiles of the marginal
posterior samples obtained from the TMCMC algorithm for the corresponding parameter.

It should be noted that the vector-based likelihood formulations for the mode shapes (uncorrelated
and the two exponentially correlated models with spatial correlation lengths of 100 and 500) result in a
steady reduction in the posterior uncertainty of both model parameters (deck and pier parameters),
as the number of mode shape components used in the likelihood is increased. This is in agreement
with the Bayesian theory of parameter estimation, which suggests that as the number of data points
used in the likelihood is increased the posterior uncertainty is reduced. Indeed, in the vector-based
formulations, the mode shapes are treated as vectors of size equal to the number of their used
components. Therefore, the total number of data points used in the likelihood is increased as we use
more of the identified mode shape components.

However, as more mode shape components are used, the locations of the sensors become
increasingly closer to each other. The shorter characteristic length corresponding to the lowest 10
identified mode shapes is approximately 130 m as one can observe from Figures A1–A4 of Appendix A.
As the number of sensors increase to 25 or higher, the shortest distance between sensors becomes a
fraction of the characteristic length of the identified mode shapes and so there is redundant information
contained in the measured mode shape data. In fact no new information is expected from sensors
placed at a distance that is sufficiently smaller than the characteristic length of a mode shape. Especially
in the case of 52 and 105 DOFs (which correspond to the entire set of identified mode shape components
in one side and both sides of the bridge) we do not expect the inclusion sensor information from the
second side to further reduce the posterior uncertainty. This is because the identified mode shape
components at the two sides of the bridge are almost identical, and therefore including the second side
does not provide any new information about the transverse and vertical mode shapes. The same holds
true to a lesser degree for the other cases of DOFs because the sensors are getting closer as we use
more of them and contain very similar information. So we would expect the posterior uncertainty to
initially reduce as we increase the number of sensors, but only up to a certain point, and then remain
practically constant as we include more sensors due to the redundant information provided from the
closely spaced sensors or sensors placed at opposite sides of the bridge.

This expected behavior is opposite to what is observed using the vector-based formulations of
the likelihood for the mode shapes. Even adding the sensors at the second side of the bridge (which
provide identical information with the sensors in one side) seems to further reduce the posterior
parameter uncertainty for both the deck and pier parameters. Correlated prediction error models have
been suggested to alleviate this situation, and have been successful in some cases, but these correlated
prediction error models are very difficult to postulate correctly in practice and could otherwise lead to
erroneous results [41].
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Figure 7. Deck parameter posterior uncertainty versus number of sensors. The MAC case corresponds
to the MAC-based likelihood formulation, while “uncorrelated”, “correlated 100” and “correlated 200”
cases correspond to vector-based likelihood formulations with exponential spatially correlated
prediction error given by Equation (8) with λr = 0, 100 and 200 respectively.

Figure 8. Pier parameter posterior uncertainty versus number of sensors. Description of curves as in
Figure 7.

A totally different behavior is observed under the MAC-based likelihood formulation for the mode
shapes. The posterior uncertainty does decrease at first, but then it stabilizes and is practically unaffected
by the inclusion of more sensors after some point. Specifically, we see that when the number of sensors
increase from 8 to 14 and 26, there is a reduction in the uncertainty, but after that point the uncertainty
gets stabilized and is not affected by doubling the number of sensors to 52 and eventually to 105. This
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happens because in the MAC-based formulation the mode shapes are not utilized as vectors, but as
scalar MAC values, reducing the effective number of independent data points for each mode shape to
one, instead of as many as the number of mode shape components. It is also important to note that the
overall parameter uncertainty is much larger compared to the vector-based formulations indicating that
no significant information gain occurs by further increasing the number of sensors.

A quantitative assessment is given in Table 4 which shows the 5–95% credible interval for
the posterior PDF of the deck and pier model parameters for different number of sensors under
the vector-based (uncorrelated) and MAC-based likelihood formulations. It can be seen that the
vector-based (uncorrelated) formulation keeps reducing the posterior uncertainty of the model
parameters as the number of sensors increase, whereas the uncertainty is maintained for the
MAC-based likelihood formulation for 26, 52 and 105 sensors.

Table 4. Deck and pier posterior uncertainty (90% credible interval) versus the number of sensors for
the vector-based (uncorrelated) and MAC-based formulations of likelihood.

NDOF Uncorrelated MAC

Deck Pier Deck Pier

8 0.070 0.087 0.104 0.241
14 0.056 0.083 0.100 0.216
26 0.041 0.064 0.091 0.190
52 0.032 0.045 0.088 0.191
105 0.021 0.033 0.087 0.186

Uncertainty Propagation to Modal Frequencies and MAC Values

The uncertainty in the model parameter values is propagated to modal frequencies in Figure 9 and
MAC values in Figure 10. Results are presented for the vector-based (uncorrelated) and MAC-based
formulations using 105 DOFs for the mode shapes (sensors on both sides of the bridge). The modal
frequency predictions in Figure 9 are normalized with respect to the experimental modal frequencies.

The larger posterior parameter uncertainties obtained with the MAC-based likelihood formulation
result in larger uncertainties in the predicted modal frequencies compared to the uncertainties predicted
by the vector-based (uncorrelated) likelihood formulation. The experimental frequencies are included
within the 5–95% credible intervals predicted by the MAC-based likelihood formulation for 10 out
of the 15 modes (the black horizontal line crosses the 5–95% interval except for 5 modes), while the
modal frequency predictions obtained from the uncorrelated model do not include the experimental
frequencies within the 5–95% credible intervals, except from only three modes (4-th, 6-th and 15-th
modes). Therefore, the predictions obtained from the vector-based likelihood formulation have more
error associated with them compared with those obtained from the MAC formulation, when checking
against the experimentally identified modal frequencies. Thus, the MAC-based likelihood formulation
has better predictive capabilities than the vector-based likelihood formulation, in the sense that the
predicted uncertainty bounds either fully contain or are closer to the experimental modal frequencies.

The predicted MAC values presented in Figure 10 have also larger uncertainties as expected
under the MAC formulation, but the difference is not as obvious as in the modal frequencies (except
for mode shapes 11 and 12 which have large uncertainties in their MAC value). The MAC values are
well above 0.95 (with the exception of mode shape 9 which has a MAC value of 0.88), indicating a
very close match between the experimental and model predicted mode shapes. Note that the MAC
values obtained from the nominal model (green circles in Figure 10) are contained within the credible
intervals of the vector-based likelihood formulation. This indicates that the mode shapes are highly
insensitive to changes in the values of the two model parameters. However, it was demonstrated that
inclusion of the mode shapes in the likelihood function does play an important role in the resulting
posterior uncertainty of the model parameters, thereby affecting the uncertainty in the predicted
modal frequencies.
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Figure 9. Posterior robust predictions for the modal frequencies normalized by the experimental modal
frequencies under the vector-based (uncorrelated) and MAC-based formulations for the likelihood.
Vertical lines (with three circles) for each mode number show the 5%, 50% and 95% quantiles.
The isolated green circles show predictions from the nominal FE model.

Figure 10. Posterior robust predictions for the mode shapes compared with the experimental mode
shapes using the MAC value, under the vector-based (uncorrelated) and MAC-based formulations for
the likelihood. Vertical lines (with three circles) for each mode number show the 5%, 50% and 95%
quantiles. The isolated green circles show predictions from the nominal FE model.

Based on the uncertainty results for the model parameters presented in Figures 7 and 8, it is
expected that the uncertainty in the modal frequencies and mode shapes presented in Figures 9 and 10
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will be unaffected for the MAC-based likelihood formulation when the number of sensors is reduced
from 102 to 54 or 27. However, for the vector-based likelihood formulation the uncertainty in the modal
frequencies and MAC values is expected to increase due to the increase in the parameter uncertainties
in Figures 7 and 8 when the number of sensors is reduced from 102 to 54 or 27.

5. Conclusions

A Bayesian framework was presented for FE model updating of structures using experimentally
identified modal frequencies and mode shapes. A novel way for including the mode shapes into the
likelihood formulation was proposed by assigning a probability model to the MAC values between
the experimentally identified and model predicted mode shapes, summarizing the information in the
mode shapes in scalar features instead of vectors as it is conventionally done in existing formulations.
The MAC-based likelihood formulation provides uncertainty bounds of the model parameters which
are consistent with expectations as the number of sensors increases, while the vector-based likelihood
formulation fail to properly account for the redundant information contained in the mode shape
components, especially for relatively closely spaced sensors. The merits of the new likelihood
formulation in relation to existing formulations were explored by updating the FE model of the
Metsovo bridge. A high fidelity FE element model of hundreds of thousand of DOF was developed
to accurately model the dynamic behavior of the bridge. TMCMC was used to perform the model
updating, while model reduction techniques were effectively employed to drastically reduce the
computational effort to manageable levels.

It was demonstrated that the model-updating results obtained from the MAC-based likelihood
formulation differ significantly from the ones obtained by classical vector-based likelihood
formulations. Specifically, the posterior parameter uncertainty was found to be stabilized as the
number of sensors in the mode shapes are increased or the distance between sensors is relatively less
than the characteristic lengths of the identified mode shapes, or as extra mode shape components (at the
opposite side of the bridge), containing redundant information, are added. In contrast, the uncertainty
in the model parameters for the classical vector-based likelihood formulation is decreasing as the
number of sensors increases, which is counter-intuitive since it does not take into account the
redundant information contained in measurements. This decrease in uncertainty is observed for
spatially uncorrelated and exponentially correlated prediction error models considered in this study.
Propagating the uncertainty in modal frequencies and MAC values, it is demonstrated that the
MAC-based likelihood formulation provides wider uncertainty bounds that contain the experimental
data. In contrast, the uncertainty bound predicted by the vector-based likelihood formulation fail to fit
the experimental data since there is a significant distance of the experimental data from the predicted
uncertainty bounds.
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Appendix A. Supplementary Data

Figure A1. Comparison between the experimentally identified (left column) and nominal FE model
predicted (right column) mode shapes of the Metsovo bridge. Modes 1–3.

Figure A2. Comparison between the experimentally identified (left column) and nominal FE model
predicted (right column) mode shapes of the Metsovo bridge. Modes 4–6.

Figure A3. Comparison between the experimentally identified (left column) and nominal FE model
predicted (right column) mode shapes of the Metsovo bridge. Modes 7–9.
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Figure A4. Comparison between the experimentally identified (left column) and nominal FE model
predicted (right column) mode shapes of the Metsovo bridge. Modes 10–12.
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Abstract: Monitoring and interpreting structural response using structural-identification
methodologies improves understanding of civil-infrastructure behavior. New sensing devices
and inexpensive computation has made model-based data interpretation feasible in engineering
practice. Many data-interpretation methodologies, such as Bayesian model updating and residual
minimization, involve strong assumptions regarding uncertainty conditions. While much research
has been conducted on the scientific development of these methodologies and some research
has evaluated the applicability of underlying assumptions, little research is available on the
suitability of these methodologies to satisfy practical engineering challenges. For use in practice,
data-interpretation methodologies need to be able, for example, to respond to changes in a transparent
manner and provide accurate model updating at minimal additional cost. This facilitates incremental
and iterative increases in understanding of structural behavior as more information becomes
available. In this paper, three data-interpretation methodologies, Bayesian model updating, residual
minimization and error-domain model falsification, are compared based on their ability to provide
robust, accurate, engineer-friendly and computationally inexpensive model updating. Comparisons
are made using two full-scale case studies for which multiple scenarios are considered, including
incremental acquisition of information through measurements. Evaluation of these scenarios suggests
that, compared with other data-interpretation methodologies, error-domain model falsification is
able to incorporate, iteratively and transparently, incremental information gain to provide accurate
model updating at low additional computational cost.

Keywords: probabilistic data-interpretation; Bayesian model updating; error-domain model falsification;
iterative asset-management; practical applicability; computation time

1. Introduction

Improving living conditions and a global trend in migration of population from rural to
urban centers result in increasing demand for civil infrastructure [1]. However, most present-day
infrastructure has been built in the second half of the twentieth century and is close to the end of
its designed service life. The deficit between demand and supply has been estimated to be USD
1 trillion in 2014 [2] and is increasing. Replacement of all aging infrastructure is unsustainable.
However, civil infrastructure are generally designed using conservative models and, thus, they may
possess reserve capacity beyond code requirements [3,4]. For quantification of such reserve
capacity, better understanding of structural behavior is needed. Thus, decision making regarding
asset-management actions such as repair, retrofit and replacement, is enhanced [5].
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Measurements of structural response can be interpreted using physics-based models in order
to enhance understanding of structural behavior. Increased availability and reduced cost of sensing
techniques [6,7] and computational tools [8] have made model-based data interpretation feasible.
However, all models are idealizations of reality [9]. Conservative modeling assumptions lead to large
uncertainty, with systematic and correlated errors at measurement locations [10]. Many researchers have
studied uncertainties that affect interpretation of civil-infrastructure response [11–13]. Improvement in
quantification of uncertainties can help improve accuracy of data interpretation.

Interpretation of measurements using a physics-based model is referred to as structural
identification. Due to the presence of uncertainties, structural identification, which is an abductive task,
is an ill-posed problem. Methodologies for solving such inverse problems have been studied by many
researchers [14–17]. In practical applications, residual minimization (also called model calibration) is
the most commonly used model-based measurement-interpretation method. For residual minimization,
optimal values of parameters governing model behavior are estimated by minimizing the residual
between model predictions and measurements [18]. Although popular among practicing engineers
due to its simplicity, residual minimization may provide inaccurate results [19]. An assumption made
by residual-minimization methods is that the difference between model predictions and measurements
is governed only by the choice of parameters [20]. This implies that systematic bias between the
approximate model and measurements is not taken into account during parameter estimation. In other
words, the difference between model predictions and measurements is assumed to be distributed as
zero-mean uncertainty forms [10,21–23].

Another methodology that has gathered much interest from the data-interpretation community
is Bayesian model updating (BMU). Traditionally, BMU employs an independent zero-mean Gaussian
likelihood function [24]. Model parameters, considered as probabilistic distributions are updated using this
likelihood function. Model-parameter combinations that provide predictions whose error with measurements
are low are attributed higher likelihood. Many developments over the traditional implementation of BMU
have been made to account for the presence of model bias [25–27]. However, mis-evaluation of systematic
bias and correlations leads to inaccurate estimation of model parameters [28–32].

Goulet and Smith [29] presented a multi-model data-interpretation methodology called
error-domain model falsification (EDMF). In EDMF, model-parameter instances are falsified when their
predictions are not compatible with measurements. Compatibility is determined based on falsification
thresholds that are computed based on the uncertainties affecting identification of parameter values.
Estimation of uncertainties involves information available from tests, guidelines and engineering
heuristics. EDMF has been shown to provide more accurate identification and predictions compared
with traditional BMU and residual minimization [29–32].

Data interpretation for asset management is an iterative task, with re-evaluations required
as new information becomes available. New information can be: new measurements; change in
uncertainty conditions; and new diagnostic information. Pasquier and Smith [33] presented an iterative
sequence-free data-interpretation framework using EDMF and highlighted the iterative nature of data
interpretation. A similar framework for post-earthquake assessment using EDMF was presented by
Reuland et al. [34]. Zhang et al. [35] developed a data-interpretation tool that employs BMU with the
goal of assisting asset managers. Except from these studies, most present day research in structural
identification has focused on damage detection within a sequential framework [36]. In addition, no
research is available that evaluates the usefulness of data-interpretation methodologies such as BMU
and residual minimization within iterative frameworks to assist asset managers faced with real-world
challenges. Model-based data-interpretation has the potential to enhance asset management strategies.
These strategies have been developed by many researchers using, for example, multi-criteria decision
making [37,38] and asset-performance metrics [39,40].

Application of model-based data-interpretation methodologies for full-scale structures presents
challenges such as unidentifiability [41] and, above all, constraints on computational cost [42].
Structural identification of full-scale structures, unlike laboratory experiments, are affected by
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environmental conditions such as wind [43] and temperature [44]. Moreover, numerical models
of full-scale structures are computationally expensive. Many researchers have suggested using
efficient sampling methods to alleviate constraints on computational cost. Residual minimization
has been implemented with optimization algorithms such as genetic algorithms [45], artificial bee
colony optimization [46,47], particle swarm optimization [48] and ant colony optimization [49] to
reduce computational cost. BMU has been implemented using Markov-Chain Monte Carlo (MCMC)
sampling [50], transitional MCMC sampling [51], and evolutionary MCMC sampling [52]. EDMF has
traditionally been implemented using grid sampling, which is computationally expensive [53].
Adaptive-sampling strategies such as radial-basis functions [54] and probabilistic global search
optimization [55] have been implemented to improve sampling efficiency for EDMF. While use of
these search methods decreases computational cost, their efficiency for use in an iterative framework
for data-interpretation has not been studied.

In this paper, several methodologies are compared based on their ability to efficiently incorporate
new information and changing uncertainty definitions to provide accurate structural identification.
Comparisons have been made using two full-scale bridge case studies to evaluate applicability of these
data-interpretation methodologies outside of well-controlled laboratory environments.

2. Model-Based Data-Interpretation for Asset Management

Model-based data interpretation of civil infrastructure is difficult due to many scientific and
practical challenges. To allow asset managers to exploit potential reserve capacity safely, accurate
interpretation of measurement data is necessary. In addition, civil infrastructure (such as bridges and
tunnels) form critical components in transportation networks. Their failure can cause loss of life and
cascading disruptions to economies due to loss of connectivity. Thus, in addition to accuracy, ease of
interpretation of data-interpretation results is imperative to asset managers.

In Figure 1, typical steps involved in using model-based data-interpretation is presented.
The sequence shown in the flowchart is general and a sequence-free framework for more specific
asset management tasks was presented by Pasquier and Smith [33]. In this paper, the steps involving
model-based data-interpretation and validation are discussed.

Model-based 
data interpretation

Site investigation
+

Sensing

Iterative
process

Predictions to assist
asset management

Validation
NO

YES

Figure 1. Flowchart detailing typical steps involved in use of model-based data-interpretation
methodologies for asset management.

In Figure 1, site investigations help collect data useful for modeling and understanding sources
of uncertainty. The task of sensing involves collecting data pertaining to structural response during
either a load test or in-service conditions.
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The task of model-based data-interpretation in Figure 1 consists of quantification of uncertainties,
determination of a model class for identification and use of measurement data to update the values of
parameters defined by the model class. Interpretation of measurement data may be carried out using
various methodologies and some of these are described in Section 2.1.

A key task that is generally absent in most applications of model-based data interpretation
is validation before making predictions. The validation task, subsequent to data interpretation
(see Figure 1), has been recommended to be carried out using a leave-one-out cross-validation strategy
in this paper. This is explained in Section 2.2.

Data interpretation, as shown in Figure 1, is iterative, especially as new information becomes
available over the service life of the structure. New information takes the form of new measurements,
improved understanding of uncertainties, improved understanding leading to a new model class,
etc. Lack of validation of data-interpretation results may also necessitate iterations. Therefore,
methodologies for data interpretation should be amenable to new information and flexible to changes.

In Section 2.1, data-interpretation methodologies that are available in the literature are
described. These methodologies make implicit assumptions regarding estimation and quantification
of uncertainties affecting structural identification. Methodologies also differ in the sampling strategies
used to obtain appropriate solution(s). Accuracy of these methodologies in interpreting measurement
data is dependant on the validity of assumptions. A leave-one-out cross-validation method to assess
accuracy and precision of data-interpretation is explained in Section 2.2. In this paper, a comparison of
data-interpretation methodologies based on iterative applications is presented. The objective of these
comparisons and validation checks are to help engineers select a suitable methodology to interpret
measurements using physics-based models.

2.1. Background of Data-Interpretation Methods

In this paper, four data-interpretation methodologies are compared with respect to their ability
to provide accurate identification and incorporate new information in an iterative manner. In the
following, the four methodologies are briefly introduced and their inherent assumptions are discussed.

2.1.1. Residual Minimization

In residual minimization, a structural model is calibrated by determining model-parameter values
that minimize the error between model predictions and measurements. A typical objective function
for residual minimization is shown in Equation (1).

θ̂ = argmin
θ

ny

∑
i=1

(
gi(θ)− ŷi)

ŷi

)2

(1)

In Equation (1), θ̂ is the optimum model-parameter set obtained using measurements and
gi(θ)− ŷi is the residual obtained between the model response, gi(θ), and measurement, ŷi, at
measurement location i.

Predictions with models updated using residual minimization are limited to the domain of data
used for calibration [56]. Therefore, calibrated model-parameter values may only be suitable for
predictions that involve interpolation [56] and not for extrapolation (predictions outside the domain of
data used for calibration) [19,20].

2.1.2. Traditional Bayesian Model Updating

Bayesian model updating (BMU) is a popular probabilistic data-interpretation
methodology [24,57,58] based on Bayes’ theorem. In BMU, prior information of model parameters, P(θ),
is conditionally updated using a likelihood function P(y | θ) to obtain a posterior distribution of model
parameters, P(θ | y), as shown in Equation (2).
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P(θ | y) =
P(y | θ) · P(θ)

P(y)
(2)

In Equation (2), P(y) is the normalization constant. P(θ) is the prior distribution of model
parameters, which indicates prior available knowledge regarding parameter values. The likelihood
function, P(y | θ), is the probability of observing the measurement data, y, for a specific set of
model-parameter values, θ. The most commonly used likelihood function is a L2-norm-based Gaussian
probability-distribution function (PDF), as shown in Equation (3).

P(y | θ) ∝ constant · exp
[
−1

2
(g (θ)− y)T Σ−1 (g (θ)− y)

]
(3)

In Equation (3), Σ is a covariance matrix that consists of variances and correlation coefficients
of uncertainties related to each measured location. In most applications of BMU, uncertainties at
measurement locations are assumed to be independent zero-mean Gaussian distributions [59–66].
In addition, the variance in uncertainty, σ2, is assumed to be the same for all measurement locations.
This leads the covariance matrix to be a diagonal matrix, with all non-zero terms being equal. However,
the assumption of a L2-norm-based Gaussian distribution for uncertainty [67] and uncorrelated
error [28] is rarely satisfied and may lead to a biased updated probability distribution [29,30,32].

2.1.3. Error-Domain Model Falsification

Error-domain model falsification (EDMF) is a data-interpretation methodology developed by
Goulet and Smith [29]. EDMF is based on the assertion by Popper [68] that models cannot be validated
by data; they can only be falsified. Model instances (instances of model-parameter values) are falsified
based on information from measurements. Model instances that are not falsified form a candidate set,
which is a subset of all possible parameter values based on the prior model parameter PDFs.

Generally, civil infrastructure are designed using conservative and simplified models. As a result,
engineering models possess significant model bias from sources such as simplification of loading
conditions, geometrical properties, material properties and boundary conditions. Extent of these
uncertainties can only be estimated using engineering heuristics and usually takes the form of bounds.

Let εmod,q be the modeling uncertainty and εmeas,q the measurement uncertainty, both at
a measurement location q. Let the structure be represented by a physics-based model, g(θ). The true
response of the structure at a measurement location is given by Equation (4).

yq + εmeas,q = Rq = gq (θ
∗) + εmod,q (4)

In Equation (4), gq (θ∗) is the model response at a measurement location q for the real values of
the model parameters, θ∗. yq is the measured response of the structure at measurement location q.
Rearranging the terms of Equation (4), a relationship among model response, g(θ), measurement, yq,
and uncertainties, εmeas,q and εmod,q, at location q is obtained, as shown by Equation (5).

gq (θ
∗)− yq = εmeas,q − εmod,q (5)

In Equation (5), the residual between model response, g(θ), and measurement, yq, at a sensor
location, q, is equal to the combined model and measurement uncertainty. Engineers make design
decisions based on predefined target reliability. Using the target reliability, φ, for identification,
the criteria for falsification, thresholds Thigh,q and Tlow,q, are computed using Equation (6).

φ1/m =
∫ Thigh,q

Tlow,q

fUc,q

(
εc,q
)

dεc,q (6)

In Equation (6), fUc,q

(
εc,q
)

is the PDF of combined uncertainty at measurement location q and
φ is the target reliability of identification. Thresholds, Thigh,q and Tlow,q, correspond to the shortest
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interval providing a probability equal to target reliability, φ. In Equation (6), the term 1/m is the
Šidák correction [69], which accounts for m independent measurements used in identification of model
parameters. In EDMF, compatibility of model predictions with measurements at each sensor location
is considered as a hypothesis, which can have false positives and negatives. Inclusion of false positives
as a candidate instance decreases precision of model updating, while falsely rejecting a model instance
could potentially lead to falsification of true parameter values. Šidák correction controls the error rate
such that the possibility of rejecting the true parameter values is lower than 1 − φ.

EDMF is traditionally carried out using grid sampling. In grid sampling, samples from prior
distribution of model parameters, θ, are drawn. If ns samples are drawn from the prior distribution of
each parameter, then these samples constitute a grid, which is called the initial model set (IMS). For ns

samples drawn from np parameters, the total number of model instances in the IMS is n
np
s .

Residual between model responses, g(θ), and measurements, y, are compared with the thresholds,
Tlow,q and Thigh,q. If the residual between model response and measurements lies within the thresholds
for all measurement locations, then the model instance is accepted. This criteria for falsification is
shown in Equation (7).

Tlow,q ≤ gq (θ)− yq ≤ Thigh,q q ∈ {1...m} (7)

If predictions for a model instance, θi, does not satisfy Equation (7) for even one measurement
location, then that model instance is falsified. All candidate model instances are considered
equally likely and, thus, assigned a uniform probability density. Candidate models are
used for making further predictions using the physics-based model with reduced parametric
uncertainty [30]. The EDMF methodology has been applied to more than 20 full-scale systems
since 1998 [4]. Recent applications include: model identification [70]; leak detection [71,72];
wind simulation [73]; fatigue life evaluation [74–76]; measurement-system design [77–80];
post-earthquake assessment [34,81]; damage localization in tensegrity structures [82]; and occupant
localization [83].

EDMF when compared with BMU and residual minimization has been shown to provide accurate
identification due to its robustness to correlation assumptions and explicit estimation of model bias based
on engineering heuristics [29–32]. Although grid sampling carries some advantages with respect to
practical applications and parallel computing, grid sampling remains computationally expensive [53].

2.1.4. Modified Bayesian Model Updating

To alleviate shortcomings of traditional BMU (see Section 2.1.2), a box-car likelihood function
is utilized for modified BMU, which is more robust to incomplete knowledge of uncertainties and
correlations than standard L2-norm-based Gaussian likelihood functions. The box-car likelihood
function is developed using an L∞-norm-based Gaussian likelihood function [67], which is defined as
shown in Equation (8).

L (y | θ) =

{
1/2σ∞ for μy − σ∞ ≤ g(θ)− y ≤ μy + σ∞,

0 otherwise.
(8)

In Equation (8), parameters of the likelihood function, μy and σ∞, are determined using Equations (9)
and (10).

μy =
Thigh + Tlow

2
(9)

σ∞ = Thigh − μy (10)

In Equations (9) and (10), Tlow and Thigh are the thresholds computed for EDMF using Equation (6)
for a target reliability of identification φd. Modified BMU using such a box-car likelihood distribution
has been shown to provide results similar to those obtained using EDMF [31,32].
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2.2. Practical Challenges Associated with Model-Based Data Interpretation

As stated before, data interpretation is an iterative task that requires exploring results and
re-evaluating results in light of new information regarding uncertainties or new measurements. In
addition, the task of data-interpretation may have to be repeated when identification results are found
to be inaccurate due to a wrong model class. Assessing accuracy is a challenge as knowledge of true
parameter values is unavailable. Accuracy can be approximated with cross-validation methods [84].
While enabling accuracy estimation, such validation strategies are limited to the domain of data used
for identification. Moreover, when these methods indicate that structural identification is inaccurate,
diagnostics are required to re-assess the assumptions made during identification.

Cross validation of structural-identification results can be conducted using several techniques,
such as leave-one-out, hold-out and k-fold. Hold-out and k-fold cross-validation require large
measurement datasets for identification and validation. In structural identification of civil
infrastructure, measurements are typically scarce with few sensors that provide information about
structural behavior. Thus, leave-one-out cross-validation is preferred over other strategies for
validating model-updating results.

In leave-one-out cross validation, observation from one sensor is omitted (left-out) and structural
identification is carried out using all remaining measurements. Updated model-parameter values
are then used to predict the model response at the omitted sensor. If the omitted measurement is
compatible with updated model predictions, then structural identification is concluded to be accurate
for that sensor location. This procedure is repeated by omitting each sensor separately in order to
assess accuracy at all measurement locations.

Consider that nm measurements are acquired during a load test. These measurements are used
for updating a physics-based model of the structure, g(θ), which has parameters θ = [θ1, θ2, ..., θnp ],
where np is the number of parameters. Prior to model updating, the initial prediction at a sensor
location j is given by Equation (11).

qj = gj (θ)+ εpred,j (11)

In Equation (11), gj (θ) is the model prediction at sensor j for model parameters θ and εpred,j is the
model error from sources such as parameters not considered in the parameter vector θ, uncertainty in
load and its position. The model-prediction distribution including model error before model updating
is qj.

Let measurement from sensor j be excluded from model updating of parameters θ to perform
leave-one-out cross-validation. The Sidâk correction for determining the threshold bounds, leaving one
sensor out, is 1

nm−1 . Model parameters, θ, are updated to obtain candidate model parameters, θ′′.
Model updating is performed using the four methodologies described in the previous sections.
The following equations apply directly to EDMF and modified BMU. For traditional BMU, they can be
calculated based on the 95th-percentile bound of the prediction distribution. Updated parameters, θ′′,
are provided as input to the physics-based model, g(θ′′), to predict the model response at the omitted
sensor, j, as shown in Equation (12).

q′′j = gj
(
θ′′
)
+ εpred,j (12)

In Equation (12), q′′j is the distribution of updated model predictions at sensor location j.
Depending on the uncertainties and relationships between model parameters and response,
the prediction distributions obtained using Equations (11) and (12) are irregular. They are assumed to
have uniform distributions based on the principle of maximum entropy. When bounds of the updated
distribution of model predictions include the measured value, which has been left out for model
updating, then identification is considered to be accurate.

Using leave-one-out cross validation, precision of structural identification can be quantified
in addition to accuracy. Precision is a measure of variability either in updated model-parameter
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distributions or model predictions. Using leave-one-out cross-validation precision is estimated using
the error between the updated model-prediction distributions and corresponding measurements.
The model-prediction distribution at sensor j before and after model updating is given by
Equations (11) and (12). The measurement at this sensor location is yj. The prediction error is the
residual between model predictions and measurement. The prediction error distribution at sensor j,
before and after model updating are uniform and their ranges are given by Equations (13) and (14).

Rj =
qj,max − qj,min

yj
(13)

R′′
j =

q′′j,max − q′′j,min

yj
(14)

In Equations (13) and (14), Rj and R′′
j are ranges of prediction-error distributions relative

to the measurement at sensor j before and after model updating. For nm cases of leave-one-out
cross-validation, nm prediction-error ranges before and after model updating are obtained.
Considering prediction-error ranges for all cases of leave-one-out cross-validation before and after
model updating, the precision index, ϕ, is defined as shown in Equation (15).

ϕ =
(μR − μR′′)

μR
(15)

In Equation (15), μR and μR′′ are the mean of prediction-error ranges, before and after model
updating, over all cases of sensors left out. Precision, ϕ, represents reduction in prediction error after
model updating and ranges from 0 to 1. Precision, ϕ, equal to zero implies no gain in information from
model updating. In such situations, μR is equal to μR′′ , implying that on average over all cases of
leave-one-out cross-validation, no reduction in prediction uncertainty is obtained. Precision index,
ϕ, equal to one implies perfect model updating wherein updated parameter and consequently the
prediction distributions have zero variability.

3. Full-Scale Applications

In this section, with the help of two full-scale case studies, the application of four
data-interpretation methodologies is compared. Comparisons are made with respect to their ability to
provide accurate identification and transparently and iteratively incorporate new information.

3.1. Ponneri Bridge

Ponneri Bridge, shown in Figure 2b, is a steel railway bridge located close to Chennai, India. It is
part of a system of bridges (see Figure 2a) built in 1977 that comprises a railway crossing over the
Arani river.

(a) System of bridges over the Arani river (b) Instrumented bridge (Ponneri)

Figure 2. (a) System of railway-bridges over the Arani river in Chennai; and (b) instrumented bridge
evaluated in this section, which is called Ponneri Bridge.
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The behavior of each bridge in this system is independent of the others. One of the bridges in this
system, referred to as Ponneri Bridge, is instrumented. This is the first bridge in the system for a train
entering from Chennai and heading north. The bridge has a span of 18.3 m and is composed of two steel
I-section girders, as shown in Figure 3. The two steel girders are connected through diagonal cross-bracing
with a spacing of 1.6 m, which provides the bridge with stiffness in the transversal direction.

18.3mA B

1.68m

X

X

0.63m

0.48m

1.88m

(a) Plan view of the Ponneri Bridge (b) Section X-X

Figure 3. (a) Plan view of the bridge; and (b) section X-X showing details of the two steel girders.

A finite-element (FE) model of the Ponneri Bridge was developed in Ansys [85]. In the model,
the steel girders were modeled using SHELL182 elements. Diagonal bracings (see Figure 3) connecting
the steel girders are modeled using BEAM188 elements. The bridge was modeled as simply supported
with perfect pin-conditioned support at end B (see Figure 3a) and a partially pin-conditioned support
at end A. At end A, the support was modeled to have infinite vertical stiffness with stiffness in
longitudinal direction (along the span) parameterized using zero-length spring elements, COMBIN14
(roller support). The bounds of this parameter, KA,z, was estimated using the FE model and is reported
in Table 1. Other than stiffness of support at end A in longitudinal direction, the Young’s modulus of
steel, Es, was parameterized. The bounds for Es, reported in Table 1, were conservatively estimated
based on the probabilistic model for modulus of elasticity of steel provided by Vrouwenvelder [86].

Using the FE model, strain measurements for the bridge were simulated at 16 locations, which are
shown in Figure 4. Use of simulated measurements helped compare accuracy of model updating for
various scenarios using four data-interpretation methodologies.

Table 1. Prior uncertainty distributions of parameters included in the FE model. The model parameters
were assumed to have a uniform distribution (U).

Parameter Distribution

Young’s modulus of elasticity of steel, Es (GPa) U(195, 215)
Longitudinal stiffness of support at end A, kA,z (log N/mm) U(3, 6)

1.275m 2.25m

A B

Strain gauge locations

8.3m 1.8m 1.8m

Figure 4. Location of strain gauges for which measurements were simulated using a FE model of the
Ponneri Bridge.
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When simulating measurements using the FE model, model bias was introduced by assigning
partial rotational rigidity to the boundary conditions at supports A and B. Other than the model bias
introduced, the values of model parameters, Es and kA,z, assigned to simulate measurements for two
conditions of the bridge are shown in Table 2.

Table 2. True values of model parameters Es and kA,z used to simulate measurements.

Condition Es (GPa) kA,z (log N/mm)

Before retrofit 210 4
After retrofit 210 7

The before-retrofit scenario in Table 2 is the present condition of the bridge. The bridge was then
assumed to be retrofitted by replacement of bearing at support A. The new bearing prevents translational
movement of the bridge, similar to the bridge bearing at support B. This was represented by increased
stiffness of the support A in the longitudinal direction in Table 2. For the two scenarios reported in Table 2,
measurements were simulated for a train passing over the bridge. The train was positioned on the bridge
such that it produces maximum strain at sensors close to mid-span, as shown in Figure 4.

Using the two scenarios of the Ponneri Bridge (see Table 2), the applicability of four
data-interpretation methodologies to provide accurate structural identification was compared.
As measurements were simulated, knowledge of the “true” parameter values helps assess identification
accuracy in the presence of systematic bias.

Identification of parameters, Es and KA,z, had to be carried out in the presence of uncertainty from
multiple sources, such as model bias (due to partial rotational stiffness of end conditions) and sensor
noise (added to measurements). Estimations of these uncertainties are shown in Table 3.

The two sources of uncertainties shown in Table 3 were combined using Monte Carlo sampling to
determine the updating criteria for traditional BMU, modified BMU and EDMF. For traditional BMU,
a zero-mean L2-norm-based Gaussian likelihood function as defined by Equation (3) was developed.
Falsification thresholds for EDMF were calculated using Equation (6). L∞-norm-based Gaussian
likelihood function for modified BMU was developed using Equations (8)–(10). Using the Ponneri
case study, the four data-interpretation methodologies were compared with respect to their ability
to provide accurate structural identification as well as their amenability to incorporate changes in
uncertainty definitions with respect to four identification scenarios, as shown in Table 4.

Table 3. Distribution of uncertainty sources affecting structural identification. Uncertainties were
estimated relative (%) to design model predictions.

Scenario Model Bias Measurement Uncertainty

1 U(−38, 2) N(0, 2)
2 U(−40, 8) N(0, 2)

Table 4. Cases of structural identification considered for comparison of four data-interpretation
methodologies.

Scenario Condition Description

1 Before retrofit Without model bias
2 Before retrofit With model bias
3 After retrofit (replacement of bearing) Without re-evaluating prior PDFs
4 After retrofit After re-evaluating prior PDFs
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3.1.1. Scenario 1: Structural Identification before Retrofit, Ignoring Model Bias

Structural identification of Es and kA,z was conducted with measurements recorded before retrofit
of the Ponneri Bridge. The first iteration of data interpretation was carried out without taking into
account model bias (Scenario 1 in Table 4).

For EDMF, an initial grid of model instances was generated based on the prior distribution of
model parameters (see Table 1). A total of 273 model instances (13 kA,z instances multiplied by 21 Es

instances drawn from the prior parameter distributions) were generated and provided as input to
the FE model. Model instances whose responses were compatible with measurements at all sensor
locations were accepted as part of the CMS. Falsification thresholds obtained by ignoring the model
bias falsified all model instances. Thus, the model class is falsified. Falsification of the entire model
class indicates mis-evaluation of uncertainties.

Modified BMU was conducted with a boxcar-shaped likelihood function (see Equation (8)).
Samples from the joint posterior PDF of model parameters were drawn using MCMC sampling.
The starting point was determined using MC sampling. Without taking the model bias into account
in development of the likelihood function, after 1000 MC samples, no starting point was obtained,
which suggests rejection of the model class by modified BMU, in a similar way to EDMF.

Traditional BMU was conducted with a zero-mean Gaussian likelihood function, without taking
into account the model uncertainty. The posterior PDF thus obtained was precise and biased
from the true parameter values used to simulate the measurements. Similar to traditional BMU,
residual minimization returned parameter values, 215 GPa and 4.5 log N/mm, as optimal. These
values were inaccurate and biased from the true parameter values (see Table 2).

3.1.2. Scenario 2: Structural Identification before Retrofit, Considering Model Bias

Based on diagnostics obtained using EDMF and modified BMU, data-interpretation was repeated
by including model bias (Scenario 2 in Table 4). EDMF, with re-calculated falsification thresholds and
without requiring any new simulations, provided the CMS shown in Figure 5a.

Modified BMU was repeated by taking into account the model bias. Due to limitations on
computational cost in using a FE model of a full-scale bridge, only 500 samples were drawn using
MCMC sampling. A scatter plot of the samples drawn from the joint posterior PDF of model
parameters, Es and kA,z, is shown in Figure 5b.

Traditional BMU was also repeated with a zero-mean Gaussian likelihood function using MCMC
sampling (500 samples). A scatter plot of the samples drawn is shown in Figure 5c.
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Figure 5. Samples from updated parameter distributions obtained using: (a) EDMF; (b) modified BMU;
and (c) traditional BMU before retrofit of the Ponneri Bridge.
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In Figure 5, the values of parameters used to simulate measurements are also shown for
comparison. For EDMF and modified BMU, the “true” parameter values lie within the updated values
of model parameters obtained, as shown in Figure 5a,b. However, for traditional BMU, the updated
posterior distribution of model parameters does not include the “true” parameter values (see Figure 5c).
Therefore, EDMF and modified BMU provide accurate structural identification for the Ponneri Bridge
before retrofit actions, while traditional BMU does not. Since uncertainties were ignored in residual
minimization, it was not repeated for changes in estimation of uncertainties.

3.1.3. Scenario 3: Structural Identification after Retrofit, without Re-Evaluating Prior
Parameter Distributions

Simulated measurements after retrofit were used for structural identification using the four
data-interpretation methodologies (Scenario 3 in Table 4). Replacement of the bearing at support A
increased the stiffness of the support in longitudinal direction. The parameter values used to simulate
the bridge response (see Table 2) lie outside the bounds of the prior distribution of model parameter
kA,z (see Table 1). Therefore, EDMF falsified the entire model class, which implies either uncertainty or
other assumptions have to be re-evaluated. Similar to EDMF, modified BMU failed to find a starting
point, which suggests that no parameter values from the prior distribution of model parameters have
a non-zero likelihood.

Traditional BMU using MCMC sampling found a starting point and identified a posterior with
low variability (high precision). As uncertainties affecting structural identification were not changed
compared with Scenario 2, this precision was not due to decrease in uncertainty rather mis-evaluation
of the prior distributions of model parameters, which have to be re-evaluated.

EDMF, in addition to falsifying the model class, provided diagnostics to re-assess the uncertainty
definitions. A comparison of rejected model predictions at all sensor locations with falsification thresholds
suggests that the prior distribution of model parameters have to be re-evaluated. Moreover, the error
between model response and the thresholds is not the same at all sensor locations, suggesting a systematic
source of uncertainty. The only systematic uncertainty source in the model class is KA,z and the prior
distribution of this parameter was modified to be uniform with bounds [3, 8] log N/mm.

3.1.4. Scenario 4: Structural Identification after Retrofit, after Re-Evaluating Prior
Parameter Distributions

Model parameters were identified with new prior distributions using the four data-interpretation
methodologies. The updated parameter distributions obtained using the three probabilistic
data-interpretation methodologies are shown in Figure 6 (Scenario 4 in Table 4).

In Figure 6, a scatter plot of samples from the updated parameter distributions is shown.
Using post-retrofit measurements of the Ponneri Bridge, all three probabilistic data-interpretation
methodologies provided accurate updated parameter distributions. Residual minimization provided
215 GPa and 7 log N/mm as optimal parameter values, which were biased from the “true” parameter
values (see Table 2).

To summarize, EDMF and modified BMU provide accurate model updating for all scenarios,
before and after retrofit (Cases 1–4 in Table 4). Traditional BMU (considering 95th percentile bounds)
provided accurate identification only post-retrofit with appropriate estimation of priors (Case 4 in Table 4).
Residual minimization did not provide accurate model updating for any scenario. The various data
interpretation scenarios were typical iterations due to unsuccessful validation, as described in Figure 1.
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Figure 6. Samples from updated parameter distributions obtained using: (a) EDMF; (b) modified BMU;
and (c) traditional BMU after retrofit of the Ponneri Bridge.

3.1.5. Interpretation of Identification Results

Residual minimization is the most commonly used data-interpretation methodology in practice,
due to the simplicity of updating criteria (calibration) and ease of result interpretation (single optimal
values). However, residual minimization is unable to provide accurate model updating in presence of
large modeling uncertainties. Probabilistic data-interpretation methodologies account for the presence
of modeling uncertainties, thereby improving accuracy, sometimes at the cost of transparency in
understanding model-updating results.

EDMF provides a set of candidate models that are compatible with measurements. Modified BMU
provides a bounded joint posterior PDF. Thus, posterior obtained using modified BMU can also
be interpreted as updated bounds on model parameters, similar to those obtained using EDMF.
Traditional BMU using uniform priors and a L2-norm-based Gaussian likelihood function provides
an informed (not uniform) joint PDF as posterior. The normality of the posterior PDF is dependent on
the information gained from measurements. In Figure 7, a comparison of results obtained from model
updating using the three probabilistic methodologies for parameter KA,z is shown.

In Figure 7a, updated bounds of the parameter KA,z obtained using EDMF are highlighted.
Using these bounds, an engineer is able to interpret the structural behavior for making further
predictions to assist asset-management. For example, the updated bounds in Figure 7a indicate that
the boundary-condition stiffness (in longitudinal direction) is low, thus the engineer can assume the
structure to have a roller support. With this assumption, an engineer is able to make predictions with
appropriate additional uncertainty from updated parametric variability. Modified BMU also provides
updated bounds of the parameter KA,z, as shown in Figure 7b.

Traditional BMU, unlike EDMF and modified BMU, provides an informed posterior PDF, as shown
in Figure 7c, where the marginal posterior PDF of model parameter KA,z is highlighted. However,
informed PDFs do not directly assist engineers in interpreting results with respect to their physical
meaning. Post-processing of results, such as calculation of MAP or 95th-percentile bounds, is necessary
for engineers to interpret the physical meaning of interpretation results. With such post-processing,
the engineers can determine physical meaning of results obtained from model updating and
subsequently use them to make further predictions. In addition, as shown in Figure 7, traditional
BMU does not provide accurate identification of the parameter, KA,z. An updated understanding of
structural behavior, provided as bounds, helps engineers decide upon model-parameter values to be
chosen for further predictions in a transparent manner and also reduce computational cost.
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Figure 7. Updated knowledge of parameter KA,z obtained through structural identification with
measurements before retrofit actions (Case 2 in Table 4). EDMF and modified BMU provide updated
bounds for parameter KA,z, while traditional BMU provides an informed (inaccurate) marginal PDF of KA,z.

3.1.6. Comparison of Computational Cost

While EDMF and modified BMU provide compatible model updating, EDMF with grid sampling
is more efficient than modified BMU in incorporating changing uncertainty definitions, such as changes
to combined uncertainty estimation and prior parameter distributions.

Grid-sampling based model instances for EDMF were simulated using parallel computing. For the
pre-retrofit scenario (Scenario 1 in Table 4), a grid of 273 model instances (IMS) was discretized into
four groups and each group was simulated with a different core. Predictions from model instances
were evaluated for compatibility with measurements using EDMF to obtain a CMS. Pre-retrofit,
the first estimate of uncertainty without including model bias (Scenario 1 in Table 4), falsified all
273 model instances. As discussed in Section 3.1.1, this provides diagnostics to re-evaluate uncertainties
and include model bias. Including model bias (Scenario 2 in Table 4), 127 model instances from
273 model instances were accepted into the CMS (see Figure 5a). Post-retrofit, no model instance
from the IMS were found to be compatible with the new set of measurements (Scenario 3 in Table 4).
This provides diagnostics to re-evaluate the prior distribution of model parameter KA,z, as explained
in Section 3.1.3. Due to change in prior distribution of model parameter KA,z, 168 new model instances
were added to the IMS, as shown in Figure 8 (Scenario 4 in Table 4). Only the additional model instances
were evaluated again to obtain a new CMS using EDMF. CMS after changing prior distribution of
model parameter KA,z contains 40 model instances. Thus, using EDMF with grid sampling helps
save significant computational cost when iterative evaluations of uncertainty conditions and prior
distribution of model parameters are required.

Modified BMU and traditional BMU were carried out in this study using MCMC sampling without
parallel computing. MCMC sampling and other adaptive sampling strategies utilize assumptions
of the posterior form of the solution space to improve efficiency of sampling. However, changes to
prior distributions or uncertainty estimations (likelihood function) alter the solution space and, thus,
require a complete re-start. This significantly increases computational cost when data interpretation
has to be carried out iteratively. A comparison of the cumulative computational cost incurred in
applying these methodologies for multiple scenarios of identification is shown in Figure 9.
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Figure 9. Comparison of computational cost. The simulations were carried out on a Intel(R) Xeon(R)
CPU X5650 @2.67GHz processor with 24 cores.

Figure 9 shows the cumulative computational cost incurred related to the three probabilistic
data-interpretation methodologies. As EDMF with grid sampling does not require a complete re-start
between iterations of identification and can be carried out using parallel computing, it incurs the lowest
computational cost. Modified and traditional BMU incur much higher computational costs due to repeated
re-starts that increase evaluations required using computationally expensive physics-based models.

A key aspect that is not included in Figure 9 is the computational cost incurred in appropriately
carrying out MCMC sampling for modified and traditional BMU. For MCMC sampling, the
computational cost depends upon user-defined step-sizes, which affect acceptance rate and number of
accepted samples to be simulated. If after obtaining a pre-defined number of samples from the joint
posterior PDF, the variance of the PDF is not consistent (convergence criteria), then sampling has to be
re-started. User-defined inputs of MCMC sampling are dependent upon the solution space and vary
between cases. Their values have to be determined based on heuristics, following a trial-and-error
process. Each iteration of trial-and-error adds to the computational cost and makes their application
in practice challenging. Although grid sampling with EDMF is computationally expensive,
a parallel-computing environment can reduce computation time efficiently for a small number of
parameters. In addition, grid sampling is capable of transparently and efficiently incorporating changes
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that make data interpretation an iterative task, as samples are independent of likelihood functions and
other assumptions.

3.2. Crêt de l’Anneau Bridge, Switzerland

In this study, the Crêt de l’Anneau Bridge, shown in Figure 10, was investigated using deflection
measurements recorded during a load test. The Crêt de l’Anneau Bridge, built in 1969, is part of Route
de la Promenade close to Neuchatel (Switzerland). Deflection measurements collected during a load
test on this bridge were utilized to updated a FE model of the bridge.

Figure 10. Crêt de l’Anneau Bridge near Neuchatel (Switzerland).

The Crêt de l’Anneau Bridge is a steel-concrete bridge with nine spans, as shown in Figure 11a. The
first and last spans, noted in the figure as Spans 0 and 8, connect the bridge to the roadway. Each of the
bridge spans, denoted I to VII in Figure 11, have a length of 25.6 m. The bridge is curved, as shown in
Figure 11a, and the total length of the bridge along the inner arc is 195 m. In the bridge, 5 m after support
of each span, there is a Gerber joint (Figure 11a). Measurements were carried out with deflection sensors
at the middle of Spans II and IV, for which cross-sections and sensor locations are shown in Figure 11b.
Deflections were recorded under a load test, during which a truck of 40 ton was driven over the bridge in
a traffic lane (Neuchatel to Travers direction) at 10 km/h. Let the sensors in Span II be numbered S1–S5
and Span IV be numbered S6–S10. Data from sensors S1–S5 when the truck is at the middle of Span II
and S6–S10 when the truck is at middle of Span IV were utilized for model updating.

To interpret measurements recorded during the load test, a FE model of the bridge was developed
in Ansys [85]. In the FE model, the concrete deck, the two main steel girders and intermediate
transversal beams were modeled using shell elements. The concrete deck, as shown in Figure 11b, has
a complex geometry, which was simplified in the model to have a constant thickness. The stiffness
of Gerber joints and connectors between deck and girder in longitudinal (in direction of traffic) and
transversal (perpendicular to direction of traffic) directions were parameterized using zero-length
linear spring elements. The stiffness of supports (excluding those at ends of special spans, totaling
eight supports) were parameterized in vertical and longitudinal directions. The concrete deck was
modeled as homogeneous with the material model defined by the Young’s modulus of concrete, which
was included as a parameter in the FE model. The Young’s modulus of steel was also included in the
FE model as a parameter. The prior distributions of parameters included in the FE model are shown in
Table 5.
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Figure 11. (a) Elevation of Crêt de l’Anneau Bridge; and (b) cross-section of a typical span, showing
the location of deflection sensors placed on Spans II and IV.

Table 5. Parameters included in the FE model and their prior probability distributions.

Description Units Distribution

Stiffness of supports (longitudinal) log N/mm U(3.5, 5.0)
Stiffness of supports (vertical) log N/mm U(3.5, 5.5)

Young’s modulus of steel GPa U(190, 220)
Young’s modulus of concrete GPa U(30, 50)

Gerber joint (longitudinal) log N/mm U(4.0, 6.0)
Deck to girder connection (longitudinal) log N/mm U(4.0, 5.5)

After a preliminary sensitivity analysis, six primary parameters were chosen for identification:
stiffness of deck-to-girder connection, vertical support stiffness at supports of Spans II and IV
(see Figure 11) and horizontal connection stiffness at the Gerber joints. The primary parameters and the
corresponding initial parameter ranges are reported in Table 6. Ten equidistant samples were drawn from
each primary parameter to obtain an initial grid of parameter combinations with 106 instances.

Parameters that were not retained as primary parameters to identify, such as Young’s modulus of
reinforced concrete and steel as well as rotational and horizontal stiffness of supports, were considered
secondary parameters. Additional uncertainty arising from omitting these parameters was estimated
using the FE model with Monte-Carlo sampling (see Table 7).

Evaluating a large parameter space (six parameters) using a computationally expensive FE model
is time consuming. Thus, surrogate models were developed to predict response at sensor locations.
The surrogate-modeling strategy employed here is Gaussian process regression, which provides
precise surrogate models that are trained using a dataset generated with the FE model, wherein the
primary parameters are varied within the bounds of their prior distribution. Uncertainty from use of
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surrogate models was determined using a second validation dataset. The uncertainty arising from
using surrogate models was quantified as uniform, as shown in Table 7.

Table 6. Primary parameters with their parameter ranges (prior distributions) for the Crêt-de-l’Anneau
bridge.

Parameter Description Units Range

θ1 Deck-to-girder connection stiffness (longitudinal) log (N/mm) U(4.0,5.5)
θ2 Vertical stiffness support A log (N/mm) U(3.5, 5.5)
θ3 Vertical stiffness support B log (N/mm) U(3.5, 5.5)
θ4 Vertical stiffness support C log (N/mm) U(3.5, 5.5)
θ5 Vertical stiffness support D log (N/mm) U(3.5, 5.5)
θ6 Gerber joint stiffness (longitudinal) log (N/mm) U(4.0, 6.0)

Table 7. Secondary (%) and surrogate modeling (mm) uncertainty at each sensor location.

Source Distribution

Model bias (%) U(−5, 15)
Secondary parameters (%) U(−1.5, 0.5)

Surrogate model (mm) U(−0.1, 0.1)
Measurement (mm) M(0, 0.15)

Other sources of uncertainty affecting identification are also shown in Table 7. Model bias arises
from assumptions made during model development such as geometry of the concrete deck and supports.

Three scenarios for data-interpretation were performed using data from the two load tests to highlight
strengths and shortcomings in practical applications of four data-interpretation methodologies:

• Scenario 1: Deflection measurements at five locations (S1–S5) were used and model uncertainty
was ignored.

• Scenario 2: Deflection measurements at five locations (S1–S5) were used and model uncertainty
was taken into account.

• Scenario 3: Deflection-measurements at 10 locations were used and model uncertainty was taken
into account.

3.2.1. Structural Identification (Scenario 1: Ignoring Model Bias)

The first data-interpretation scenario involved deflection measurements from five sensors
distributed in the transverse direction of one longitudinal location at Span II (see Figure 11). In this
scenario, model uncertainties (model bias and surrogate-model uncertainty) were ignored when
deriving combined uncertainties. In other words, combined uncertainty was under-estimated.

Using EDMF, all 106 parameter combinations were falsified as they produce residuals between
measured and predicted deflections that do not comply with Equation (6) for all five measured
locations. This indicates that either choice of model parameters and their ranges is erroneous or that
uncertainty is under-estimated, as is the case here. In a similar way, modified BMU failed to find
a starting point for 2000 randomly selected parameter combinations. Both methods led to the same
conclusion that model predictions are incompatible with measurements, given the estimated combined
uncertainties. However, modified BMU reached the conclusion with shorter simulation time.

Although uncertainties were under-estimated, traditional BMU provided updated parameter
values. Unlike EDMF and modified BMU, traditional BMU does not involve thresholds and, thus, no
strict delimitation of acceptance and rejection regions exists. Updated parameter values for traditional
BMU are reported in Table 8. When comparing maximum a-posteriori (MAP) estimate with initial
parameter values (see Table 6), vertical stiffness of supports 3 and 4 were estimated to be high while
the one of supports 1 and 2 was intermediate. The 95th-percentile bounds on parameter marginals
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indicate that parameter uncertainty remains high for stiffness of supports 1 and 2, not located near the
measured Span 4. Residual minimization carried out using grid sampling provided a single parameter
instance as optimal, which is reported in Table 8.

Table 8. Updated parameter ranges (posterior distributions) for Scenario 1. mBMU failed to find a starting
point, while EDMF falsified the entire initial model set. MAP refers to the maximum a-posteriori estimate.

Parameter RM tBMU mBMU EDMF

θ1 5.5 [5.1, 5.5], MAP = 5.5 - -
θ2 5.5 [3.6, 5.4], MAP = 4.8 - -
θ3 5.5 [3.7, 5.4], MAP = 4.8 - -
θ4 5.5 [4.8, 5.5], MAP = 5.4 - -
θ5 5.5 [4.9, 5.5], MAP = 5.4 - -
θ6 5.8 [4.8, 6.0], MAP = 5.7 - -

A powerful tool to assess accuracy and precision of parameter-updating results is leave-one-out
cross validation, as discussed in Section 2.2. Using MCMC sampling, the updated parameter
distributions were conditioned upon the likelihood function and the measurements. However,
when leaving out a sensor, the dimensionality of the likelihood function changed: instead of five
dimensions, it only had four dimensions. Thus, when sequentially leaving out all sensors locations,
five new runs of traditional BMU needed to be performed, which increased computation time
significantly. The results in terms of accuracy and average precision of traditional BMU over all
five sensors are reported in Table 9. While high precision was achieved (resulting from low uncertainty
values), accuracy was not validated for any sensor location using leave-one-out cross validation and
95th-percentile bounds of predictions. This indicates as well that uncertainties were under-estimated
or that assumptions of the likelihood function, such as no correlation, were not appropriate. However,
to reach to this conclusion, important simulation time was needed. Residual minimization, which
provides a single optimal parameter instance, did not provide accurate deflection predictions at the
sensor left-out for three out of five leave-one-out cases. A single parameter instance was precise, with
a φ value of 1. The accuracy and precision for residual minimization is reported in Table 9.

Table 9. Accuracy and precision established using a leave-one-out cross-validation approach. For
mBMU and EMDF, the entire model class was rejected and, thus, no updated parameter values could
be validated. For tBMU, absence of accuracy indicates that uncertainties were mis-evaluated.

Leave-One-Out Cross-Validation RM tBMU mBMU EDMF

Accuracy No No - -
Precision 1 0.96 - -

3.2.2. Structural Identification (Scenario 2: Five Measurement Locations)

While still involving deflection measurements at five locations, Scenario 2 implicitly took into
account model uncertainty. Despite uncertainties still being centered on 0 for traditional BMU, the
increase in variance translated to a change in MAP estimates, as can be seen by comparing updated
values of Scenario 2, which are reported in Table 10, with updated values of Scenario 1 (Table 8).
Residual minimization results do not change from Scenario 1 as uncertainties in identification were
not considered in search for optimal parameter values.

EDMF and modified BMU did not provide informed posterior distributions and, thus, all values
were considered equally likely. As can be seen from the identified values (Table 10), parameter
uncertainty for vertical of supports 1 and 2, θ2 and θ3, was not reduced, as measurements were
taken at Span 4, which is far from supports 1 and 2. Updated results of modified BMU and EDMF
were equivalent, which underlines compatibility of the two data-interpretation methodologies. Grid
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sampling used for EDMF ensured that the complete parameter space was explored and, thus, updated
range for parameter θ6 was larger than for modified BMU.

Table 10. Updated parameter ranges (posterior distributions) for Scenario 2.

Parameter RM tBMU mBMU EDMF

θ1 5.5 [4.9, 5.5], MAP = 5.4 [4.8, 5.5] [4.8, 5.5]
θ2 5.5 [3.5, 5.2], MAP = 4.0 [3.5, 5.5] [3.5, 5.5]
θ3 5.5 [3.5, 5.4], MAP = 4.6 [3.5, 5.5] [3.5, 5.5]
θ4 5.5 [4.6, 5.5], MAP = 5.4 [4.4, 5.5] [4.4, 5.5]
θ5 5.5 [4.7, 5.5], MAP = 5.4 [4.6, 5.5] [4.6, 5.5]
θ6 5.8 [4.3, 6.0], MAP = 5.8 [4.3, 6.0] [4.0, 6.0]

Leave-one-out cross validation, when performed over all measured locations allows engineers
to assess accuracy and precision of model updating. This step reduces the risk of wrong parameter
updating that can lead to wrong predictions when extrapolation is performed. Figure 12 contains
leave-one-out cross validation for separately leaving out each of the five sensor locations (δ1 to δ5)
for all three probabilistic data-interpretation methodologies. Predictions at left-out sensor locations
indicate that updated model parameters led to accurate predictions for all five measurements when
either EDMF or modified BMU was used. Again, the prediction ranges from EDMF and modified BMU
were the same for all five measurements, which underlines that the two methodologies are equivalent
in terms of parameter updating.

However, when traditional BMU was used, the measurement fell outside the 95th-percentile
bounds for sensors 1 and 2. This indicates that estimated uncertainty values or distributions were
not compatible with the model class. Thus, as shown in Table 11, accuracy was verified for EDMF
and modifed BMU and not for traditional BMU with independent zero-mean likelihood functions.
However, precision was higher when using traditional BMU (see Table 11). In addition, MAPs that
were provided by traditional BMU are biased with respect to measurements (see Figure 12).
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Figure 12. Leave-one-out cross validation for the five deflection measurements used in Scenario 2.
mBMU and EDMF were accurate for all five measurements, while the measurements fell outside
95th-percentile bounds for deflection δ1 in the case of tBMU.
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Table 11. Accuracy and precision established using a leave-one-out cross-validation approach for
Scenario 2.

Leave-One-Out Cross Validation RM tBMU mBMU EDMF

Accuracy No No Yes Yes
Precision 1 0.84 0.74 0.74

3.2.3. Structural Identification (Scenario 3: 10 Measurements Locations)

For the third scenario, the assumptions were the same as for previous Scenario 2 with deflection
measurements at five additional locations (see Figure 11). As discussed in Section 3.2.4, additional
measurements resulted in a higher dimensionality for the Bayesian likelihood function and, thus,
MCMC simulations needed to be re-initiated. Grid-sampling-based application of EDMF offered more
flexibility and only candidate models from Scenario 2 needed to be re-evaluated with respect to the
new measurement locations, δ6 to δ10.

Updated parameter values for the four data-interpretation methodologies are provided in Table 12.
For traditional BMU, MAP of parameters changed again with respect to Table 10, even for parameters
that had little influence at newly added measurement locations. For all three methodologies, parameter
uncertainty related to stiffness of supports 1 and 2, θ2 and θ3, was reduced. As the new measurements
were taken in the span between these two supports, this result was expected.

In a similar way to the previous scenario, leave-one-out cross validation led to rejection of updated
results for traditional BMU (see Table 13). Although standard deviations of the Gaussian likelihood
functions were taken to be compatible with the combined uncertainty (used to derive thresholds for
EDMF and modified BMU), the distribution was zero-mean and independence between measurement
locations was assumed. Thus, updated parameter values may lead to inaccurate identification if these
conditions were not met. Again, precision was higher for traditional BMU than for other methods.
This was expected since EDMF and modified BMU sacrifice precision in order to be robust with respect
to biased and correlated error sources. Residual minimization provides precise (single parameter
instance) albeit inaccurate model updating as uncertainties affecting structural identification and
correlation between measurement locations were not taken into consideration.

Table 12. Updated parameter ranges (posterior distributions) for Scenario 3 involving deflection
measurements at ten locations.

Parameter RM tBMU mBMU EDMF

θ1 5.5 [5.0, 5.5], MAP = 5.4 [5.0, 5.5] [5.0, 5.5]
θ2 5.5 [4.6, 5.5], MAP = 5.4 [4.6, 5.5] [4.6, 5.5]
θ3 5.5 [4.8, 5.5], MAP = 5.3 [4.8, 5.5] [4.8, 5.5]
θ4 5.5 [4.5, 5.5], MAP = 5.3 [4.4, 5.5] [4.4, 5.5]
θ5 5.5 [4.6, 5.5], MAP = 5.3 [4.5, 5.5] [4.6, 5.5]
θ6 5.8 [5.0, 6.0], MAP = 5.9 [4.8, 6.0] [4.4, 6.0]

Table 13. Accuracy and precision established using a leave-one-out cross-validation approach
for Scenario 3, involving ten deflection measurements. Precision is the mean value over the ten
measurement locations, while accuracy needs to be validated over all measurement locations.

Leave-One-Out Cross Validation RM tBMU mBMU EDMF

Accuracy No No Yes Yes
Precision 1 0.85 0.82 0.81

3.2.4. Practical Aspects of Data Interpretation

Identification results presented in the previous sections are in accordance with previous
findings [30–32]. A main aspect of this paper is to compare the three methodologies with respect to
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their compatibility with practical needs. The main practical aspect related to the this case study is
computation time related to iterative data interpretation.

As stated above, data interpretation is a fundamentally iterative task. Information becomes
available over time and assumptions, for instance regarding uncertainty sources, need to be
re-evaluated frequently. This case study reflects these two aspects: while from the first to the second
scenario uncertainties are re-evaluated, the third scenario adds additional measurements. Figure 13
gives the computation time for the three data-interpretation methodologies when performing the three
scenarios iteratively. The computation times provided in Figure 13 were based on a Intel(R) Xeon(R)
CPU E5-2670 v3 @2.30 GHz processor with up to 24 cores used in parallel. While computation time for
EDMF can be divided by 24 using parallel computing (instances of grid sampling are independent and
do not involve communication between parallel cores), only leave-one-out cross validation can be run
in parallel for BMU applications, as each left-out sensor can be simulated independently.

When using EDMF, performing leave-one-out cross validation is computationally efficient as it
does not require additional simulations. Leaving out information or adding information (if already
simulated) only requires to re-evaluate the threshold values, due to the Sidak correction. In a similar
way, when using EDMF, changes in uncertainties (first iteration) do not require additional simulations
of the physics-based model, only threshold values are re-calculated. Thus, even if grid sampling
is computationally expensive up front (exponential complexity with respect to number of divisions
and number of parameters), it offers high flexibility for exploration of data-interpretation results.
In addition, EDMF involves validating Equation (7) for all measurements. Thus, when adding
new measurements (Scenario 3), only candidate models need to be re-simulated, which decreases
computation time (see Figure 4e).

When Bayesian approaches are used, changes in uncertainties (likelihood function) and additional
measurement require re-simulations using MCMC sampling. Thus, even if adaptive sampling provides
an opportunity to reduce computational complexity of parameter-space exploration, every subsequent
change results in new simulations of structural behavior. However, for very high number of parameters,
which are typically encountered in structures with multiple parallel loading paths, MCMC sampling
outperforms grid sampling. Unless many data are available, such structures are usually unidentifiable
and, thus, direct measurements of causes, rather than effects, are required.
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Figure 13. Comparison of computation times for the three probabilistic data-interpretation
methodologies. Computation time is for parallel computing using up to 24 cores and is presented in
relative time with respect to simulation time for EDMF in Scenario 1 (A).

4. Discussion of Results

4.1. Ponneri Bridge Case Study

In Table 14, a summary of accuracy achieved using the four data-interpretation methodologies for
various scenarios of structural identification of Ponneri Bridge is shown. EDMF and modified BMU
provided accurate model updating for all scenarios. Residual minimization lacked accuracy as it did
not take into account the model bias for parameter estimation. Traditional BMU was accurate for only
one of the four scenarios. EDMF had additional advantages over modified BMU due to the sampling
strategy employed that allows for computationally efficient and transparent inclusion of changes to
uncertainty definitions and prior parameter distributions.
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Table 14. Summary of the accuracy of structural identification scenarios (see Table 4) evaluated for the
Ponneri Bridge. mBMU is modified BMU and tBMU is traditional BMU. Checkmarks imply accurate
identification and crosses imply inaccurate identification.

Case Scenario Description RM EDMF mBMU tBMU

1 Before retrofit Without model bias � � � �

2 With model bias � � � �

3 After retrofit Without re-evaluating prior PDFs � � � �

4 After re-evaluating prior PDFs � � � �

4.2. Crêt de l’Anneau Bridge Case-Study

For the Crêt-de-l’Anneau bridge, real measurements were used for model updating. Thus,
unlike the Ponneri Bridge, real parameter values were unknown and validation of updating results
can only be obtained using leave-one-out cross validation. Table 15 contains a summary of accuracy
achieved using the four data-interpretation methodologies.

Figure 14 provides updated prediction results at sensors S7 and S8 before and after deflection
measurements were performed in the span containing these sensors. Modified BMU and EDMF were
equivalent in terms of updating results and, thus, provided the same uninformed prediction ranges.
Traditional BMU uses an informed likelihood function and thus points towards a value that has higher
probabilities than others, the MAP. As can be observed in Figure 14, this value is often biased from
the measured value. Predictions made using MAP values are biased and might lead to potentially
un-conservative results, as can be seen in Figure 14D. In addition, adding more measurements may
increase precision, not accuracy.

The typical situation of bridge case studies is that knowledge of real parameter values is
not available. Thus, validation of identification is most efficiently carried out with leave-one-out
cross-validation. Moreover, new information from additional sensors leads to iterations of
data-interpretation. These iterations follow the steps shown in Figure 1.

Table 15. Summary of the accuracy of structural identification scenarios evaluated for the
Crêt-de-l’Anneau Bridge. mBMU is modified BMU and tBMU is traditional BMU. Checkmarks imply
accurate identification or model-class rejection and crosses imply inaccurate identification based on
leave-one-out cross validation.

Scenario Description RM EDMF mBMU tBMU

1 Without model bias (deflection at 5 locations) � � � �

2 With model bias (deflection at 5 locations) � � � �

3 With model bias (deflection at 10 locations) � � � �
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Figure 14. Leave-one-out cross validation for sensors 7 (A,C) and 8 (B,D) before (A,B) and after (C,D)
including measurements at the same span in structural identification for the Cret-de-l’Anneau bridge.
Although inclusion of measurements from the same span increases precision, 95th-percentile bounds
are not compatible with measurements in both cases. In addition, displacement is overestimated for
sensor 7 (C) and underestimated for sensor 8 (D), which shows that results are not always conservative.

5. Conclusions

In this paper, practical challenges related to application of three data-interpretation methodologies
are evaluated with the use of two full-scale case studies. Conclusions are as follows:

• EDMF incorporates new information such as changes to uncertainty definitions and additional
measurements iteratively. Bayesian model-updating methodologies and residual minimization
must be restarted each time.

• EDMF is computationally more efficient than Bayesian model updating methodologies in
an iterative data-interpretation framework, especially when grid sampling is used in combination
with parallel computing.

• EDMF and modified BMU provide updated bounds on parameter values, which is more
interpretable for practicing engineers than posterior parameter distributions that are obtained
using traditional BMU.
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• Residual minimization provides single optimal parameter values and, while this is compellingly
useful in practice, it is not accurate in the presence of the biased uncertainties that are common in
engineering modeling.

• EDMF involves a procedure that is more compatible with typical engineering procedures.
For example, it is customary to define target reliability levels at the beginning. EDMF follows this
procedure, whereas Bayesian approaches leave this to the end.

• Accuracy is assessed using leave-one-out cross-validation, which is computationally inexpensive
when EDMF with grid sampling is used and computationally expensive when traditional BMU
methodology is used.

The studies that are described in this paper illustrate the advantages of using EDMF for practical
engineering diagnosis and prediction tasks that are supported by measurements. Future work involves
a user-centric study to understand better the challenges that have to be addressed to enable use of
EDMF in practice.
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Abstract: Seismic behavior of tall buildings depends upon the dynamic characteristics of the structure,
as well as the base soil properties. To consider these factors, the equations of motion for a multi-story
3D building are developed to include irregularity and soil–structure interaction (SSI). Inspired by
swarm intelligence in nature, a new control method, known as swarm-based parallel control (SPC),
is proposed in this study to improve the seismic performance and minimize the pounding hazards,
by sharing response data among the adjacent buildings at each floor level, using a wireless-sensors
network (WSN). The response of individual buildings is investigated under historic earthquake loads,
and the efficiencies of each different control method are compared. To verify the effectiveness of the
proposed method, the numerical example of a 15-story, 3D building is modeled, and the responses are
mitigated, using semi-actively controlled magnetorheological (MR) dampers employing the proposed
control algorithm and fuzzy logic control (FLC), as well as the passive-on/off methods. The main
discussion of this paper is the efficiency of the proposed SPC over the independent FLC during
an event where one building is damaged or uncontrolled, and an active control based upon the
linear quadratic regulator (LQR) is considered for the purpose of having a benchmark ideal result.
Results indicate that in case of failure in the control system, as well as the damage in the structural
elements, the proposed method can sense the damage in the building, and update the control forces
in the other adjacent buildings, using the modified FLC, so as to avoid pounding by minimizing
the responses.

Keywords: swarm-based parallel control (SPC); Internet of Things (IoT); soil–structure interaction
(SSI); semi-active control; adjacent buildings

1. Introduction

Since the nature of an earthquake is its unpredictable characteristics, the traditional passive
design approaches do not guarantee the minimum damages with economic designs [1–3].
Consequently, buildings and bridges are continuously getting smarter, using intelligent control devices,
as well as state-of-the-art structural health monitoring technologies [4–6]. In the past decade,
the vibration control of adjacent buildings under seismic and wind loads has gained significant
attention. The most frequently proposed solution for controlling the adjacent building is to couple them
with actuators or dampers, which involves the installation of the control devices, such as semi-active
dampers between two buildings to improve the performances of both structures. New studies have
also revealed the promising potentials of a special type of dampers, triangular-plate added damping
and stiffness (TADAS), for seismic vibration control applications [7,8], which can be used for pounding
hazard mitigation, as well.

A significant number of studies in the literature have used semi-active control algorithms, based on
LQR [9], LQG [10] and FLC [11], to control magnetorheological (MR) dampers [12], and of particular
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interest are the optimal controls using metaheuristic and neural network algorithms [13–15]. Despite the
advances, coupling adjacent buildings is not always the best solution, particularly when the dimensions,
as well as the other dynamic properties, are not similar [16]. Besides, the second building resists
the vibration induced in the first building, which may cause the collapse of both, in the case of
miscalculations due to local failures under strong ground motions, particularly if one of the adjacent
buildings is controlled using based-isolations [17].

Most of the recent studies have used simplified, one-dimensional shear frames or symmetric
3D buildings [18,19], neglecting the geometry and irregularity of structures, as well as bidirectional
seismic loading. Earthquake loads can be applied in two directions that may cause simultaneous
translational and torsional vibrations in buildings with considerable irregularity [20,21]. Such coupled
vibrations can cause nonlinear behavior and severe damage in the external frame members, particularly,
the corner columns and the bracing system [22,23]. Furthermore, for those structures built on a soft
soil medium, different dynamic characteristics result in different responses due to the soil–structure
interaction (SSI) [24–26]. Considering the SSI, Farshidifar and Soheili [27] studied the seismic response
of actively controlled single and multi-story buildings; however, similar studies need to be carried out
to consider the asymmetric properties of structures, as well as the pounding hazard of adjacent high-rise
buildings. Therefore, despite the advantages of the proposed methods for regular buildings under
the unidirectional seismic loads, such solutions are not always the best solution when two irregular
buildings with different dynamic characteristics need to be controlled for possible pounding hazards.

As an alternative to a wired sensors network for smart structures, wireless sensor networks
(WSNs) have attracted several researchers [28]. With lower cost, an array of WSNs can effectively be
used for monitoring the structural deterioration, as well as controlling vibration during an earthquake,
by using artificial neural networks [29,30]. The data that is acquired using WSNs is essentially the same
as the traditional counterpart that has been challenged recently due to deployment difficulties, as well
as reliability issues during an extreme event. Nowadays it is feasible to mimic the swarm behaviors
in nature and share important response data with the adjacent buildings using a wireless sensors
network and via cloud-based computing [31]. Keeping this in mind, the idea of swarm-based parallel
control (SPC) of such buildings is proposed in this paper. With this approach, the response data from
each wireless sensor is transferred to the adjacent buildings to update the responses without physical
structural links. Figure 1 illustrates such information flow that is inspired by nature. Using the similar
concept for adjacent buildings, the control force can be determined for each building with respect to
the other surrounding structures, meaning that using the proposed algorithm, the optimal control
forces are first determined based on the response of each building individually, and then, it is modified
based on the responses of the other adjacent structures. In this study, the fuzzy inference system (FIS)
is used to interpret the data using nonlinear mappings. The nature-inspired information flow among
the swarms can be seen in Figure 1, while the information flow between each adjacent building is
illustrated in Figure 2.

  

Figure 1. Examples of swarm intelligence in nature and information flow among individuals.
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Figure 2. The information flow between five adjacent buildings for the proposed swarm-based parallel
control (SPC) (plan view).

The goal of this study is to introduce and validate the performance of the proposed algorithm
for adjacent buildings, using semi-active MR dampers that are wirelessly controlled by utilizing
cloud-based computation. In addition, irregularity and soil–structure interactions are considered
in this study. Two pairs of MR dampers are installed on each floor in two directions to suppress
coupled translational–torsional motions, which are controlled by implementing the concept of the
Internet-of-Things (IoT) and wireless sensor networks (WSNs). Robustness of the proposed method
is evaluated and verified using three example cases: a single multi-story building considering the
SSI, two adjacent buildings coupled using MR dampers as well as active actuators, and five adjacent
buildings controlled using the proposed SPC. The LQR-based active control system is considered to
provide benchmark results for comparison purposes only, and the mechanism and advantages of the
proposed method over the active tendon controller are not discussed in this study.

2. Analytical Equations of Motion Considering Soil–structure Interaction

Figure 3 shows a multi-story shear frame building considering the soil–structure interaction
simulation. In three-dimensional space, a building can be idealized as a (3 × n Story + 5)-DOF system.
This is because each story has three degrees of freedom, plus five degrees of freedom for the base of the
structure, swaying motion in the x- and y-directions, rocking about the x and y-axes, and twisting about
the z-axis. As shown in Figure 3, pairs of dashpots and springs are defined to consider the SSI effects in
the simulations. In this figure, xb denotes the base displacement, φy represents the rocking motions
about the y-axis, and the relative displacements of stories are shown as xi. Note that the settlement in
the z-direction is not considered, and the twisting motion is not visible from the side view.

The control devices placement is shown in Figure 4 for the MR devices, and due to the eccentricity
with respect to the center of mass, di, each device generate a moment to resists the torsional motion.
Irregularity in plan and elevation is described by the mass eccentricity with respect to the center of
rigidity, ex and ey.
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Figure 3. The idealized model of the soil–structure system.
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Figure 4. The configuration of the adjacent buildings used in this study.

The governing equations of motion for a controllable n-story building can be expressed as follows
in general,

[M]
{ ..
x(t)

}
+ [C]

{ .
x(t)

}
+ [K]

{
x(t)

}
= [γ]

{
u(t)

}
+ {δ} ..xg(t) (1)

where [M], [C] and [K] are the dynamic properties of the building, and
{
x(t)

}
,
{ .
x(t)

}
and

{ ..
x(t)

}
are the

relative (to the ground motion) displacement, velocity and acceleration vectors, respectively. [γ] is
the coefficient matrix of the input controlling forces, and {δ} is the ground motion coefficient vector.
The governing equation of motion can be re-written in state-space form as explained in [32]:

{ .
Z(t)

}
= [A]

{
Z(t)

}
+ [Bu]

{
u(t)

}
+ {Br} ..xg(t) (2)

where {
Z(t)

}
=

{
x(t)
.
x(t)

}
, (3a)

A =

[
[0] I

−M−1K −M−1C

]
, (3b)

Bu =

[
[0]

M−1[γ]

]
, (3c)
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{Br} =
{ {0}

[M]−1{δ}
}

, (3d)

It should be noted that the above-mentioned equations are in the continuous-time format; however,
for the simulation with Matlab software, they are converted to the discrete-time format. A step-by-step
procedure for computing the response of the system in the discrete-time domain is presented in the
reference book by Cheng et al. [33]. The ground motions coefficients are given in {δ} for two directions,
and the coefficient of the input controlling forces on each degree of freedom, including rotation,

{
u(t)

}
,

can be described using the [γ] matrix as [32,34]:

[γ] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[γ]1 −[γ]2
[γ]2 −[γ]i

[γ]i
. . .
. . . −[γ]n

[γ]n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4)

where [γ]i is

[γ]i =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1
0 0

dx1 −dx2

0 0
1 1
−dy1 dy2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦. (5)

Then, the mass and stiffness matrices considering the SSI effects can be assembled as:

[M] =

[
[M]11 [M]12
[M]21 [M]22

]
(3n+5)×(3n+5)

(6)

where

[M]11 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[m]∗1 [0] [0]

[0]
. . . [0]

[0] [0] [m]∗n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
3n×3n

, [M]12 = [M]T21 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

m1 0 0 m1h1 0
0 m1 0 0 m1h1

0 0 Iz,1 0 0
...

...
...

...
...

mn 0 0 mnhn 0
0 mn 0 0 mnhn

0 0 Iz,n 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
3n×5

M22 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(
n∑

i=1
mi

)
+ mb 0 0

n∑
i=1

mihi 0

0
(

n∑
i=1

mi

)
+ mb 0 0

n∑
i=1

mihi

0 0
n∑

i=1
Iz,i + Iz,b 0 0

n∑
i=1

mihi 0 0
n∑

i=1

(
Iy,i + mih2

i

)
+ Iy,b 0

0
n∑

i=1
mihi 0 0

n∑
i=1

(
Ix,i + mih2

i

)
+ Ix,b

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
5×5

(7)

where [0] is a zero matrix, and [m]∗i is the mass matrix of the ith story [32].

[m]∗i =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
mi 0 0
0 mi 0
0 0 Iz,i

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (8)
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In the above-mentioned equations, mi is the mass of the ith story, the mass moment inertia
about each axis in three-dimension is defined as follows for a floor slab with dimensions of a × b,
and coordinates of

(
xm, j, ym, j

)
. The center of the mass coordinate is given as (Xm, Ym).

Ix =

jm∑
j=1

[mj

12

(
b2

)
+ mj

[(
xm, j −Xm

)2
+

(
ym, j −Ym

)2
]]

(9a)

Iy =

jm∑
j=1

[mj

12

(
a2

)
+ mj

[(
xm, j −Xm

)2
+

(
ym, j −Ym

)2
]]

(9b)

Iz =

jm∑
j=1

[mj

12

(
a2 + b2

)
+ mj

[(
xm, j −Xm

)2
+

(
ym, j −Ym

)2
]]

(9c)

The stiffness matrix of each floor is not diagonal like the mass matrix [32].

[k]∗i =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
kxx 0 kxθ
0 kyy kyθ

kθx kθy kθθ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (10)

where

kxx =
nk∑

j=1

kx, j, kyy =
nk∑

j=1

ky, j (11a)

kxθ = kθx =
nk∑

j=1

kx, j
(
Yk − yk, j

)
(11b)

kyθ = kθy =
nk∑

j=1

ky, j
(
Xk − xk, j

)
(11c)

kθθ =
jk∑

j=1

(
kx, j

(
Y − yk, j

)2
+ ky, j

(
X − xk, j

)2
)
, (11d)

Similarly, the center of stiffness is located at (Xk, Yk), and that of the jth lateral resisting member
with the coordinate

(
xk, j, yk, j

)
has the stiffness of kx, j, and ky, j in two directions. The jth column is

assumed to have kx, j = ky, j = 12EIj/h3. Thus, the stiffness matrix is assembled as follows [32,34]:

[K] =

⎡⎢⎢⎢⎢⎣ [K]superstructure [0]
[0]T [K]soil

⎤⎥⎥⎥⎥⎦ (12a)

[K]superstructure =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[k]∗1 + [k]∗2 −[k]∗2 [0] [0] [0]
−[k]∗2 [k]∗2 + [k]∗3 −[k]∗3 [0] [0]

[0] −[k]∗3
. . .

...
...

[0] [0] . . .
. . . −[k]∗n

[0] [0] . . . −[k]∗n [k]∗n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(12b)

[K]soil = diag
(
kx,s, ky,s, kt,s, krx,s, kry,s

)
(12c)

The damping matrix is constructed in the same way as for the stiffness matrix, but the superstructure
damping is determined using Rayleigh’s method [35] without SSI. The SSI parameters are determined
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using the equations given in [25,32,34], which are summarized in Table 1. In this study, two cases with
and without SSI effects are investigated. The soft soil is assumed to have the Poisson’s ratio of 0.33,
the density of 2400 kg/m2, shear-wave velocity and modulus of 500 m/s and 6 × 108 N/m2, respectively.
Details of the SSI models, as well as the methodology, are presented by Nazarimofrad and Zahrai [34].

Table 1. Dynamic properties of the springs and dashpots in the swaying, rocking and twisting directions
for simulating soil–structure interaction (SSI) effects [32].

Motion r Stiffness Damping

Swaying
√

A0
π

ks =
8ρV2

s r
2−ν cs =

4.4r2

2−ν .ρVs

Rocking 4
√

4Ix(or y)
π

kr =
8ρV2

s r3

3(1−ν) cr =
0.4r4

1−ν .ρVs

Twisting 4
√

2Iz
π

kt =
16ρV2

s r3

3
ct = 0.8r4ρVs

3. Swarm-Based Parallel Control (SPC)

In this study, three different control alternatives for adjacent buildings are presented and discussed.
One most commonly used method is to control each building independently without any information
flow (Case-I in this paper). Another approach is to couple two adjacent buildings side-by-side by
actuators or additional dampers, such as hydraulic or MR dampers (Case-II in this paper). Both methods
are discussed, and the results are compared with the proposed swarm-based parallel control (SPC),
which is Case-III in this paper. The SPC algorithm is the FLC for each building, with an additional
updating agent that is another FLC to consider the response of the other buildings simultaneously.

For Case-I, the behavior and control of a single building (in the east, Figure 4) are studied
considering the soil–structure interaction (SSI) effects, and the performance of the different control
algorithms are compared when the behavior of the adjacent structure is neglected. The response
reduction ratio is considered as the performance index, and since the active control has a different
control mechanism, the ideal condition is considered for this study. The linear quadratic regulator
(LQR) algorithm is used for calculating the optimal control forces that can be applied to the structure
through pairs of active tendons that can be installed at the same locations as for the MR dampers.
Therefore, the advantages of FLC and SPC are not compared to the active control system. The fuzzy
logic control (FLC) is used to efficiently control vibrations using semi-active MR dampers, which is
illustrated in Figure 5. More details, and the background of LQR and FLC algorithms are available
from refs. [32,36,37]. The weight matrices for the LQR method are selected as R = 10−6 × Isize([γ]),
and Q = 106 × I2n, where I is an identity matrix.

Figure 5. The fuzzy logic control block diagram (Type: Mamdani).

Figure 4 shows five adjacent buildings with different dynamic properties. Instead of coupling
buildings (Case-II), response data is shared among the controllers. Thus, an additional control fuzzy
logic control layer is considered to avoid pounding, for which the input variables are the relative
displacements and the directions. Using this strategy, the optimal required clearance distance can be
decreased, which is critical in urban areas, where the cost of space and material is essential. Using this
method, the adjacent buildings are not connected physically, and the response data are shared wirelessly.
Thus, buildings are independently controlled, and then their relative performances are evaluated using

67



J. Sens. Actuator Netw. 2020, 9, 18

a second fuzzy logic control algorithm. In this paper, the first fuzzy logic control, FIS1, determines
the control forces for individual buildings independently, and the second fuzzy logic control, FIS2,
determines the control forces based on the relative motions including the torsion in each irregular
building. Finally, the optimal MR dampers input voltages are selected by comparing the outputs of
FIS1 and FIS2.

The two surface plots of the outputs are shown in Figure 6 for FIS1 and FIS2 using the Gaussian
membership functions for the variables. In Figure 7, the flowchart of the proposed swarm-based
control (SPC) is described in summary. The flowchart includes the following steps:

Step 1. Estimating the dynamic properties of the soil as well as the building (e.g., using data-driven-
based machine learning models [38]).

Step 2. Assembling the state-space model and equation of motions according to Equations (1)–(12).
Step 3. Calculating the response of each of the adjacent buildings,

{
x(t) }, by solving the state-space

equations in Step 3.
Step 4. Normalizing the state vector (i.e., measures responses,

{
x(t)

}
and calculating the control force

using the fuzzy logic control FIS1.
Step 5. Updating the calculated control force in both directions, using the second fuzzy logic-based

updating rules, FIS2, based on the relative displacements of two adjacent buildings. In this
step, the outputs of FIS1 and FIS2 are compared, and if the FIS2 output is higher than the FIS1
output, the control force is adjusted based on the FIS2 results.

Step 6. Apply the calculated control force,
{
u(t)

}
, and continuing until the end of the last time-step.

Figure 6. The surface plot of the FIS1 and FIS2, which are used in the SPC algorithm.
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Figure 7. The flowchart of the proposed swarm-based parallel control (SPC).

4. Numerical Studies

4.1. Building Models Discerptions

In this paper, four adjacent 15-story irregular steel frame buildings were designed and simulated in
MATLAB® (MathWorks, Inc., Nattick, MA, USA), based on the studies carried out by Kaveh et al. [39]
and Azimi [32]. The 3D and plan views of the structures, as well as the mass and stiffness distributions,
are visually illustrated in Figure 4. Two groups of columns, with the same stiffness in both directions,
are connected rigidly to the floor diaphragm frames, k1 = 2k2 = 1200 kN/m . Each floor consists of
5 × 5 m2 slabs that carry loads of m1g = 2m2g = 30 (kN/m2) to simulate the eccentricity. Each story
has a height of 3.0 m, except the first story, with a 3.2 m height. The four dampers of each floor are
placed within the frames shown with red bold lines. To ensure the accuracy of the simulation results,
the building model simulation is verified, based on the study by Nazarimofrad et al. [34]. Figure 8
shows the top floor level response of the 10-story building model under the same ground motion,
which indicates that the simulation results in this study are valid.
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Figure 8. Verification of the simulation for an uncontrolled 10-story building based on Nazarimofrad
and Zahrai [34].

4.2. Magneto-Rheological (MR) Damper

The phenomenological model for the MR damper was first proposed by Spencer et al. [40], based on
the Bouc–Wen model in 1997. Nowadays, the MR damper is one of the most reliable devices for seismic
vibration control applications. The advantage of the MR damper is its role in the case of power loss,
which provides minimum damping based on its shaft displacement and velocity. Using a semi-active
control algorithm, the control command is the input voltage of the MR damper. The modified model
of MR damper is given in Figure 9. The notation x in Figure 9 and Equations (13)–(16) denotes the
relative displacement of the two ends of each MR damper.

k0

c0

c1

1k

F

x
y

F

Figure 9. Modified Bouc–Wen model of the magnetorheological (MR) damper (replotted based on
Nugroho et al. [41]).
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More details are available in the literature regarding the history of the development of the
analytical model of MR dampers. According to Spencer et al. [40], the nonlinear behavior of an MR
damper can be described as follows

F = c1
.
y + k1(x− x0) (13)

.
y =

1
c0 + c1

+
(
αz + c0

.
x + k0(x− y)

)
(14)

where F is the nonlinear force of the MR damper (included in
{
u(t)

}
), k1 is the accumulator stiffness,

and z is the evolutionary variable of the hysteretic, defined as:

.
z = −γ

∣∣∣ .
x− .

y
∣∣∣z|z|n−1 − β

( .
x− .

y
)
|z|n + A

( .
x− .

y
)
, (15)

where γ, β and A are the shape parameters, and the α, c0 and c1 can be obtained using the following
linear functions of the efficient voltage, u.

α(u) = αa + αbu (16a)

c0(u) = c0a + c0bu (16b)

c1(u) = c1a + c1bu (16c)
.
u = −η(u− v) (16d)

The parameters of the MR damper are given in Table 2.

Table 2. MR damper parameters [32,40].

Parameter Value Parameter Value

c0a 50,300 (N s/m) αa 8700 (N/m)
c0b 48,700 (N s/m V) αb 6400 (N/m V)
c1a 8,106,200 (N s/m) γ 496 m−2

c1b 7,807,900 (N s/m V) β 496 m−2

k0 5.4E-6 (N/m) A 810.50
k1 8.7E-6 (N/m) n 2
x0 0.18 (m) η 190 s−1

4.3. Earthquake Loads

In this study, seven earthquake records have been selected to compare the performance of each
control method. The characteristic properties of the records are given in Table 3. The elastic acceleration
response spectra are shown in Figure 10, which is also used in the previous studies [32,36,37].

Table 3. Characteristics of the selected earthquake records.

Earthquake 1 Station and Direction Magnitude (Mw) PGA (g) PGV (cm/s)

1940 El Centro
El Centro Array #9 270◦ 7.2 0.21 31.3
El Centro Array #9 180◦ 7.2 0.28 30.9

1994 Northridge Sylmar—Olive View Med FF 360◦ 6.7 0.84 129.6
Sylmar—Olive View Med FF 090◦ 6.7 0.61 77.5

1995 Kobe
H1170546.KOB 090◦ 7.2 0.63 76.1
H1170546.KOB 000◦ 7.2 0.83 91.1

1999 Chi-Chi
TCU068 N 7.6 0.37 264.1
TCU068 E 7.6 0.51 249.6

1971 San Fernando
Pacoima Dam 164◦ 6.6 1.22 114.5
Pacoima Dam 254◦ 6.6 1.24 57.3
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Table 3. Cont.

Earthquake 1 Station and Direction Magnitude (Mw) PGA (g) PGV (cm/s)

1989 Loma Prieta
Hollister—South and Pine 0◦ 6.9 0.37 63.0
Hollister—South and Pine 0◦ 6.9 0.18 30.9

1992 Erzincan
Erzincan—EW 6.7 0.50 78.2
Erzincan—NS 6.7 0.39 107.14

1 Source: http://ngawest2.berkeley.edu/.

x y

x y

Figure 10. Spectral acceleration, (a) and (b), and spectral velocity, (c) and (d), of the selected earthquakes
in two directions.

5. Results and Discussion

Irregularity in high-rise buildings is an important factor in evaluating the seismic responses, due to
the higher modes effects under bidirectional seismic loads [32]. Under the bidirectional earthquake
loads, it is clear that higher modes of an irregular structure will have a significant impact on the results,
particularly considering the soil–structure interaction effect. In the following sections, the structural
responses of the buildings are discussed in detail for the three chases.

5.1. Control of Single Building Considering Soil–structure Interaction (Case I)

5.1.1. Peak Responses

The peak responses of the Case-I building under the seven selected earthquake records are given
in Table 4, which includes the maximum top floor transversal and rotational displacements, and also
the accelerations in two directions. The optimal active control responses are obtained using a full-state
LQR controller. For the passive-min and passive-max cases, also known as passive-off and passive-on,
the input voltage for each MR damper is constant and equal to 0 and 9 volts, respectively. In the case
of power loss, and under the seven earthquakes given in the table, the passive-min case offers 13%,
8%, 10%, 3%, 13%, 8% and 14% reduction in transversal displacements, when the building is on soft

72



J. Sens. Actuator Netw. 2020, 9, 18

soil. The response reduction percentages are approximately 30% smaller for the same building on the
rock base.

Table 4. Maximum responses of the Case-I building using different control methods considering SSI
effects (units in meters).

Earthquake Max. Response 1 Uncontrolled Active Passive-min Passive-max FLC

El Centro

Displacementx 0.15 (0.31) 0.08 (0.11) 0.13 (0.28) 0.08 (0.20) 0.07 (0.17)
Displacementy 0.14 (0.28) 0.05 (0.07) 0.13 (0.26) 0.06 (0.14) 0.06 (0.13)

Rotation 0.006 (0.011) 0.004 (0.004) 0.005 (0.010) 0.002 (0.005) 0.002 (0.005)
Accelerationx 1.52 (2.72) 0.54 (1.94) 1.16 (2.58) 1.39 (2.41) 1.72 (2.78)
Accelerationy 2.18 (3.49) 0.89 (2.96) 2.01 (3.41) 1.59 (3.30) 1.83 (3.50)

Northridge

Displacementx 0.42 (0.75) 0.20 (0.28) 0.40 (0.73) 0.27 (0.60) 0.25 (0.55)
Displacementy 0.26 (0.48) 0.10 (0.22) 0.24 (0.48) 0.15 (0.41) 0.16 (0.40)

Rotation 0.037 (0.074) 0.014 (0.026) 0.035 (0.071) 0.020 (0.053) 0.020 (0.053)
Accelerationx 5.37 (11.71) 2.19 (8.41) 5.07 (11.54) 4.29 (10.97) 3.60 (10.19)
Accelerationy 3.77 (7.21) 1.37 (6.17) 3.15 (7.00) 3.12 (7.15) 3.01 (6.92)

Kobe

Displacementx 0.29 (0.48) 0.08 (0.14) 0.26 (0.45) 0.13 (0.28) 0.13 (0.28)
Displacementy 0.27 (0.46) 0.10 (0.17) 0.25 (0.43) 0.14 (0.34) 0.14 (0.34)

Rotation 0.008 (0.014) 0.003 (0.004) 0.007 (0.013) 0.003 (0.008) 0.004 (0.009)
Accelerationx 6.24 (7.41) 1.18 (5.63) 5.33 (6.45) 2.95 (7.05) 3.29 (7.40)
Accelerationy 5.54 (9.54) 1.80 (8.09) 4.78 (9.08) 3.14 (8.93) 3.12 (8.69)

Chi-Chi

Displacementx 0.66 (1.56) 0.87 (0.53) 0.64 (1.53) 0.48 (1.27) 0.41 (1.11)
Displacementy 0.39 (0.91) 0.99 (0.47) 0.38 (0.91) 0.33 (0.83) 0.29 (0.73)

Rotation 0.042 (0.089) 0.030 (0.025) 0.040 (0.086) 0.025 (0.066) 0.027 (0.064)
Accelerationx 4.66 (7.85) 1.33 (5.88) 4.00 (7.78) 2.24 (7.02) 2.35 (6.94)
Accelerationy 3.22 (6.62) 1.44 (5.49) 2.85 (6.48) 2.47 (6.20) 2.53 (5.78)

San
Fernando

Displacementx 0.33 (0.62) 0.16 (0.31) 0.32 (0.60) 0.24 (0.52) 0.22 (0.47)
Displacementy 0.15 (0.19) 0.05 (0.12) 0.13 (0.17) 0.08 (0.17) 0.08 (0.17)

Rotation 0.017 (0.030) 0.009 (0.015) 0.016 (0.029) 0.010 (0.021) 0.010 (0.020)
Accelerationx 5.28 (11.44) 2.65 (11.79) 4.83 (11.30) 4.05 (10.92) 3.76 (11.06)
Accelerationy 3.95 (12.12) 2.87 (11.94) 3.38 (12.40) 3.56 (12.17) 3.55 (12.91)

Loma
Prieta

Displacementx 0.29 (0.52) 0.13 (0.22) 0.28 (0.51) 0.20 (0.43) 0.18 (0.39)
Displacementy 0.13 (0.32) 0.11 (0.10) 0.12 (0.28) 0.08 (0.17) 0.08 (0.15)

Rotation 0.018 (0.035) 0.009 (0.014) 0.015 (0.032) 0.009 (0.020) 0.008 (0.018)
Accelerationx 3.33 (6.25) 1.12 (4.00) 3.09 (5.99) 2.46 (5.58) 2.15 (5.16)
Accelerationy 1.50 (1.96) 0.56 (1.71) 1.13 (2.15) 1.29 (2.17) 1.44 (2.27)

Erzincan

Displacementx 0.29 (0.63) 0.13 (0.20) 0.25 (0.58) 0.16 (0.44) 0.14 (0.36)
Displacementy 0.41 (0.77) 0.19 (0.28) 0.39 (0.76) 0.27 (0.64) 0.25 (0.57)

Rotation 0.030 (0.066) 0.016 (0.023) 0.029 (0.064) 0.019 (0.049) 0.018 (0.045)
Accelerationx 2.94 (6.21) 1.14 (4.88) 2.21 (5.93) 1.94 (4.92) 1.84 (4.42)
Accelerationy 4.00 (6.00) 1.57 (5.20) 3.89 (6.05) 2.77 (6.08) 2.91 (5.76)

1 Values in parenthesis are the corresponding responses for the rock base (no SSI).

The passive-max case, however, provides 40–50% more reduced compared with the passive-min
control. Using the FLC offers even more maximum response reduction, which is about 60%, 40%,
55%, 38%, 47%, 38% and 52% for the building on soft soil under the seven selected earthquakes,
respectively. For the building on a rock base, the FLC is 10% less efficient, however. Comparing the
maximum responses for the active control scenario, where the controlling tendons are assumed to
deliver the real-time control forces with minimum errors, reveals that this method does not provide
the same performance under the Chi-Chi earthquake for the same building on rock and soft soil bases.
Despite the 50–66% displacement response reduction for the building on the rock base, active control
causes the displacement responses to be increased by 32% and 154% in two directions. In general,
it can be seen that the peak responses are smaller for the buildings on the soft soil, except for the active
control under the Chi-Chi earthquake. Therefore, the FLC offers reliable performance from this point
of view, and it is used for the Parallel control of adjacent buildings.
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5.1.2. Time-History Responses

The time-history responses provide a tool to understand the performance of any techniques
during a seismic event [42]. Figure 11 shows the top floor displacement time-history in the x-, y-, and θ-
directions for the Case-I building considering SSI under the Chi-Chi earthquake. It is clear that the
designed active control for a building on a rock base does not necessarily have similar performance for
the same building, but on a soft soil base. This different behavior shows the sensitivity of the active
control system, as well as the reliability of the FLC method. For all the seven earthquakes, the FLC
provided a better performance with and without considering SSI. Another important fact, evident from
the peak responses table and the time-history curves, is that for those buildings on a soft soil base,
the peak responses are smaller. By implementing a properly designed FLC, the overall response can be
reduced by 40% and 50% for near- and far-field earthquakes, respectively [32].

x
y

Figure 11. The time-history responses of the Case-I building considering SSI effects under the
Chi-Chi earthquake.

5.1.3. Inter-Story Drift and Lateral Displacement Profiles

The inter-story drift profiles are typically used as a measure for the optimal placement of control
devices, as well as estimating the potential damage locations. Smaller inter-story drifts, on the other
hand, indicate that linear control algorithms can be satisfactory. Furthermore, P-Δ effects are reduced
by decreasing the inter-story in the lower levels of a multi-story building. Smaller inter-story values
for top floors makes it reasonable to use twin tuned mass dampers (TTMDs) instead of semi-active
dampers, since the performance of semi-active devices is directly related to the relative displacement
and velocity [37]. Figures 12 and 13 show the maximum inter-story drift profiles for the Case-I building
in x-direction, under the bidirectional earthquakes loads. For this specific example, the active control
using LQR algorithms shows a better performance in most of the cases.

The Chi-Chi earthquake is a good example to explain two different behaviors for the same
controller, which highlights the importance of the additional five degrees of freedom (DOF) from the
SSI. Similar differences can be seen under the El-Centro earthquake. From the displacement profiles,
it is evident that in the case of power loss, Passive-Min, MR dampers still contribute to the response
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reduction by providing a small amount of damping [36]. The absolute displacement profiles provide
useful tools to better understand the vibration control of adjacent buildings that are discussed in
Case-II and Case-III buildings.

 
(a) 

 
(b) 

Figure 12. Maximum lateral inter-story drifts, (a), and maximum lateral displacements, (b), of the
Case-I building in the x-direction (soft soil).
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(a) 

 
(b) 

Figure 13. Maximum lateral inter-story drifts, (a), and maximum lateral displacements, (b), of the
Case-I building in the x-direction (rock base).

Estimating the soil properties, as well as the dynamic characteristics of buildings, are not always
accurate. To study the sensitivity of the structural responses, as well as the performance of the
controller under uncertainties, a total of 120 random building models were generated, using 14 random
variables for soil and structure models. The distribution of each random variable is assumed to
be a Normal Gaussian with a coefficient of variation of 5%. In addition, 1% noise added to all the
measurements. The results are provided in Figure 14, which includes the maximum lateral response
profiles from each analysis, as well as the response reduction distribution for the top floor level
in both directions. According to the results, it can be said that the FLC is less sensitive to the soil
type based on the range of the histogram plots for the response reduction percentages for each case,
however, the active control is highly sensitive to the estimated dynamic properties of the system.
Therefore, fuzzy logic-based controllers are suitable for the proposed approach in this study. It is
worth it to mention that the response variation in y-direction for the FLC controlled is higher than the
x-direction, however, both have similar distribution as for the uncontrolled cases.
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Uncontrolled Active FLC 

   
Uncontrolled Active FLC 

Figure 14. Maximum lateral displacements of the Case-I building considering uncertainties in dynamic
properties (soft soil). (a) and (d): Uncontrolled; (b) and (e): Active LQR; (c) and (f): FLC.

5.2. Advantages of WSNs in Case of Structural Damage or Control Failure

One of the main drawbacks of the traditional wired sensor networks, is that they are not always
reliable in case of fire, or due to the failure of signal lines at lower floor levels under large deformations.
On the other hand, IoT and cloud-based computation, along with wireless sensor networks, make each
device independently controllable and more reliable. The effect of the failure in the signal line in
the traditional wired and wireless network are compared in Figure 15. In the wired sensor network,
expecting that the main controlling computer remains safe and secured during an earthquake, the signal
line is assumed to be broken at either the 4th or 6th floor, which would put the upper floors controlling
devices in passive-min mode. However, using the IoT concept with a wireless sensors network, only the
specified floor dampers are removed from the control algorithm. The overall structural responses of
the building on the top floor in x-, y-, and θ-directions using the FLC indicate the superior performance
of a wireless sensor network as part of the IoT. Comparing the responses also reveals that placing MR
dampers at the first lower floors offers more resistance and damping during an earthquake, which is
reasonable referring to the inter-story drift profiles.
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Figure 15. Wireless vs. wired sensor network in case of power or signal line failure (Case I) in the
x-direction, (a) and (b), in the y-direction, (c) and (d), and in the θ-direction, (e) and (f).

5.3. Pounding Hazard Mitigation by Coupling (Case-II)

Design of a vibration control algorithm, when at least one of the two adjacent buildings is irregular,
is a challenging task that needs knowledge and experience. To reveal one of the main challenges of
designing an active control using active tendons to couple two buildings, which includes the optimal
selection of the weights, the vibration responses of the two adjacent buildings, in the east (irregular)
and the center (regular), are given in Figure 16. As it is clear from the figure, under the Northridge
earthquake loads, the vibration of both buildings decreases significantly, as well as a considerable
decrease in the minimum clear distance between the two buildings, considering the irregularity.
These results are obtained when the parameters of the LQR algorithm is selected by an optimization
technique. With this technique, the irregular building in the east passes a portion of lateral loads to
the regular building to reduce the overall response of both, which can be seen from the results that
indicate a minimum reduction in the peak displacement in the directions to the adjacent structure.

 
(a) 

Figure 16. Cont.
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(b) 

Figure 16. Top floor displacements of two coupled buildings on a rock base with uncontrolled, (a),
active control algorithm, (b).

Figure 17, on the other hand, clearly shows that using an LQR-based active control for two coupled
regular-irregular buildings are sensitive to the initial assessment of the dynamic properties of the
system, as well as the selection of the LQR parameters. In this figure, two curves illustrate how the
minimum clear distance between the two buildings increases as the weight coefficient on the response
of specific DOFs in a direction changes, without updating the response weights in the other two
directions. In this example, the response weight corresponding to the DOFs in the x-direction, as well
as another direction (y or θ), is given a unit coefficient, while the response weights of the DOFs in
the third direction changes. Comparing the two curves shows that restricting the rotational vibration
would result in more increase in the minimum clear distance required to avoid pounding, compared to
the response in the perpendicular direction. Therefore, an optimized solution needs to be achieved
using the evolutionary algorithms, if active control is an option for controlling coupled buildings with
irregularity and SSI effects. Another major concern with coupling two buildings (Case-II) is that larger
relative displacements may not be suitable for the application of MR dampers that are sensitive to shaft
displacement and velocity. Due to such reasons, the application of MR dampers, as the connectors of
two coupled buildings, is not recommended for this specific case study.

Figure 17. Minimum Clear distance required to avoid pounding using active control with respect to
different response weights.

5.4. Advantages of SPC over Traditional FLC (Case-III)

The proposed SPC includes two FLCs in the main control flowchart, however, there are some
advantages for the SPC, which a typical FLC may not be able to consider. Figure 18 shows the top floor
displacement response of the five adjacent buildings under the bidirectional loads of the Northridge
earthquake. The first row of the figure corresponds to the responses in the x-direction, which includes
the buildings in the west, center and east (information flow in west-east direction). Similarly, the second
row represents the responses in the y-direction, which shows the information flow among the buildings
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in the north, center and south. According to the information flow rule among the adjacent buildings
for the proposed SPC, it is obvious that for regular adjacent buildings, the control algorithms are
independents in two directions; however, for the current case (Case-III), controlling the vibrations
in one direction influences the response in the other direction through torsional vibrations in the
top floors. Since the stronger component of the Northridge earthquake is applied in the x-direction,
the differences in the responses are obvious in this direction.

y
x

Figure 18. Comparison of the responses using fuzzy logic control (FLC) and SPC algorithms under the
Northridge earthquake.

To investigate the performance of the proposed SPC algorithm in the case of damage, the buildings
are excited under the Northridge earthquake. Based on the obtained lateral drift profiles, it is
assumed that the first five floors of the building in the center lose the lateral stiffness in a way that the
maximum and minimum damages in a range of 50%~25%, respectively, occur in the first and fifth
floor. Besides, the control system of the building is shut down at the 5th second after the activation,
when the drifts reach approximately maximum values. Therefore, the minimum damping capacities
of the dampers are used for the rest of the excitation. Under this situation, it is expected that using
the proposed SPC algorithm, the adjacent buildings will change their behavior to avoid pounding
hazards. Figure 19 shows the response time-histories for the buildings with and without consideration
of damage in the central building. It is clear that the top floor displacements of the building in the
center are increased in both directions; however, the adjacent buildings behave differently, but with a
reduction in the responses.
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y
x

Figure 19. The response of the adjacent buildings considering damage in the central building using SPC.

6. Summary and Conclusions

The majority of the studies in seismic vibration control of three-dimensional tall buildings have
not considered the irregularity and soil–structure interaction effects on the vibration response. In this
paper, a novel bio-inspired seismic vibration control algorithm, called swarm-based parallel control
(SPC), is proposed to use the advantages of fuzzy logic-based rules to consider the response of the
individual adjacent building in determining the control forces for the group of buildings during
extreme events, such as earthquake or wind loads. The main merits of the proposed SPC system can
be summarized as:

1. Despite the other control approaches, such as using coupling devices, the need for the structural
links to couple the two adjacent buildings, as well as the complexity, can be eliminated.

2. Each building can sense and consider the responses of the adjacent building in determining
the optimal control force of semi-active devices; therefore, in the case of damage in a building,
the other adjacent buildings update the control forces, accordingly.

3. The proposed SPC can be modified for individual buildings according to the deployed control
strategy and devices.

To address the above-mentioned advantages of the proposed controller, numerical simulations are
carried out under the seismic loads of seven historic earthquakes. Vibration responses of an irregular
15-story building are studied considering the soil–structure interaction (SSI) effect, as well as the
effectiveness of different control methods (Case-I). A sensitivity analysis is also considered to study the
performance of each control approach, considering uncertainties in estimating the soil and structural
properties. In addition, the idea of coupling two adjacent regular-irregular buildings is discussed
using an ideal active control, regardless of the control device type, and the limitations are highlighted
(Case-II). It should be noted that for the active control system, the results are obtained based on the
LQR algorithm to have a benchmark result for comparison, and the ideal conditions are assumed for
either method. Finally, five adjacent buildings with different dynamic properties and no structural
connections, considering the SSI effects, are modeled to verify the performance of the proposed SPC
algorithm (Case-II).

The results prove that the proposed method has the potential to be paid attention in future
developments as part of the bigger concept of the Internet-of-Things (IoT) and smart structures.
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Abstract: This paper presents a review of advances in the field of Sensor Placement Optimisation
(SPO) strategies for Structural Health Monitoring (SHM). This task has received a great deal of
attention in the research literature, from initial foundations in the control engineering literature
to adoption in a modal or system identification context in the structural dynamics community.
Recent years have seen an increasing focus on methods that are specific to damage identification,
with the maximisation of correct classification outcomes being prioritised. The objectives of this
article are to present the SPO for SHM problem, to provide an overview of the current state of the art
in this area, and to identify promising emergent trends within the literature. The key conclusions
drawn are that there remains a great deal of scope for research in a number of key areas, including
the development of methods that promote robustness to modelling uncertainty, benign effects within
measured data, and failures within the sensor network. There also remains a paucity of studies
that demonstrate practical, experimental evaluation of developed SHM system designs. Finally, it
is argued that the pursuit of novel or highly efficient optimisation methods may be considered to
be of secondary importance in an SPO context, given that the optimisation effort is expended at the
design stage.

Keywords: sensor placement optimisation; structural health monitoring; damage identification;
mutual information; evolutionary optimisation

1. Introduction

The broad aim of Structural Health Monitoring (SHM) is to be able to objectively quantify the
condition of an engineered structure on the basis of continually or periodically observed data, enabling
incipient faults that may ultimately lead to failure of component or system to be detected at an early
stage. These monitoring outcomes may be subsequently used to inform management of the structure,
including decisions on how and when to deploy corrective actions and maintenance. Achieving high
quality outcomes from the SHM process critically depends upon the quality of information gathered
from the measurement system deployed upon the structure, which typically takes the form of a
network of acceleration and/or strain transducers and appropriate acquisition hardware. Thus, the
question of where to place the available sensors is key to achieving these desired outcomes. In most
scenarios it is impractical to instrument every location of interest within a given structure. This is of
particular concern in applications where the costs that are associated with deploying and maintaining
a sensor network are high, for example in the aerospace sector where the impact of any mass addition
on fuel efficiency must be considered. The desire to maximise the value of information returned by a
reduced sensor set has led to the development of formal methods for sensor placement optimisation
(SPO) for damage identification. As the size and complexity of the structures considered for monitoring

J. Sens. Actuator Netw. 2020, 9, 31; doi:10.3390/jsan9030031 www.mdpi.com/journal/jsan85



J. Sens. Actuator Netw. 2020, 9, 31

has increased—with typical target applications ranging from aircraft to offshore wind turbines and
large civil structures—so has the desire for effective methods for evaluating and optimising the design
of SHM systems. The advent of cost effective and reliable wireless sensor networks adds a further
consideration on this front.

This paper acts as an update on an earlier manuscript [1] and seeks to present the aims of SPO in
an SHM context, set out the commonly adopted frameworks for tackling this problem and provide a
critical review of the literature in this area. Most importantly, the particular contribution of this paper
is to identify the key emerging topics that represent directions for future study. Given the wealth of
literature in this area, it would be unwise to claim that this review is truly comprehensive; the quantity
of (often closely related) works is simply too great. Instead, the paper is structured in order to highlight
key themes within the literature and, consequently, demonstrate interrelations between approaches
and avenues to novelty for researchers in this area.

A number of review articles exist on the topic of SPO in structural dynamics. Yi and Li [2] presents
an overview of cost functions and optimisation methods focusing on civil infrastructure applications.
A recent review article by Ostachowicz et al. [3] provides an update on the literature in this area with
emphasis placed on methods appropriate to guided-wave SHM. A particular focus of the review in
ref. [3] was to describe the numerous metaheuristic methods that have been applied in an SPO context;
these are critiqued in Section 4.2. While a degree of overlap between reviews of this type is inevitable, a
key distinguishing element of the current contribution is the emphasis on the identification of emerging
methods that may allow the design of robustly-optimised SHM systems for which reliable a priori
measures of expected benefit may be determined.

The layout of the paper is as follows. Section 2 provides an overview of the SPO problem as it
applies to SHM. Section 3 introduces the cost functions. In Section 4, the optimisation methods that
have been applied to the SPO task are summarised. Emerging trends are identified in Section 5 prior
to concluding comments that are presented in Section 6.

2. Overview of the Sensor Placement Optimisation Problem

In a structural dynamics context, sensor placement optimisation first emerged for tasks such as the
modal analysis of structures. Prior to the adoption of formal techniques, achieving successful modal
analysis outcomes was highly reliant upon the experience and insight of the dynamicist conducting
the test. By making use of practical steps, such as prioritising expected antinode location and avoiding
expected nodes, it would be possible to create acceptable ad hoc sensor distributions that largely served
well for distinguishing and identifying modes of non-complex structures. In cases where resource
allowed, it would have been possible to trial different sensor configurations experimentally prior to
adopting a final layout. However, as the complexity of the structures being considered has grown,
it has become increasingly common practice to formalise the sensor placement problem as one of
optimisation, with a cost function derived and subsequently minimised while using an appropriately
chosen optimisation technique. The data that are used to conduct this optimisation may be drawn
directly from experiment or, more commonly, may be based on the predictions of a numerical model.
In parallel to this move to more formal optimisation methods has been the growth of research into
SHM systems. While early SHM methods were largely based upon modal data (for example, changes
in natural frequencies and modeshapes), recent years have seen a growth of methods making use of a
far more diverse set of features, broadening the information sought from the SHM sensor network.

While the SPO problem may, in principal, be posed as one with a continuous outcome
(e.g., returning the cartesian coordinates of individual sensor locations within a continuous space),
the approach adopted almost universally in the reviewed literature is to pose the SPO task as one
of combinatorial optimisation. This takes as it’s starting point a candidate set of size n that contains
all degrees of freedom (DOFs) that are available as sensor locations. The SPO task is to reduce this
set to a smaller measurement set of size m that comprises only those DOFs to be employed as sensor
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locations. The number of combinations available for a given measurement sensor set size m is given by
the binomial coefficient, (

n
m

)
=

n!
m!(n − m)!

(1)

Searching for globally-optimal solutions becomes computationally demanding for anything other
than cases with small n. Figure 1 provides an an illustrative example of an SPO application for SHM,
and it serves to demonstrate this point. The objective of the SHM system in the presented example is
to detect damage introduced into a composite aircraft wing structure via changes in the acceleration
response spectra recorded at a set of measurement locations. For any given measurement configuration,
a set of damage-sensitive features may be derived from the retained spectra. Representations of this
feature set from both the damaged and undamaged state of the structure may subsequently be used to
train a damage detector. In this example, a candidate set of 36 piezoelectric accelerometers are mounted
on the upper surface of the wing, with the system excited using an electrodynamic shaker mounted
towards the wingtip. Thus, the SPO task is to select the measurement sensor set that generates the
most robustly discriminative damage detector.

Figure 1. A composite wing structure mounted in a free-free configuration. A candidate set of 36
accelerometers are mounted to its upper surface.

In the experimental example that is presented in Figure 1, the candidate set comprises n = 36
sensor locations. Setting the measurement set size to m = 6 sensors would result in 1.95 × 106 possible
combinations to consider. Thus, arriving at an optimal measurement set in this scenario may become
a computationally expensive task, and particularly so if the evaluation of a given measurement set
involves tasks, such as training and testing a classifier. This issue grows in importance as n increases.
To illustrate this, consider the common case that SPO for the structure shown in Figure 1 is conducted
while using the predictions of finite element analysis (FEA) rather than data from the physical structure.
If, for the purposes of illustration, n = 1000 nodal points were adopted as admissible candidate
locations, the number of measurement set combinations for the same m = 6 scenario would grow to
1.37 × 1015. This fact prompts interest in methods for efficient combinatorial optimisation, with an
overview of applied techniques being given in Section 4.

3. Cost Functions

This section seeks to provide an overview of the key approaches that have been proposed for
sensor placement in the structural dynamics context, building from foundational techniques, such as
the effective independence (EI) and kinetic energy (KE) methods, towards more recent methods based
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upon classification outcomes that are more specifically tailored to the SHM task. The intention of this
section is to highlight both the development arc of these methods and the key considerations that are
to be made by the SHM practitioner when seeking to select, develop, and implement them.

3.1. Information Theory

Several of the cost functions introduced in this section are based upon information theory; this is
natural, given that the essence of the SPO problem is to extract the most useful information possible
given a restricted number of available channels (or, equivalently, measured DOFs in the SPO case).
Prior to introducing the cost functions that have been applied for SHM systems, there is value in briefly
reviewing relevant concepts.

3.1.1. Fisher Information

Fisher information offers a measure of the information that a sampled random variable X contains
about an unknown parameter θ. Formally, Fisher information is based upon the score i.e. the gradient
of the log-likelihood function, ln f (X; θ), relating X, and θ. This gradient is usually expressed as the
partial derivative of this function w.r.t. to θ. The Fisher information itself is then the variance of
the score,

I(θ) = E
[(

∂

∂θ
ln f (X; θ)

) ∣∣∣∣θ
]

(2)

where E[.|.] denotes the conditional expectation, in this case with respect to θ. In the case that there
are multiple unknown parameters θ = [θ1...θN ], the Fisher information may be stated in matrix form
with elements,

[I(θ)]ij = E

[(
∂

∂θi
ln f (X; θ)

)(
∂

∂θj
ln f (X; θ)

) ∣∣∣∣θ
]

(3)

Techniques that are based upon maximising the determinant of the Fisher information matrix (FIM)
have been widely used as a basis for sensor placement optimisation. In these approaches, the available
data, X, is typically taken to comprise the measurements available from a given sensor distribution.
Various quantities may then be adopted for the unknown, sought parameters θ. For example, in the
case of Effective Independence (described in Section 3.2.1) the quantities that are chosen for θ are the
elements of the modeshape matrix.

3.1.2. Mutual Information

Mutual information gives a measure of the mutual dependence between two random variables.
The mutual information between two variables may be expressed as,

I(x, y) = log2

[
pX,Y(x, y)

pX(x)pY(y)

]
(4)

where x and y are realisations of the jointly-distributed random variables X and Y, pX,Y is the joint
probability density function of X and Y and pX and pY are the marginal densities of X and Y.

For the SPO problem, mutual information may be interpreted as how much information one can
“learn” about a sensor location from any another. If there are two sets of measurement locations, A and
B, the amount of information that is learnt by sensor location ai about location bj is represented
by the mutual information I(ai, bj). In contrast to many applications of mutual information in
machine learning, the approach that is taken in sensor placement optimisation is typically to minimise
the mutual information between sensor locations, thus promoting independence. In the case that
ai and bj are completely independent of one another, I(ai, bj) drops to zero. A typical approach
making use of sequential sensor placement (see Section 4.1) would involve A comprising a set of
adopted measurement locations and B comprising a set of locations being considered for addition to
it. The average mutual information between the adopted set of locations in A and each candidate for
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addition in B may be calculated by evaluating I for in a pairwise fashion and taking an average. The
candidate location from set B that is determined to possess the lowest average mutual information
with those in A is then adopted at each step.

3.1.3. Information Entropy

Information entropy offers a measure of the uncertainty in a model’s parameter estimates. Optimal
sensor placement might be achieved by minimising the change in the information entropy H(D)

given by,

H(X) = −E [lnL(X|θ)] (5)

where θ is the uncertain parameter set, X represents the experimental test data, and E(.) denotes the
expectation with respect to θ. A rigorous mathematical description is given in ref. [4], where it is
shown that, for large datasets, the information entropy depends on the determinant of the FIM.

3.2. Modal Identification Based Cost Functions

The aim of the sensor placement task in a modal identification context is to select a measurement
location set from a large, finite candidate set, such that the modal behaviour of the system remains as
accurately represented as possible. Successful modal identification from a reduced sensor set requires
three key decisions to be made, as discussed by Udwadia [5]:

1. Sensor quantity: how many sensors are required to enable successful modal identification?
2. Sensor placement: where should the available sensors be placed in order to best capture the

required data?
3. Evaluation: how may the performance of the final, optimised sensor configuration be quantified?

Bounds on sensor quantity will generally be apparent from early in the test planning process.
The lower bound is set by the requirement that for the modeshapes to be uniquely identifiable,
the sensor quantity must be at least equal to the number of modes of interest. The upper bound will
usually arise from resource limitations e.g., costs per channel or availability of equipment. Between
these bounds, there may be some flexibility to consider the addition of sensors beyond the lower
bound in order to allow for either greater ability to visualise modeshapes, or to provide a degree
of robustness to sensor failure. Sensor placement and system evaluation are closely related and
constitute the primary focus of this article. For the sensor placement step, the key elements are to
adopt an appropriate performance measure/cost function (the focus of the present section); and then
to select an appropriate method with which to optimise it (covered in Section 4). Evaluation of the
performance of the optimal measurement set is an important, final gating activity prior to moving
on to testing, enabling the expected performance of the proposed sensing system to be quantitatively
evaluated and compared against test requirements. A distinction is drawn here between the evaluation
methods used as part of the sensor placement optimisation step and those adopted for the final system
evaluation step, as these may not necessarily be the same. It may, for example, be the case that SPO
is conducted using a computationally inexpensive abstraction of the procedure applied at the final
system evaluation step.

Note that the three decisions that are listed above will not necessarily be made in sequential steps;
in general, there will be interplay and iteration between them. Also note that, while initially proposed
in a modal identification context, these decisions are of no less importance when considering SPO
for SHM.

3.2.1. Effective Independence (EI)

The effective independence (EI) method was introduced by Kammer [6] following earlier work by
Shah and Udwadia [7]. The method makes use of the Fisher Information Matrix, with the modeshape
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matrix being adopted as the quantity of interest. Maintaining the determinant of the FIM leads to the
selection of a set of sensor locations for which the modeshapes are as linearly independent as possible.

Central to the method is the EI distribution vector ED, which calculates the contribution that is
made by each individual sensor location to the rank of the prediction matrix E. E can only be full
rank if the mode partitions resulting from a given measurement location set are linearly independent.
The distribution vector ED is defined as the diagonal of E,

E = [Φ]{[Φ]T[Φ]}−1[Φ]T (6)

where Φ represents the mass normalised modeshape of the system realised at all retained response
locations. The algorithm is sequential in nature. At each step, the terms in ED are ranked according
to their contribution to the determinant of the FIM. The lowest ranked sensor location is identified
and deleted from the candidate set, as are the corresponding elements in the modeshape matrix. The
new, reduced sensor set is then re-ranked, and the process is repeated in a sequential manner until the
desired number of sensors is obtained.

The work was extended in ref. [8] to consider the effect of model error on EI outcomes, and in
ref. [9] to consider the effect of measurement noise. The application of a Genetic Algorithm (GA) based
approach is presented in ref. [10]. An alternative approach to the EI technique is presented in ref. [11].
Instead of sequentially removing sensors from a candidate set, the sensor set is sequentially expanded
until the required number of sensors is achieved. The method selects the sensor location that offers
the greatest increase in the determinant of the FIM. This expansion can begin with a single sensor,
and multiple locations can be added at each step of the iteration if required. This change in approach
reduces the issue of computational expense associated with large candidate sets, and presents the
possibility of specifying a desired (or existing) sensor configuration at the outset, to which further
sensors may be optimally added. The approach was demonstrated for 27 target modes provided by
a large FEA model of an aerospace vehicle. The results from the new expansion method and from a
conventional EI reduction method were compared. From a candidate set of 29,772 locations, 389 were
chosen as measurement locations, with agreement between the two approaches for all but 9 sensors.
A significant saving in computational costs was made. A commonly observed drawback of the EI
algorithm is that it does not penalise sensor locations that display low signal strength, thus making it
susceptible to poor performance in noisy conditions.

Penny et al. [12] compared the performance of the EI algorithm against that of a scheme based
upon classic Guyan reduction using an a priori FE model of a cantilever beam as a case study. The Guyan
reduction approach proceeds by sequentially removing measurement locations at which the inertial
forces are small in comparison to the elastic forces. The original motivation for Guyan reduction was to
allow for large finite element models to be reduced to a smaller set of master DOFs prior to eigenvalue
analysis, with the authors postulating that the behaviour that made particular DOFs suitable for
adoption as master nodes would also make them good candidates for inclusion in an experimental
measurement set. The measurement sets that were proposed by each method were compared using
three evaluation measures: the size of the off-diagonal elements of the modal assurance criterion
(MAC) matrix; the condition number of a singular value decomposition (SVD) of the modeshape
matrix; and, the determinant of the FIM. While the off-diagonal elements of the AutoMAC matrix
should drop to zero in the case that the modes are not correlated, the SVD measure offers a more
explicit indication of the linear independence of the modeshape vectors. It was found that that the EI
method performed better in the case that rigid body modes were present, while the Guyan reduction
method worked well for cases where the structure was grounded and, thus, displayed no rigid body
modes. However, the key conclusion was that, while both methods produced acceptable results,
neither reached a global optimum due to the sequential deletion method adopted for optimisation.
Sequential sensor placement schemes—-and alternatives—will be returned to in Section 4.
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3.2.2. Modal Kinetic Energy (MKE)

The MKE method [13] seeks to prioritise sensors that are located at points of maximum kinetic
energy for the modes of interest, on the assumption that these locations will maximise the observability
of those modes. MKE indices are calculated for all of the candidate sensor locations i, as follows

MKE(i) = ∑
r

[
φir ∑

j
Mijφjr

]
(7)

where φ is the target modeshape matrix, M is the mass matrix, r refers to the rth mode, and i, j to the
ith and jth DOF, respectively. Thus, the modal displacements that are associated with each location
are weighted by the corresponding component from the mass matrix M, providing a measure of the
kinetic energy contribution of each location to the modes of interest.

The major advantage of the MKE method is that it promotes the placement of sensors in a
location of high signal strength and so is less susceptible than EI methods to issues arising from low
signal-to-noise ratios. However, this comes at the cost of not explicitly considering the independence
of the returned modeshapes. Also note that the use of the mass matrix effectively limits the use of
MKE to model-based approaches; down-selection from an experimental set is not an available option
in this case.

Li et al. [14] explored the inherent mathematical connection between the EI and KE methods. It is
shown that the first iteration of the EI method will always give the same result as the KE method, and
that for the special case of a structure with an equivalent identity mass matrix the EI approach is an
iterated version of the KE approach, with the reduced modeshapes re-orthonormalised at each iteration
of the EI method. For cases with non-identity equivalent mass matrix the KE method incorporates
the mass distribution that is associated with each candidate DOF as a weight, whereas the EI method
is not mass dependent. Both methods are applied to data from the I-40 bridge in Albuquerque, New
Mexico for three cases. From a candidate set of 26 locations, 25 locations are selected in Case 1, six are
selected in Case 2, and eight are selected in case 3. For Case 1, the same sensor is selected for deletion
by both methods, and the ranking sequence is identical. For Case 2, the same six sensors are selected
and ranked in the same order by the two methods, but with different ranking values. In Case 3, there is
agreement for seven of the eight required sensors, but discrepancies in the ranking values and ranking
order.

3.2.3. Average Driving Point Residue (ADPR)

An alternative measure of the contribution of a given sensor location to the overall modal response
of a system is given by the average driving point residue (ADPR) [15]. The intention of the ADPR is to
provide a measure of the average response of the system at a given location to a broadband input that
excites all modes of interest. The ADPR is calculated from data or FE predictions, as

ADPR(i) = ∑
r

φ2
ir

ωr
(8)

where i is the candidate sensor location under consideration, r = 1, ..., N are the modes of interest, φir
is the ith element of the rth modeshape, and ωr is the rth modal frequency. The ADPR in the form
stated above provides a measure of average modal velocity, although minor variations allow modal
displacements or accelerations to be considered instead [16]. In common with the closely-related MKE
method, an advantage of using the ADPR approach over EI methods is that it tends to select sensors in
areas of high signal strength, although, once again, at the cost of sacrificing explicit consideration of
modeshape independence. The key differentiator of the ADPR and MKE approaches is that the ADPR
does not require knowledge of the mass matrix, which enables it to be more easily applied in purely
experimental scenarios where a physics-based model is not available.
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A minor adaptation of the EI approach was introduced by Imamovic [16]. In the Effective
Independence Driving Point Residue (EI-DPR) approach, the EI and ADPR values for each candidate
location i are combined to produce an EIDPR value

EEIDPR
D (i) = EEI

D (i)ADPR(i) (9)

Combining the metrics in this way was found to promote the placement of sensors in regions of
higher signal to noise ratio than for the EI method alone, while also resulting in comparatively uniform
sensor configurations. The Eigenvector Product (EVP) is a further closely-related method [17]. As the
name suggests, this metric involves simply taking the product of the eigenvector elements for a given
candidate location across all modes of interest,

EVP(i) = ∏
r
|φir| (10)

where i is the candidate sensor location and φir is the ith element of the rth modeshape. A maximum
for this product is deemed to be a candidate measurement location.

3.2.4. Modeshape Sensitivity

Shi et al. [18] present one of the earliest sensor placement approaches specific to structural health
monitoring. A structural damage localisation approach that is based on eigenvector sensitivity is
adopted, and a sensor placement optimisation approach is developed that uses the same method.
The FIM approach is applied to the sensitivity matrix that is to be used for damage localisation, with
those degrees of freedom that provide the greatest amount of information for localisation retained.
The prediction matrix in this case is given by

E = [F(K)]{[F(K)]T[F(K)]}−1[F(K)]T (11)

where F(K) represents a matrix of sensitivity coefficients of modeshape changes with respect to a
damage vector comprising stiffness matrix changes. The sensor placement and damage localisation
algorithms are demonstrated for numerical and experimental data, and they are shown to be effective
in indicating probable locations of both single and multiple damage locations. For the experimental
survey of an eight-bay, three-dimensional truss structure, a set of 20 optimised measurement locations
is selected from a candidate set of 138 DOFs. Correlation between the analytical and test modeshapes
gives MAC values of over 0.99 for the first five modes. These five modes are used for the successful
localisation of damage represented by the unscrewing of truss elements.

Guo et al. [19] highlight the difficulties that may occur in solving the matrix proposed by
Shi et al. [18]. The problem is reformulated as an objective function that is based on damage detection,
to be solved while using a genetic algorithm. An improved genetic algorithm (IGA) is introduced to
deal with some of the limitations of the simple GA. The results from the new algorithm are compared
with those from the penalty function method and the forced mutation method for a numerical
simulation. The numerical example studied is based upon the same six-bay, two-dimensional truss
used in Shi [18]. The improved genetic algorithm is shown to converge in far fewer generations than
the penalty function and forced mutation methods. Improved convergence characteristics and low
sensitivity to the initial population used are also demonstrated.

3.2.5. Strain Energy Distribution

Hemez and Farhat [20] present a sensor placement study that is specific to damage detection
based on strain energy distributions. The EI algorithm that is presented in ref. [6] is modified to allow
the placement of sensors according to strain energy distributions. First, a strain energy matrix E is
constructed,

E = [ΨTΨ] (12)
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where Ψ = CT and C represents a Cholesky decomposition of the stiffness matrix K i.e., K = CTC.
The elements of the distribution vector ED that lies on the diagonal of E thus represents the contribution
of each sensor location to the total strain energy recorded by the system. The proposed method proceeds
in the same manner as the original EI algorithm, with the sequential deletion of locations from the
candidate set until the desired number of sensors is reached. The performance of the EVP and EI
methods is compared in ref. [20] for a damage detection case study on an eight-bay truss structure.
The objective for the sensor network is to facilitate optimal model updating in the presence of damage.
It was found that the damage detection performance of the updated model was sensitive to the chosen
sensor distribution. While both of the algorithms returned measurement sets that are capable of
detecting damage, the update that is based on the EI measurement set contained some inaccuracies
when reporting the damage locations.

3.2.6. Mutual Information

In ref. [21], the selection of optimal sensor locations for impact detection in composite plates
is approached while using a GA to optimise a fitness function based upon mutual information.
The mutual information concept is used to eliminate redundancies in information between selected
sensors, and rank them on their remaining information content. The method is experimentally
demonstrated for a composite plate stiffened with four aluminium channels, with an optimal set of six
sensors selected from a candidate set of 17. The selected locations are found to lie close to the stiffening
components. It is concluded that this result is consistent with the stiffened regions being the most
challenging for the assessment of impact amplitude; the deflections under impact in these regions are
much smaller than those observed in the unconstrained centre of the plate.

Trendafilova et al. [22] use the concept of average mutual information to find the optimal
distance between measurement points for the sensor network. An equally-spaced configuration is
assumed, and the sensor spacing varied in order to minimise the average mutual information between
measurement locations. The approach is tested for a numerical simulation of a rectangular plate using
a previously-established damage detection and location strategy, while using damage probabilities
as the assessment criteria. The approach is tested for three spacing values: an initial set containing
36 sensors, the optimal set given by the mutual information method and containing eight sensors, and
a third set containing six sensors where the spacing between locations is greater than the calculated
optimal value. The results show that the initial and optimally-spaced sets are equally successful in
locating damage. The set with a greater spacing between sensors performs significantly less well.

3.2.7. Information Entropy

Papadimitriou et al. [23] present a statistical method for optimally placing sensors for the purposes
of updating structural models that can subsequently be used for damage detection and localisation.
The optimisation is performed by minimising information entropy, a unique measure of the uncertainty
in the model parameters. The uncertainties are calculated while using Bayesian techniques and the
minimisation realised using a GA. The method is tested using simplified numerical models of a
building and a truss structure. The results show that the optimal sensor configuration depends on
the parameterisation scheme adopted, the number of modes employed, and the type and location of
excitation.

3.3. SHM Classification Outcomes

The dominant paradigm in SHM in recent years is that based upon statistical pattern recognition.
This involves training statistical classification and/or regression algorithms in either a supervised
or unsupervised manner. Thus, it is natural to consider classification outcomes as the basis for
constructing cost functions. Formally, this requires the selection of metrics on classifier performance
to be developed and evaluated using either the same data used for training (referred to as recall) or
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performance on an independent testing set [24]. Studies that adopt cost functions that are based on
classification outcomes are reviewed in Section 4, alongside the optimisation methods applied.

For the simplest case of binary classification, metrics may be drawn from a confusion matrix of
the form that is shown in Table 1.

Table 1. Exemplar confusion matrix for binary classification.

Predicted Class

Positive Negative

Actual Class
Positive TP FP

Negative FN TN

In the confusion matrix, the quantities TP, FP, TN, and FN refer, respectively, to the number of True
Positive, False Positive, True Negative, and False Negative classification outcomes that are observed
for observations from a presented dataset. The principle quantities of interest that may be extracted
from them are the probability of detection PD (or true positive rate (TPR)), which is given by,

PD = TPR =
TP

TP + FN
(13)

and the probability of false alarm rate PFA (or false positive rate (FPR)), which is given by,

PFA = FPR =
FP

FP + TN
(14)

A perfect classifier would return a PD of 1 and a PFA of 0.
In general terms, classifiers operate by computing a score that is related to class membership

and then comparing this score to some predetermined classification threshold. Thus, the particular
choice of threshold value is critical in controlling the trade-off between the true positive and false
positive rates. The Receiver Operating Characteristic (ROC) is a useful tool for providing a comparison
between the TPR and FPR for any given threshold level. By evaluating the ROC value, a discrete set of
possible threshold values, data may be gathered with which to plot an ROC curve. This curve may be
employed to (a) evaluate the discriminative ability of the data and (b) select a level for the threshold
that is appropriate to the problem, and it is for the first of these functions that it is typically applied in
an SHM SPO context.

An example of an ROC curve for a binary classifier is given in Figure 2. In this example,
a “Negative” class label indicates that the structure is undamaged and a “Positive” class label indicates
that damage has occurred. A classifier offering no discrimination would correspond to the line of no
discrimination indicated on the diagonal. The further that the ROC curve for a given classifier lies
above this line, the greater its discriminatory performance.

The area under the ROC curve (AUC) offers a further, quantitative method for summarising the
level of discrimination offered by a classifier. The AUC returns a value in the range [0,1], where a
value of 1 would indicate perfect classification performance. A classifier that assigned labels at random
would return a value of 0.5, with its performance being as indicated by the line of no discrimination in
Figure 2. The AUC might be interpreted as the probability that the considered classifier will rank a
randomly selected positive instance higher than a randomly chosen negative instance [25].

Classification performance-based metrics may be extended to the localisation task, with an
exemplar confusion matrix for a three class case presented in Table 2.
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Figure 2. An example of a Receiver Operating Characteristic (ROC) curve for a moderately
well-separated dataset. For comparison, the line of no discrimination is indicated by the dashed
line along the diagonal.

Table 2. Exemplar confusion matrix for damage localisation.

Predicted Location

A B C

Actual Location

A TPA EBA ECA

B EAB TPB ECB

C EAC EBC TPC

For damage localisation, the class labels (A, B, and C in the example) will typically refer to a
discrete set of potential damage locations, with TPA representing the number of true positive outcomes
for class A, EBA representing mislabelling of an observation from class A as being from class B and so
on. The metric of most interest is the probability of correct classification (Pcorr) over all K classes i.e.,
the sum of the diagonal quantities TPk (with k = 1...K) divided by the total number of observations in
the test set, which may be expressed as

Pcorr =
∑k TPk

∑k TPk + ∑i �=j Eij
(15)

An alternative approach for defining metrics on classifier performance is to explicitly evaluate
the performance of the proposed subset relative to that of the full set. Such a scheme is proposed in
ref. [26] for a Neural Network classifier, where the normalised mean squared error (NMSE) between
a desired (i.e., best possible) classifier response and that achieved by a classifier trained on a subset
of measurement locations is used as the basis for a range of cost (alternatively “fitness”) functions.
The NMSE is given by,

NMSE(ŷi) =
100

NTσ2
i

NT

∑
j=1

(yi(j)− ŷi(j))2 (16)

where i represents the ith output neuron, NT is the number of training sets indexed by j, and σ2
i is

the variance of the output yi. In ref. [26], it was proposed that the performance of the SHM system
(a classifier trained using a subset of measurement points) may be judged on either the average value
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of the NMSE over the whole set of classifier outputs; or alternatively using the maximum of the set of
output NMSEs.

Finally, cost functions that are specific to particular classifiers may be adopted. These include the
margin of separation for Support Vector Machine (SVM) classification, for example.

3.4. Summary

The methods highlighted in this section follow a progression from those developed for the general
sensor placement case (e.g., for the purposes of modal analysis), through to those that are specific to
SHM. Two dominant groups of approaches are apparent: methods that are based upon variations on
the Fisher information matrix (and other information metrics); and, methods based upon maximising
classification outcomes. There does not yet appear to be strong consensus within the literature
as to which specific approaches are the most appropriate for given scenarios, or an agreed set of
selection criteria. However, it is apparent that the decision on which method to adopt in a given
scenario is likely to be guided, to a large extent, by the information and resource available to the
practitioner. A key element is the availability of damaged state data—a topic of general concern in
SHM. Methods that are based on classification outcomes will, in general, require the availability of
either experimentally-obtained representations of damaged state data or, more realistically, numerical
model predictions of damaged state system response. Therefore, the quality and robustness of sensor
placement outcomes will therefore be a function of the information one is able or prepared to gather
and include within the analysis. These concepts are explored further in Section 5.

4. Optimisation Methods

The sensor placement optimisation task (whether for SHM purposes or otherwise) is typically
approached as a combinatorial optimisation problem i.e., the aim is to select some subset of size m from
a discrete, finite set of size n that optimises a chosen cost function. The approaches that are available
for performing combinatorial optimisation of the cost functions introduced in Section 3 are largely
drawn from two categories: sequential and metaheuristic methods. Where computationally feasible,
it is deemed to be good practice to compare optimisation outcomes to those of an exhaustive search.

4.1. Sequential Sensor Placement Methods

Sequential sensor placement (SSP) methods offer a set of simple to implement and computationally
efficient heuristic algorithms that are appropriate to the sensor placement task. There are two principal
approaches: backward sequential sensor placement (BSSP) and forward sequential sensor placement
(FSSP). Both of the methods proceed along similar lines, with the BSSP algorithm starting with a large
sensor set and sequentially eliminating those sensor locations that contribute least to the objective
function (as in the original EI study by Kammer [6]), and FSSP beginning with a small set and adding
sensor locations that offer the greatest benefit (as explored for EI in ref. [11]). These approaches
are discussed in detail in refs. [4,27], with the performance of the sub-optimal sensor distributions
returned by the FSSP and BSSP method shown to provide a good approximation to the performance of
the optimal sensor distribution on a numerical test case.

Stephan [28] proposes a method that acts as a hybrid of the FSSP and BSSP methods. The approach
is demonstrated for modal test planning on the basis of a finite element model of an aircraft. Two
steps are carried out within each iteration of the algorithm. First, a new sensor location is proposed,
based upon its contribution to the Fisher information matrix. Next, the levels of redundancy between
the newly proposed sensor and each sensor already within the proposed distribution is evaluated,
with any that fall below a pre-set threshold value eliminated. The method is shown to perform well in
comparison to the standard EI method, with the clustering of sensor locations reduced.
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4.2. Metaheuristic Methods

In recent years, metaheuristic (and particularly evolutionary) optimisation methods have become
manifest. Metaheuristic methods are stochastic in nature and they seek to find solutions that approach
the global optima. There are a wide variety of such methods, with many inspired by processes
occurring in nature, such as evolution or animal behaviour. These methods are given extensive
coverage in ref. [3]. The general approach adopted by metaheuristic optimisation techniques is
as follows:

1. generate an initial population (the First Generation) containing randomly-generated individuals.
In an SPO context, each ‘individual’ is typically taken to comprise a sensor location subset;

2. evaluate the fitness of each individual within the population against a pre-defined cost function;
3. produce a new population by (a) selecting the best-fit individuals for reproduction and (b)

breeding new individuals through crossover and mutation operations; and,
4. repeat steps (2) and (3) above until some stopping criteria is reached.

4.2.1. Genetic Algorithms (GA)

GAs offer a powerful class of metaheuristic method for the solution of search and optimisation
problems. They are directly inspired by the concept of natural selection with candidate solutions being
encoded as gene vector, usually in the form of a binary string. GAs have been extensively used in SPO
applications. A typical formulation is for the gene vector to be of length n, with each bit within the
vector indicating whether or not a sensor is placed at that location.

Yao et al. [10] presented one of the earliest applications of a GA for sensor placement. Developing
from the standard EI formulation proposed in ref. [6], which makes use of a backward sequential
approach, the determinant of the FIM is adopted as the fitness function for the GA. The approach is
applied to SPO for modal identification with two case studies considered: a space structure and a
photo-voltaic (PV) array. It was found that the GA marginally outperformed the EI algorithm for an
m = 10 and m = 20 measurement set case for the space structure. However, the GA was found to
be significantly more costly, incurring 30 times the computational cost for the 20-sensor case. Similar
results were observed for the PV array. It was noted that the GA used may converge to a local minimum,
highlighting a general issue with search methods of this type. A typical approach to overcome this is
to repeat the optimisation multiple times with randomisation of the starting population.

Stabb & Blelloch [29] extended the application of GAs for SPO in a modal analysis context to two
further fitness functions. The first of these is simple the MAC. The second is the cross-orthogonality
matrix between the modeshapes of interest, partitioned according to the candidate sensor set and
the associated Guyan-reduced mass matrix. The MAC approach was found to quicker thanks to the
lower computational cost of each evaluation, but was also found to be the less accurate of the two, as
the FE modes are only truly orthogonal with respect to the mass matrix. For each measure, an error
function is computed by taking the absolute value of the difference with an “ideal” matrix: the identity
in the case of the cross-orthogonality matrix, and the MAC from the full modeshapes in the case of the
MAC. The GA is compared with the EI and MKE methods, as well as the iterative Guyan-reduction
method that is introduced in Penny et al. [12]. For a case study that is based upon an FE model of
a, it was found that the best solution of all the alternatives tested was achieved using the method
incorporating the Guyan-reduced mass matrix and GA optimisation, with the GA seeded using the
results of a traditional EI approach. This method produces accurate modal frequencies for four out of
six modes, whereas the traditional EI and KE methods performed poorly.

In one of the earliest studies on sensor placement specific to an SHM problem, Worden et al. [30]
use a neural network (NN) for the location and classification of faults and a GA to determine an optimal
(or near optimal) sensor configuration. The NN is trained using modeshape curvatures provided by an
FE model of a cantilever plate. Faults in the plate were simulated by “removing” groups of elements in
the model. The probabilities of misclassification for the different damage conditions are obtained from
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the neural network, and the inverse of this measure is employed as a fitness function for the GA. A set
of 20 locations were selected as a candidate sensor location set, and the GA optimisation compared to
the results of two heuristic approaches: a deletion strategy and an insert strategy. The results of this
preliminary study showed the GA to outperform both heuristic methods.

In Worden and Staszewski [31], a NN/GA approach was used to place sensors for the location
and quantification of impacts on a composite plate. In this experimental survey, the strain data are
recorded for impacts applied to a wingbox structure. An artificial neural network is trained to locate
the point of impact, and a second NN employed to estimate the impact force. A GA was used to
select an optimal set of three measurement locations from the candidate set of 17 used in the test,
while using the estimation of the impact force provided by the neural network as the parameter to
be maximised. As this parameter is dependent upon the starting conditions used to train the neural
network, the training was run six times to allow for comparison between GA results and those of an
exhaustive search. For each run, the GA found the same optimal set as the exhaustive search.

Coverley and Staszewski [32] presented an alternative damage location method combining
classical triangulation procedures with experimental wave velocity analysis and GA optimisation.
The triangulation approach assumes that three different angles for wave propagation directions
from an unknown impact location are available. The distance between the sensor and the unknown
impact position is calculated using the arrival times and the velocities of the propagating elastic
waves. While the method was shown to perform well, a limitation of the triangulation approach is
the need to estimate the velocities of the propagating elastic waves—something that is challenging in
anisotropic materials. De Stefano et al. [33] adopted a trilateration approach that attempts to overcome
these issues. Trilateration does not require the measurement of angles of approach, instead being
based purely on the measurement of distances. The resulting system of equations is non-linear in
the solution parameters, thus requiring a non-linear least-squares algorithm in order to calculate a
solution. The major advantage of the trilateration method is that a single NN might be trained prior
to optimisation taking place, thus offering a major reduction in computational cost in comparison to
schemes where a NN must be trained at each iteration within the optimisation algorithm.

One of the key issues discussed in ref. [26] relates to appropriate methods for encoding sensor
locations. The simplest way to encode an m-sensor distribution is in an n-bit binary vector, where n is
the size of the candidate location set and each bit switches on if the corresponding sensor is present.
However, this is suboptimal as the distribution for the sensor sets will follow a binomial distribution,
and will thus be very sharply peaked at n/2 sensors. If n is large, randomly-generated distributions will
almost certainly have close to n/2 sensors, regardless of the value of m. This means that crossover or
mutation will usually be destructive unless protected operations are defined. The simplest alternative
is to use an integer-valued GA where there are m integers, each indexing a sensor in the candidate set.
Protected operators may still be convenient, or a penalty function can be used to eliminate distributions
with repeats.

4.2.2. Simulated Annealing (SA)

In ref. [26], simulated annealing was one of three sensor placement methods compared using an
FE model of a cantilever plate. Fault diagnosis was performed while using a neural network trained
on modeshape and curvature data generated using the numerical model, resulting in the structure
being classified as either faulted or not faulted. The objective function that was chosen for the SA
algorithm was the probability of misclassification. The SA method was shown to perform impressively,
showing a slight improvement on a comparable GA approach when 10 sensors were selected from a
candidate set of 20. The SA algorithm yielded a four-sensor distribution with a 99.5% probability of
correct classification, and a three-sensor distribution that was only slightly different to that found by
exhaustive search.
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4.2.3. Ant Colony and Bee Swarm Metaphors

The same neural network problem as in ref. [31] is investigated using a different optimisation
technique in Overton and Worden [34]. Here, an ant colony metaphor was used to place sensors based
upon the fitness functions that are generated by the neural network, and the results compared with
those from the GA and exhaustive search. For the selection of a three-sensor distribution from a set
of 17, the ant colony algorithm is shown to be faster than the GA while producing a solution that is
amenable to that from the exhaustive search. The algorithm also appeared to outperform the GA when
a six-sensor distribution was sought, although entirely fair comparison between the approaches was
not possible. As the size of the sensor network increases, it appears that the selected distributions
become less intuitive.

In common with other NN-based approaches, it is noted that the objective function adopted
in ref. [34] is a random variable conditioned on the initial weights given to the network. Scott and
Worden [35] describe the development of a bee swarm algorithm, again via application to the NN-based
objective function proposed in ref. [31]. The bee swarm algorithm was shown to perform well for an
initial, constrained set of neural network parameters. However, the key development was to extend
the algorithm in order to include optimisation of the neural network parameters alongside the sensor
distributions. In this set up the bee swarm algorithm was shown to significantly improve accuracy,
outperforming both the ant colony algorithm and the genetic algorithm in cases where performance
could be directly compared. It was noted that the nature of the NN-based objective function was
well-suited to the bee swarm algorithm, which only requires there to be some similarities—however
vague—between “good” solutions in order to substantially outperform a random search.

4.2.4. Mixed Variable Programming (MVP)

In Beal et al. [36], optimal sensor placement is formulated as a mixed variable programming
(MVP) problem. As observed in ref. [26], a typical formulation for the SPO process is to treat each
sensor location as a binary variable (the sensor is either placed at the given location, or not), with the
resulting optimisation being a binary mixed integer non-linear programming problem. A difficulty
that arises from this mixed integer formulation is that it scales poorly, becoming computationally
demanding as the candidate sensor set becomes large. The proposed alternative is a mixed variable
programming scheme, where each sensor is assigned a categorical variable from a predefined list
indicating where it is to be located. The MVP framework is sufficiently general that it may be applied a
broad set of objective functions. The objective function used for demonstration in ref. [36] is the relative
error between the stiffness changes indicated by the full and reduced measurement sets. The approach
is demonstrated using a numerical model of a 20-DOF system. Given that damage had occurred at
specified masses, optimal configurations containing three-, four-, and five-sensors were found for
three damage cases. A convergence analysis is presented that indicates strong results for optimisation
problems with one continuous variable, indicating that the approach is sufficiently general for a variety
of SPO problems.

4.3. Summary

Given the extensive literature in this area, it has become increasingly challenging for authors in
this area to demonstrate true novelty of approach. This issue is exacerbated in cases where there is no
principled comparison either to other methods or to best possible outcomes. The best possible outcome
might be interpreted either as the outcome achievable if all data are available (i.e., the full sensor set
may be used); or, the best possible outcome achievable for a given sensor subset size, evaluated via
exhaustive search. In either interpretation, the best possible performance represents an upper bound
on system performance.

Also noted is that the connection between the problem to be solved (minimisation of a particular
cost function relating to sensor placement) and the optimisation method chosen is given little explicit
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consideration in many of the papers that appear in the SPO literature. The “no free lunch” theorems
popularised by Wolpert and Macready [37] establish that for any given optimisation algorithm,
over-performance for one class of problems will be offset by under-performance for another class.
Thus, for uniformly distributed problem classes (i.e., the likelihood of being faced with a “simple”
optimisation task is the same as being presented with a “hard” task), the performance of any given
optimisation algorithm will be equal to that of any other when averaged across all classes. It is only
by making use of a priori understanding of the particular problem at hand that overall improved
performance can be achieved.

5. Emerging Trends and Future Directions

This section seeks to identify research directions that have the potential to make a substantial
contribution to the problem of system design for SHM. It is apparent from the quantity of papers
available in the literature, of which only a subset are reviewed in Sections 3 and 4, where sensor
placement optimisation is, in some senses, a mature field. Optimisation methods applicable to the
combinatorial subset selection task have, in particular, been extensively explored. While there may
still be some scope for tailoring optimisation methods to particular approaches in the pursuit of
computational efficiency, there appears general agreement that for any given appropriately-posed
problem, an acceptable solution will be provided by the methods that are covered in Section 4. There is
arguably more scope for novelty in regard to cost functions, particularly with regard to tailoring cost
functions to specific SHM systems. However, the avenue for real progress appears to be in directly
addressing the trade offs that are required to make a decision on whether or not to implement an SHM
system. There is agreement here with the perspectives expressed in ... and more recently of ref. [38]
that the focus of SHM research should—at this stage in its development—be on moving towards
industrial deployment of monitoring systems.

Key among the trends identified and discussed are applications of methods that are drawn
from decision theory (Section 5.1) and the quantification of overall SHM system value (Section 5.2).
A comparatively recent trend is to seek to make the sensor network robust to confounding
factors, including: (1) benign effects driven by Environmental and Operational Variables (EOVs);
(2) uncertainties and errors in any contributing mathematical or numerical models; and, (3) sensor
and sensor network failure. The emerging literature in each area is briefly reviewed in Sections 5.3
and 5.4. Finally, methods that consider robustness to sensor or sensor network failure are considered
(Section 5.5), as are the opportunities for gathering full-field, experimental candidate set data via laser
vibrometry (Section 5.6). Several of the reviewed papers do not explicitly cover sensor placement
optimisation for SHM, but introduce ideas or methods that are relevant to further development in
this field.

5.1. From Classifiers to Decisions

A key emerging trend within the research literature is to move from the optimisation of
classification outcomes to the optimisation of decision outcomes. Flynn and Todd [39] present
perhaps the most influential recent study in this field, setting out a Bayesian risk minimisation
framework for optimal sensor placement. This framework enables the costs associated with different
actions to be included in the decision-making process, enabling a design that minimises risk under
uncertainty to be found. Here, design, is taken to incorporate sensor placement, feature selection,
and the setting of localised detection thresholds. This essentially casts damage identification as a
binary (or more generally M-ary) hypothesis testing problem, weighted by the cost of making a
correct/incorrect decision. The framework proposed is general and, in principle, could be applied to
multisite damage cases with costs that are associated with all outcomes. However, through a series of
assumptions the approach is simplified to the consideration of binary classifiers that are associated
with local health states, with the structure discretised into K spatial regions, indexed by k = 1...K.
Figure 3 shows a schematic illustration of a discretised structure. For each region, a local detection
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threshold T[k] > γ[k]P(hk0)/P(hk1) is established, where γ[k] represents the classification cost ratio,
hkj represents the true local damage state (with j = 0 and j = 1 denotes undamaged and damaged
states, respectively), and P(hkj) represents prior probabilities on the local damage states.

Figure 3. Schematic example of a discretised structure.

Given these assumptions, the global probability of detection PD is given by

PD =
K

∑
k=1

P(dk1|hk1)P(hk1)

∑K
k=1 P(hk1)

(17)

where dkj represents the event of deciding that hkj is the local damage state in region k and the local
detection rate is given by,

P(dk1|hk0) = Pr(T[k] > γ[k]|hk1) (18)

Similarly, the global probability of false alarm rate PFA is given by,

PFA =
K

∑
k=1

P(dk1|hk0)P(hk0)

∑K
k=1 P(hk1)

(19)

with the local false alarm rate given by,

P(dk1|hk1) = Pr(T[k] > γ[k]|hk0) (20)

While the particular case study in ref. [39] focuses on active sensing, the framework presented
is appropriate for general application. The advantage of the assumptions made is that closed-form
analytical expressions may be derived for PD and PFA as a function of the costs, prior probabilities of
damage and local threshold damage threshold values. The optimisation task is then to maximise PD
for a given allowable false alarm rate PFA; or alternatively, minimise PFA for a given target PD. The key
outstanding question that remains is how best to establish the feature distributions that are associated
with each health state of interest.

5.2. Quantifying the Value of SHM Systems

Going further, Thõns [40] presents a study considering the value of an SHM system as the quantity
of primary concern. A framework for quantification of the value of SHM in the context of the structural
risk and integrity management is presented. This approach seeks to directly address the core decision
to be made by an asset manager: can the installation of the proposed system be justified? The approach
adopted builds, as in ref. [39], on the notion of expected utilities associated with available decisions.
The framework is demonstrated for a structural system undergoing a process of fatigue damage, with
decision processes modelled in detail along with associated uncertainties. It is demonstrated that
the value of information provided by an SHM system varies significantly between contexts, with the
relative value being particularly strongly influenced by factors including: modelling of brittle and
ductile behaviour of components, adopted fatigue damage thresholds and whether the system is able
to identify applied loads. While the SHM system design is not explicitly considered in ref. [40], the
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study presents the possibility of defining new cost functions that are based on the value of information
provided by the system, directly informing decision making.

5.3. Robustness to Benign Effects

The systems of interest are typically exposed to significant operational and environmental
effects, and it is well established that the features that are typically adopted for SHM purposes also
demonstrate significant sensitivity to these benign effects. Among the most highly-cited illustrations
of the impact of temperature effects is the Z-24 Bridge dataset gathered by Peeters and De Roeck [41].
In addition to environmental effects, load variation is a particular concern for structures that exhibit
excitation-dependent nonlinear behaviour. Accounting for benign effects is an area of active research
in its own right with concepts, such as latent variable models [42] and cointegration [43] having been
demonstrated to work to great effect. Nonetheless, residual effects remain and should ideally be
considered during SHM system design.

Li et al. [44] propose a load-dependent sensor placement method that is based on the EI algorithm.
The adaptation made is to develop an objective function that minimises the Euclidean distance between
a modal estimator based on a selected sensor subset and an ideal estimator that uses all available
measurement locations in a manner similar to that proposed in ref. [26]. The considered load variation
refers to the location of excitation, with the magnitude of loading not varied. A case study on a
six-storey truss structure with a distribution comprising six sensors being selected from 12 candidate
locations is used to demonstrate that the location at which the load is applied has a marked influence
on the selected sensor layout. While the robustness of the sensor network to variations in load
location was not explicitly considered, this would appear to be a straightforward progression from the
work presented.

5.4. Robustness to Modelling and Prediction Errors

The aforementioned study by Kammer [8] presented an early effort to assess the effect of model
error on sensor placement outcomes. In recent years, this has been developed much further with the
aim of accounting for errors in the underlying model used for SHM system design. Papadimitriou
and Lombaert [45] consider the effect of spatially-correlated prediction errors on sensor placement
outcomes. Spatially-correlated errors are considered to be important, as they influence the degree of
redundancy observed in the information content of adjacent sensors. A sequential sensor placement
algorithm is adopted for optimisation, and it is demonstrated that algorithms of this type remained
both accurate and computationally efficient in the face of spatially-correlated prediction errors.

Castro-Triguero et al. [46] examined the influence of parametric modelling uncertainties on
optimal sensor placement for the purposes of modal analysis. The effect of uncertainty is demonstrated
for four SPO approaches applied to a truss bridge structure on the basis of FE model predictions.
A combination of material (Young’s modulus, density) and geometric (cross-sectional dimension)
model parameters were varied, with uncertainties being propagated through to model predictions
via Monte Carlo sampling. In addition, noise on measured outputs was simulated. The considered
numerical case study illustrated that the effect of parametric uncertainties on the returned sensor
configuration was significant, although some “key” sensor locations frequently recurred within the
selected sensor sets.

5.5. Robustness to Sensor and Sensor Network Failure

The work presented in ref. [31] is extended in ref. [47] to cover fail-safe sensor placements.
The focus of the study is the selection of sensor sets whose subsets also offer a low rate of detection
error (equivalently a high probability of correct classification Pcorr). A fail-safe fitness function is
introduced that operates as follows: given a proposed mother distribution comprising N sensors, all
N − 1 child distributions are generated and their classification performance evaluated. The value
adopted for the performance of the mother set is the worst Pcorr performance of its child distributions.
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The approach is illustrated for the case of impact magnitude estimation on a composite plate using
time-varying strain data gathered from a network of 17 piezoceramic sensors. A sensor subset size
of three was selected for illustration, making it feasible to compare the results of a GA to the optimal
outcome provided by an exhaustive search. The key observation made is that, for the particular case
studied, there was a trade off between achieving an optimal mother distribution, and one that is robust
to the failure of one sensor. A further observation made is that the optimal sensor distribution returned
by the GA displayed marked sensitivity to statistical variations in the probability of detection error,
highlighting the value in pursuing robust optimisation methods. While demonstrated for strain data
and the case that only a single sensor fails, the proposed fail-safe approach was deemed sufficient
generally for extension to other SHM problems to be straightforward.

Kullaa [48] presented a study on methods for distinguishing between structural damage, EOVs
and sensor faults. The approach is based on the fact that sensor faults are local, while structural
damage and EOVs are global. EOVs are dealt with by including these effects within the training set,
in a manner consistent with the supervised learning approaches discussed in section 5.3. The study is
structured such that each sensor yields a single test statistic. A Gaussian Process (GP) regression model
is trained across all sensor locations such that the output of individual sensors may be estimated using
the output from all others. A hypothesis test (in this case the generalised likelihood ratio test (GLRT)) is
then applied to identify whether the measured output of a given sensor location deviates significantly
from that predicted by the GP, enabling sensor faults to be identified. While sensor optimisation is not
explicitly considered, the work presents a basis for building networks that are robust to sensor failure.

More recently, ref. [49] considers fault-tolerant wireless sensor network (WSN) design for SHM.
The adoption of a wireless network architecture is an attractive development for SHM systems,
offering simplified deployment that obviates the need for extensive cabling. However, wireless
architectures introduce an additional set of failure modes (for example, communication errors and
unstable connectivity) in addition to failure of the sensor itself. They also introduce an additional
energy constraint that is not considered for wired systems. The objective of the work presented in
ref. [49] is to maintain a given level of fault tolerance through robustly-optimal system design. This is
achieved by implementing an algorithm that identifies optimal repairing points within sensor clusters
and places backup sensors at those locations. In a further adaptation, the adopted SHM algorithm
makes use of decentralised computing, with the objective that the likelihood of the network remaining
connected in the event of system fault is maximised.

Finally, Yi et al. [50] present a survey of recent literature in the field of sensor validation
methodologies for structural health monitoring.

5.6. Scanning Laser Vibrometry

Two primary sources of candidate sensor location information have been proposed in the literature:
the predictions of a (typically FE) model; and experimentally-measured data from an extensive
sensor array. The advent and increasing availability of Scanning Laser Vibrometry (SLV) presents the
possibility of achieving full field vibration data acquisition experimentally, removing any issues that
may arise through test-model bias. The fact this may be done in a non-contacting fashion, removing
structural effects such as mass loading during acquisition of candidate set data, is a further boon.
Staszewski et al. [51] demonstrated the potential of scanning laser vibrometry for Lamb wave sensing.
More recently Marks et al. [52] demonstrated optimisation of sensor locations for Lamb wave based
damage detection using a GA allied to SLV data. However, there remain comparatively few studies
that explore the use of full-field measurement techniques as a source of candidate set data.

6. Concluding Comments

This paper presents a survey and comparison of SPO approaches applicable to SHM task. The need
for sensor placement optimisation techniques specific to SHM has long been recognised and promising
approaches have emerged. A great number of techniques developed for other structural dynamics
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applications (modal analysis, system identification, and model calibration) are also of use to the SHM
practitioner. Future methods are likely to be specific to the SHM methodology employed and should be
developed alongside them. The central focus of this review was to highlight emerging trends specific
to SHM system development, and these are briefly summarised below.

While there has been a great deal of focus on optimisation algorithms, it is the authors’ opinion that
as the optimisation cost is incurred at the design stage rather than online, the costs that are associated
with this step are arguably of minor importance in comparison to the overall cost of developing,
implementing, and maintaining an SHM system. In terms of the development of new optimisation
algorithms, two recommendations present themselves. The first is that prior to presenting the outcomes
of optimising an SHM system design, it is generally desirable that the best possible performance of
the system (as defined in Section 4.3) be evaluated to demonstrate whether an acceptable level of
performance is achievable. Secondly, it is desirable that the performance of an “optimal” sensor
distribution returned via a newly-proposed algorithm should be compared with the results of an
exhaustive search wherever feasible. This is admittedly limited to cases with low numbers of sensors
in the candidate and measurement sets.

There remains scope for being more ambitious in the damage-sensitive features adopted.
This ambition has two strands. The first is that there remains a focus in large parts of the literature on
modal features alone, although a smaller number of the reviewed studies considered other options
based on strain field measurements and time of flight of wave packets for impact detection, for example.
Methods appropriate to general feature sets including multiple sensor modalities—the domain of
data fusion—remain an emerging topic. The second area for greater ambition is in incorporating
feature selection within the sensor placement task i.e the selection of maximally sensitive feature sets
within the data gathered from a given sensor distribution). A common approach in the literature is
to set the features to be returned by a sensor location at an early stage (e.g., a vector of modeshape
elements). While removing such constraints may inevitably, and perhaps dramatically, increase the
computational expense associated with the optimisation task, it may extend the upper bound on “best
possible” performance.

As highlighted in Section 5.4, there have been some efforts towards developing SPO methods
that are robust to model uncertainty and experimental variability, but there remains scope to go much
further with this in order to increase confidence in the SHM system design process. There also remains
a question mark over how to overcome the difficulty of sourcing damaged state data with which to
train SHM classifiers. The sources of data used for SHM system optimisation fall broadly into two
categories: the predictions of a numerical model of a given structure, or experimental data gathered
from a structure in situ. The former allows for consideration of the effects of damage, but legitimate
questions may be posed around the required accuracy of damaged-state model predictions. The
latter avoids the issue of test-model bias but will typically be limited by the lack of system-level
damaged-state data (although advances are being made in the use of Population-Based methods
that attempt to address this [53]) The overwhelming majority of studies reviewed focus purely on
development and evaluation using numerical data; or alternatively demonstrated these steps using
purely experimental data. It is noted that there remains a distinct shortage of work concentrating on
the practical, experimental evaluation of systems developed using a priori physics-based modelling on
realistic structures. Finally, there appears to be broad scope for the further development of methods
that focus on optimisation of SHM decision outcomes, as opposed to classification outcomes alone.
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Abbreviations

The following abbreviations are used in this manuscript:

SHM Structural health monitoring
SPO Sensor placement optimisation
DOFs Degrees of freedom
FEA Finite element analysis
EO Evolutionary optimisation
FIM Fisher information matrix
EOV Experimental and operational variation
MAC Modal assurance criterion
NMSE Normalised mean squared error
GA Genetic algorithm
EI Effective independence
SSP Sequential sensor placement
ROC Receiver operating characteristic
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Abstract: The highly dynamical entrainment and transport processes of solids due to geophysical flows
is a major challenge studied by water infrastructure engineers and geoscientists alike. A miniaturised
instrumented particle that can provide a direct, non-intrusive, low-cost and accessible method
compared to traditional approaches for the assessment of coarse sediment particle entrainment
is developed, calibrated and tested. The instrumented particle presented here is fitted with inertial
microelectromechanical sensors (MEMSs), such as a triaxial accelerometer, a magnetometer and angular
displacement sensors, which enable the recording of the particle’s three-dimensional displacement.
The sensor logs nine-axis data at a configurable rate of 200–1000 Hz and has a standard mode of
deployment time of at least one hour. The data can be obtained and safely stored in an internal memory
unit and are downloadable to a PC in an accessible manner and in a usable human-readable state.
A plethora of improved design specifications have been implemented herein, including increased
frequency, range and resolution of acceleration and gyroscopic sensing. Improvements in terms
of power consumption, in comparison to previous designs, ensure longer periods of data logging.
The embedded sensors are calibrated using simple physical motions to validate their operation.
The uncertainties in the experiments and the sensors’ readings are quantified and an appropriate
filter is used for inertial sensor fusion and noise reduction. The instrumented particle is tested under
well-controlled lab conditions, where the beginning of the destabilisation of a bed surface in an open
channel flow, is showcased. This is demonstrative of the potential that specifically designed and
appropriately calibrated instrumented particles have in assessing the initiation and occurrence of
water infrastructure hazards.

Keywords: inertial sensor fusion; instrumented particle; MEMS; sediment entrainment; sensor
calibration; frequency of entrainment

1. Introduction

The surface of a planet is shaped by geomorphic processes, the majority of which are driven by a
range of geophysical flows, including turbulent fluvial, aeolian, snow/ice and lava flows. Of special
interest for geomorphologists and civil and environmental engineers alike are turbulent flows in
rivers, canals, estuaries and coasts that can set into entrainment and transport coarse sediment
particles, which have the potential to destabilise critical infrastructure found on their way and result
in significant geophysical hazards. Coarse particle entrainment in turbulent flows has been shown
to occur due to the existence of strong energetic events that can result in its removal from its resting
location [1]. Such transport processes are considered to be the governing mechanism for the failure of
built infrastructure, such as bridge piers and abutments, as well as the destabilisation of riverbanks
and embankments, rendering imperative the monitoring of the starting phase of these processes to
reduce risk and improve resilience [2–4]. These processes depend on the particle and flow parameters,
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in addition to any specific water infrastructure designs present at the studied area. Despite recent
advances in the prediction of the turbulent flow conditions that may result in entraining a particle [5–7],
such criteria have yet to find widespread practical application in engineering. Instead, relatively
expensive, indirect and highly inaccurate methods for detecting mean flow parameters to determine
the possibility of sediment entrainment are still employed. In general, such studies use expensive
acoustic Doppler velocimetry [8], laser Doppler velocimetry [9] or water level stations, along with
discharge hydrographs, requiring regular or reactive visits to remote and harsh sites [10]. Recent
technological advancements make it possible for sediment entrainment to be assessed directly, using
novel tools, instead of traditionally monitoring surrogate flow metrics [2,11]. Using sensors in the
field of riverbed sediment transport has been explored by multiple researchers [12–19]. However,
none of the work presented in literature has used such smart sensors to establish a link between
logged readings and sediment entrainment based on derived performance indicators. This work
introduces the methodology to derive performance indicators, like frequency of entrainment, based on
the particle’s fused data, which can give information on the risk of earth surface destabilisation or
the risk of scour development. Additionally, the presented instrumented particle in this work has a
plethora of improved design specifications compared to other tools that exist in the literature, including
a decreased particle, increased frequency and range of sensor readings, reduced error after calibration
and fusion and improved battery life for longer deployment periods.

In this study, a miniaturised instrumented particle has been designed and developed to help monitor
the above entrainment processes. The presented design capitalises on improvements in hardware,
software and casing designs, stemming from the many years’ experience in further developing a
number of earlier prototypes [1–3], to allow improved and higher resolution particle motion detection.
Additionally, this work presents the calibration and testing of the instrumented particle entrainments
due to the action of near bed turbulent flow events at one of the open channel flumes of the Water
Engineering Lab at the University of Glasgow, and the inertial sensor fusion of logged readings to
achieve uncertainty reduction in the gathered dynamical data. Finally, the research herein suggests
using MEMS instrumented particles laying on the riverbed surface for monitoring its destabilisation
potential, using the frequency of entrainment as a performance indicator (Supplementary Materials).

To achieve this task, a 40 mm diameter data-logging device was designed, encapsulated in a
3D-printed plastic spherical shell. The device was designed for use in a laboratory setting (such as in
water and sediment recirculating flumes), as well for as real world testing, on the bed surface of streams
and rivers, for monitoring the potential for geomorphic work. Initial designs of the instrumented
particle ranged from 125 to 75 mm in size [1–3]. However, riverbeds are characterised by a wider
range of bed surface material and, in many cases, the characteristic size of sediment particles may be
smaller than that of the previous designs. The decrease in size of the proposed instrumented particle
was necessary in order to allow for widening its range of application by enabling the matching of the
particle characteristics and assessing the possibility of sediment entrainment for certain flow conditions
more effectively [1–3].

In addition to the reduced size, additional improvements in design specifications included a
higher frequency and range of acceleration and gyroscopic sensing, and inertial sensor fusion for
reducing the uncertainty in tracking the motion of the particle. Hardware modifications, resulting in
lower power consumption, allowed for achieving longer logging periods. The modular design can be
extended to embed a range of additional sensors, such as magnetometers, water temperature sensors,
static and dynamic pressure transducers (for flow depth monitoring and dynamic flow motions) and
photocell sensors (for ecological applications). Even though those sensors have a promising potential
for future deployment in a wider range of ecohydraulic and geoscience applications, focus was given
to the fusion of triaxial acceleration and gyroscope readings with the magnetometer.

The data rate of the sensors ranged from 200 Hz up to 1000 Hz. A one-hour run time was also
required for robust field deployment and recording the instrumented particle’s inertial data. Reducing
the size of the instrumented particle was a challenging task, as it required a high level of integration
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and optimisation of the internal components, both in terms of physical space (circuit design) and power
consumption. The physical restrictions imply that function was improved, while the instrumented
particle’s volume was reduced by more than nine times compared to previous designs, meaning
that all subsystems were integrated completely into a truly bespoke solution, as discussed in the
following sections.

The rest of this paper consists of five sections that present: the design considerations, the calibration,
the flume testing, the results and discussion and the conclusions and future work. Section 2 introduces
the main considerations for the design of the instrumented particle for the applications discussed
previously. Section 3 describes the calibration process to estimate the uncertainties in the sensor’s
readings and the inertial sensor fusion filter used to reduce these uncertainties. Section 4 presents the
flume testing of the instrumented particle by performing three experiments for a certain flowrate range
that represents the near-threshold conditions. Section 5 introduces the results and demonstrates how
the sensor’s logged readings could be used to assess the probability of sediment entrainment. Finally,
Section 5 presents the conclusions and future work.

2. Design Considerations

The main considerations for the design of the instrumented particle are: the size and availability of
the sensor, the energy supply, the flash storage, the microcontroller, the inertial sensor, weight balance
and data transfer [20]. The target design requirements for the instrumented particle and the sensor are
described in Table 1 below:

Table 1. Main design considerations.

Size of instrumented particle ≤4 cm in diameter

Size of sensor ≤4 cm in diameter

Time of operation >1 h

Logging frequency range >200 Hz

Maximum acceleration >10 g

Maximum rotational velocity >1000◦/s
Data transfer rate from sensor to PC As fast and practical as possible

Energy supply Cost effective and practical

Flash storage Predictable access, erase and write times. Logging speed of >5 KB/s

Microcontroller Simplicity, strong documentation and availability of test data

Inertial sensor Six or more axes (triaxial accelerometer and triaxial gyroscope)
Communication over I2C or SPI

Based on the criteria specified in Table 1, the final decision is made to select Invensense MPU-9250
inertial sensor (Invensense Inc., San Jose, CA, USA). It supports three-axis acceleration, three-axis
rotational velocity, and a three-axis magnetometer, as well as a well-renowned internal Digital Motion
Processor, supporting up to 16 g of measurable acceleration, up to 2000◦/s of measurable rotational
velocity and sensor output frequency well in excess of 200 Hz [21]. As for the energy supply, rechargeable
coin cells (Varta Microbattery produced under CoinPower [22], Varta Microbattery GmbH, Ellwangen
Germany) are selected due to being a cost effective and practical option compared to lithium batteries [23,24].
For the flash storage, discrete flash integrated circuits are chosen due to more predictable access, erase
and write times compared to an SD card. S25FL128S (Cypress Semiconductor Corporation, San Jose,
CA, USA) is chosen specifically due its low cost, its 16 MB size and high data logging speed of 1.5 MB/s,
which is far faster than the required 5 KB/s (transferring roughly 16 MB of logged data for one hour of
field deployment). As for the microcontroller, the Arduino Zero (Adruino, Ivrea Italy) is chosen for its
higher likelihood of communicating, computing and storing data within the necessary time frame,
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as shown in Figure 1. The final design of the sensor is shown in Figure 2 and specific attention has been
paid to centring the weight of the sensor to produce a well-balanced instrumented particle. Finally,
for data transfer, Tera Term, an open source software, is used to establish the communication between
the microcontroller and the inertial sensor. The software allows the user to erase data from the flash,
transfer data to the SD card and start the logging process. The rate of data transfer from the flash to
the SD card (even though it can be further optimised) is sufficiently fast (requiring about half of the
deployment time to transfer the logged readings).

 

Figure 1. The microcontroller and docking station used for charging the inertial sensor and transferring
the data to an SD card.

Varta CoinPower Rechargeable 

Cell 

Inertial Sensor: Invensense 

MPU-9250 

Microcontroller: 

(ATSAMD21 based 

Arduino Zero) 

Discrete flash: S25FL128S 

Figure 2. The 40 mm instrumented particle printed circuit board design.

3. Calibration and Uncertainty Estimation

3.1. Checking Sensor Response and Range for Vigorous Rolling Motion

Before the calibration process starts, a quick sensing check and endurance experiment is performed.
This involves inserting the sensors into the spherical shell of the instrumented particle (4 cm in external
diameter), fixing them properly so that they are centred at their centre of gravity and allowing them to
vigorously roll on a flat surface, by hand. The resulting motion is checked by separately observing the
readings of the accelerometer, gyroscope and magnetometer over the three axes, as shown in Figure 3.
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Figure 3. Accelerometer, gyroscope and magnetometer logged readings during a quick sensing check
and endurance experiment that is performed by throwing the sensor to roll on the floor.

From this simple test, it is observed that the selected ranges of 16 g and 2000◦/s are sufficient for
recording the maximum particle accelerations and gyroscope readings. Additionally, the accelerometer
recorded the gravitational acceleration (shown as a recording of 1 g) on the z-axis during the times
when the sensor is static. Finally, after throwing the sensor with a high force, it remains operating and
functional, which confirms that it could be used in harsh and remote water environments, such as in
fluvial systems.

3.2. Calibration for Controlled Harmonic Motion

The calibration process consisted of individually calibrating the accelerometer and the gyroscope.
Specifically, for the calibration of the accelerometer, a simple harmonic motion of a pendulum with the
instrumented particle at its centre of gravity and a shaking table of a known acceleration range are used.
The pendulum test consists of two parts, where the first part involves measuring the pendulum angle
and checking the accelerometer’s reading at the lowest point of the swing, and the second involves the
oscillation period of the pendulum, using a stop watch and the accelerometer’s readings and comparing
both to the oscillation period that is estimated theoretically. As for the first step, the accelerometer data
are used to determine the total acceleration of the sensor using Equation (1). The total acceleration at
the beginning of the experiment is zero since the sensor is let from rest then it increases in value till it
reaches a maximum at the lowest point of the motion, since the angle is the highest, as illustrated in
Figure 4. The acceleration of the sensor at the lowest point is then calculated using Equation (2).

a =
√

a2
x + a2

y + a2
z (1)

where ax, ay and az are the x, y and z components of the acceleration and

a@lowest point = g sin θ (2)

where θ is the angle of the pendulum, as illustrated in Figure 4, and g is the gravitational acceleration
(9.81 m/s2).
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Figure 4. An illustration of a simple harmonic motion of a pendulum.

A starting pendulum angle (θ) of 30◦ is selected, as shown in Figure 4. The experiment is repeated
10 times and the total acceleration results at the lowest point are estimated using (1), based on the
accelerometer’s readings for the 10 runs, as shown in Table 2. The standard deviation for the 10 runs
is 0.0073 which is a small value, indicating a small spread in the results. The standard deviation per
mean is estimated to be 0.0146, indicating that the error in the experiment is small. As for the average
error of the 10 runs, it is 1.08%, which incorporates both experimental measurement errors (as the
particle is released by hand) and estimation errors due to the mechanical energy lost due to friction
with the air, not accounted for in Equation (2). Thus, the average error in the accelerometer’s readings
for this experiment is deemed to be acceptable.

Table 2. The acceleration results for 10 runs of pendulum swinging, starting from a known angle.

Run Name
Highest Recorded Total

Acceleration (9.81 ×m/s2)
Expected Acceleration (9.81 ×m/s2)

Estimated Using Equation (2)
% Error

Run1 0.516

0.500

3.28
Run2 0.492 1.54
Run3 0.508 1.6
Run4 0.498 0.34
Run5 0.497 0.56
Run6 0.502 0.30
Run7 0.503 0.54
Run8 0.501 0.22
Run9 0.489 2.2

Run10 0.499 0.18

The second part of the experiment is to estimate the duration of a full swing for the pendulum using
the accelerometer’s readings. The pendulum’s single full swing period recorded by the accelerometer
(Figure 5) corresponds to half a period of the pendulum motion [25]. The theoretical full swing period
of a simple pendulum (the time it takes to swing back-and-forth) in this experiment, estimated using
Equation (3), is 1.30 s:

T = 2π

√
L
g

(3)

where T is the period of a simple pendulum, L is the length from the pivot point to the center of mass
of the sensor (42 cm in this experiment) g is the gravitational acceleration. The experiment is repeated
10 times and the swing period results, estimated using the accelerometer’s readings for the 10 runs, are
shown in Table 3.

The standard deviation for the 10 periods of the 10 runs in the experiment is 0.0234, which is a
small value, indicating a small spread in the results. The standard deviation per mean is estimated to
be 0.0180, indicating that the error in the experiment is small. The average error in the 10 runs is 1.41%
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and, considering the uncertainties in assessing the parameters in Equation (3) and the error due to the
mechanical energy lost due to friction with the air, it is deemed to be acceptable.

 

Figure 5. Total acceleration estimated using the accelerometer logged readings corresponds to half of
the theoretical period estimated using Equation (3).

Table 3. The swing period results of 10 runs of pendulum swinging.

Run Name
Period (s) Estimated Using the

Accelerometer’s Readings
Theoretical Period (s)

Estimated Using Equation (3)
% Error

Run1 1.286

1.30

1.05
Run2 1.302 0.15
Run3 1.265 2.72
Run4 1.313 1.02
Run5 1.312 0.92
Run6 1.270 2.31
Run7 1.298 0.14
Run8 1.310 0.77
Run9 1.285 1.18
Run10 1.350 3.85

3.3. Calibration on a Shaking Table

The next experiment involves attaching the sensor to a shaking table with a back-and-forth
movement of a known acceleration of 6 g. The representative time series for the acceleration in the
direction of movement (achieved by aligning the sensor’s local coordinate system with that of the
shake table) is shown in Figure 6.

The highest value recorded by the accelerometer is 6.27 g. It is clear that any errors in this
experiment are not due to the sensor alone but also because the sensor is not rigidly fixed on the
shaking table, thus the full- and without-time delay and the transfer of motion cannot be practically
achieved. The error for this experiment is 4.5%, which is acceptable, considering that accelerations are
typically far below this range for applications in water environments and for this size and submerged
density of the instrumented particle.
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Figure 6. The accelerometer logged readings in the direction of motion of the shaking table.

3.4. Calibration of Gyroscope for Pure Rolling along an Incline

As for the gyroscope calibration, it consists of attaching the sensor to the centre of a hollow
cylinder and letting it roll down an inclined plane of 5 cm in height, starting from rest, as illustrated in
Figure 7.

Sensor  

h = 5cm  

Figure 7. An illustration of rolling the sensor attached to the centre of a hollow cylinder down an
inclined plane of 5 cm in height.

To ensure the repeatability of the experiment and minimise the experimental error, a thread is
attached to the start location of the roll to ensure each run starts from the same position and a hard
surface is placed at the end of the plane to keep the inclined plane in the same location. For a pure roll
down an inclined plane, the conservation of energy can be used to estimate the angular velocity down
the inclined plane since the potential lost by the drop in height should be equal to the gain in kinetic
energy down the plane, as shown in Equation (4), assuming zero friction between the cylinder and
plane surface:

mgh =
1
2

mv2 +
1
2

Iω2 (4)

where m is the mass, h is the height of the inclined plane, v is the linear velocity, I is the moment of
inertia and ω is the angular velocity. The moment of inertia of the hollow cylinder depends on its
inner and outer radii, as shown in Equation (5):

I =
1
2

m
(
a2 + b2

)
(5)
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where a is the inner radius and b is the outer radius of cylinder.
Substituting Equation (4) in Equation (5) and simplifying yields:

ω =

√
2gh

b2 + 1
2

(
b2 + a2

) (6)

with inner and outer radii of the hollow cylinder of 40 and 55 mm, respectively, and a height of the
inclined plane of 5 cm, the angular velocity theoretically should be 13.55 rad/s. The angular velocity

is calculated using the sensor’s gyroscope data as ω =
√
ω2

x + ω2
y +ω2

z. The maximum recorded
angular velocity results by the gyroscope for the 10 runs are shown in Table 4, which corresponds to
the angular velocity at the bottom of the inclined plane, as shown in Figure 8. As for the sudden drop
in the total angular velocity after it reached a maximum, this is due to the hard surface that is set at the
bottom of the inclined plane.

Table 4. The total angular velocity results of 10 runs of pure rolling down an incline.

Run Name
Total Angular Velocity (rad/s)

Estimated Using the
Gyroscope’s Readings

Theoretical Total Angular
Velocity (rad/s) Estimated

Using Equation (6)
% Error

Run1 13.40

13.55

1.11
Run2 13.92 2.73
Run3 13.32 1.70
Run4 13.10 3.32
Run5 13.65 0.74
Run6 13.42 0.96
Run7 14.30 5.54
Run8 13.69 1.03
Run9 13.45 0.74
Run10 13.25 2.21

 

Figure 8. Total angular velocity recorded by the sensor during a roll from the top to the bottom of the
inclined plane.
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The standard deviation for the 10 runs in the experiment is 0.335, which is a small value, indicating
a small spread in the results. The standard deviation per mean is estimated to be 0.0247, indicating
that the error in the experiment is small. The average error in the 10 runs is 2.01%, which is deemed
acceptable, considering the fact that the measurements are made by hand and the theoretical estimation
using Equation (6) is based on the assumption that there is no sliding motion between the cylinder
and the inclined plane. Additionally, the data used for the calculations are the raw data before the
inertial sensor fusion, i.e., before using the accelerometer data to correct the gyroscope data since the
gyroscope’s data are less reliable due to drifting [26,27].

3.5. Data Fusion

The calibration of the accelerometer includes two different experiments: simple harmonic motion
and using a shaking table, with average error values of 1.08% and 4.5%, respectively. On the other hand,
the calibration of the gyroscope includes pure rolls down an inclined plane experiment, with an error of
2.01%. The range of errors arising from the sensor’s readings and from the experimental measurements
are quantified in this calibration process. The next step involves inverse uncertainty quantification by
parameter calibration and data fusion. Specifically, this involves changing the parameters included
in the input of a filter to be used for sensor data fusion to estimate the final corrected acceleration,
angular velocity and orientation, based on the experimental results and the known information
about the sensors. The filter itself uses nine-axis Kalman [28] filter structures with inputs of the
expected accelerometer, gyroscope and magnetometer noise. It is decided to use the average of the
mean square error of the pendulum period estimation and acceleration estimation of the pendulum
swinging experiments as the accelerometer noise and the mean square error of pure rolls down an
incline experiment as the gyroscope noise for the input of the inertial sensor fusion filter. Specifically,
accelerometer noise of 0.0029608 (m/s2)2 and gyroscope noise of 0.11238 (rad/s)2 are used as the inputs
for the inertial sensor fusion filter.

4. Testing

4.1. Flume Setup and Test Section

In order to test the instrumented particle, a well-controlled laboratory experiment is performed in
an 8 m long water recirculating flume. This 0.9 m wide water recirculating open channel is able to carry
flows of up to 0.4 m deep, while water is provided with a maximum capacity of 0.2 m3/s, controlled
by a torque inverter though which the operating frequency of the pump can be adjusted. In order
to artificially create the intended flow depths at reasonable flow velocities, an adjustable tailgate is
located at the outlet, while the bed surface slope can be adjusted. In order to achieve an adequate
hydraulic roughness, the bed surface is paved with a few layers of water-worked uniformly sized fine
gravel with a median size of about d50 = 15–25 mm.

The test section (has a length of 1 m) is located in the downstream section of the flume,
approximately 5.25 m downstream from the inlet and 1.75 m upstream from the outlet (Figure 9a),
in order to ensure that the hydraulically rough turbulent flow is fully developed. The test section
is positioned along the centreline of the flume, 45cm from either of the flume’s side glass walls.
An illustration of the flume with the instrumented particle and local bed microtopography is shown in
Figure 9b, demonstrating the instrumented particle’s initial and displaced position.
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Figure 9. Schematic of the (a) experimental set-up showing the relative location of the test section
and (b) test section, showing the instrumented particle resting on top of the tetrahedral bed particle
arrangement (side view).

4.2. Local Microtopography

A 3D-printed bed micro-topography, consisting of four hemispheres in a rectilinear well-packed
arrangement, is designed to position the spherical instrumented particle of 4 cm in diameter to study
its turbulent flow induced entrainments. The particle is sitting on the local micro-topography, which is
embedded within the bed surface, and is allowed to move from the upstream towards the downstream
pocket due to sufficiently energetic instantaneous near bed surface flow structures. However, full
entrainment is restrained due to a pin 2 mm downstream of the instrumented particle. With this
method, the particle falls back to its resting location after the advection of energetic flow events pass it,
thus enabling a continuous series of entrainments without disturbing the experiment by manually
moving the particle back to its initial position [5,7].

4.3. The Instrumented Particle

The sensor’s inertial measurement unit (IMU) is located at the centre of a 4 cm diameter spherical
enclosure that maintains the electronic components waterproofed during testing, and ensures they are
not subjected to excessive stresses. A range of different particle shapes and sizes of enclosures can
be used depending on the objective. Having the sensor at the centre of mass, surrounded by equally
distributed weights of lead, a uniform distribution of mass is obtained, so that the instrumented
particle’s motion is not biased and any offsets in the readings are avoided.

The casing is designed to be versatile to accommodate different amount of weights. It is important
to have an adjustable density for different flow regimes, as the resistance to flow-induced entrainment
is directly proportional to the particle’s submerged weight. A density of 2.65 g/cm3 is used for the
testing, which is the density of the quartz earth sediment typically found in nature. The casing designs
are produced using SolidWorksTM and are built using a rigid opaque photopolymer material and
additive manufacturing (3D-printing) equipment (Formlabs, Somerville, MA, USA).
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4.4. Experimental Protocol

A high-speed video camera, operating at 120 frames per second, is placed on one side of the
flume near the test section in order to record the particle’s movements accurately. The waterproof
camera is of minimum dimensions (2 × 2 cm) and placed slightly downstream of the test section
in order to avoid any interference with the flow properties near the test section that could affect
the instrumented particle’s response. An ultra-bright light source is placed above the test section,
and a high contrast black material is placed in the background of the camera’s viewing area in order to
enable accurate monitoring.

The flume is run at a flowrate that results in a continuous entrainment of the instrumented particle,
which is confirmed by eye, i.e., the particle remained entrained and is stopped from moving further by
the pin that is set in place. Then, the flowrate is reduced incrementally to finally have three flowrates
that result in some periodic entrainments. A Nortek Vectrino1 acoustic Doppler velocimetry (ADV) is
used to obtain the velocity profiles 10 cm upstream of the test section. The total time of the experiment
is about 1 h, with the flow measurements being made after removing the test section to prevent any
interference. Each of the three runs involves 10 min flow measurement recordings and 10 min sensor
recordings. The sensor logs for about an hour at a frequency of 200 Hz, which serves as another
confirmation that the instrumented particle can be deployed to record data for a sufficiently long time.

5. Results and Discussion

A proper filter, with the input of accelerometer noise and gyroscope noise values changing based
on the calibration results, as discussed in Section 3.5, is used for the inertial sensor fusion. The results
of sensor fusion are then used to calculate the corrected total acceleration for the three runs using
Equation (1). For the three runs, the corrected total acceleration results are investigated and compared
to the video recordings of the side camera. Based on a manual comparison between the sensor’s data
and the video recordings, a threshold value for the total acceleration is obtained by ensuring that the
peaks in the total acceleration, corresponding to full entrainment events and twitching, are above and
below this line, respectively. An illustration of how the corrected total acceleration results could be
used to detect the range of the instrumented particle’s frequencies is shown in Figure 10 below.

 

Figure 10. An illustration of how the fused sensor readings (corrected total acceleration results
specifically) could be used to detect the range of the instrumented particle’s frequencies. The thick red
line represents a threshold-total acceleration value.
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In Figure 10, a total acceleration value of almost 9.81 m/s2 indicates no entrainment of the
instrumented particle or that no energetic event acts on the instrumented particle by turbulent flowing
water that is strong enough to overcome its resistance. In other words, the particle is at its resting
position and the accelerometer records the gravitational acceleration in the z-direction and records
zero in the x- and y-directions. At 0.688 min, the total acceleration results show a relatively small spike,
indicating that there is a small energetic event(s) that could not result in the full entrainment of the
instrumented particle, but rather in twitching it only. On the other hand, the total acceleration values
are greater than exceedance (or the threshold-total acceleration value) at 0.625 min and 0.683 min,
which indicate full entrainment events of the instrumented particle. At each instance of both events,
there is an energetic event(s) that is strong enough to dislodge the instrumented particle from its resting
position and move it against the restraining pin. The procedure, illustrated in Figure 10, is applied to
the total acceleration results of the three runs by eliminating the values that are below a threshold-total
acceleration value of 11 m/s2 from the analysis. In other words, only full entrainment events are left to
derive the frequency of entrainment of the instrumented particle for the three runs of the experiment,
as shown in Figure 11 below.
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Figure 11. Above threshold-corrected total acceleration results for the three runs of the experiment.

Using the results shown in Figure 11, the frequency of entrainment, fE, of the instrumented particle
for each run is calculated by dividing the total number of full entrainments by the total run time in
seconds. These calculations were performed, and the results are shown in Table 5. The results are
consistent with the experimental findings of Valyrakis et al. [6] for the frequency of entrainment of a
coarse particle for near-threshold conditions. As for the flow velocity measurements, they are used to
estimate the shear or friction velocity (u∗) as shown in Table 5 using the Townsend method [29], which
is based on the law of wall. The shear velocity, water properties, and particle diameter are used to
estimate boundary, or particle, Reynolds number (Re∗) for each run as shown in Table 5. The shear
velocity and water density are then used to calculate the bed shear stress (τo) exerted by flowing
water, which is used in addition to the particle’s submerged weight (Ws) to estimate Shields number or
Shields parameter [30]. Shields parameter (τ∗) is a dimensionless number that is basically the ratio
of fluid force exerted on the particle to the apparent or submerged weight of the particle. It is the
most used criterion in the literature to determine whether there is initiation of motion of a sediment
particle. Based on the results shown in Table 5, Shields parameter values for the three runs of the
experiment are around the regime of incipient flow conditions predicted by a plethora of experiment
studies (see [31,32], amongst others). Additionally, Nikuradse’s equivalent sand roughness, which is
an indicative parameter of the friction matched against an equivalent sand-grain roughness of height
ks, is estimated for the three runs of the experiment and results are presented in Table 5.

Table 5. Description and results of the three runs of the experiment.

Run Name Re*=
ρu*D
μ

u* (mm/s) ks (mm) τo=ρu2
*

(Pa) τ*=
τo

(ρs−ρw)gD fE (Hz)

Run1 1810.3 0.040 13.65 1.63 0.00252 0.017
Run2 1943.5 0.043 18.47 1.88 0.00290 0.028
Run3 2024.2 0.045 20.73 2.03 0.00313 0.042

It is clear from the results shown in Figure 11 and Table 5 that the frequency of entrainment of
the instrumented particle, fE, increases with increasing the flowrate (or boundary Reynold’s number).
Additionally, it is clear from the results presented in Table 5 that frequency of entrainment of the
instrumented particle, fE, increases with increasing mean Shields stresses. Based on Figures 10 and 11
and Table 5, the logged readings by the sensors could be fused to detect different types of motion
of the particle accurately without the need for visual observations. Specifically, full entrainment,
twitching, and no entrainment could be detected using the total acceleration results after defining a
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threshold value. Additionally, the corrected total acceleration results could be used to estimate the
entrainment frequency of the instrumented particle. Such a metric could be linked to the probability of
entrainment of individual sediment particles. Therefore, the instrumented particle provides a direct
and cost-effective tool for monitoring the initiation of transport processes of coarse sediment particles
in turbulent environments. This is of practical relevance as visual observation methods are often
restricted in turbulent environments (and commonly high turbidity environments).

There are a number of tools developed to monitor the actual occurrence of scour around hydraulic
infrastructure [33–35]. However, many geomorphological and hydrological hazards, such as scour
around hydraulic infrastructure or riverbed and riverbank destabilisation, typically develop very fast
relative to our capacity to take action once they are initiated or detected. Therefore, assessing the
probability of the occurrence of the start of scour processes, before the conditions for any further critical
catastrophes or infrastructure failure start setting in, is of interest.

While tools developed in the literature are designed to assess scour in real time, the tool offered
herein is designed following a different approach: monitoring the risk of surface particle removal.
This inherently links to well-established theories in hydraulic engineering around the probability of
entrainment of individual sediment particles (see [6], amongst others). According to such probabilistic
approaches, monitoring the frequency of entrainments of the most-exposed particle resting on the bed
surface in the vicinity of the hydraulic infrastructure of interest should suffice to detect the risk of the onset
of scour occurring before it actually takes place. In other words, monitoring the probability of particle
destabilisation (or probability of entrainment) from the exceedances of acceleration, or instances where
acceleration is greater than exceedance. Thus, this research focuses on the development, calibration
and demonstration of the utility of the instrumented particle for assessing the probability of the
onset of scour. The results from the flume experiments presented herein showcase that, by placing
the instrumented particle at an appropriate location at a distance scaling with the dimension of
the infrastructure (e.g., bridge pier diameter) downstream of it, offers a tool to assess the risk of
scour initiation.

Additionally, performance indicators relevant to bed stability or the risk for scour can be derived
from the demonstrated sensor fusion of the recordings of the inertial sensor, using, for example, metrics
such as the rate of entrainment or the frequency of entrainment for the instrumented particle. This can
be derived by simply estimating the number of full entrainments over the total logging period and
serves as a probabilistic estimation of the risk of the destabilisation of bed material or the potential of
scour development around built infrastructure. When combining such results with machine learning
and algorithms, hybrid advanced data-driven predictive models can be developed in the future
to assess water infrastructure risk and determine the potential for bed surface destabilisation [5,6].
Therefore, the instrumented particle has the potential to become a vital addition in the arsenal of
sensors used for structural health monitoring, providing an early (well before any critical failures
may appear), robust, rapid and cost-effective assessment of risks to the structural integrity of the
infrastructure near water.

Furthermore, the results of the inertial sensor fusion of the logged readings could be used for
estimating the near bed surface instantaneous hydrodynamic forces. Thus, it could help researchers to
obtain a better understanding of the fundamental transport processes relevant to a plethora of fields,
ranging from ecohydraulics to geomorphology. Additionally, experimentation with instrumented
particles, as shown herein, can produce a large range of datasets, which can be used to benefit the
numerical modelling of solids transport processes via validating Lagrangian particle transport models,
including discrete element modelling (DEM), and can also be coupled with computational fluid
dynamics (CFD-DEM) studies.

6. Conclusions

Electronic system integration at this micro-scale and with this complexity is a difficult task,
however, it is greatly rewarding, as the developed instrumented particle is quite versatile and has
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a considerable and promising potential for future applications in the field of ecohydraulics and
geosciences, as well as for all earth surface hazard sciences pursuing lab, field or numerical modelling
techniques that can benefit from validating their Lagrangian particle transport models.

The newly produced instrumented particle design features a significantly reduced size (40 mm
compared to past versions of instrumented particles), proving that it is entirely possible to create
a miniaturised user-friendly device (instrumented particle) that allows for monitoring bed surface
destabilisation or local scour in a non-intrusive and direct manner.

The calibration process for the sensors is performed with quantifying the uncertainties in the
process and the sensor’s readings and the results of the calibration are used to determine the input
for the inertial sensor fusion filter. The sensor is also tested in a recirculating open channel with a
controlled water flow, flume and the results of the fusion of the testing experiments are shown and
discussed. Such a low-cost device can have a wide range of applications in water engineering and
infrastructure monitoring, especially in harsh and remote environments, allowing for a better capacity
for the extraction of performance indicators (such as the intensity or frequency of particle motion).
The rate of entrainment as a performance indicator can, if combined with machine learning and
artificial intelligence algorithms, be used to provide predictive models that can be used to statistically
determine the risk of destabilisation of the bed surface.

Future work includes considering more versatile ways for transferring data using frameworks
such as the Internet of Things (IoT), where data can be locally transmitted to the base where the
instrumented particle rests, then out of the water body via waterproof cables and via satellite (3GPRS)
and delivered to the centre of monitoring operations. Additionally, algorithms to provide real-time
analysis of data, which could be of a great value, especially for assessing the risk of scour in remote
and harsh environments, are to be considered. Finally, even further miniaturisation to widen the
applications of the instrumented particle is currently under consideration.

Supplementary Materials: The following are available online at https://susy.mdpi.com/user/submission/video/
d6a75069d08308f481caa1fccb6a803e, Video S1: Video Abstract.
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Abstract: The representation of structural dynamics in the absence of physics-based models,
is often accomplished through the identification of parametric models, such as the autoregressive
with exogenous inputs, e.g., ARX models. When the structure is amenable to environmental
variations, parameter-varying extensions of the original ARX model can be implemented, allowing
for tracking of the operational variability. Yet, the latter occurs in sufficiently longer time-scales
(days, weeks, months), as compared to system dynamics. For inferring a “global”, long time-scale
varying ARX model, data from a full operational cycle has to typically become available. In addition,
when the sensor network comprises multiple nodes, the identification of long time-scale varying,
vector ARX models grow in complexity. We address these issues by proposing a distributed
framework for structural identification, damage detection and localization. Its main features are:
(i) the individual estimation of local, single-input-single-output ARX models at every operational
point; (ii) the long time-scale representation of each individual ARX coefficient via a Gaussian process
regression, which captures dependency on varying Environmental and Operational Conditions
(EOCs); (iii) the establishment of a distributed residual generation algorithm for damage detection,
which produces time-series of well-defined stationary statistics, with detected discrepancies used
for damage diagnosis; and, (iv) exploitation of ARX-inferred mode shape curvatures, obtained via
ARX-inferred global state-space models, of the healthy and damaged states, for damage localization.
The method is assessed via application on two numerical case studies of different complexity, with the
results confirming its efficacy for diagnostics under varying EOCs.

Keywords: structural health monitoring; varying environmental and operational conditions; damage
detection and localization; Gaussian process regression; autoregressive with exogenous inputs;
distributed sensor network; mode shape curvatures

1. Introduction

In the field of condition monitoring, model-based fault diagnosis (FD) [1–3] has been gaining
ground, as a robust means for condition assessment. In contrast to other schemes, which are heavily
dependent on dense instrumentation systems, the existence of a model in analytical and/or numerical
form introduces inter-dependencies between the monitored quantities and, in this way, guarantees a
form of redundancy [4]. When the employed model draws from first principles, e.g., a finite element
representation, then this offers the added benefit of response estimation in unmeasured locations.
The latter is also referred to as “virtual sensing" in recent literature [5,6]. For instance, when structural,
e.g., finite element, models are coupled with observers, such as those that are based on Kalman filtering,
the notion of virtual sensing can be exploited in strain estimation for fatigue assessment [7–11].
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However, it is often non-trivial—or even practically infeasible—to assemble a precise system
model that relies on first principles. Detailed representations using finite/discrete element models or
multibody representations tend to suffer from the curse of uncertainty, tied to the required definition of
modeling parameters, and will typically come with considerable computational toll. This is particularly
true in the modeling of wind turbines components, where, due to the complexity of the involved
geometry and materials, the establishment of a structural model forms an intricate task [12]. For such
components in particular, FD plays an important role, as it could serve for damage prediction and
preventive maintenance. For achieving diagnosis at reduced computation, it is, in this case, desirable
to avoid the utilization of physics-based models. This work exploits availability of a parametric
model structure, which is purely derived from availability of data, in the form of input/output, i.e.,
load/response information.

FD studies have been conducted for a diverse suite of systems including civil [13–15],
mechanical [16,17], wind energy [18–23], and aerospace structures [24–28]. An important challenge in
estimation originates from the exposure of such engineered systems, even if of diverse functionality,
to varying Environmental and Operational Conditions (EOCs) [29–31]. Most engineered systems,
and structures in particular, are subject to continually changing environments, e.g., temperature and
humidity conditions. Such benign variability effects often dominate the monitored quantities, often
masking the changes induced by actual damage or deterioration [32–34]. In order to account for
this variability in a way that renders detection of actual damage robust, output-only or input-output
schemes may be followed. In the first case, detection relies exclusively on measurements of structural
response, whilst in the second case inference of a model is sought between the system output
(response) and the measured EOCs. Following an output-only scheme, Bernal [35] discusses damage
detection and localization in civil engineering structures in absence of information on the environment.
Figueiredo et al. [36] examine different machine learning alternatives; Harmanci et al. [37] exploit an
output-only autoregressive approach; Sohn et al. [38] and Dervilis et al. [39] successfully test the use of
auto-associative neural networks; while, Lämsä & Kullaa [40,41] rely on factor analysis. Numerous
works in the ouput-only front rely on principle component analysis (PCA) for the incorporation
of EOCs [42]. Applications in FD for structures include damage identification in the form of both
detection [43–45] and localization [46,47].

In this work, we propose an input–output scheme for tackling dependence of structural properties
on EOC variability. Regression often forms a main tool to this end, targeting the construction of an
input/output dependence function, which can be then complemented with a probabilistic treatment
of the estimation error for robust outlier detection [48,49]. Alternatively, time-series representations
can be adopted as models of the underlying dynamics, while explicitly incorporating dependence on
influencing factors, such as EOCs. Different formulations exist to this end. Linear Parameter Varying
(LPV) models utilize a two-stage approach for capturing this dependence. Firstly, local (or frozen)
models are computed, which correspond to specific EOC configurations, and secondly, the parameters
of the identified models are interpolated to provide a single global model [50,51], operating across EOCs.
Another option lies in adoption of Functionally Pooled (FP) time-series models, which are further
described in Kopsaftopoulos et al. Kopsaftopoulos et al. [52] and Sakellariou and Fassois [53]. Here,
the AR coefficients are modeled as explicit functions of the EOC vector, which could for instance
pertain to airspeed and angle of attack for parameters met in aerospace applications. A functional
basis is used comprising bivariate polynomials, resulting as tensor products from corresponding
univariate polynomials (Chebyshev, Legendre, Jacobi, and other families). Spiridonakos et al. [54]
and Spiridonakos and Chatzi [55] have introduced a Polynomial Chaos basis instead in order to span
the functional subspace expressing the dependence of the AR models on the EOCs [56,57] tackling
variability in structural components. A further alternative pertains to use of Random Coefficient
(RC) models, where the time–dependent coefficients follow a multivariate Gaussian mixture model
(GMM), allowing for significant flexibility in uncertainty representation [58,59]. To further separate
effects, which operate on different temporal scales, Avendaño-Valencia et al. [51] propose a hierarchical
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time-series model. This adopts an LPV-AR representation for capturing influences on short-term
dynamics, e.g., azimuth of the rotor for operating wind turbines, while long-term influences stemming
from effects such as temperature, are tackled by means of Gaussian process regression (GPR) [60].
The framework is demonstrated on the tracking of the response of the Humber bridge under long-term
influence that is induced by varying acting averaged wind speeds.

Based on the above, a two-stage algorithmic process is proposed in this work, with the aim (i)
to construct a data-driven model of the structure, able to reliably reconstruct the response across the
full range of operation of the system in its healthy state and (ii) reliably detect and possibly localize
damage, via use of a suitably defined Residual Generation Algorithm (RGA) [1,61–64] featuring
appropriately selected detection thresholds. The first step requires training across a sufficient number
of structural response samples that sufficiently span the "global" system response. A GP-ARX model
is then constructed, which is valid across the whole range of operating conditions of the structure.
Once the model is put in place, a RGA is formulated as the difference between the measured response
and the noise-free part of the GP-ARX model. It is demonstrated that the RGA follows a GP-AR
model: this allows for delivering the theoretical statistical thresholds and defining the range of values
within which the ”healthy” state lies, as a function of the EOC variable vector. Any systematic
deviation from the predefined threshold zone is then a safe alert for the presence of damage. It is
shown that damage detection can be accomplished even by a single GP-ARX model, e.g., a single
response measurement sensor. Localization, which inevitably depends on the available sensor network,
proceeds by calculating the differences between the mode shape curvatures (MSCs) of the healthy and
the damaged structure.

The paper is organized, as follows: Section 2 defines the problem and delivers the theoretical
difference equation between a single input-output pair, including the dependence of the input-output
delay with respect to the structural response type monitored. Section 3 describes the structural
identification stage, formulates the RGA and establishes the damage detection and localization
procedure. The method is assessed in Section 4, via two numerical investigations of different complexity,
namely a spring-mass-damper system and a shear frame reflecting a common representation of a
structural system. Finally in Section 5, the results are summarized and directions for further research
are given.

2. Problem Formulation

A linear, viscously damped, operationally varying structural system with n degrees of freedom
(DOFs) may be represented by a second–order vector differential equation of the form

M(ξ)ẍ(t) + C(ξ)ẋ(t) + K(ξ)x(t) = u(t) (1)

where x(t) is the [n × 1] vibration displacement vector, M(ξ), C(ξ) and K(ξ) are the real [n × n] mass,
viscous damping and stiffness matrices, respectively, and u(t) is the [n × 1] vector of excitations.

The operational variability of the structural matrices may be attributed to diverse environmental
parameters (temperature, humidity, etc.), which are herein represented by a [L × 1] vector ξ =

[ξ1, ξ2, . . . , ξL]
T . It is assumed that their temporal evolution is sufficiently slow as compared to

the variation of the structural dynamics (e.g., sufficiently lower with respect to the lowest structural
vibration mode). Subsequently, Equation (1) can be considered as a local LTI model that describes
the structure during a small time interval. The two different time-scales are henceforth referred to
as the long time-scale, corresponding to the temporal evolution of ξ and notated by tl , and the short
time-scale, corresponding, as usual, to the temporal evolution of x(t) and notated by t.

Under this setting, within the short time-scale, the parameter vector ξ may be considered
as constant, which is, as a realization of a multivariate random process Ξ with joint PDF fΞ(ξ).
Accordingly, Equation (1) may be written as

M(Ξ)ẍ(t) + C(Ξ)ẋ(t) + K(Ξ)x(t) = u(t), with Ξ(ω) ∈ Ω (2)
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where Ω denotes the event space of the random vector Ξ. The state-space representation of
Equation (2) reads

ζ̇(t) = Ac(Ξ)ζ(t) + Bc(Ξ)u(t) (3a)

y(t) = Hc(Ξ)ζ(t) + Dc(Ξ)u(t) (3b)

in which the state and input matrices have the standard form

Ac(Ξ) =

[
On In

−M−1(Ξ)K(Ξ) −M−1(Ξ)C(Ξ)

]
, Bc(Ξ) =

[
0

M−1(Ξ)

]
(4)

and the output and feedforward matrices, Hc(Ξ) and Dc(Ξ), respectively, depend on the type of the
monitored structural response (vibration displacement, velocity, acceleration, strain, etc.) y(t), of size
[s × 1].

A representation of Equation (3) in discrete-time proceeds by adopting an appropriate sampling
period Ts, for which the intersample behaviour of the input can be regarded as constant (e.g., zero-order
hold assumption). Subsequently

ζ[k + 1] = A(Ξ)ζ[k] + B(Ξ)u[k] (5a)

y[k] = H(Ξ)ζ[k] + D(Ξ)u[k] (5b)

for

A(Ξ) = eAc(Ξ)Ts , B(Ξ) =
[
A(Ξ)− In

]
A−1

c (Ξ)Bc(Ξ), H(Ξ) = Hc(Ξ), D(Ξ) = Dc(Ξ) (6)

Equation (5) can be transformed into a modal form as

η[k + 1] = Λ(Ξ)η[k] + ΠT(Ξ)u[k] (7a)

y[k] = Ψ(Ξ)η[k] + D(Ξ)u[k] (7b)

with Λ(Ξ) corresponding to the diagonal matrix of the eigenvalues of A(Ξ), ΠT(Ξ) to the matrix
of modal participation vectors and ΨT(Ξ) to the matrix of mode shapes. It is reminded that, for an
underdamped structure, the diagonal entries of Λ(Ξ) arrive in complex conjugate pairs, and so do the
row vectors of ΠT(Ξ) and the column vectors of ΨT(Ξ).

For convenience, we will henceforth assume that the structure is excited by a single input,
e.g., u[k] → u[k]. Subsequently, from Equation (7), the dynamics of a single input-output pair are
described by

η[k + 1] = Λ(Ξ)η[k] + ΠT(Ξ)u[k] (8a)

y�[k] = ψ�(Ξ)η[k] + d�(Ξ)u[k] (8b)

where ψ�(Ξ) and d� are the �-th row and element of Ψ(Ξ) and D(Ξ), respectively. The application of
the Z-transform to Equation (8) yields

η(z) =
[
zI2n − Λ(Ξ)

]−1
ΠT(Ξ)u(z) (9a)

y(z) = ψ�(Ξ)η(z) + d�(Ξ)u(z) (9b)

and the transfer function between y(z) and u(z) is

G�(z) = ψ�(Ξ)
[
zI2n − Λ(Ξ)

]−1
ΠT(Ξ) + d�(Ξ) (10)
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or, as a modal decomposition

G�(z) =
2n

∑
i=1

ψ�,i(Ξ)πT
i (Ξ)

z − λi(Ξ)
+ d�(Ξ) =

2n

∑
i=1

R�,i(Ξ)z−1

1 − λi(Ξ)z−1 + d�(Ξ) (11)

with R�,i(Ξ) obviously defined. In deriving a rational expression for G(z), notice that the far right
hand side of Equation (11) can be written as

G�(z) =
2n

∑
i=1

R�,i(Ξ)z−1 Ai(z)
A(z)

+ d�(Ξ) (12)

for

A(z) = (1 − λ1(Ξ)z−1)(1 − λ1(Ξ)z−1) . . . (1 − λ2n(Ξ)z−1)

= 1 + a1(Ξ)z−1 + a2(Ξ)z−2 + · · ·+ a2n(Ξ)z−2n (13)

The polynomial Ai(z) in the numerator of Equation (12) corresponds to A(z) with the i-th
eigenvalue removed and it reaches up to order −2n + 1. By combining further (i) the presence of the
unit delay, z−1; and, (ii) the term d�(Ξ), a qualitative rational expression for G(z) can be derived

G�(z) =
B(z)
A(z)

=
b0(Ξ) + b1(Ξ)z−1 + b2(Ξ)z−2 + · · ·+ b2n(Ξ)z−2n

1 + a1(Ξ)z−1 + a2(Ξ)z−2 + · · ·+ a2n(Ξ)z−2n (14)

with b0(Ξ) = d�(Ξ). Based on Equations (10)–(13), it follows that the coefficients of B(z) depend
on both of the eigenvalues and the eigenvectors of A(Ξ). Also observe that, in the absence of a
feedforward term in Equation (8), then G(z) has a unit input-output delay, since d�(Ξ) = 0. In either
case, the difference equation that describes the structural dynamics of the �-th response in discrete-time
stems from Equation (14) as

y�[k] + a1(Ξ)y�[k − 1] + · · ·+a2n(Ξ)y�[k − 2n]

= b0(Ξ)u[k] + b1(Ξ)u[k − 1] + · · ·+ b2n(Ξ)u[k − 2n] (15)

Under this setting, the problem treated herein is the detection and the localization of damage when

- there is no prior information about the structure,
- input-output measurements are consistently recorded over the short scale (e.g., k), and
- the complete set of Ξ is available (measurable) over the long time-scale (e.g., tl)

The proposed strategy is of a decentralized nature, in the sense that estimation is first
accomplished on a local basis, by considering all individual input-output data pairs independently,
as dictated by Equation (15). The adopted framework comprises two phases, e.g., the structural
identification phase and the damage detection and localization phase, which are discussed in the
following.

3. The Methodological Framework

3.1. The Structural Identification Phase

For simplicity, it is henceforth assumed that the operational variability is due to a single parameter,
e.g., L = 1 and Ξ → Ξ. Equation (15) indicates that at the healthy state of the structure, an
excitation-response pair can be effectively described in discrete-time by an ARX model of the form [65]

y[k] +
p

∑
i=1

ai(Ξ)y[k − i] =
p

∑
i=0

bi(Ξ)u[k − i] + e[k] (16)
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where y[k] denotes the noise-corrupted structural vibration response of a single DOF, u[k] is the
excitation, ai(Ξ) and bi(Ξ) are the coefficients of the AR and exogenous polynomials, of order p,
and e[k] ∼ N (0, σ2

e (Ξ)) is a zero-mean Gaussian white noise realization that models process and
measurement uncertainty (e.g., model inconsistencies and instrumentation noise). It is noted that, in
Equation (16), b0 �= 0 only when vibration acceleration response measurements are available.

Equation (16) indicates that the ARX(p, p) model accounts for the variability of the response due
to variations of Ξ through the AR and exogenous parameters, αi(Ξ) and bi(Ξ), respectively, as well as
through the noise variance matrix σ2

e (Ξ). These are herein admitting a GPR representation as

ai(Ξ) =
pa

∑
j=1

αijSa,j(Ξ) + Pa(Ξ) + εa (17a)

bi(Ξ) =
pb

∑
j=1

βijSb,j(Ξ) + Pb(Ξ) + εb (17b)

σ2
e (Ξ) =

pσ

∑
j=1

γijSσ,j(Ξ) + Pσ(Ξ) + εσ (17c)

In light of this parametric representation, the model of Equation (16) is termed as GP-ARX(p, p).
In Equation (17), S(·),(·)(Ξ) denotes an appropriate set of basis functions, P(·)(Ξ)∼GP(0, κ(·)(Ξ, Ξ′)),
where κ(·)(Ξ, Ξ′)) is the kernel function, being fully determined by a set of hyperparameters ϑ(·),
and ε(·)∼N (0, σ2

ε(·) )

Upon proper selection of the basis and kernel functions, S(·),(·)(Ξ) and κ(·)(Ξ, Ξ′)), respectively,
the representation of the structure through GP-ARX(p, p) models is succeeded through the solution of
an associated identification problem, in which all unknown model parameters are estimated, which
is, the integers p, pa, pb, and pσ, the GPR coefficients αij, βij and γij in Equation (17), as well as the
vectors of hyperparameters ϑa, ϑb and ϑσ and the variances σ2

εa , σ2
εb

, and σ2
εσ

. Yet, since the operational
parameter Ξ varies slowly, this problem cannot be treated by pooling a large regression problem over
a set of Q realizations of Ξ [65,66]: in applications involving large infrastructures (bridges, buildings,
wind turbines, etc.), Ξ usually varies seasonally. Thus, it is rather impractical to wait until a full
operational cycle becomes available before estimating a global GP-ARX model.

In contrast, the strategy chosen herein pertains to (i) the estimation of short time-scale ARX(p, p)
models, whenever data become available; (ii) the storage of the estimated AR and exogenous
parameters, the estimated variance and measurement(s) of Ξ; and, (iii) the GP modelling of all
parameters according to Equation (17), when a full operational cycle is completed. Notice that
the direct modeling of the parameters ai(Ξ), bi(Ξ), and σ2

e (Ξ) in Equation (17), is a process that
can be easily realized in parallel and essentially corresponds to typical data-driven uncertainty
quantification problem.

The short time-scale ARX modelling step is conventionally accomplished: for any given pair of
input-output data at a specific long time-scale instant tl , utl [k] and ytl [k], respectively, for k = 1, 2, . . . , N,
the original ARX model is transformed into its linear regression form

ytl [k] = φtl [k]
Tθtl + etl [k] (18)

for

φtl [k] =
[
− ytl [k − 1] . . . − ytl [k − p] | utl [k] . . . utl [k − p]

]T
(19)

and
θtl = [α1,tl α2,tl . . . αp,tl | b0,tl b1,tl . . . bp,tl ]

T (20)
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For k = 1, . . . , N, Equation (18) implies

Ytl = Φtl θtl + Etl (21)

where Ytl =
[
ytl [1] . . . ytl [N]

]T , Φtl =
[
φT

tl
[1] . . . φT

tl
[N]
]T and Etl =

[
etl [1] . . . etl [N]

]T .
Minimization of the quadratic least squares criterion provides the estimate

θ̂tl =
(

ΦT
tl

Φtl

)−1
ΦT

tl
Ytl (22)

while the prediction errors are recovered by Etl = Ytl − Φtl θ̂tl and their variance is calculated as
σ2

e,tl
= ET

tl
Etl .

This procedure is repeated over the whole range of available operational realizations Ξtl , tl =

1, . . . Q. Under the reasonable assumption that the order of the structural system remains unaltered, the
AR and exogenous polynomial orders, estimated statistically from an arbitrary single realization, can
be maintained the same for every tl . Subsequently, the GPR estimation of each individual parameter
of Equation (17) is taking place while using the hybrid optimization method described in Dertimanis
et al. [67].

3.2. The Damage Detection and Localization Phase

The successful completion of the previous phase provides the availability of s single-input,
single-output GP-ARX�(p, p) models, for � = 1, . . . , s, where s corresponds to the number of available
DOFs’ measurements. These models are capable of tracking the evolution of the structural response
of the relative DOF during the healthy structural state, for the whole expected range of variations in
Ξ. In establishing an effective damage detection scheme, a residual generation algorithm (RGA) is
formulated as shown in Figure 1, for every AFS-ARX model. The RGA is a computational machine
that operates in parallel to the actual structure and issues an alert when abnormal behavior appears,
i.e., different to the one estimated during the structural identification phase.

Figure 1. Layout of the residual generation algorithms for damage detection.

In order to formulate the RGA, the �-th AFS-ARX model of Equation (16) is compactly written as

y�[k] =
B�(q, Ξ)
A(q, Ξ)

u[k] +
1

A(q, Ξ)
e�[k] (23)
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where q is the backshift operator (i.e., q−iy[k] = y[k − i]) and A(q, Ξ), Bp(q, Ξ) the AR end exogenous
polynomials, respectively, of the form,

A(q, Ξ) = 1 + a1(Ξ)q−1 + · · ·+ ap(Ξ)q−p (24a)

B�(q, Ξ) = b0,�(Ξ) + b1,�(Ξ)q−1 + · · ·+ bp,�(Ξ)q−p (24b)

Notice that the first term of the right-hand side of Equation (23) corresponds to the estimated
discrete-time transfer function between the applied excitation and the vibration response at the
monitored DOF of the structure. To this end, the RGA can be simply formulated as the difference

r�[k] = y�[k]− B�(q, Ξ)
A(q, Ξ)

u[k] (25)

retaining the units of the monitored quantity. In the absence of damage, the residual r�[k] is thus
equal to

r�[k] =
1

A(q, Ξ)
e�[k] (26)

implying that it follows an GP-AR(p) model of the form

r�[k] +
p

∑
i=1

ai(Ξ)r�[k − i] = e�[k] (27)

The variance of r�[k] can be calculated by truncating the last expression to an infinite moving
average (MA) model

r�[k] = e�[k] +
∞

∑
i=1

Hi,�e�[k − i] (28)

in which Hi,� are the coefficients of the associated Green function [68]. The mean and the variance of
the time-series of Equation (28) are given by

μr� = E{r�[k]} = 0 and σ2
r�(Ξ) = E{r2

� [k]} =
∞

∑
i=0

H2
i,�σ

2
e,�(Ξ) (29)

respectively. This means that 99.7% of the damage-free RGA time-series conform to

− 3σr�(Ξ) ≤ r�[k] ≤ 3σr�(Ξ) (30)

Equations (28)–(30) imply that the quantitative evaluation of the damage detection thresholds
require knowledge of the infinite MA model coefficients Hi,�. These are calculated in closed form via
the residue expansion of the transfer function of Equation (27). The reader is referred to Box et al. [68]
[Chapter 3] for further details. Here, it is simply reminded that the AR polynomial should be of
minimum-phase for the whole range of operating conditions (e.g., for all values of the temperature),
in order to ensure the convergence of Hi,p, and that AR roots’ amplitudes close to unity result in a
slower the decay rate of Hi,p.

Damage localization follows the detection stage and operates on data that are safely considered
as outcomes of the damaged structure, e.g., after the damage time instant detected by the RGAs.
Localization requires the estimation of a new set of simple ARX models, one for each available
input–output data set and it is based on the differences between the mode shape curvatures between
the GP-ARX models and the estimated-based-on-damaged-data ARX ones. For both sets of models,
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mode shape curvature estimation proceeds by first establishing the state-space realizations of the
noise-free parts of the GP-ARX and ARX models [69]

ζ[t + 1] = Aζ[t] + Bu[t] (31a)

y[t] = Hζ[t] + Du[t] (31b)

where

A =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 . . . 0
0 0 . . . 0
...

...
. . . 0

0 0 0 1
−ap −ap−1 . . . −a1

⎤
⎥⎥⎥⎥⎥⎥⎦

, B =

⎡
⎢⎢⎢⎢⎢⎢⎣

0
0
...
0
1

⎤
⎥⎥⎥⎥⎥⎥⎦

(32a)

H =
[
bp − apb0 bp−1 − ap−1b0 . . . b1 − a1b0

]
, D =

[
b0

]
(32b)

and then transforming Equation (31) to the modal form of Equation (8) via the eigenvalue problem of
the state matrix A. The real part of the estimated row vector ψ� (see Equation (8)) contains the values
of the identified mode shapes at the �-th sensor location. Gathering together all of the estimated ψ�

vectors, the matrix of mode shapes is constructed as

Ψ =

⎡
⎢⎢⎢⎢⎣

ψ1

ψ2
...

ψs

⎤
⎥⎥⎥⎥⎦ =

[
ψ̃1 ψ̃2

... ψ̃p

]
([s × p]) (33)

and its columns correspond to the shapes of each vibration mode. In establishing Ψ, attention should
be paid to the proper distinction of structural from “erroneous” modes, as well as to the matching of
eigenvectors associated to the same mode. This is accomplished by applying dispersion analysis [70–72]
and formulating the modal assurance criterion (MAC).

When Ψ is set up to contain the structural vibration modes from all of the identified ARX models,
the entries of the �-th column of the mode shape curvature matrix are calculated by [73]

[ψ̃′′
� ]i =

[ψ̃�]i+1 − 2[ψ̃�]i + [ψ̃�]i−1

h2 (34)

with h denoting the distance between two successive measurement nodes. Finally, damage localization
is examined by the difference

Δψ̃′′
� = ψ̃′′

�,H − ψ̃′′
�,D (35)

where ψ̃′′
�,H and ψ̃′′

�,D correspond to the �-th MSC matrix columns established by the GP-ARX models
and the estimated-based-on-damaged-data ARX ones, respectively.

4. Case Studies

4.1. Damage Detection on a Spring-Mass-Damper System

A simple structural system with six DOFs, as illustrated in Figure 2, is chosen as the first case study.
It is assumed that the stiffness is exponentially dependent on temperature as Ki[tl ] = 105−3KT(T[tl ]−Tre f ),
where tl corresponds to long (e.g., sufficiently lower with respect to the lowest structural vibration
mode) time-scale, KT = 5 × 10−3 is the thermal coefficient, Tre f = 15 ◦C designates a reference
temperature, and T[tl ] a discrete-time stochastic process described as

T[tl ] = Tre f + Tspansin(2π fl tl) + wT [tl ] (36)

135



J. Sens. Actuator Netw. 2020, 9, 41

in which Tspan = 20 ◦C, fl is the long time-scale frequency and wT [tl ] ∈ U (0, 2). A stiffness-proportional
damping is adopted as ci = 2 × 10−3Ki. It should be noted that this is a fictitious equation, which is
nonetheless chosen to represent the decrease in stiffness with increasing temperature, met in most civil
engineering works. Figure 3 displays a realization of T[tl ] for tl = 1, 2, . . . , 365 and fl = 1/365, along
with its sample and kernel-based probability density function, respectively. For this realization, the
induced stiffness and structural vibration modes (natural frequencies and damping ratios) are shown
in Figures 4 and 5, respectively.

m1

x1(t)
k1

c1

m2

x2(t)
k2

c2

k3

c3

m5

x5(t)
k5

c5

m6

x6(t)
k6

c6

k7

c7

. . .

Figure 2. 6-degrees of freedom (DOF) structural system with mi = 102 kg, ci = 2 × 102 Ns/m and
temperature-varying stiffness Ki.

(a) (b)
Figure 3. Spring-mass-damper: a realization of the temperature stochastic process: (a) Time-series.
(b) Sample (blue bars) and associated kernel-based (continuous red line) PDF estimates.

(a) (b)
Figure 4. Spring-mass-damper: structural stiffness for the temperature realization of Figure 3. (a) Ki

vs. tl . (b) Ki vs. T.

Under a single excitation acting at DOF #3, all instances of the “healthy” structure are discretized
at Ts = 0.02 s (Fs = 50 Hz) via the zero-order hold principle. Accordingly, the structural vibration
acceleration responses of the discretized instances Sd[tl ] under independent realizations of zero-mean,
Gaussian white noise excitation (u[k] ∈ N (0, 1.87 × 104), and data length N = 214) are obtained,
zero-mean subtracted and noise-corrupted at 1% noise-to-signal-ratio. For the subsequent analysis,
it is assumed that only measurements from DOFs #1, #3, and #5 are available. For these, Figure 6
displays the amplitudes of the estimated frequency response functions, along with their theoretical
counterparts, while Figure 7 shows the driving point FRF at reference temperature.

136



J. Sens. Actuator Netw. 2020, 9, 41

(a) (b)

(c) (d)

Figure 5. Spring-mass-damper: structural vibration modes for the temperature realization of Figure 3:
(a) fn vs. tl . (b) fn vs. T. (c) ζn vs. tl . (d) ζn vs. T.

(a) DOF #1, Estimated (b) DOF #3, Estimated (c) DOF #5, Estimated

(d) DOF #1, Theoretical (e) DOF #3, Theoretical (f) DOF #5, Theoretical

Figure 6. Spring-mass-damper: estimated (top row, Welch’s method with Hanning window, NFFT =

211, 50% overlap) and theoretical (bottom row) amplitudes of the frequency response functions at
measured DOFs. Continuous black curves correspond to the long time-varying natural frequencies.
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Figure 7. Spring-mass-damper: driving point FRF at reference temperature.

The establishment of GP-ARX models for describing the input–output dynamics at measured
DOFs proceeds by (i) determining an appropriate order for the AR and exogenous polynomials;
(ii) estimating ARX models for the whole long time-scale estimation set, consisting of the first 300
realizations (e.g., tl = 1, . . . , 300); (iii) performing GPR modelling for all the associated AR and
exogenous polynomials’ coefficients, as well as the variance of the prediction errors; and, (iv) assessing
the resulted AFS-ARX models by applying the RGA to the validation set.

Model order selection is accomplished by considering the driving point measurement at a
randomly chosen long time instant tr ∈ [1, 300], e.g., Sd[tr]. To this end, ARX(p, p) models with
zero delay are estimated for p = 10, 12, . . . , 50 and compared while using the Bayesian Information
Criterion (BIC) and the Mean Squared Error (RSS), defined as

BIC = ln
(
σ2

e
)
+ (2p + 1)

ln
(

Ne
)

Ne
(37a)

MSE =
1

Ne

Ne

∑
k=1

e2[k] (37b)

respectively. In Equation (37), Ne corresponds to the short time-scale estimation set, herein defined as
the subset of N = 1, . . . , 16,384 that lies in [1010, 15,565].

The performance of the model order selection criteria is depicted in Figure 8a,b. The BIC and
the MSE both decay slowly and stabilize at high orders (p > 30). To elaborate further on the model
order selection, Figure 8c shows the frequency stabilization diagrams (FSDs), corrected using the
dispersion analysis method described in Dertimanis and Chatzi [71]. The correction is based on the
energy associated to each estimated structural vibration mode and on a low threshold (herein set
as greater than 1% of the mode with the highest energy content) that distinguishes structural from
erroneous, or “artificial” modes [70]. The dispersion-corrected FSD indicates that mode and dispersion
stabilization occurs at p = 38, which is the finally selected order for all three ARX models. Figure 9
illustrates the behaviour of the ARX3(38, 38) prediction errors, from where the hypothesis of Gaussian
white noise process can be safely adopted.

Based on these results, ARX1,tl (38, 38) (unit delay), ARX3,tl (38, 38) (zero delay), and
ARX5,tl (38, 38) (unit delay) models are subsequently estimated for tl = 1, . . . , 300 and their parameter
vectors and prediction error variances are stored for the GPR modelling stage. As Table 1 indicates, a
quite satisfying degree of consistency may characterize the parametric identification process, since the
percentage fitness

f it = 100

(
1 − ‖y[t]− ŷ[t]‖

‖y[t]− μy‖

)
(%) (38)

to the short time estimation data set is sufficiently high.
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(a) (b) (c)
Figure 8. Spring-mass-damper: performance of the ARX model order selection criteria: (a) BIC. (b) MSE.
(c) Dispersion-corrected frequency stabilization diagram.

(a)

(b)

(c)
Figure 9. Spring-mass-damper: performance of the ARX3(38, 38) prediction errors: (a) Sample
autocorrelation function. (b) Sample PDF of the normalized (e[k] ∈ N (0, 1)) prediction errors.
(c) Normal probability plot of e[k].

Table 1. Spring-mass-damper: statistics of percentage fitness to the short time estimation data set
during ARX modelling.

ARX1,tl (38, 38) ARX3,tl (38, 38) ARX5,tl (38, 38)

μ f it 98.91% 98.93% 98.91%
σf it 4.2 × 10−2 1.9 × 10−2 5.0 × 10−2

Following the structural identification stage, GPR models in the form of Equation (17) are fitted to
a total number of 228 parameters. It is noted that no modelling is performed for the b0 parameters:
this is due to the fact that the AFS-ARX1(38, 38) and AFS-ARX5(38, 38) models are characterized by
unit delay, while the b0 parameter of the AFS-ARX3(38, 38, 0) model is consistently estimated at 0.01
during the structural identification stage, with negligible fluctuations around this value.
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The selected basis functions and GPR orders, determined via an initial trial procedure, are
listed in Table 2, while the percentage fitness results are shown in Figure 10 and Table 3. In general,
sufficiently high fitting to the parameters has occurred, reaching, in many cases, more than 99%.
There exist some AR and eXogenous parameters with low modelling quality, as for example the a3 of
GP-ARX3(38, 38) (Figure 10a, second row) and the b34 and b36 of the same model (Figure 10b, second
row); these exhibit wider scattering as compared to others, therefore rendering the fitting process more
demanding. Still, an effective GPR representation for these is succeeded. This can be visualized in
Figure 11, where indicative behaviour of the fitted GPR models is shown. In specific, the associated
plots correspond to AR, eXogenous and variance parameter models with the lowest and highest
percentage fitness.

Table 2. Spring-mass-damper system: GPR basis functions, kernels and orders.

Quantity AR Parameters Exogenous Parameters Noise Variance

Basis Function Type Discrete Fourier Polynomial

Basis Function Formula Sa,j(Ξ) = cos
(

2π j
300 Ξ

)
, j = 0, 2, 4, . . . Sb,j(Ξ) = Ξj, j = 0, 1, 2, . . .

Sa,j(Ξ) = sin
(

2π j
300 Ξ

)
, j = 1, 3, 5, . . .

Kernel Type Matérn 3/2

Kernel Formula κ(Ξi, Ξj) = σ2

(
1 +

√
3(Ξi−Ξj)

ρ

)
e−

√
3(Ξi ,Ξj )

ρ

Order pa = 3 pb = 17 pσ = 3

(a) AR parameters

(b) eXogenous parameters
Figure 10. Spring-mass-damper: GPR modelling results for the AR and the eXogenous parameters of
the associated ARX models.

Table 3. Spring-mass-damper: GPR modelling results for the noise variance of the associated
ARX models.

GP-ARX1(38, 38) GP-ARX3(38, 38) GP-ARX5(38, 38)

f it 91.56% 83.75% 85.37%
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(a) AFS-ARX3(38, 38), min (b) AFS-ARX3(38, 38), min (c) AFS-ARX3(38, 38), min

(d) AFS-ARX5(38, 38), max (e) AFS-ARX5(38, 38), max (f) AFS-ARX1(38, 38), max

Figure 11. Spring-mass-damper: actual (black dots) and GPR-estimated (red circles) long time-scale
parameter evolution.

The behaviour of the established GP-ARX models is now assessed using available information
that was not used during the estimation process. In specific, the RGA stage is implemented to two
long time-scale instants, which are chosen from the set tl = 301, . . . , 365. Notice that this corresponds
to a form of extrapolation, since training was not applied to the whole long time-scale cycle. Figure 12
displays the RGA time-series of the available GP-ARX models for tl = 320 and tl = 355. A quite
stable and stationary behaviour is observed, indicating that no damage has occurred within this long
time-scale. Yet, in some cases the associated thresholds might result underestimated, as, for example,
the ones of Figure 12d. This issue is rather attributed to the fact that the inherited uncertainties
associated with the GPR models (e.g., the GPR prediction intervals) are not taken into account.
Despite this inconsistency, the GP-ARX models are still capable of tracking the current state of the
structure, as indicated in Figure 13, where the predicted time-series are plotted over the actual ones for
the RGA of Figure 12d (e.g., the one with the “worst” behaviour).

Finally, Figure 14 illustrates the behaviour of the RGA time-series under damage, during the
long time-scale tl = 320. The latter is introduced as a local stiffness change, which occurs abruptly
at one-third of the total simulation time. The first four rows of the figure display the ri[k]’s for 1%
damage in K1, K3, K5 and K7, respectively, from where the detection effectiveness of the algorithm
even at such low levels is demonstrated. Notice that there’s no correlation of the RGA time-series
amplitudes to the location of damage, since all remain around the same levels. This can be also argued
for the damage severity: the RGA time-series of the last row, which corresponds to 50% damage in K4,
result with increased amplitudes (around double the ones of the first four rows), yet, again this change
is quite disproportional to the size of the damage (50% over 1%).
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(a) GP-ARX1(38, 38), tl = 320 (b) GP-ARX3(38, 38), tl = 320 (c) GP-ARX5(38, 38), tl = 320

(d) GP-ARX1(38, 38), tl = 355 (e) GP-ARX3(38, 38), tl = 355 (f) GP-ARX5(38, 38), tl = 355

Figure 12. Spring-mass-damper: evolution of the residuals during two long time-scale instants from
the validation set.

(a) (b)

Figure 13. Spring-mass-damper: actual (black curves) and predicted (dashed red curves) time-series
corresponding to the RGA time-series of Figure 12d: (a) total time span. (b) ≈ 2 s zoom.

4.2. Damage Detection and Localization on a Shear Frame

The second case study pertains to the six-storey shear frame of Figure 15 under base
(e.g., earthquake) excitation. It is again assumed that the stiffness is exponentially depended on
temperature via the same relationship as in the spring-mass-damper case and that the temperature
varies as in Equation (36). This implies that Figures 3 and 4 are also valid here, with the only difference
being that Ki is expressed now on a MN/m scale and that modal damping is kept constant at 2%. The
natural frequencies of the frame are shown in Figure 16.

In deriving the theoretical form of the GP-ARX models to be estimated, the equation of motion of
the frame obeys

Mz̈(t) + Dż(t) + K(T)z(t) = −M1ẍg(t) (39)

where z(t) is the vector DOFs’ displacements relative to the ground motion, e.g., zi = xi − xg

(see Figure 15 and 1 is a column vector filled with ones. The state-space representation of Equation (39)
for absolute acceleration output is
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(a) GP-ARX1(38, 38), 1% at K1 (b) GP-ARX3(38, 38), 1% at K1 (c) GP-ARX5(38, 38), 1% at K1

(d) GP-ARX1(38, 38), 1% at K3 (e) GP-ARX3(38, 38), 1% at K3 (f) GP-ARX5(38, 38), 1% at K3

(g) GP-ARX1(38, 38), 1% at K5 (h) GP-ARX3(38, 38), 1% at K5 (i) GP-ARX5(38, 38), 1% at K5

(j) GP-ARX1(38, 38), 1% at K7 (k) GP-ARX3(38, 38), 1% at K7 (l) GP-ARX5(38, 38), 1% at K7

(m) GP-ARX1(38, 38), 50% at K4 (n) GP-ARX3(38, 38), 50% at K4 (o) GP-ARX5(38, 38), 50% at K4

Figure 14. Spring-mass-damper: RGA time-series evolution during damage at tl = 320.
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Figure 15. Six-storey shear frame with mi = 80 Mgr subject to uniaxial earthquake motion.

(a) (b)
Figure 16. Shear frame: structural vibration modes for the temperature realization of Figure 3: (a) fn

vs. tl . (b) fn vs. T.

ζ̇(t) = Ac(T)ζ(t) + Bc ẍg(t) (40a)

y(t) = Hc(T)ζ(t) (40b)

indicating that the equivalent digital transfer function between the acceleration of the storeys and the
ground acceleration is characterized by unit delay (refer to the analysis of Section 2).

Following the steps of Section 4.1, the “healthy” structure is discretized at Ts = 0.02 s (Fs =

50 Hz) via the zero-order hold principle. Accordingly, the structural absolute vibration acceleration
responses under independent realizations of zero-mean, Gaussian white noise base excitation (ẍg[k] ∈
N (0, 1.87 × 104), data length N = 214) are obtained and zero-mean subtracted, while it is assumed
that measurements from all DOFs are available. Figure 17 shows the absolute vibration acceleration
FRF of the first story at reference temperature.
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Figure 17. Shear frame: estimated (Welch’s method with Hanning window, NFFT = 211, 50% overlap)
absolute vibration acceleration FRF of the first story at reference temperature.

Model order selection is based on the estimation of unit delay ARX(p, p) models for p =

10, 12, . . . , 50, while using the excitation and absolute vibration acceleration response of the first
storey at a randomly chosen long time instant. The performance of the model order selection criteria
and the associated dispersion-corrected FSD is depicted in Figure 18, which qualify p = 12 as the best
order. This complies with the theoretical order of Equation (15), a result that is expected due to the
absence of noise-corrupted data. The behaviour of the unit delay ARX(12,12) prediction errors returns
quite similar to the one of Figure 9. The subsequent identification of unit delay ARXi,tl (12, 12) models
for i = 1, 2, . . . , 6 and tl = 1, . . . , 300 returns very high mean fitness with low dispersion, as shown in
Table 4.

(a) (b) (c)

Figure 18. Shear frame: performance of the ARX model order selection criteria: (a) BIC. (b) MSE.
(c) Dispersion-corrected frequency stabilization diagram.

Table 4. Shear frame: statistics of the percentage fitness to the short time estimation data set during
ARX modelling.

ARX1,tl (12,12) ARX2,tl (12,12) ARX3,tl (12,12) ARX4,tl (12,12) ARX5,tl (12,12) ARX6,tl (12,12)

μ f it 99.97% 99.98% 99.99% 99.98% 99.98% 98.98%
σf it 5.7 × 10−3 4.6 × 10−3 4.2 × 10−3 3.9 × 10−3 3.6 × 10−3 3.0 × 10−3

The GPR modelling phase is carried out using the basis functions, kernels, and orders of Table 5.
Table 6 and Figure 19 show the percentage fitness, confirming the efficacy of the GPR models in
fitting of the AR and eXogenous parameters. The poor results of the ARX model variances are again
attributed to the noise-free data used during the identification case. The typical behaviours of the GPR
models are illustrated in Figure 20.
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Table 5. Shear frame: GPR basis functions, kernels, and orders.

Quantity AR Parameters Exogenous Parameters Noise Variance

Basis function type polynomial discrete Fourier
Basis function formula as in Table 2 as in Table 2
Kernel type Matérn 3/2
Kernel formula as in Table 2
Order pa = 3 pb = 3 pσ = 16

Table 6. Shear frame: GPR modelling results for the noise variance of the associated ARX models.

ARX1,tl (12,12) ARX2,tl (12,12) ARX3,tl (12,12) ARX4,tl (12,12) ARX5,tl (12,12) ARX6,tl (12,12)

f it 16.42% 16.49% 16.70% 16.79% 16.83% 16.74%

(a) AR parameters

(b) eXogenous parameters

Figure 19. Shear frame: GPR modelling results for the AR and the eXogenous parameters of the
associated ARX models.

Figure 21 displays the short time-scale temporal evolution of the RGA time-series for tl = 305
under no damage. All of the residuals are stationary and within the specified thresholds, which herein
result a bit overestimated, due to the low modelling quality of the respective GPR models for the ARX
variances. In contrast, for the same short time-scale instant, Figure 22 illustrates the same quantities
under damage, introduced as a 1% stiffness change in K1, occurring abruptly at one-third of the total
simulation time. One can here observe that there might be an indication about the location of the
damage, by observing the descending dispersion from r1[k] to r6[k].
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(a) AFS-ARX6(12, 12), min (b) AFS-ARX6(12, 12), min (c) AFS-ARX1(12, 12), min

(d) AFS-ARX4(12, 12), max (e) AFS-ARX2(12, 12), max (f) AFS-ARX5(12, 12), max

Figure 20. Shear frame: actual (black dots) and GPR-estimated (red circles) long time-scale
parameter evolution.

(a) GP-ARX1(12, 12), tl = 305 (b) GP-ARX2(12, 12), tl = 305 (c) GP-ARX3(12, 12), tl = 305

(d) GP-ARX4(12, 12), tl = 305 (e) GP-ARX5(12, 12), tl = 305 (f) GP-ARX6(12, 12), tl = 305

Figure 21. Shear frame: evolution of the residuals during a long time-scale instant from the
validation set.

However, a better interpretation is offered by examining the MSCs differences, as described in
Section 3.2 and Equation (35). These are plotted in Figure 23, from where it follows that the damage is
indeed successfully localized in the differences of the first three modes, whereas the three trailing ones
appear more “noisy” failing to localize the damage in K1. To investigate this result, Figure 24 presents
the “theoretical” MSCs differences, calculated via the eigenvalue problem of the exact structural
matrices in healthy and damaged states. The close resemblance of the estimated MSCs differences to
their theoretical counterparts is apparent, implying that (i) the reproduction of the modal space via the
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distributed GP-ARX models is to a great extend accurate; and, (ii) a damage may be localized only in
lower modes.

(a) GP-ARX1(12, 12), tl = 305 (b) GP-ARX2(12, 12), tl = 305 (c) GP-ARX3(12, 12), tl = 305

(d) GP-ARX4(12, 12), tl = 305 (e) GP-ARX5(12, 12), tl = 305 (f) GP-ARX6(12, 12), tl = 305

Figure 22. Shear frame: evolution of the residuals under 1% damage in K1, during a long time-scale
instant from the validation set.

(a) mode 1 (b) mode 2 (c) mode 3

(d) mode 4 (e) mode 5 (f) mode 6

Figure 23. Shear frame: GP-ARX-based MSCs differences under 1% damage in K1, during a long
time-scale instant from the validation set.
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(a) mode 1 (b) mode 2 (c) mode 3

(d) mode 4 (e) mode 5 (f) mode 6

Figure 24. Shear frame: theoretical MSCs differences under 1% damage in K1, during a long time-scale
instant from the validation set.

5. Conclusions

This study tackles the damage detection and localization problem in structural systems that are
amenable to environmental variations, and for which no prior information is available. The solution
involves the estimation of distributed GP-ARX models for the representation of individual single
input-single output pairs and the subsequent establishment of corresponding RGAs. These operate in
parallel to the monitored system, are characterized by well-defined stationary statistics in the healthy
state over the whole operational regime, and deviate from these in the presence of damage. In the
latter case, localization is achieved by truncating all local GP-ARX models into a global state-space
realization, deriving the modal space and calculating the MSC discrepancies between the healthy and
damaged state-space representations.

The assessment of the method through the case studies indicates that the proposed framework
is capable of detecting and localizing damage at quite low levels (“early” enough). The detection
succeeds, even for a single input-output pair, while localization presumes a proper sensor network.
It would be interesting to relax this requirement and attempt to integrate the damage localization task
into the RGA, by configuring the residuals in some directional, or structured form; this forms current
work of the authors. Nevertheless, it seems that the establishment of RGAs with localization attributes
requires qualitative knowledge of structural dynamics, so that the GP-ARX parameter vector can be
linked to the structural parameters.

Another issue that is observed from the case studies pertains to numerical stability. Indicatively,
in the shear frame paradigm, it is found that some operating points from the validation set result
in unstable GP-ARX models, even if the GPR modelling stage produces very accurate parametric
representations. An alternative approach might lie in investigation of vector GP-ARX models, in order
to bypass the local-to-global state-space realization, which could induce errors. Because vector models
retain a considerably richer structure, an open research question would be the potential of performing
GPR modelling on a reduced parameter space, similarly to what is discussed in [74].

It must be noted that structural damage may appear either as gradual degradation at slow rates
(e.g., crack initiation/propagation), or as faults after “events” (e.g., an earthquake, strong wind/wave
gusts, etc.). Our work is mostly set to treat this latter class: we assume distinct operational points along
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the long time-scale, we estimate the current state of the structure and subsequently forming/updating
the RGA time-series. However, this does not imply that our method is incapable of treating the first
class as well, since it has been demonstrated that the RGA can detect damage early enough, while it can
easily operate in continuous mode, as long as measurements are available. However, the “footprint”
of any gradual degradation on the RGA requires additional research, as mentioned above. Currently,
our RGA does not correlate with damage evolution: it is just a yes/no answer to detection, which
considers the long time-scale structural variability.

The encouraging results on the efficacy of the method suggest further research steps towards
a more realistic SHM context. These include the addition of further free parameters into the GPR
metamodeling stage, related to further environmental and operational parameters (operating points,
boundary conditions, etc.), aside from temperature. The relaxation on the availability and the
stationarity assumption of the input(s) forms a further critical aspect that is frequently encountered in
practice: here, the investigation of scalar/vector GP-AR/ARMA models and their ARIMA counterparts
form a straightforward task, which is not yet adequately treated in existing literature. Finally, an
experimental validation is currently underway by the authors.
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