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Preface to ”Circuits and Systems Advances in Near

Threshold Computing”

Modern society is witnessing a sea change in ubiquitous computing, in which people have

embraced computing systems as an indispensable part of day-to-day existence. Computation,

storage, and communication abilities of smartphones, for example, have undergone monumental

changes over the past decade. However, global emphasis on creating and sustaining green

environments is leading to a rapid and ongoing proliferation of edge computing systems and

applications. As a broad spectrum of healthcare, home, and transport applications shift to the edge

of the network, near-threshold computing (NTC) is emerging as one of the promising low-power

computing platforms. An NTC device sets its supply voltage close to its threshold voltage,

dramatically reducing the energy consumption. Despite showing substantial promise in terms of

energy efficiency, NTC is yet to see widescale commercial adoption. This is because circuits and

systems operating with NTC suffer from several problems, including increased sensitivity to process

variation, reliability problems, performance degradation, and security vulnerabilities, to name a few.

To realize its potential, we need designs, techniques, and solutions to overcome these challenges

associated with NTC circuits and systems. The readers of this book will be able to familiarize

themselves with recent advances in electronics systems, focusing on near-threshold computing.

Sanghamitra Roy

Editor
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Abstract: Aggressive power supply scaling into the near-threshold voltage (NTV) region holds
great potential for applications with strict energy budgets, since the energy efficiency peaks as the
supply voltage approaches the threshold voltage (VT) of the CMOS transistors. The improved silicon
energy efficiency promises to fit more cores in a given power envelope. As a result, many-core
Near-threshold computing (NTC) has emerged as an attractive paradigm. Realizing energy-efficient
heterogenous system on chips (SoCs) necessitates key NTV-optimized ingredients, recipes and
IP blocks; including CPUs, graphic vector engines, interconnect fabrics and mm-scale microcontroller
(MCU) designs. We discuss application of NTV design techniques, necessary for reliable operation
over a wide supply voltage range—from nominal down to the NTV regime, and for a variety of IPs.
Evaluation results spanning Intel’s 32-, 22- and 14-nm CMOS technologies across four test chips are
presented, confirming substantial energy benefits that scale well with Moore’s law.

Keywords: NTV; NTC; low-power; low-voltage memory and clocking circuits; minimum-energy
design; power-performance; resilient adaptive computing

1. Introduction

Near-threshold computing promises dramatic improvements in energy efficiency. For many
CMOS designs, the energy consumption reaches an absolute minimum in the NTV regime that is
of the order of magnitude improvement over super-threshold operation [1–3]. However, frequency
degradation due to aggressive voltage scaling may not be acceptable across all single-threaded or
performance-constrained applications. The key challenge is to lock-in this excellent energy efficiency
benefit at NTV, while addressing the impacts of (a) loss in silicon frequency, (b) increased performance
variations and (c) higher functional failure rates in memory and logic circuits. Enabling digital
designs to operate over a wide voltage range is key to achieving the best energy efficiency [2],
while satisfying varying application performance demands. To tap the full latent potential of NTC,
multi-layered co-optimization approaches that crosscut architecture, devices, design, circuits, tool flows
and methodologies, and coupled with fine-grain power management techniques are mandatory to
realize NTC circuits and systems in scaled CMOS process nodes.

The overarching goal of this work is to advance NTV computing, demonstrate its energy benefits,
to quantify and overcome the barriers that have historically relegated ultralow-voltage operation
to niche markets. We present four multi-voltage designs across three technology nodes, featuring
many-core SoC building blocks. The IPs demonstrate wide dynamic power-performance range,
including reliable NTV regime operation for maximum energy efficiency. Key innovations in NTV
circuit design methods and CAD approaches for wide-dynamic range design, including optimizations
to design methodology are highlighted.

J. Low Power Electron. Appl. 2020, 10, 16; doi:10.3390/jlpea10020016 www.mdpi.com/journal/jlpea1
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A design summary for the four NTV silicon prototypes is presented in Table 1. The first design
describes an Intel Architecture IA-32 processor fabricated in 32-nm SoC platform technology with
2nd generation high-k/metal gate transistors [4]. The chip is capable of reliable ultra-low voltage
operation and energy efficient performance across the wide voltage range from 280 mV to 1.2 V.
The CPU (Figure 1a) consists of a Pentium™ class IA-32 core [5] with superscalar in-order pipeline,
dynamic branch prediction and 8 KB of separate L1 instruction and data caches. Core logic and
memory blocks are powered by independent voltage domains to allow processor core and the memories
(L1 caches + microcode ROM) to operate at their individual optimal power levels for best overall
energy efficiency. This capability allows the IA core logic to aggressively voltage scale well beyond
memory minimum operating voltage (Vmin) limits. A multi-voltage, NTV-aware core design synthesis
and performance verification (PV) methodology is employed with measured core operation down to
280 mV sub-threshold regime. A minimum-energy voltage optimum (VOPT) is observed at 450 mV for
the NTV-CPU, signifying 4.7× better energy efficiency over VDD-max (1.2 V) operation [6].

Single instruction, multiple data (SIMD) permutation operations are key for maximizing
high-performance microprocessor vector data path utilization in multimedia, graphics, and signal
processing workloads [7]. The second prototype is a wide dynamic range design (240 mV to 1.2 V),
presenting an ultra-low-voltage reconfigurable 4-way to 32-way SIMD vector permutation engine [8]
(Figure 1b) consisting of a 32-entry × 256b 3-read/1-write ported register file (RF) with a 256b byte-wise
any-to-any permute crossbar for 2-D shuffle operations across a 32 × 32 matrix. The register file
with three read ports and one write port is used for vertical shuffle. The permute crossbar is used
for horizontal shuffle. The SIMD engine is fabricated in a 22-nm SoC platform technology featuring
3-D tri-gate and high-k/metal gate devices [9]. Tri-gate or FinFET devices offer steeper subthreshold
swing and improved short-channel effects and offer better variability and energy efficiency at NTV.
The engine incorporates vector flip-flops, stacked min-delay buffers, shared gates to average min-sized
transistor variations, and ultra-low-voltage split-output (ULVS) level shifters to improve logic Vmin

by 150 mV, while enabling a 9× peak energy efficiency of 585 GOPS/W measured at 260 mV supply
voltage and a temperature of 50 ◦C.

Table 1. A summary of four NTV-optimized silicon designs from Intel Labs.

ISSCC 2012 [6] ISSCC 2012 [8] VLSI 2013 [10] VLSI 2016 [11]

NTV Design 32-b ×86 CPU SIMD Engine 2D NoC fabric mm-scale MCU

Intel CMOS Technology
32-nm

high-K/metal-gate 22-nm Tri-gate 22-nm Tri-gate 14nm Tri-gate

Die Area (mm2) 2 0.048 Router: 0.051
2 × 2 Mesh: 0.93 0.79

VDD range and VOPT (V)
0.28–1.2

(VOPT = 0.45)
0.24–1.1

(VOPT = 0.26)
0.34–0.85

(VOPT = 0.4)
0.308–1.0

(VOPT = 0.37)

Frequency range (MHz) 3–915 10–2900 0.5–297 67–1000

Energy @ VOPT Benefit 170pJ/cyclea, 4.7× 1.9pJ/cycle,
9×

36pJ/cycleb,
3.3×

17.18pJ/cyclec,
4.8×

Total on-chip memory 8KB I$ + 8KB D$ 1KB Reg. file (RF)
memory None 8KB I$ + 8KB DTCM + 64KB

SMEM + 16KB BootROM
a Pentium BIST workload, b For 2 × 2 NoC, c MCU always-active, running AES encryption.

Packet-switched routers are communication systems of choice for modern many-core SoCs [12,13].
The third NTV design describes a 2 × 2 2-D mesh network-on-chip (NoC) fabric (Figure 1c) which
incorporates a 6-port, 2-lane packet-switched input-buffered wormhole router as a key building
block [10]. The resilient NTV-NoC and router incorporates end-to-end forward error correction code
(ECC) and within router recovery from transient timing failures using error-detection sequential (EDS)
circuits and a novel architectural flow control units (FLIT) replay scheme. The router operates across
a wide frequency (voltage) range from 1 GHz (0.85 V) to 67 MHz (340 mV), dissipating 28.5 mW
to 675 μW and achieves 3.3× improvement in energy-efficiency at 400 mV VOPT. The NTV-NoC is
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fabricated in the same 22-nm SoC technology [9] and achieves 63% higher bandwidths at VOPT over a
non-resilient router, when operating beyond the point-of-first failure (PoFF).

 

Figure 1. Block diagrams for four NTV prototypes: (a) Pentium™ class IA-32 CPU; (b) Reconfigurable
256-bit wide SIMD vector permutation engine with 2-D Shuffle; (c) Resilient four node (2 × 2) 2-D Mesh
NoC fabric with routers (R1–R4); (d) mm-scale MCU with NTV Quark IA-32 core for μW WSNs.

3
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The final NTV prototype showcases a wireless sensor node (WSN) platform that integrates a
mm-scale, 0.79 mm2 NTV IA-32 Quark™microcontroller (Figure 1d) (MCU) [14,15], built using a 14-nm
2nd generation tri-gate CMOS process. The WSN platform includes a solar cell, energy harvester, flash
memory, sensors and a Bluetooth Low Energy (BLE) radio, to enable always-on always-sensing (AOAS)
and advanced edge computing capabilities in Internet-of-Things (IoT) systems [11]. The MCU features
four independent voltage-frequency islands (VFI), a low-leakage SRAM array, an on-die oscillator clock
source capable of operating at sub-threshold voltage, power-gating and multiple active/sleep states,
managed by an integrated power management unit (PMU). The MCU operates across a wide frequency
(voltage) range of 297 MHz (1 V) to 0.5 MHz (308 mV) and achieves 4.8× improvement in energy
efficiency at an optimum supply voltage (VOPT) of 370 mV, operating at 3.5 MHz. The WSN, powered by
a solar cell, demonstrates sustained MHz AOAS operation, consuming only 360 μW.

This paper is organized as follows: Section 2 describes various NTV design techniques for SRAM
and logic circuits. Architecture driven adaptive mechanisms to address higher functional failure rates
and variation-tolerant resiliency at NTV for SoC fabrics are described in Section 3. Section 4 presents
the tools, flows and recipes for wide-dynamic range design. In addition, solutions for multi-voltage
global clock generation and distribution are introduced. Key experimental results from measuring all
four prototypes are presented, analyzed, and discussed in Section 5. Finally, Section 6 concludes the
paper and suggests future work.

2. NTV Circuit Design Methodology

The most common limit to voltage scaling is failure of SRAM and logic circuits. SRAM cells fail at
low voltage because device mismatches degrade stability of the bit-cell for read, write or data retention.
SRAM cells typically use the smallest transistors. Also, they are the most abundant among all circuit
types on a die. Therefore, the Vmin of the SRAM cell array limits Vmin of the entire chip. Logic circuits,
clocking, and sequentials fail at low voltage because of noise and process variations. Alpha and cosmic
ray-induced soft errors cause transient failure of memory, sequentials, and logic at NTV. Frequency
starts degrading exponentially as the supply voltage approaches VT. This sets a limit on Vmin. This limit
can be alleviated to some extent by tri-gate transistors. Since they have a steeper sub-threshold swing,
they can provide a lower VT for the same leakage current target. Aging degradations cause failure
of SRAM cells at low voltages since different transistors in the cell undergo different amounts of VT

shift under voltage–temperature stress and thus worsen device mismatches in the bit-cells. All these
effects degrade and limit Vmin. The following sections describe low-voltage design techniques used for
SRAM memory, combinational cells, sequentials and voltage level shifters circuits.

2.1. SRAM Memory and Register File (RF) Optimizations

An 8-T SRAM cell (Figure 2a) is commonly used in single-VDD microprocessor cores, particularly
in performance critical low-level caches and multi-ported register-file arrays. The 8-T cell offers
fast simultaneous read and write, dual-port capability, and generally lower Vmin than the 6-T cell.
With independent read and write ports in the 8-T cell, significantly improved read noise margins
can be realized over the traditional 6-T SRAM cell, at an additional area expense. The noise margin
improvement is due to the elimination of the read-disturb condition of the internal memory node by
the introduction of a separate read port in the SRAM cell. As a result, variability tolerance is greatly
enhanced, making it a desirable design choice for ULP SRAM memory operating at lower supply
voltages down to NTV and energy-optimum points.
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Figure 2. The prototypes use variability-tolerant SRAM bit-cells: (a) 8-T SRAM bit-cell used in the
NTV-MCU; (b) The SIMD engine uses a 10-T dual-ended transmission gate (DETG) SRAM topology;
(c) An alternate 10-T transmission gate (TG) SRAM bit-cell used in the NTV-CPU; (d) Simulated
retention voltage simulations for the 10-T TG SRAM in 32-nm, as a function of keeper device size
(m9, m10) in the presence of random variations (5.9σ, slow skew, −25 ◦C); (e) The shared PMOS/NMOS
on the virtual supplies improve memory write Vmin by 125 mV in the 22-nm DETG based memory array.

The 8-T bit-cell is still prone to write failures due to write contention between strong PMOS
pull-up and a weak NMOS transfer device across PVT variation. This contention becomes worse
as VDD is lowered, limiting Vmin. A variation-tolerant dual-ended transmission gate (DETG) cell is
implemented on the 22-nm NTV-SIMD register file array by replacing the NMOS transfer devices with
full transmission gates (Figure 2b). This design enables a strong “1” and “0” write on both sides of the
cross-coupled inverter pair. The DETG cell always has two NMOS or two PMOS devices to write a “1”
or “0”, on nodes bit and bitx. This inherent redundancy averages the random variation effect across
the transistors, improving both contention and write-completion. Moreover, the cell is symmetric
with respect to PMOS and NMOS skew which reduces the effect of systematic variation. DETG cell
simulations show 24% improvement in write delay, allowing a 150 mV reduction in write Vmin.
However, the DETG cell is contention limited at its write Vmin, which can be reduced by the shared
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P/N circuits. An always “ON” PMOS and NMOS is shared across the virtual supplies of eight DETG
cells (Figure 2e). The shared P/N circuit limits the strength of the cross-coupled inverters across
variations reducing write contention by 22%. This circuit optimization results in an additional 125 mV
write reduction compared to DETG, enabling an overall 275 mV write Vmin reduction when compared
to the 8-T SRAM cell.

Caches in the 32-nm NTV-CPU use a modified, single-ended and fully interruptible 10-T
transmission gate (TG) SRAM bit-cell (Figure 2c), which allows for contention-free write operations.
This topology enables a 250 mV improvement in write Vmin over an 8-T bit-cell. With this improvement,
bit-cell retention now becomes a key VDD limiter. The simulated retention voltage data for the 10-T
TG SRAM, as a function of keeper device size (m9, m10) and in the presence of random variations
(5.9σ, slow skew, −25 ◦C) is shown in Figure 2d. Clearly, larger keeper devices lower the retention
voltage. The keeper device is increased from 140-nm to 200-nm to realize a 550 mV retention Vmin

target. For reliable read operation, bit-lines incorporate a scan-controlled, programmable stacked
keeper, which can be configured to three or four PMOS device stacks to reduce read contention and
improve read Vmin, across wide operating voltage/frequency range.

To achieve low standby power in the WSN, all on-die memories and caches on the 14-nm
NTV-MCU use a custom 8-T (Figure 2a), 0.155-μm2 bit-cell, built using 84-nm gate pitch ultra-low
power (ULP) transistors [14]. The 8-T bit-cell provides a well-balanced trade-off in Vmin and area over
the 6-T and 10-T SRAM cells. The ULP transistor optimized memory arrays are designed to provide
low standby leakage. However, as summarized in Table 2, a 5× performance slowdown is estimated
over standard performance (SP) transistor 8T memory at 500 mV, but is still fast enough for edge
compute applications. Context-aware power-gating of each 2 KB array is supported for further leakage
reduction with no state retention. The ULP array also enables 26× lower leakage (at 500 mV supply)
and has a 55% area cost over an SP-based 8T memory array, drawn on a 70 nm gate pitch. The ULP
memory leakage scales from 114 pA at 1 V voltage down to 8.28 pA per bit at the retention limit of
308 mV, as measured at room temperature (25 ◦C).

Table 2. Comparison between 8T SRAMS build with ULP and SP bit-cells.

8T SRAM Device Type. Gate Pitch
Normalized

Frequency (0.5V)
Normalized Leakage

(0.5V, 25C)
14 nm Bit-Cell

Area (μm2)

Standard performance (SP) 70nm 5× 26× 0.100 μm2

Ultralow power (ULP, NTV
MCU Memory) 84nm 1× 1× 0.155 μm2 (1.55×)

Process, voltage and temperature (PVT) and aging adaptive on-die boosting of read word-line
(RWL) and write word-line (WWL) as a common circuit assist technique for further lowering SRAM
Vmin is described in [16,17]. Boosting RWL enables larger read “ON” current without forcing a larger
PMOS keeper. Boosting WWL helps write Vmin for two reasons—it improves contention without
upsizing NMOS pass device size (or lowering its VTH), and improving write completion by writing a “1”
from the other side. At iso-array area, on-die WL boosting achieves twice as much Vmin reduction over
bit- cell upsizing [16]. However, word-line boosting requires an integrated charge-pump, or another
method for generating a boosted voltage on die.

2.2. Combinational Cells Design Criteria

Circuits are optimized for robust and reliable ultra-low voltage operation. A variation-aware
pruning is performed on the standard cell library to eliminate the circuits which exhibit DC failures
or extreme delay degradation at NTV due to reduced transistor on/off current ratios and increased
sensitivity to process variations. Simulated 32-nm normalized gate delays (y-axis), as a function of
VDD for logic devices in the presence of random variations (6σ) is presented in Figure 3. Complex logic
gates with four or more stacked devices and wide transmission-gate multiplexers with four or more

6
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inputs are pruned from the library because they exhibit more than 108% and 127% delay degradation
compared to three stack or three-wide multiplexers respectively (Figure 3a,b). Critical timing paths are
designed using low VT devices because high VT devices indicate 76% higher delay penalty at 300 mV
supply, in the presence of variation (Figure 3c). All minimum-sized gates with transistor widths less
than 2× of the process-allowed minimum (ZMIN) are filtered from the library due to 130% higher
variation impact (Figure 3d), and the use of single fin-width devices is limited in 22-nm and 14-nm
logic design.

Figure 3. Simulated 32-nm normalized gate delays (y-axis) vs. supply voltage for logic devices in
the presence of random variations (6σ). To limit excessive gate delays at NTV, the data indicates that:
(a) Transistor stack sizes need to be limited to three, including; (b) Wide pass-gate multiplexers; (c) High
VT devices have 76% higher delay penalty over nominal VT flavors due to variations; and (d) Minimum
width (1×, ZMIN) devices show 130% higher delay at 500 mV, requiring restricted use.

2.3. Sequential Circuit Optimizations

At lower supply voltages, degradation in transistor Ion/Ioff ratio, random and systematic process
variations, affect the stability of storage nodes in flip-flops. Conventional transmission gate based
master-slave flip-flop circuits typically have weak keepers for state nodes and larger transmission
gates. During the state retention phase, the on-current of weak keeper contends with the off-current of
the strong transmission gate affecting state node stability. Additionally, charge-sharing between the
internal master and slave nodes (write-back glitch) can result in state bit-flip due to reduced noise
margins at low VDD. The NTV-CPU employs custom sequential circuits to ensure robust operation at
lower voltages under process variations. A clocked CMOS-style flip-flop design (Figure 4) replaces
master and slave transmission gates with clocked inverters, thereby eliminating the risk of data
write-back through the pass gates. In addition, keepers are upsized to improve state node retention and
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are made fully interruptible to avoid contention during the write phase of the clock, thus improving
Vmin.

Figure 4. Low-voltage pass-gate free sequential circuit: (a) clocked-CMOS-style flip-flop implementation;
(b) Clocked inverter logic gate.

Clock edges also degrade severely at low voltages, since local clock drivers inside flip-flops are
small (ZMIN) and prone to process variations. This can cause hold-time degradations and min-delay
failures. The NTV-SIMD engine employs vector flip-flops, where the clock outputs of local drivers
are shared across the flip-flops. As shown in Figure 5a, the drivers on nodes C, C# and Cd are shared
across multiple flip-flops. This helps average the impact of device parameter variations. In addition,
vector flip-flops enable lower clock power since they present a reduced input capacitance to the clock
tree drivers. Under worst-case variation, if one of the local clock inverters becomes weak, the other
shared clock inverter will compensate for the reduced drive strength. Vector flip-flop simulations
(22-nm) across two adjacent cells with shared local min-sized clock inverters (Figure 5b) show better
hold time violations at NTV and improved hold time margins by 175 mV. Stacked min-delay buffers
limit variation-induced transistor speed up, further improving hold time margins at NTV by 7–30%.

 
Figure 5. Averaging impact of device parameter variations at NTV: (a) vector flip-flop topology with
shared clock input drivers; (b) Simulated hold time improvement in 22-nm node in the presence of
random variations (6σ).

2.4. Level Shifter Circuit Optimizations

NTV designs, operating at low supply voltages require level shifters to communicate with
circuits at the higher voltages (e.g., I/O). Similar to register file writes, conventional CVSL level
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shifters are inherently contention circuits. The need for wide range, ultra-low voltage level shifter
to a high supply voltage further exacerbates this contention. The ultra-low voltage split-output,
or ULVS, level shifter decouples the CVSL stage from the output driver stage and interrupts the
contention devices, thus improving Vmin by 125 mV (Figure 6). Full interruption of contention devices
occurs for voltages Vin ≥ Vout, while for voltages Vin < Vout the contention devices are only partially
interrupted, but still is beneficial at low voltages. For equal fan-in and fan-out, the ULVS level shifter
weakens contention devices, thereby reducing power by 25% to 32%.

Figure 6. Ultra-low voltage split-output (ULVS) level shifter: (a) Circuit diagram with critical
devices circled; (b) Simulated 22-nm Vmin benefit of 125mV node in the presence of random
variations (6σ).

Figure 7 summarizes improvements achieved from applying multiple circuit techniques for both
the register file and logic circuits across 0–85 ◦C in the 22-nm SIMD engine. The static register file
read circuits and shared P/N DETG write SRAM bit-cells improve overall register file Vmin by 250 mV.
Shared gates, ULVS level shifters, and vector flip-flops improve overall logic Vmin by 150 mV.

 

Figure 7. Simulated 22nm SIMD engine register file and logic optimization benefits across 0–85 ◦C,
3σ systematic, 6σ random variation.

3. Architecture Driven NTV Resilient NoC Fabrics

Architectural techniques can help regain some of the performance loss from engaging aggressive
VDD reduction. The limits to NTC-based parallelism to reclaim performance have been discussed
in [18]. Dynamic adaptation techniques have been shown to monitor the available timing margin and
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guard bands in the design and dynamically modulate the voltage/frequency (V/F), thus preventing
occurrence of timing errors [19]. Architecture-assisted resilient techniques, on the other hand, are more
aggressive with the V/F push. In this case, the errors are allowed to happen, they are detected and then
corrected using appropriate replay mechanisms.

Replica path-based methods such as tunable replica circuits (TRC) have been proposed [20]
for error detection in flip-flop based static CMOS logic blocks. In this approach, a set of replica
circuits are calibrated to match the critical path pipeline stage delay and timing errors are detected by
double-sampling the TRC outputs. The key requirement is that the TRC must always fail before the
critical path fails. The TRC is an area-efficient and non-intrusive technique, but it cannot leverage the
probabilities of critical path activation, multiple simultaneous switching at inputs of complex gates,
or worst case coupling from adjacent signal lines. An alternative in-situ approach for timing error
detection uses error detection sequentials (EDS) in the critical paths of the pipeline stage. Timing errors
are detected by a double-sampling mechanism using a flip-flop and a latch (Figure 8b) [21]. Errors are
corrected by performing a replay operation at higher V or lower F. The V/F can also be adapted by
monitoring the error rate and accounting for error recovery overheads.

 
Figure 8. NTV-NoC: (a) Two-stage router data path and control logic indicating critical timing path;
(b) Pipe stage 2 is enhanced with EDS circuit to detect failures in critical timing paths down to NTV.

NoCs have rapidly become the accepted method for connecting a large number of on-chip
components. Packet-switched routers are key building blocks of NoCs [13]. Margins for operating V/F
used to guarantee error-free operation limit achievable energy efficiency and performance at VOPT.
While error-correction codes (ECC) have been previously used to mitigate transient failures in
routers [22], the associated performance and energy overheads can be significant for detection and
correction of multi-bit failures. Timing error detection using EDS has been used for processor pipelines
with minimal overhead [21]. An NTV router, designed in a 22-nm node and enhanced with EDS and a
FLIT replay scheme, provides resilience to multi-bit timing failures for on-die communication. The goal
is to evaluate the performance and energy benefits of single-error correction double-error detection
(SECDED) ECC method over an EDS-based approach, from nominal VDD down to NTV.

Resilient Router Architecture and Design

The 6-port packet-switched router in the 2 × 2 2-D mesh NoC fabric communicates with the traffic
generator (TG) via two local ports and with neighboring routers using four bidirectional, 36-bit 1.5
mm long on-die links (Figure 1c). Inbound router FLITs are buffered in a 16-entry 36-bit wide FIFO
(Figure 8a). The most critical timing path in the router consists of request generation, lane and port
arbitration, FIFO read, followed by a fully non-blocking crossbar (XBAR) traversal. Any failure in this
timing path is detected by the EDS circuit (Figure 8b) embedded in the output pipe stage (STG 2). The
two-cycle EDS enhanced router can be run in two modes, with and without error detection. The TG
contains SECDED logic which appends or retrieves nine ECC bits from a packet’s tail FLIT, thus allowing
end-to-end detection and correction of errors in the payload. A programmable noise injector [21] is
introduced at each node on VNoC supply to induce noise events during packet transmission.
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The router control logic recovers from timing failures by saving critical states for the last two
FLIT transmissions (Figure 9a). In the event of a timing failure, the Error signal generated by the
EDS circuit in STG 2 is captured along with the erroneous FLIT in the recipient’s FIFO, modified to
accommodate an additional error bit as shown. Forward error correction is achieved by qualifying the
FIFO output with the Error flag. In the router with the timing failure, the Error signal is latched to
mitigate metastability. This synchronized Error flag is then used to roll-back the arbiters and FIFO
read pointers to the previous functionally correct state. The current FLIT is again forwarded as part of
replay. Error synchronization and roll-back incur two clock cycles of delay between an error event
and successful recovery (Figure 9b). To avoid min-delay failures at STG 2, a clock with scan-tunable
duty cycle control is implemented for the EDS latches. Additional min-delay buffers are inserted in the
crossbar data path for added hold margin at a 2.4% area cost. In addition, the resilient router incurs the
following overheads: (a) About 2.5% of router sequentials are converted to EDS; (b) Enabling replay
causes a 10.5% increase in sequential count with 1.6% area overhead; and (c) The power overhead for
the entire router is 8.7% with a 2.8% area cost.

 
Figure 9. Internal router architecture: (a) Modifications to enable FLIT replay and forward error
correction; (b) Clock cycle diagram showing stages of timing failure detection, replay and recovery.

4. Designing for Wide-Dynamic Range: Tools, Flows and Methodologies

Device optimizations need to work in concert with automated CAD design flows for optimal
results. The 14-nm NTV-WSN design uses HP, standard-performance (SP), ULP, and thick-gate
(TG)—all four transistor families in 14-nm second-generation tri-gate SoC platform technology [14].
To minimize variation induced skews, the clock distribution is completely designed using HP devices.
The lower threshold voltage (VT) of the HP devices allows improved delay predictability on the clock
paths at NTV. SP devices are used for 100% of logic cells to achieve sufficient speeds during active
mode of operation, with memory using ULP transistors for low standby power. The bidirectional
CMOS IO circuits are designed using high voltage (1.8 V) TG transistors.

The optimized cell library for wide operational range is characterized at 0.5 V, 0.75 V and 1.05 V
VDD corners for design synthesis and timing convergence and are optimized for robust and reliable
ultra-low voltage operation. Statistical static timing analysis (SSTA) is employed—a method which
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replaces the normal deterministic timing of gates and interconnects with probability distributions and
provides a distribution of possible circuit outcomes [23,24]. As discussed in Section 2.2, variation-aware
SSTA study is performed on the standard cell library to eliminate the circuits which exhibit DC failures
or extreme delay degradation due to reduced transistor on/off current ratios and increased sensitivity
to process variations. As a result, the standard cell library was conservatively constrained for use in
the NTV optimized designs.

Achieving the performance targets across the entire voltage range is challenging since critical path
characteristics change considerably due to non-linear scaling of device delay and a disproportionate
scaling of device versus interconnect (wire) delay. It is critical to identify an optimal design point
such that the targeted power and performance are achieved at a given corner without a significant
compromise at the other corner. Synthesis corner evaluations for the NTV-CPU (Figure 10a) suggest
that 0.5 V, 80 MHz synthesis achieves the target frequency at both 0.5 V (80 MHz) and 1.05 V (650 MHz).
In comparison, it is observed that 1.05 V synthesis does not sufficiently size up the device dominated
data paths which become critical at lower voltages, resulting in 40% lower performance at 0.5 V.
Although 1.05 V synthesis achieves lower leakage and better design area, the 0.5 V corner was selected
for final design synthesis of the NTV prototypes, considering its low voltage performance benefits and
promise for wide operational range. Performance, area and power metrics at the two extreme design
corners in a 32-nm node are presented in Figure 10b. For subsequent NTV prototypes, a multi-corner
design performance verification (PV) methodology that simultaneously co-optimizes timing slack
across all the three performance corners was developed. This PV approach ensures that performance
targets are met across the wide voltage operational range. The method accounts for non-linear scaling
of device delays in the critical path versus interconnect delay scaling across wide VDD. At low voltages,
severe effects of process variations result in path delay uncertainties and may cause setup (max) or hold
(min) violations. Setup violations can be corrected by frequency binning. However, hold violations can
cause critical functional failures. The design timing convergence methodology is enhanced to consider
the effect of random variations and provide enough variation-aware hold margin guard-bands for
robust NTV operation.

 
Figure 10. NTV-CPU: (a) Optimizations for wide range design convergence; (b) Design criteria varies
widely at NTV (0.5 V) vs.1.05 V corner.

NTV Clocking Architecture

A calibrated ring oscillator (CRO) serves as a low-power on-chip high-frequency (MHz) clock
source for the 14-nm NTV-MCU. The CRO is a frequency-locked loop (Figure 11a) that uses an RTC as
a reference to generate a MHz clock output. Internally, the CRO tracks the frequency of oscillation from
a ring oscillator and generates a delay code that adjusts the oscillation frequency to closely match the
target frequency based on the reference clock. The CRO can operate in (1) closed-loop mode, where it
accurately tracks the target frequency, as well as in (2) open loop mode at ultralow voltages, producing
clock with tens of KHz frequency, enough for always-on (AON) sensing operation on the MCU. Silicon
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characterization data for the CRO is presented in Figure 11b. The on-die CRO locks to a wide range of
target frequencies from 1 V down to 0.4 V. The CRO dissipates 60 μW (450 mV) while generating a
16 MHz output to clock the MCU at VOPT. In open-loop condition, the CRO is functional down to
a deep sub-threshold voltage of 128 mV, dissipating 3.8 μW, while generating a 7-kHz clock output.
The CRO achieves a measured clock period jitter of 4.6 ps at 400-MHz operation.

The low-VDD global clock distribution network on the NTV-CPU (Figure 11c) is designed with
low-VT devices to minimize clock skew across logic and memory voltage domain crossings, across the
entire operating voltage range, and considers the effect of random variations. The clock tree incorporates
two-stage level shifters and programmable delay buffers in the clock path. The level shifters in the
clock path track the delay in the data-path level shifters. In addition, programmable lookup table based
delay buffers can be tuned to compensate for any inter-block skew variations. SSTA (6σ) variation
analysis shows 50% skew reduction at 0.5 V from clock delay tuning (Figure 11d).

 
Figure 11. Multi-voltage global clock generation and distribution: (a) Calibrated Ring Oscillator
(CRO) used in 14-nm NTV-MCU; (b) CRO operating range in both open/closed loops with μW power
consumption; (c) The global clock distribution in the 32-nm NTV-CPU uses multi-stage level shifters;
(d) Simulated clock skew reduction benefit from voltage specific delay tuning using look-up tables.

5. Key Results from Experimental NTV Prototypes

5.1. NTV-CPU Results

The NTV Processor is fabricated in a 32-nm CMOS process technology with nine layers of copper
interconnect. Figure 12a shows the IA-32 die and core micrographs with a core area of 2 mm2.
Figure 12b shows the packaged IA processor and the solar cell (1 square inch area) used to power
the core. The IA core is operational over a wide voltage range from 280 mV to 1.2 V. Figure 13 shows
the measured total core power and maximum operational frequency (Fmax) across the voltage range,
measured while running the Pentium Built-In Self-Test (BIST) in a continuous loop mode. Starting
at 1.2 V and 915 MHz, core voltage and performance scales down to 280 mV and 3 MHz, reducing
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total power consumption from 737 mW to a mere 2 mW. With a dual-VDD design, memories stay at its
measured VDD-min of 0.55 V while allowing IA core logic to scale further down till 280 mV.

 
Figure 12. NTV-CPU: (a) Full-Chip 32-nm die and core micrographs and characteristics; (b) Packaged
IA-32 silicon and the small solar cell used to power the core.

 

Figure 13. NTV-CPU measured power, performance and energy characteristics across wide VDD.

Figure 13 also plots the measured total energy per cycle across the wide voltage range along with
its dynamic and leakage components. Minimum energy operation is achieved at NTV, with the total
energy reaching minima of 170 pJ/cycle at 450 mV (VOPT), demonstrating 4.7× improvement in energy
efficiency compared to the VDD-max (1.2V) corner.
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The pie-charts in Figure 14 shows a total core power breakup across super-threshold, near-threshold
and sub-threshold regions. The contribution of logic dynamic power reduces drastically from 81% at
VDD-max to only 4% at VDD-min (280 mV). Chip leakage power contribution as a proportion of total
power starts increasing in the near-threshold voltage region and accounts for 42% of the total core
power at VDD-opt. At VDD-min point, memories continue to stay at a higher VDD than logic (550 mV),
thus contributing 63% of the total core power.

 

Figure 14. Measured NTV-CPU power breakdown across wide voltage range. Note that the memory
supply scales down to 550mV, while the core logic operates well into the sub-threshold regime.

5.2. NTV-SIMD Engine Results

The SIMD permutation engine operates at a nominal supply voltage of 0.9 V and is implemented
in a 22-nm tri-gate bulk CMOS technology featuring high-k metal-gate transistors and strained silicon
technology. Figure 15 shows the die micrograph of the chip with a total compute die area of 0.048 mm2.
The permutation engine with 2-dimensional shuffle results in 36% to 63% fewer register file reads,
writes, and permutes compared to a conventional 256b shuffle-based implementation. The SIMD
engine contains 439,000 transistors.

 
Figure 15. NTV-SIMD vector engine die micrographs and characteristics.

Frequency and power measurements for the SIMD engine components are presented in Figure 16,
obtained by sweeping the supply voltage from 280 mV to 1.1 V in a temperature-stabilized environment
of 50 ◦C. Chip measurements show that the register file and crossbar operate from 3 GHz (1.1 V) down
to 10 MHz (280 mV). The register file dissipates 227 mW (1.1 V) and 108 μW (280 mV) respectively,
while the permute crossbar consumes 69 mW–19 μW over the same VDD range. The maximum
energy efficiency of 154 GOPS/W (1 OP = three 256b reads and one 256b write) is obtained at a supply
voltage of 280 mV (VOPT) and is 9× higher than the efficiency at nominal voltage. The 256b byte-wise
any-to-any permute crossbar executes horizontal shuffle operations down to supply voltages of 240 mV.
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Peak energy efficiency of 585 GOPS/W (1 OP = one 32-way 256b permutation) is achieved at a supply
voltage of 260 mV, also with 9× better energy efficiency.

 

Figure 16. Measured NTV-SIMD engine: (a) Maximum frequency and power vs. VDD (b) Energy
efficiency vs. VDD.

5.3. NTV-NoC Measurement Results and Learnings

The 2× 2 2-D mesh-based resilient NoC prototype is fabricated in a 22 nm, 9-metal layer technology.
Each router port features bidirectional, 36-bit wide, 1.5 mm long on-die links. The die area is 2.4 mm2

with a NoC area of 0.927 mm2 and a router area being 0.051 mm2, as highlighted in the NoC die
and NoC layout photographs (Figure 17a,c). There are approximately 31,400 cells in each router.
The experimental setup and key design characteristics are shown in Figure 17b,d.

 

Figure 17. NTV-NoC design: (a) Die photograph with supply noise injectors; (b) Experiment setup;
(c) NoC layout with key IP blocks identified and 1.5 mm folded links (d) Die characteristics.
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Silicon measurements are performed at 25 ◦C for a representative NoC traffic pattern with FLIT
injection at each router port every clock cycle at 10% data activity. The 2 × 2 NoC is functional over a
wide operating range (Figure 18) with maximum frequency (FMAX) of 1 GHz (0.85 V), 734 MHz (0.7 V),
151 MHz (400 mV), scaling down to 67 MHz (340 mV). A 3.3X improvement in energy-efficiency is
achieved at a VOPT of 400mV with an aggregate router bandwidth (BW) of 3.6 GB/s.

 

Figure 18. Measured 2 × 2 NoC power, performance and energy characteristics across wide voltage
range with EDS and replay mechanisms disabled.

The measured NoC silicon logic analyzer trace (Figure 19) shows a supply noise-induced timing
failure on the control bits of the packet header FLIT, followed by two cycles of bubble (null) FLITS
and persistent retransmission (replay) of the FLIT until successful recovery. As shown, timing error
synchronization and roll-back incurs a 2-cycle delay between an error event and successful recovery.

 

Figure 19. Silicon logic analyzer trace showing successful recovery of FLITs from timing failures.

Figure 20 plots the measured BW for the resilient router at 400 mV, in the presence of a 10% VNoC

droop induced by the on-die noise injectors. The number of erroneous FLIT increases exponentially
with FCLK. To account for such droop, a non-resilient router must operate with 28% (700 mV) and 63%
(400 mV) FCLK margins, respectively, thus limiting FMAX. The resilient router reclaims these margins
and offers near-ideal BW improvement until higher error rates and FLIT replay overheads limit overall
BW gains. Past the point-of-first failure (PoFF), both control and data bits are corrupted. While ECC
can identify data bit failures, control bit failures can invalidate the entire FLIT, rendering any ECC
scheme ineffective. If control paths are designed with enough timing margins such that the control
bits do not fail, the FCLK gain from SECDED ECC is only 7% beyond PoFF, since several data bits fail
simultaneously. In contrast, at 400 mV, the EDS scheme provides tolerance to multi-bit failures over
a 9X wider FCLK range, past PoFF. Compared to a conventional router implementation, the resilient
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router offers 28% higher bandwidth for 5.7% energy overhead at 700 mV and 63% higher bandwidth
with 14.6% energy improvement at 400 mV.

Figure 20. Improvement in resilient router bandwidth at VOPT (400 mV) over a non-resilient version.

Resilience to Inverse Temperature Dependence Effects

As the supply voltage approaches VT, elevated (lowered) silicon temperature results in increased
(decreased) device currents. This phenomenon is generally known as Inverse Temperature Dependence
(ITD) [25]. With process scaling and the introduction of high-κ/metal-gate, devices exhibit higher
(negative) temperature coefficient along with weaker mobility temperature sensitivity [26]. This inverses
the impact of temperature rise on delay, particularly as VDD is lowered, where a small change in VT

results in a large current change—requiring large timing margins for NTV designs. As device and VDD

scaling exacerbates ITD, the need for characterizing and understanding ITD, and incorporating adaptive
architectures becomes even more imperative. Measurements on the 22-nm NoC prototype indicate
that ITD effects are observed at NTV, with router timing failures increasing as the die temperature
decreases. Data in Figure 21 shows at 400 mV operation, a 30 ◦C temperature decrease (from 40 ◦C→
10 ◦C) causes the percentage of failing FLITs to rapidly increase. However, the resilient router recovers
from transient timing failures due to EDS circuit error detection and the FLIT replay mechanism.
This improves BW and FCLK margins by 50% at 10 ◦C, when compared to a non-resilient router design.

Figure 21. Measured NTV-NoC resilience to temperature variations and ITD effects at 400 mV.
Timing failures in a conventional router increases at a faster rate over an EDS-enhanced one.
The percentage of failing FLITS is indicated in the secondary y-axis.
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5.4. NTV-MCU Measurement Results and WSN Operation

The MCU is fabricated using 14-nm tri-gate CMOS technology with nine metal interconnect
layers (Figure 22). The MCU cell count is approximately 160 K and the die area is 0.79 mm2

(0.56 mm × 1.42 mm). The surface-mount ball grid array (BGA) package has 24 pins with an area
of 4.08 mm2 (2.46 mm × 1.66 mm). The die photograph with key IP blocks identified and design
characteristics are highlighted in Figure 23. The diminutive low-power MCU can serve as a key
component for future autonomous, self-powered “smart dust” WSNs [27]—which can sense, compute,
and wirelessly relay real-time information about the ambient.

 

Figure 22. The 32-b IA NTV MCU is packaged in a miniature 4.08-mm2 (2.46 mm × 1.63 mm) 24-pin
BGA substrate.

 

Figure 23. NTV-MCU 14-nm design: (a) Die photograph with key IP blocks identified. The die area is
dominated by 64 KB of shared memory (SMEM); (b) Packaged 4 mm2 die; (c) Die characteristics.

The IA MCU is functional over a wide operating range (Figure 24) from 297 MHz (1 V) scaling
down to 0.5 MHz (308 mV) at 25 ◦C. While the entire MCU is functional down to 308 mV, SMEM
functionality was validated down to 300 mV by independently writing and reading to it via the TAP
debug interface. The ROM and the AHB logic are found to be functional down to 297 mV. With the MCU
continuously executing a data encryption workload (AES-128), the minimum energy point is observed
at 370 mV (VOPT) at T = 25 ◦C. At VOPT, the MCU operates at 3.5 MHz and dissipates 58 μW power,
which translates to an energy-efficiency metric of 17.18 pJ/cycle. Compared to super-threshold operation
at 1 V, NTV operation at VOPT achieves 4.8× improvement in energy efficiency.
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Figure 24. Measured 14-nm NTV-MCU power, performance, and energy efficiency across wide VDD.

The MCU integrates 8 KB of Instruction cache (I$) and 8 KB data tightly coupled
memory (DTCM). DTCM functions as a local scratch-pad memory, offering low latency (single
cycle) and deterministic access, particularly valuable for data-intensive workloads. For typical WSN
workloads with code footprint ~16 KB, MCU energy can be further improved by enabling I$ and
DTCM. Enabling I$ and DTCM helps to exploit any code and data locality present in the application,
thereby reducing the active power consumed in AHB interconnect and large SMEM (64 KB) access.
Our experiments show 40% energy improvement is achievable from enabling both I$ and DTCM.

The WSN incorporating the NTV CPU operates continuously using the energy harvested by
a 1 cm2 solar cell from indoor light (1000 lux), with sensor data transmitted over BLE radio. The
measured WSN power profile in AOAS mode over a 4-min interval is shown in Figure 25. In the AOAS
operating mode (with BLE advertising + sensor polling every four seconds), average power (PAVG) for
the entire WSN is 360 μW, with the MCU contributing 290 μW (13 MHz, 0.45 V). The MCU power
further drops to 120 μW in deep sleep state. In the deep sleep state, the core (IA + AHB) and CRO
domains are power gated. The AON logic is still powered-ON and driven by RTC clock.

Figure 25. Measured WSN power profile in AOAS mode over a 4-min interval.
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6. Conclusions and Future Work

NTV computing with wide dynamic operational range offers the flexibility to provide the
performance on demand for a variety of workloads while minimizing energy consumption.
The technology has the potential to permeate the entire range of computing—from ultra energy-efficient
servers, personal and mobile computing to self-powered WSNs. It allows us to exploit the advantages of
continued Moore’s law to provide highest energy efficiency for throughput-oriented parallel workloads
without compromising performance. The overheads of NTV design techniques in complex SoCs must
be carefully balanced against impacts on power-performance at the higher end of the operating regime.
Adaptive designs with in-situ monitoring circuitry can help detect and fix timing errors dynamically,
but at an added cost. Four case-studies highlighting novel resilient architecture and circuit techniques,
multi-voltage designs, and variation-aware design methodologies are presented for realizing robust
NTV SoCs in scaled CMOS process nodes. In general, designs can tradeoff performance for reduced
leakage power to realize better energy gains at NTV. The results demonstrate 3–9× energy benefits
at NTV and the proposed design automation methodology can indeed help achieve greater energy
reduction. As a future work project, we intend to build unified reliability models for NTC circuits and
systems and validate the model against experimental data obtained across a wide voltage range.
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Abstract: Modern electronic devices are an indispensable part of our everyday life. A major enabler
for such integration is the exponential increase of the computation capabilities as well as the drastic
improvement in the energy efficiency over the last 50 years, commonly known as Moore’s law. In this
regard, the demand for energy-efficient digital circuits, especially for application domains such as the
Internet of Things (IoT), has faced an enormous growth. Since the power consumption of a circuit
highly depends on the supply voltage, aggressive supply voltage scaling to the near-threshold voltage
region, also known as Near-Threshold Computing (NTC), is an effective way of increasing the energy
efficiency of a circuit by an order of magnitude. However, NTC comes with specific challenges with
respect to performance and reliability, which mandates new sets of design techniques to fully harness its
potential. While techniques merely focused at one abstraction level, in particular circuit-level design,
can have limited benefits, cross-layer approaches result in far better optimizations. This paper presents
instruction multi-cycling and functional unit partitioning methods to improve energy efficiency and
resiliency of functional units. The proposed methods significantly improve the circuit timing, and at the
same time considerably limit leakage energy, by employing a combination of cross-layer techniques based
on circuit redesign and code replacement techniques. Simulation results show that the proposed methods
improve performance and energy efficiency of an Arithmetic Logic Unit by 19% and 43%, respectively.
Furthermore, the improved performance of the optimized circuits can be traded to improving the
reliability.

Keywords: reliability; Near-Threshold Computing; functional unit; energy efficiency; performance
optimization; cross-layer optimization

1. Introduction

Since the advent of electronic digital computing, relentless technology scaling has enabled an
exponential improvement in computation capability while decreasing the cost and power consumption.
Gordon Moore predicted in 1965 that the number of transistors in integrated circuits would double every
year to address the ever-increasing demand for higher computation power [1] (this prediction was adjusted
afterward to reflect the real progress [2,3]). Such continuous growth in computation capability over more
than five decades affected almost all aspects of human life, including but not limited to industry, business,
health-care, government, and society, which effectively started the Information Age, and made digital
computing circuits an inseparable part of our everyday life.

J. Low Power Electron. Appl. 2020, 10, 42; doi:10.3390/jlpea10040042 www.mdpi.com/journal/jlpea

25



J. Low Power Electron. Appl. 2020, 10, 42

Moore’s law has faced several technological challenges and has been slowed down in the past
decade [2,4,5]; however, still more transistors can be integrated on every new technology generation down
to a 3 nm node [6,7].

To avoid exponential growth in the power density, various parameters including supply voltage of
digital circuits have been scaled according to Dennard’s scaling law [8]. However, the supply voltage
did not scale at the same pace for about one decade (since 2005–2006) due to technological challenges
associated with nanometer-scale devices [9]. Since then, various architectural and design directions have
been actively explored including many-core computation, parallel processing, and 3D integration to
provide more computation power [5–7]. However, the main challenges caused by the end of Dennard’s
scaling are energy efficiency and power density, which cannot be addressed by such approaches [10–12].
Without proper addressing of the increasing power density due to technology scaling, it is not possible to
utilize all the components of a chip at the same time due to overheating, a problem commonly known
as Dark Silicon [11,13], which diminishes the benefits of scaling. Therefore, reducing the power density
through improving the energy efficiency is pivotal for future digital circuits.

In fact, energy-efficient computing has already become a primary requirement in various application
domains. At one end of the spectrum, the growing IoT applications, with an expected 20 billion connected
devices by 2020 [14–16], are continually looking for more energy efficiency. These IoT devices are expected
to operate on limited energy sources such as batteries or energy harvesting sources. High-performance
servers and data centers, at the other end, are responsible for a significant amount of consumed electricity
worldwide (about 1.4% of the consumed electricity worldwide in 2011, and growing in much faster speed
compared to other electricity consumers) [17]. A large portion of the cost of data centers is directly or
indirectly due to the energy consumption of digital circuits [17]; hence, it is necessary to improve the
energy efficiency of high-performance computing as well.

Power consumption of digital circuits has two components: dynamic power consumption, due to
circuit activity and computation, and leakage power consumption, due to slight leakage current of
transistors. Reducing the power density can be achieved through various approaches such as optimizing
design techniques, employing power management strategies, improving the technology, and scaling
supply voltage [18]. Each of these approaches aims at reducing dynamic power, leakage power, or
both. In this regard, optimizing Instruction Set Architecture (ISA), scheduling methods, pipeline design,
and synthesis methodologies have already enabled vast improvements in the energy efficiency [19].

Techniques such as clock-gating and power-gating are widely used in existing digital circuits to cut
down dynamic and leakage power of the idle components [20]. Dynamic Voltage and Frequency Scaling
(DVFS) promotes supply voltage and speed adaptation depending on the workload to reduce power
consumption under low workload [21,22].

Aggressive supply voltage reduction down to the sub-threshold region is known as an important
instrument, which reduces power consumption by several orders of magnitude and improves energy
efficiency [12,18,23–25]. Intel has demonstrated ultra-low power characteristics using such aggressive
voltage scaling by its experimental IA32 processor, which can run Windows and Linux on a small solar
panel [26]. In addition to extensive power reduction, voltage scaling degrades circuit speed significantly.
Many applications have performance constraints that prevent them from operating in the sub-threshold
region.

By operating digital circuits at supply voltages close to the threshold voltage of the transistors, which is
known as NTC, it is still possible to gain very high energy efficiency and achieve enough performance for
many applications in the IoT domain [27,28]. Additionally, many-core computation based on NTC is an
attractive approach to improve energy efficiency while satisfying the computational demands for highly
parallel workloads of data centers [10,29–31]. Therefore, NTC is considered an attractive paradigm for
improving the energy efficiency in modern technology nodes [32], if the associated reliability challenges
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are addressed. These reliability challenges are typically caused by enormous sensitivity of NTC circuits to
variability sources and complicate NTC circuit design and operation.

Along with the enormous energy benefits, NTC comes with a variety of design challenges. The most
obvious one is the performance reduction of 10× compared to the super-threshold domain, which may
limit the applicability of NTC [27]. In addition, the escalated sensitivity to variability (such as process and
voltage variation) at reduced supply voltages forces designers to add very conservative and expensive
timing margins to achieve acceptable yield and reliability [33].

Moreover, in the near-threshold region leakage energy becomes comparable to dynamic energy,
thus approaches to minimize leakage are of uttermost importance for NTC designs. Hence, although
conventional designs can technically operate in the NTC domain, due to these challenges, new design
paradigms have to be developed for NTC to harness its full potential.

Data paths are core components of any processing element such as processor cores and accelerators.
A data path consists of various functional units, such as Arithmetic Logic Unit (ALU) and Floating Point
Unit (FPU), the timing and power consumption characteristics of which significantly impact the overall
performance of the processor. Therefore, optimizing the reliability, energy efficiency, and performance of
data paths is of decisive importance.

This paper presents two cross-layer functional unit optimization opportunities based on (1) instruction
multi-cycling and (2) functional unit partitioning, which improve energy-efficiency, reliability,
and performance. We evaluate our methodology by using an ALU implemented for Alpha ISA. Our results
show that the proposed approach can effectively improve energy efficiency and reliability. For example,
instruction multi-cycling effectively removes the extra timing slacks and improves the energy efficiency of
a circuit by up to 34%. Furthermore, the functional unit partitioning approach can improve the energy
efficiency of an ALU by 43.4% while having positive impacts on the reliability and performance as well.

The rest of this paper is organized as follows. Section 2 provides the background on near
threshold computing. Section 3 reviews the state-of-the-art and their shortcomings. The optimization
approaches based on instruction multi-cycling and functional unit partitioning are presented in Section 4,
while Section 5 discusses the optimization results. Finally, Section 6 concludes the paper.

2. Near-Threshold Computing

Various methodologies at different abstraction-levels have been proposed and
employed [18–22,34–36] to improve the energy efficiency and overcome the power wall challenge
caused by the end of Dennard’s scaling [9–12]. Aggressive supply voltage scaling down to the
sub-threshold region [12,18,23–25] is also presented as an effective way to reduce the power consumption
by several orders of magnitude; however, the speed of digital circuits at that supply voltage range is
poor. In the following, we present a promising approach towards supply voltage scaling, called NTC,
which also retains enough performance for many applications.

Near-Threshold Computing is a paradigm in which the supply voltage is reduced close to the
threshold voltage of transistors to gain large energy efficiency while retaining enough performance for
many applications. However, there are various challenges towards NTC mainly in the area of reliability
and energy efficiency, which can nullify the benefits of NTC if not addressed correctly. This paper focuses
on the NTC and its challenges.

From a circuit-level point of view, the total power consumption of a circuit can be calculated as in
Equation (1):

Ptotal = Pdyn,sw + Pdyn,sc + Pleak, (1)

where Pdyn,sw, Pdyn,sc, and Pleak are dynamic switching power, dynamic short-circuit power, and leakage
power, respectively.
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In the nominal supply voltage, the Pdyn,sw is the dominant power consumption, which is quadratically
dependent on the supply voltage, as shown in Figure 1a. Therefore, reducing the supply voltage can
quadratically reduce the overall power consumption. In the same supply voltage regime, the speed of a
circuit is linearly dependent on the supply voltage.

The energy consumption is calculated according to Equation (2):

Etotal = Ptotal × Tclk = Edyn,sw + Edyn,sc + Eleak (2)

Therefore, by slightly reducing the supply voltage from the nominal voltage, it is possible to reduce
the energy consumption, linearly. As shown in Figure 1b, this energy improvement holds as long as
the rate of total power consumption reduction is higher than the rate of speed degradation. When Vdd
goes below Vth, the speed degradation becomes exponential because the current has an exponential
relation with supply voltage. Therefore, energy consumption starts to increase due to higher rate of speed
degradation. As a result, the supply voltage leading to minimum energy consumption is somewhere
close to the threshold voltage of transistors. Such operating condition leading to the best energy efficiency,
i.e., the lowest energy consumption, is commonly known as the Minimum Energy Point (MEP) and is
shown in Figure 1b for c499 circuit from ISCAS’85 benchmark circuits [37,38].

(a) (b)

Figure 1. MEP exploration for circuit c499 from ISCAS’85 benchmark [37,38]. (a) Circuit power and clock
period versus supply voltage (Vdd); (b) Minimum Energy Point (MEP). Minimum Energy Per operation is
achieved where Vdd is close to Vth.

2.1. MOSFET Model in the Near-Threshold Voltage region

The conventional three-region long-channel MOSFET model as well as the alpha-power model [39]
are piece-wise models with a discontinuity at the threshold voltage of transistors, which makes them
inappropriate for NTC circuit analysis. However, it is possible to explain the characteristics of MOSFET
based on continuous models such as EKV [40–42]. Accordingly, a simplified trans-regional model for
digital NTC CMOS circuits is proposed in [43], which facilitates analytical analysis. Based on this model,
the MOSFET on-current can be obtained based on the overdrive voltage Vov as follows:

Ids,NTC = Ixk0ek1
Vov
nVT

+k2

(
Vov
nVT

)2

, Vov = Vgs − Vth, (3)
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where Ix depends on process parameters and transistor dimensions (W, L), whereas k0, k1, and k2 are
process independent fitting parameters [43]. In the above equation, it is assumed that Vds � VT ; therefore,
the term depending on Vds is eliminated. However, it is possible to consider the threshold voltage
dependency on Vds and body-biasing. Based on this model, the propagation delay of a gate in the
Near-Threshold Voltage (NTV) region is obtained as:

tp,NTC =
k f CLVdd

Ixk0
e−k1

Vdt
nVT

−k2

( Vdt
nVT

)2

, Vdt = Vdd − Vth. (4)

Similarly, energy and power consumption of digital circuits can be calculated in the NTV region [43].

Process, Voltage, and Temperature Variation in NTC

The impacts of process, supply voltage, and temperature variations (PVT) are more pronounced in
the NTV region [27,33,44]. Authors of [45] showed that the sensitivity of the drain-source current of a
transistor (Ids) to changes in Vth and Vdd increases by about 10× when the supply voltage is reduced from
the super-threshold region to the sub-threshold region. Equation (4) also demonstrates that propagation
delay in the NTV region is exponentially dependent on supply and threshold voltages. Intel [33] reported
that while the process and temperature variations cause 18% and 5% performance variation in the
super-threshold region, their impacts aggravate to 2× performance variation in the NTV region.

The power consumption of NTC circuits is orders of magnitude smaller than the super-threshold
region. As a result, runtime supply voltage fluctuation caused by power consumption also decreases
by the same scale, which makes it insignificant in NTC circuits, even considering the large sensitivity to
fluctuations. Moreover, the temperature of NTC circuits is solely determined by the ambient temperature
since the power dissipation is very small and has a negligible impact on circuit temperature fluctuation [46].

2.2. NTC Challenges

2.2.1. Reliability

Aggressive supply voltage scaling to the NTV region has benefits and drawbacks in terms of reliability.
Reducing the supply voltage to the NTV region greatly reduces internal electric fields and current density
compared to the super-threshold region, which helps to protect the circuits from some aging phenomena
and their associated reliability problems.

Nevertheless, the exponential sensitivity to PVT in the NTV region severely affects the circuit behavior
and may lead to large performance variation or reliability issues, in terms of functional failure or timing
violations. As presented in [33], ±2× performance variation is observed between different fabricated NTC
cores only due to process variation, whereas this variation was limited to ±18% at the nominal voltage.
Techniques such as adaptive body biasing [27] and supply voltage scaling [47] are presented to address
such performance fluctuation. Similarly, the maximum clock frequency of an NTC circuit may change
by ±2× due to 110 °C temperature fluctuation, while the impact of such temperature fluctuation on
performance is only 5% at the nominal voltage [33] (the measurement is done for a 65 nm typical die). An
unwanted performance fluctuation at gate-level may lead to timing violations. Setup-time violations can
be addressed by increasing the clock period Tclk (i.e., reducing clock speed f ), which inflicts performance
and energy efficiency loss. Various timing error detection and correction methods have also been proposed
to address setup-time issues [48–52], which may be costly as the number of timing errors increases rapidly
in the NTV region. However, a hold-time violation cannot be fixed by changing the clock speed and
leads to a functional failure. As an example, the number of hold-time violations increases by up to 16×
when operating in the NTV region compared to the nominal voltage [53]. In order to fix these timing
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violations, many buffers have to be inserted into the violating paths to delay the arrival times of such short
paths. Therefore, the overhead of buffer insertion in the NTV region is significantly larger than that of the
super-threshold region.

Reduced noise margin due to voltage scaling is a major challenge in storage component design
for NTC. Conventional 6T SRAM memory cells cannot operate correctly in the NTV region without
redesigning [54], and 8T or 10T SRAMs are preferred due to better noise margin and resiliency to
variations [55–58]. In addition, due to low activity of memory cells, the optimum supply voltage may be
considerably higher than core logic. Therefore, voltage level converters may be needed to interface memory
and core cells, which brings additional complexity to routing and Power Delivery Network (PDN) design.
Similarly, flip-flops have issues due to reduced noise margin and high sensitivity to variations [27,33].
Therefore, various flip-flop designs have been studied for low-voltage operation and are optimized for
NTC [27,28,33,59–61]. The soft-error rate of storage components is dependent on the critical charge,
which decreases by 5× in the NTV region [62]. Therefore, more soft-errors are observed in the NTV region
in both logic and memory components. Various methods have been proposed at different abstraction
levels from device to architecture-level to address the faults caused by soft-errors for NTC [63–70].

2.2.2. Energy Efficiency

The energy efficiency of NTC circuits is highly dependent on design, process variation, and runtime
parameters. Scaling down the supply voltage changes the ratio of dynamic and leakage power consumption
significantly, causing a paradigm shift in design and optimization. Figure 2 presents the power
consumption of an IA32 processor. The contribution of logic dynamic power decreases from 81% in
the super-threshold region to 4% in the sub-threshold region, whereas the contribution of logic leakage
power increases from 11% to 33% [26]. Therefore, leakage power reduction techniques at architecture-level
(e.g., by power-gating schemes) down to device-level (e.g., by incorporating advanced technologies such as
FinFET) are more rewarding in the NTV region compared to the super-threshold region, in which leakage
power has a smaller contribution.
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Figure 2. Power breakdown of the IA32 processor presented in [26] highlights a significant increase in the
relative contribution of the leakage power of logic components to the total power consumption, when supply
voltage is reduced towards near-threshold and sub-threshold regimes. The rest of the power consumption
is due to the memory (8%, 20%, and 63% in the super-threshold, near-threshold, and sub-threshold region,
respectively.)

The methods used for addressing the variation-induced reliability challenges affect the energy
efficiency as well. Some of the methods commonly used in the super-threshold region for controlling the
impact of variations are too expensive in the NTV region. As an example, adding a timing margin to
compensate for variation-induced timing fluctuation is energy inefficient in the NTV region due to the
extent of variations. Therefore, it is necessary to design the circuits to be more resilient against timing
variation, for example, by variation-aware circuit synthesis.

The MEP of a circuit points to a specific supply voltage VMEP
dd and the maximum speed f MEP (inversely

proportional to clock period TMEP
clk = 1/f MEP) at that supply voltage. A number of factors impact the MEP

of a circuit including technology, internal activity, workload, and process and runtime variations. FinFET
technology offers close to 60 mV/dec sub-threshold slope leading to better Ion/Ioff ratio, which is very
useful in reducing the MEP and improving the energy efficiency. It has been shown that the MEP may
move from a sub-threshold voltage region to super-threshold voltage region depending on the circuit
structure and circuit internal switching activity [32]. For example, the contribution of leakage power to
the total power, i.e., Pleak/Ptotal, is typically larger in SRAM arrays compared to the core logic. Therefore,
the MEP of SRAM arrays is higher than core logic [32]. This also means that workloads that cause higher
internal switching activity (high dynamic power), will reduce the MEP of a circuit. Process and runtime
variations significantly contribute to MEP fluctuation. Therefore, design optimization and runtime tuning
are also necessary to achieve high energy efficiency in the NTV region.

The average impact of process variation on VMEP
dd of the benchmark circuits is displayed in Figure 3a.

The shift in VMEP
dd due to process variation is on average 66 mV for the benchmark circuits. This shift in

VMEP
dd may lead to significant performance variation and energy overheads. Moreover, the speed (TMEP

clk )
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of some circuits is also highly affected by process variation. Figure 3b demonstrates that TMEP
clk of a circuit

may change by about one order of magnitude when it is under different process variation impacts.
The impact of temperature variation is shown in Figure 4, where the MEP is plotted for different

temperatures ranging from −25 to 100 °C. The clock period corresponding to the MEP (TMEP
clk ) is also

greatly affected by the change in the circuit temperature, with an exponential dependency. Comparing
Figures 3 and 4 reveals that the impact of temperature could be much stronger than the impact of the
process variation. This is also in line with the reported process and temperature variation sensitivities as
in [27,28,33,47].
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Figure 4. Temperature variation impact on the MEP of some ISCAS’85 benchmark circuits [71]. (a) Up to
80 mV variation in VMEP

dd is observed over 125 °C temperature change. (b) More than 2 orders of magnitude
variation in TMEP

clk is observed over 125 °C temperature change.

Figure 5 shows the change in VMEP
dd for circuit c499 of ISCAS’85 benchmark due to a change in the

internal switching activity. The x-axis of the figure represents the ratio of the dynamic energy to the
leakage energy of the circuit (Dynamic/Leakage), when the circuit is operating at the nominal supply
voltage (VNOM

dd ). The Dynamic/Leakage value has an inverse relation with VMEP
dd as demonstrated in

Figure 5. According to this figure, if the input switching activity α changes from 0.01 to 0.1, the VMEP
dd can

vary from 0.49 V down to 0.35 V as Dynamic/Leakage increases. In a pure combinational circuit such as
c499, the impact of workload variation could be very high as the dynamic power consumption Pdyn is
dependent on the input switching activity α. However, in sequential circuits, a large portion of dynamic
power consumption is related to the clock network. In such cases, Pdyn variation due to α fluctuation is
typically less than in combinational circuits. Therefore, workload variation can also have a significant
impact on energy efficiency, depending on the circuit architecture.
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Figure 5. Workload variation impact on the MEP. The change in the VMEP
dd versus the ratio of dynamic to

leakage energy at nominal Vdd. The realistic change in the input switching activity α is displayed by the
light blue box (0.062 ≤ α ≤ 0.108) [71].

In summary, the energy efficiency of NTC circuits is highly affected by PVT. Design optimization
methods can effectively improve energy efficiency by reducing the leakage power. Runtime tuning
methods can adapt the circuit to operate at the MEP, which fluctuates at runtime due to temperature and
workload fluctuation.

2.2.3. Wide-Voltage Resiliency

Some NTC circuits are required to operate at different supply voltage modes, due to runtime MEP
tuning, ultra-low power requirements, or speed constraints (super-threshold). When a task with specific
timing constraints executes on the NTC circuit, the supply voltage may be increased to the super-threshold
region to meet the performance constraints. However, this brings reliability issues associated with
super-threshold voltage, such as aging, into consideration as the circuit may operate in that mode for some
time. For example, an IoT edge device may be assigned to process some data within a specific amount of
time and send them to an IoT gateway. Therefore, it is necessary to take the aging issues into consideration
if a device is expected to operate over a wide-voltage range as this may have deteriorating impact on the
device operation when it is switched back to the NTV region or even in the super-threshold voltage region.

2.2.4. Other Challenges

Static Timing Analysis (STA) tools are typically utilized to evaluate circuit timing. Conventional
logic synthesis tools leverage STA to further optimize digital circuits and resolve timing issues. They rely
on a corner analysis, which means that the circuit timing is evaluated for best and worst process and
temperature corners. However, given the extent of variation in the NTC circuits, this approach is too
pessimistic. Therefore, Statistical STA (SSTA) should be used to determine the timing of NTC circuits.
Conventional SSTA tools propagate random variables, i.e., such as threshold voltage and transistor
dimensions, to extract the distribution of output timing. This can be done based on Monte-Carlo analysis,
which is extremely time-consuming, or analytical analysis. Based on Equation (4), given that Vdd or Vth are
statistical parameters with a normal (Gaussian) distribution, the resulting delay distribution would be
log-normal [43]. Therefore, the SSTA tools used for NTC circuits may need to consider such exponential
sensitivity by propagating log-normal distributions, which makes the SSTA tools quite complicated.
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3. Related Work

As explained, keeping up with reliability requirements while gaining high energy efficiency is a major
challenge for NTC design. Many researchers have focused on these issues to enable widespread use of
NTC in various application domains. In this regard, the state-of-the-art can be divided into:

• Design flow and methodology optimization: Due to high integration and the complexity associated
with circuit design in modern technologies, Electronic Design Automation (EDA) tools are extensively
used to enable circuit design and optimization. Hence, efforts have been focused on improving the
EDA tools for NTC. Kaul et al. [33] provided a list of challenges for NTC circuit design, from device
modeling to test, and desired design technologies. Recent works have addressed some of the
NTC challenges in device modeling [43,72], variation modeling [40,73,74], synthesis [75], leakage
power management [75,76], and system-level modeling [77]. There are still major shortcomings in
variation-aware library characterization, verification, and testing.

• Design optimization for NTC: Various methods have been proposed to improve the design for
NTC, from device-level to architecture-level. At circuit-level, robust standard cell libraries [26],
memories [54,56–58] and flip-flops [27,33] are optimized for NTC. Level shifter designs have been
vastly studied for interfacing between different voltage islands [60], and clock networks are redesigned
for low-voltage operation [73]. Additionally, timing error correction methods such as [49,78,79]
can be used to mitigate timing variations at runtime. At architecture-level, caches [80], processor
pipeline [81–84] and ISA [85] can be optimized, and other leakage power reduction methods are also
investigated [26]. However, there are still many opportunities for cross-layer design optimization.

• Runtime optimization and tuning: Since the MEP is dependent on process and runtime variations,
runtime optimization and tuning could be required depending on the running application and the
operating environment. Therefore, various runtime tuning methods have been studied, mostly based
on a closed-loop hardware-implemented monitoring circuit. It is proposed by many researchers to
measure the circuit power online and take actions to maximize the energy efficiency by adapting the
supply voltage in a closed-loop feedback [86–90]. Supply voltage and threshold voltage tuning is also
recommended to balance the speed of different cores [33,74,91]. However, closed-loop adaptation
techniques are associated with additional circuitry for measuring the circuit power and applying
the adaptation strategies, which may be too costly for NTC circuits. Therefore, low-cost adaptation
methods are highly desirable for NTC.

• Wide-voltage reliability challenges: The impact of aging and supply voltage fluctuation (due to
internal activity) is negligible in the NTV region due to low electric field, low current density, and low
power consumption; however, operating over a wide-voltage range, from the near-threshold region to
the super-threshold region may be required to satisfy performance constraints. In this case, aging
phenomena affect the circuit in the super-threshold voltage region, which deteriorates the reliability.
Therefore, it is necessary to address such aging challenges when applicable.

Adjusting the supply voltage of the circuit to its MEP depending on the process and runtime variations
can improve energy efficiency. However, these techniques do not reduce the idle time of the circuit, when
it is not doing any specific task but is wasting leakage power. As the leakage power constitutes a
considerable portion of the total power consumption, it is crucial to reduce the idle time of circuits to
improve energy efficiency.

Although many methods have been proposed to analytically find the MEP [25,92] or track it during
the runtime [86,88,89], finding the MEP point does not necessarily lead to the maximum energy efficiency
as a global supply voltage is assigned to the whole circuit (coarse-grained supply voltage assignment).
Fine-grained supply voltage assignment methods always lead to better improvement though imposing
overheads [75,93].
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Performance variations in the NTV region can be addressed by using conservative techniques such
as structural duplication, voltage and frequency margining [94]. However, such approaches can impose
significant area and energy overhead. Moreover, the conservative timing margin will increase the idle
period of the structures and potentially reduce the energy benefits of the NTC. Soft edge clocking [95,96]
and body biasing [97] are two other well-known approaches to deal with process variation at NTC. Several
methods have already been proposed [75,98], which incorporate synthesis techniques to improve the
circuit characteristics for NTC.

Dynamic input vector variation is another source of variation [99]. By applying different input
vectors, different parts of the circuits are activated, leading to different propagation delay from inputs to
outputs. There are so-called better-than-worst-case design techniques to improve circuit performance or
energy considering dynamic input vector variations [48–50]. In these approaches, the timing margin of the
circuit is reduced to a value smaller than the conservative worst-case margin, and possible timing errors are
detected and corrected on-the-fly to achieve error resiliency on top of improved performance and energy.
However, traditional designs try to balance the circuit and hence there is a critical point called “path walls”
in which reducing the delay beyond this point leads to a huge number of timing failures. In order to
reduce timing errors, and hence further improving the efficiency of better-than-worst-case designs, re-timing
techniques to avoid path walls are introduced in the literature [51,52]. However, such techniques are not
effective in NTC because of the increased amount of timing errors.

For some circuits, such as ALU, there is a difference between the execution time of slow instructions
(SI) and fast instructions (FI) due to dynamic input vector variation. Based on this fact, an aging-aware
instruction scheduling is proposed in [100,101] to execute each instruction group (FI or SI) with its own
specialized functional units to improve lifetime.

In NTC, the delay difference between FI and SI is more pronounced. This means that if the clock
cycle is set according to SI propagation delay, there is a considerable waste of leakage energy during the
execution of FIs. Based on this, we propose a technique in which the clock cycle is significantly reduced
close to the propagation delay of FI instructions to reduce the wasted leakage energy. In this approach, SIs
are executed in multiple cycles to avoid possible timing failures.

At the super-threshold domain, various coarse-grained power-gating techniques have been proposed
to turn-off idle cores [102–104]. The cores are turned-off when determined idle time is observed. However,
such approaches require a state preservation mechanism and typically impose a long wake-up latency,
which is costly at NTC. Furthermore, two methods based on the power-gating of execution units are
proposed in [105]. These techniques allow the power gating of an entire execution unit. However, some of
the instructions of an execution unit are utilized rarely by the running applications. Therefore, analyzing
the instruction utilization pattern could reveal opportunities for fine-grained power-gating.

4. Cross-Layer Data Path Optimization

4.1. Overview

To save leakage energy, it is important to reduce the time a circuit is powered on but idle, i.e., the time
a circuit is performing no operation. For this purpose, the timing slack under all operation conditions has
to be trimmed. This is a very challenging task, in particular for functional units, which are fundamental
components of data paths. In functional units, different operations have different timing criticalities
and slacks. For instance, in an ALU, some operations need only a fraction of a clock cycle (e.g., logic
operations), whereas others require a full clock cycle (e.g., addition operation with operands of long data
type). Consequently, whenever an operation of the first category executed energy is “wasted” due to
leakage, as the clock period is defined according to the slowest operation. Instead, it is much more efficient
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to execute operations of the second category at multiple cycles, which reduces the overall idle time of the
functional unit, as conceptualized in Figure 6.

OPA OPB OPC

Time0

End

End

OPA OPB OPC

Figure 6. Conceptual illustration of the impact of a short clock period (clks) and multi-cycle operations

(e.g., OPA) on runtime and “wasted” leakage. Leakage is illustrated by .

Additionally, when an instruction is being executed by a functional unit, some parts of the functional
unit are idle as they are not exercised by the executing instruction. To tackle this issue and improve the
overall energy efficiency and reliability, we revisit the structure of the functional unit by partitioning
it into multiple smaller and simpler units, to enable fine-grain power gating of unexercised functional
units. If a particular functional unit is not utilized by a long sequence of instruction stream, it can safely
be power-gated to save leakage energy, as shown in Figure 7. Proper clustering of the instructions into
several smaller functional units allows maximizing the power-down intervals of multiple functional units,
and hence reducing the leakage energy. At the same time, simplifying the functional unit can reduce timing
uncertainties and improve a reliable operation of NTC processors under process and runtime variations.

OPA

(a)

OPA

(b)

Figure 7. Conceptual illustration of the impact of partitioning on a functional unit executing OPA instruction,

and its impact on “wasted” leakage. Leakage is illustrated by . (a) Executing instruction OPA on original
functional unit and the associated leakage dissipation by unexercised components. (b) Executing instruction
OPA on the partitioned functional unit and power-gating of smaller units.

Leakage and dynamic energy are comparable in the NTV region. Therefore, it is crucial to control
the amount of leakage power to leverage the benefits of the NTC. This section presents cross-layer
methodologies to optimize energy efficiency, performance, and reliability of NTC functional units based
on reducing the idle time.

The leakage power can be reduced by reducing the idle time of a circuit. A circuit may become
idle within a clock cycle, for example, when it has extra timing slack, or over consecutive clock cycles.
The former may be avoided by modifying the circuit design to reduce the timing slack for all conditions,
and the latter can be avoided by power-gating the circuit when possible.
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The timing-slack minimization can be done by circuit synthesis techniques, which are tailored for
NTC circuits [75,98]. However, these approaches are not much efficient when dealing with functional
units (e.g., adders, multipliers, or complete ALUs) as the timing slacks of the instructions may be widely
different [106]. For example, a simple instruction such as a Bitwise-AND only needs a fraction of the
clock cycle, whereas an ADD instruction could use a large portion of the clock cycle. As the delays of these
instructions are intrinsically different, the NTC synthesis techniques are not able to effectively balance
the delay of these two instructions. We propose to execute the slow instructions in multiple cycles and
the fast instructions in a single clock cycle (instruction multi-cycling) as the solution to this problem [106].
Applying other optimization techniques such as opportunistic circuit synthesis, instruction replacement,
and data type manipulation can further improve the effectiveness of the proposed method. The proposed
instruction multi-cycling method is described in Section 4.2, the developed methodology is explained in
Section 5.1, and its experimental results are discussed in Section 5.4.

In a real-world scenario, an executed application may utilize only a fraction of the instructions
implemented inside a functional unit. This means that during the execution of such applications, those
gates of the functional unit that are exclusively used by the non-exercised instructions of the functional
unit are not utilized. The leakage power from these gates contributes to the dissipated energy of the
system. On the other hand, it is not feasible to power off the entire functional unit because any of the
instructions can be called at a time. We propose to address this by redesigning the entire functional
unit to allow power-gating [107]. In this approach, a large functional unit such as an ALU is partitioned
into several smaller functional units such that each unit can be power-gated separately (functional unit
partitioning). For this purpose, the instructions need to be clustered properly into different groups.
A number of parameters such as the instruction utilization pattern, the temporal distance between the
instructions inside an application instruction stream, and intrinsic similarity between the instructions
need to be considered for a proper clustering. Accordingly, the instruction stream of various applications
has to be analyzed to extract the required information for clustering [107]. The proposed functional unit
partitioning method is described in Section 4.3, the developed methodology is explained in Section 5.1,
and its experimental results are discussed in Section 5.5.

4.2. Instruction Multi-Cycling

This scheme consists of four main ideas to fully enable the potential of NTC:

1. We classify the instructions into slow (with little timing slack) and fast (with large timing slack), based
on the time required to execute the instructions. The slow instructions are executed in multiple clock
cycles, to reduce the leakage power while executing fast instructions within one clock cycle.

2. Contrary to the super-threshold regime, we use relaxed timing constraints for the synthesis of
functional units in the NTV region. While this increases the delay of the most critical path, it avoids
that all instructions have similar delays and belong to the same category. By that means, the scheme
of point 1 is much more efficient.

3. Finally, the clock period is not only set according to points 1 and 2 but also by considering the
sensitivity of the functional unit to variations. As a result, it is possible to co-optimize energy,
performance, and reliability.

4. In order to reduce the number of “slow” multi-cycle operations, we propose to employ instruction-
and compiler-level optimization approaches to replace some of these instructions in the code with
fast single-cycle instructions, which further improves energy and performance.

37



J. Low Power Electron. Appl. 2020, 10, 42

4.2.1. Energy Improvement through Instruction Multi-Cycling

The propagation delay of functional units is typically dependent on input vectors. For example, in
an ALU, the instructions can be categorized into slow instruction and fast instructions and the delay gap
between fast and slow instructions might be significant. The logical operations such as inversion can be
executed very fast while the execution of arithmetic operations such as addition and subtract requires
more time. Figure 8a shows the normalized delay of various instructions of an ALU at 0.5 V (according
to the simulation setup presented in Section 5). The synthesis tool balances as many paths as possible to
optimize the energy given the timing constraints. In this case, 26 instructions are balanced to be critical or
near-critical in terms of timing (slow instructions); however, the rest of the instructions require less time
for completion (fast instructions).

In a traditional design approach, the delay of the unit is determined by the delay of the slowest
instruction. Therefore, during the execution of the fast instructions, the ALU finishes the execution early
and leaks for the rest of the clock cycle. The “dissipated” leakage energy is more important in the NTC
because (1) the leakage energy is significant and constitutes a significant portion of the total energy, (2) the
delay gap between the fast instructions and the slow instructions is even more pronounced due to the
impact of process variation. As shown in Figure 8a, the amount of variation induced delay (the difference
between the nominal delay and the worst-case delay) is larger for the slow instructions, which significantly
increase the delay gap between the slow and fast instructions in the near-threshold regime.
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(a)

(b)

Figure 8. Nominal instruction delay without considering the impact of process variation and worst case
instruction delay (considering process variation) are depicted for the instructions of an Arithmetic Logic
Unit (ALU) synthesized with (a) typical timing constraint (Tight ALU) and (b) loose timing constraints
(Loose ALU). The worst case delay is extracted by statistical static timing analysis (SSTA) as μ + 3σ of the
instruction delay. All the numbers are normalized to the maximum nominal delay of the Tight ALU, which
is the nominal delay of S8ADDQ in (a). The depicted figures are obtained for a 64-bit ALU based on the
simulation setup explained in Section 5.3 at Vdd = 0.5 V.

Our proposed idea is to reduce the leakage energy by using a shorter clock period and execute the slow
instructions in multiple cycles. For example, in the presented ALU in Figure 8a, it is possible to reduce the
clock period to half of the delay of the slowest instruction and execute the slow instructions (from S8ADDQ

to CMPULE-totally 35 instructions) in two cycles and the rest of the instructions in one cycle. Therefore, once
a fast instruction is executed the amount of the wasted leakage energy would be much smaller compared
to the traditional approach. This would also improve performance because fast instructions require less
time for execution.

For the execution of the slow instructions, which may require more than one cycle, there is no need to
insert any flip-flops or latches into the circuit. During the execution of such instructions, the inputs of the
circuit are kept unchanged in order to allow the circuit to complete the execution of the slow instructions
in more than one clock cycle. Therefore, it is necessary to make some modifications in the microprocessor,
as discussed in Section 5.4.5.

We propose a set of cross-layer techniques from logic synthesis to compiler level in order to leverage
the maximum benefits from the proposed method by moving more executed instructions to the “fast”
category.
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4.2.2. Logic Synthesis for NTV Region

In order to show the impact of the logic synthesis on the ALU, we synthesized the same ALU with
two different strategies. First, the ALU is synthesized with tight timing and area constraints, which is the
default strategy in the super-threshold region. From now on, we refer to this synthesized ALU as Tight
ALU. As the results depicted in Figure 8a show, the synthesis tool balanced the delay of many instructions
(mostly arithmetic instructions) to maximize the energy efficiency and performance. However, there
are still many instructions (mostly logic instructions), which are too short to be balanced similar to the
slow instructions. Furthermore, there is a sharp transition from the delay of slow instructions to the fast
instructions.

Then, the same ALU is synthesized with loose timing and area constraints (Loose ALU). The results of
this synthesis are shown in Figure 8b. Since the synthesis tool is not under tight constraints, the delays
of the slow instructions are larger compared to the Tight ALU, and there is a smooth transition from the
delay of the slow instructions to the fast instructions.

In summary, the synthesis results based on the simulation setup presented in Section 5.3, show that
the performance of the Tight ALU is better than the Loose ALU by 13% considering the variations; however,
due to the wide spectrum of the delays of the instructions in the Loose ALU, there are more opportunities
for improving the ALU with the envisioned multi-cycling technique. The reason is that fewer instructions
are critical in terms of timing and by cleverly choosing the clock period we can gain in terms of energy
and performance, as shown later in Section 5.

4.2.3. High-Level Optimization Techniques

From the above discussion, we observe that some ALU instructions are slower with longer execution
time, while other instructions are faster with shorter execution time. Therefore, the aim is to exploit
high-level optimization techniques such as data type conversion and instruction replacement to replace
slower instructions of an application by fast ones wherever possible, so that the overall energy demand
will be reduced further. Since the slower instructions are executed in multiple clock cycles, replacing them
with faster instruction can also improve the performance by reducing the Cycle Per Instruction of the
applications.

Data type conversion: The selection of data types for variables has a huge impact on the instruction
binary generated by the compiler. The data types such as short (1-byte), char (2-byte), int (4-byte) and
long (8-byte) not only specify the storage space size of variables but also the type of operation on the
variables (e.g., 64-bit arithmetic such as ADDQ vs. 32-bit arithmetic such as ADDL). This affects the occurrence
rate of slower and faster instructions within an application. Hence, in addition to memory optimization,
a clever data type selection will help to save energy by using fast instructions (e.g., ADDL in Figure 8b)
instead of the slow ones (e.g., ADDQ in Figure 8b).

Instruction replacement: Many applications such as sorting and matrix multiplication algorithms
spend most of the execution time in loops. Hence, simple instructions such as increasing loop counters
and array indexes significantly contribute to the overall instruction count. If such instructions are not
assigned appropriate data type and operation, they can impose significant performance and energy
overhead. For instance, since modern ALUs have a dedicated increment/decrement circuitry, the usage of
increment/decrement instructions plays a vital role in improving the performance and energy efficiency
by reducing the number of slower instructions. This and other instruction replacements (e.g., shift instead
of multiplication) can be achieved either by the programmer or using different compiler optimization
techniques.
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4.3. Functional Unit Partitioning

Fine-grained power-gating has been known as an effective solution for reducing the leakage power
consumption of a system by cutting the supply lines of the idle components [105]. However, it is
costly to power-on and power-gate the components in terms of execution time as each power-gating
cycle mandates a minimum time between power-on and power-off cycles. Once a component is put to
sleep, its functionality cannot be used. Therefore, the components should be carefully tailored towards
power-gating.

One opportunity for power-gating of the components is to determine the unused parts of a circuit
based on the running application and power-gate those specific parts instead of the entire component.
For ALUs executing several instructions, unused parts of the ALU corresponding to the instructions not
executed for a long time could be safely power-gated. Figure 9 presents the usage frequency of a 64-bit
ALU (for Alpha ISA). As shown in the figure, there are orders of magnitude differences between the usage
frequency of a highly used instruction such as LDA and a rarely used instruction such as ZAP. If both of the
mentioned instructions are implemented in a single ALU, the circuitry for ZAP is leaking most of the time
while being at an idle state. In other words, the gates that are implemented exclusively for the rarely used
instructions are in the idle state most of the time and are contributing to the total leakage of the ALU.

Figure 9. Instruction usage frequency in a 64-bit ALU for gzip workload. There are orders of magnitude
differences between utilization frequency of “highly used instructions” on the left and “rarely used
instructions” on the right. The depicted figure is obtained by executing SPEC2000 workload “gzip” using
the gem5 simulator, as explained in Section 5.3.

Our proposed solution is to partition a functional unit like an ALU into multiple smaller ALUs. This
allows us to power-gate some of the ALUs based on the utilization of their instructions by turning off
the ALUs that are not currently being used. The original ALU could be partitioned based on different
parameters such as the instruction utilization frequency, instruction similarity, and instruction temporal
proximity.

In summary, this scheme synergistically exploits NTC in conjunction with a fine-grained power-gating
of functional units to enable energy-efficient operation of devices designed for IoT applications. A
hierarchical clustering algorithm groups the instructions into smaller functional units by considering the
frequent instruction sequences, obtained by application profiling, in order to maximize power-gating
intervals. Accordingly,

1. We characterize the instruction flow of representative workloads and analyze the instruction stream
in order to obtain instructions’ utilization frequency and temporal distance.

2. The instructions are then partitioned into several groups according to the metrics extracted from the
instruction stream analysis as well as the inherent similarity of the instruction.
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3. Each set of instructions residing in the same partition will be implemented by a dedicated functional
unit, and they form a complete functional unit altogether.

4. To reduce the leakage power, only the functional unit corresponding to the running instruction
partition is activated while other units are power-gated.

4.3.1. Instruction Pattern Analysis

A careful analysis of the instruction patterns on a set of representative workloads provides information
regarding the ALU partitioning. For this purpose, we first simulate the execution of a set of representative
workloads by an architectural simulation tool as explained in Section 5, and then based on the extracted
instruction streams the utilization frequency and the temporal distance of different instructions are
extracted.

Instruction utilization frequency: The instruction utilization frequencies presented in Figure 9 show
a significant difference in utilization among the instructions. The instruction utilization frequency has
an inverse relation with the power-gating feasibility for the ALUs associated with the instructions. For
example, the ALUs that contain instructions ADDQ and BIS are less likely to be power-gated because these
instructions appear in the instruction buffer on average every 10 cycles. However, it is more likely to
power-gate the ALUs implementing the rarely used instructions on the right side of Figure 9 such as
S8ADDL.

The utilization frequency of an instruction can be simply defined as the number of cycles in which
the instruction is executed divided by total cycles. For a given instruction stream S, which is a sequence
containing N = |S| instructions, we can define the frequency of instruction A as:

FreqA =
#Si ∈ S such that Si = A

N
(5)

where Si is the i-th element (instruction) of S. If an instruction is used rarely, it can be easily grouped
into any existing ALUs. However, we need to be more cautious in grouping frequently used instruction
because the grouping strategy might improve or deteriorate the power-gating capability of the ALUs.
Based on this analysis, we can define the frequency distance metric between two instructions A and B as
the geometric mean:

dist f req
A-B =

√
FreqA ∗ FreqB. (6)

Such definition facilitates the partitioning of rarely used instructions into a single ALU.
Instruction temporal distance: Some instructions are more likely to appear next to each other in an

application. For example, from “bzip2” workload, we observed that ADDL appears after LDA on average
every 2.97 instructions (see Figure 10). In these cases, it could be beneficial to group these neighboring
instructions inside one ALU in order to improve the power-gating interval for other ALUs.

The temporal distance between two instructions A and B can be extracted based on the number of
cycles between any occurrences of A and B. For example, according to the results presented in Figure 10,
there are 19146 LDA instructions that are directly followed by an ADDL instruction, and there are 11860 LDA

instructions that are followed by an ADDL instruction after three cycles. Based on the workload analysis,
a distribution is extracted for every instruction pair A-B, which explains the percentage of the A-B pairs
that are far from each other by k cycles. The Survival Function (SF) (defined as 1 − CDF of a distribution)
of these temporal distance distributions is useful in the clustering problem definition in Section 4.3.2.

We define a temporal distance set which contains the indexes of consequent instructions A and B and
their corresponding distances (i, k):

TemporalA-B =
{
(i, k)

∣∣ 0 < i, 0 < k, Si = A, Si+k = B,�j, 0 < j < k, Si+j ∈ {A, B}}. (7)
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Accordingly, the Probability Mass Function (PMF) based on distance k is calculated as:

PMFA-B(k) =

∣
∣{(i, r)|(i, r) ∈ TemporalA-B, r = k}∣∣

|TemporalA-B| . (8)
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Figure 10. The temporal distance between LDA and ADDL instructions in “bzip2” workload (simulation for 2
million cycles). There are 19,146 cases in which the ADDL instruction appeared right after LDA. The average
distance is 2.97. The results are obtained using gem5 simulator as explained in Section 5.3.

The extracted PMF is then used to find the SF as follows:

CDFA-B(k) =
k

∑
i=1

PMFA-B(i), (9)

SFA-B(k) = 1 − CDFA-B(k). (10)

In a fictitious scenario where only instructions A and B exist, and they are divided into two ALUs,
the SF can explain the power-gating possibility. In this case, if the minimum number of cycles required to
perform a power-gating (power-gating threshold) is PGTH, then SFA-B(PGTH) obtains the power-gating
probability. Therefore,

disttemporal
A-B = SFA-B(PGTH) (11)

can be used as the temporal distance metric between two instructions A and B.
Instruction similarity: Many instructions share some gates in ALU mostly due to their similarity.

For example, an ALU could have different addition and subtraction instructions, which are inherently
similar. As a result, these instructions share a large portion of gates in the synthesized netlist. Therefore,
implementing these instructions in separate ALUs would impose redundant structures leading to
undesirable leakage and area overhead. Therefore, it is preferable to group such instructions into one ALU
to reduce the associated overheads.

We introduce a dissimilarity metric defined as the structural dissimilarity between instructions
(distdissimilarity

A-B ). For example, distdissimilarity
ADDL-ADDQ = 0.0 as both addition instructions implement similar
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functionality. However, distdissimilarity
ADDL-ORNOT = 1.0 as the corresponding instructions implement two completely

different logic structures. The dissimilarity values are assigned based on the knowledge we have about the
logic implementation of different instructions.

Some of the above parameters may lead to contradictory grouping of instructions into ALUs.
For example, instructions S8ADDL and ADDL should be grouped into one ALU because of inherent similarity;
however, according to their utilization frequencies they should be placed into different ALUs to allow
power-gating. In the next section, we define a formal clustering problem considering the aforementioned
parameters and solve it to find the best instruction grouping strategy.

4.3.2. Instruction Clustering Problem Definition

The problem of partitioning a large ALU into smaller ALUs can be defined as a clustering problem,
in which the distance between the instructions is explained by temporal proximity, utilization frequency,
and similarity of instructions. The goal of such clustering algorithm is to maximize the distance between
ALUs while minimizing the distance between instructions of each ALU. This allows us to increase the
overall power-gating likelihood of ALUs, which leads to lower leakage and better energy efficiency.

For this purpose we apply the Agglomerative Hierarchical Clustering (AHC) algorithm [108] to
cluster the instructions into several groups, each group implemented in one ALU. AHC is suitable for our
problem because we can provide pairwise distances between each and every two instructions.

We create the pairwise distance matrix needed for the AHC algorithm based on the frequency distance
metric (dist f req

A-B ), temporal distance metric (disttemporal
A-B ), and structural similarity (distsimilarity

A-B ) introduced in
the previous section. Finally, the elements of the pairwise distance matrix (pdist) are obtained as (Cartesian
distance on a 3D space):

pdist2
A-B = (β.dist f req

A-B )
2 + (γ.disttemporal

A-B )2 + (λ.distdissimilarity
A-B )2. (12)

Here, β, γ, λ are coefficients to scale all the metrics into the same scale.
We consider the single-linkage clustering method on the AHC. In a single-linkage method, the linkage

function D(X, Y), which is the distance between two clusters X and Y, is defined as the minimum distance
between every two members of the clusters:

D(X, Y) = min
A∈X,B∈Y

pdistA-B. (13)

Therefore, maximizing the distance between clusters X and Y will allow the maximum power gating
possibility of the corresponding ALU implementations and improves the energy efficiency.

4.3.3. Fine-Grained Power-Gating Prediction

Once the inactive phase for a component is detected at architecture-level, the component can be
power-gated by asserting a sleep signal on the header/footer sleep transistors. Although the power-gating
can effectively reduce the wasted leakage energy, it has to be done when the functional unit is not utilized
for a minimum number of cycles (PGTH) to break-even the associated overheads. This value is estimated
to be around 10 cycles for a typical technology [105,109].

The inactive phase of a functional unit can be predicted based on several techniques at runtime. In
order to determine the inactive interval of each functional unit and decide whether to power gate it or not,
it is possible to monitor the instruction buffer for a number of upcoming instructions while considering the
branch prediction buffer. However, the power-gating signal for a given functional unit can be mispredicted
due to branch misprediction. As a result of misprediction, the entire pipeline may be needed to be flushed
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to reload the correct instructions. This provides some time to properly power up the required functional
units without imposing much overhead due to pipeline stall. It is worth mentioning that sub-threshold and
near-threshold processors typically have a deeper pipeline to benefit in terms of performance and energy
efficiency [110]. In such processors, there is enough time for functional unit power up after misprediction
due to deeper pipeline design.

In Out of Order (OoO) processors, the order of execution of the instructions can slightly change at
runtime in order to avoid stalls in the pipeline. As a result, predicting the idle time of the functional unit
partitions is not straightforward. The proposed functional unit partitioning method can be used whenever
such prediction is possible; however, without good prediction methods, the proposed method may not
bring significant improvement to the design. In the presented experimental results in Section 5.5, we
evaluated the results with the assumption of in-order execution of the instructions. Further development
and application of the proposed functional unit partitioning method to OoO designs is not presented in
this paper.

5. Results and Discussion

This section presents the methodology and simulation setup for the proposed data path optimization
approaches. We evaluate the effectiveness of the proposed approaches by applying them to an ALU.

5.1. Implementation Flow

5.1.1. Input Vector Dependent Timing and Power Analysis

As explained in Section 4.2, the time and power required by a functional unit to complete an operation
execution is different from one instruction to another. Here, we use the flow illustrated in Figure 11a to
extract the detailed timing and power information for each instruction. Therefore, for an ALU as a case
study the following steps are performed:

1. Synthesis: The synthesis step of Figure 11a is executed with timing constraints to obtain the gate level
netlist of the synthesized ALU.

2. Netlist modification: The synthesized netlists of the ALUs are modified such that the OPCODE
input signals that determine the instruction to be executed are changed to internal wires. For each
instruction, the OPCODE signals are assigned to associated values inside the Verilog netlist. This will
effectively deactivate the rest of the instruction paths in the ALU and force the STA tool to evaluate
only the paths associated with the execution of the given instruction. This is because the rest of the
paths (which belong to other instructions) are deactivated, and any change in the output pins of the
ALU is only due to the paths belonging to the given instruction.

3. Timing and power analysis: The timing and power analyses are performed on the modified netlists,
and the delay of the instructions considering the variation as well as the dynamic power and the
leakage power for each instruction are extracted.

The change in the leakage power from one instruction to another is negligible because even the inactive
gates that are not part of the propagation paths are leaking. However, if the execution time is different
from one instruction to another, the amount of the leakage energy would be different proportionally. The
dynamic energy for each instruction is also calculated based on the dynamic power value.

5.1.2. Functional Unit Partitioning Flow

Figure 11b shows the overall flow of the proposed functional unit partitioning method applied to an
ALU. The flow consists of three distinct steps:
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1. Instruction Pattern Analysis: In this step, the instruction stream extracted from running representative
workloads are analyzed to extract instruction temporal distance and utilization frequency. Instruction
dissimilarity is also defined based on the field knowledge about the implementation of logic units.

2. Instruction Clustering and ALU generation: With the help of the information collected from the
previous step, instructions are grouped into n clusters, and each cluster is implemented as a new
ALU. Moreover, all the partitioned ALUs are combined with a circuit for multiplexing their outputs
to form a union ALU, as shown in Figure 7b.

3. Energy, Performance and Reliability Analysis: The union ALU generated from the previous step is
evaluated in terms of timing and performance, and finally, its reliability is evaluated when it is used
instead of the original ALU.

(a) (b)

Figure 11. Implementation flows of (a) instruction multi-cycling, (b) functional unit partitioning applied to
an ALU. (a) Implemented flow for obtaining the timing and power information of each ALU instruction, in
the instruction multi-cycling approach. (b) Implemented flow of the proposed functional unit partitioning
for ALU optimization.
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5.2. Reliability Analysis

Various sources of delay variation, for example, process variation, aging, temperature and voltage
variations, can potentially lead to timing failures. Therefore, timing failure is presented as a stochastic
metric, which is dependent on the value of an additional timing margin and hence the allocated clock
period. Therefore, statistical information regarding the circuit delay can be used to evaluate the reliability.
Accordingly, Reliability is the probability of not having a timing failure due to variation effects.

In a functional unit such as an ALU, the Failure Probability of a circuit caused by timing issues can be
modeled as a function of the allowed time for instruction execution T, based on the delay distributions of
the instructions:

Reliability = CDFALU(T) =
{all instructions}

∏
INST

CDFdelay,INST(T), (14)

where CDFdelay,INST is the Cumulative Distribution Function (CDF) of delay of instruction INST.
Accordingly, the Failure Probability is obtained as:

Failure Probability = 1 − Reliability. (15)

There is a trade-off between reliability and performance as explained in the above equation. A larger
clock period (T) results in higher reliability and lower failure probability at the cost of speed.

In a multi-cycling scenario, the allowed time for instruction execution T is dependent on the number
of cycles allocated by each instruction. For a single-cycle instruction T is equal to the clock period Tclk;
however, a two-cycle instruction is allowed to be executed for 2Tclk. Therefore, Equation (14) is modified
as follows:

CDFALU(Tclk) =
{all instructions}

∏
INST

CDFdelay,INST(nINST × Tclk). (16)

In the above equation, nINST is the number of cycles allocated for instruction INST obtained based on
the distribution of the instruction delays:

nINST = �dINST
Tclk

�. (17)

dINST is the instruction delay considering the variation, i.e., a point in the tail of the delay distribution
referring to very low failure probability. Please note that slow instructions have large logic depth, i.e., there
are many gates in the critical paths of these instructions. According to the Central Limit Theorem [111],
the delay distribution of such instructions is approximately normal (Gaussian). In such case, we can use
parameters such as the mean (μ) and standard deviation (σ) of instruction delay to approximate its CDF
function. Therefore, we may choose μ + 3σ of the instruction delay as dINST, which corresponds to less
than 0.135% failure probability.

We perform SSTA to evaluate the impact of process variation [112] on the timing of the circuit. The
SSTA tool reads variation information from the variation library (see [71]) containing variation information
at the cell-level. The SSTA extracts accurate delay distribution for each instruction of the ALU represented
by their CDF (i.e., CDFdelay,INST). Based on these distribution functions and Equation (16), we extract the
reliability of the ALU.
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5.3. Simulation Setup

The proposed approaches are applied to a 64-bit ALU, namely the ALU of the Illinois Verilog Model
(IVM) [113], which is a Verilog model for the Alpha 21264 core. The selected ALU implements 64-bit RISC
Instruction Set Architecture of Alpha processor. For this purpose, we synthesize the HDL from the IVM
ALU with loose and tight timing constraints and characterize it for the NTC by an SSTA to extract the
power and delay of each instruction as well as the reliability as explained in Section 5.1. The synthesis is
done using the Synopsys Design Compiler [114]. Statistical static timing analysis (SSTA) is done using a
Cadence Encounter Timing System [115], which is able to perform SSTA using statistical CCS or ECSM
standard cell library models [116].

In order to prepare such statistical standard cell libraries for timing and power analysis, the cells from
selected libraries [117,118] from 32 nm down to 10 nm are re-characterized using the Cadence Virtuoso
Variety [119] and the cells that are not suitable for NTC are excluded from the library [33]. The Variety
tool characterizes the cells considering the process variation and all the power and delay values are stored
in the generated standard cell libraries. The process of library characterization can be time consuming.
However, this is only done once and the obtained libraries can be used in different projects.

The SSTA performed by this method is applicable to the NTV region, because it can consider a skewed
delay model for the cells. Each SSTA timing analysis run takes more execution time compared to a simpler
STA run, which is typically done at nominal supply voltage ranges. Nevertheless, it is still much faster
compared to a Monte-Carlo-based SSTA. The same method is applied to synthesize and analyze the
partitioned ALUs generated by the functional unit partitioning method.

Additionally, we extract the instruction stream for SPEC2000 benchmark workloads using a gem5
architectural simulator [120]. This is done by executing the workloads using gem5, fast forwarding
to the start of the executed workloads, and collecting all the executed instructions and the provided
operands. The result of the architectural simulation is used to evaluate the impact of the proposed
instruction multi-cycling approach and to perform instruction pattern analysis and clustering in the
proposed functional unit partitioning approach. The results of both approaches are compared to the
baseline, which is an IVM ALU that is synthesized with conventional tight timing constraints.

5.4. ALU Multi-Cycling Results

5.4.1. Multi-Cycling Improvement

By reducing the clock period below the delay of the slowest instruction, some instructions need to
be executed in multiple clock cycles. The number of the required clock cycles can be calculated from
Equation (17). The delay of the slowest instruction is 146 ns; hence, the minimum clock period for running
all instructions in one cycle is also 146 ns.

We changed the clock period of the Loose ALU and extracted the instructions, which should be
executed in multiple cycles for each clock period. Here, the clock period is swept from 49 ns (one-third
of the delay of the most critical instruction) to 100 ns to explain the impact of clock period on the circuit
characteristics. As shown in Figure 12a, some instructions need to be executed in three cycles when the
clock period is below 73 ns (which is half the delay of the most critical instruction—marked by a vertical
dashed line in the figure).

The energy and performance improvement of the ALU executing workload “equake” are plotted
in Figure 12b for various clock periods. The improvement numbers are calculated in comparison with
the Tight ALU, which executes all instructions in one clock cycle. When the clock period is reduced,
the energy and performance improvements increase because the delay slacks of the instructions are
trimmed. However, when any change in the sets of 1-cycle, 2-cycle or 3-cycle instructions happens due
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to the clock period reduction, i.e., some 1-cycle instructions become 2-cycle instructions or some 2-cycle
instructions need to be executed in three cycles, the improvements suddenly drop. The maximum energy
improvement (34%) and performance improvement (19%) are achieved when the clock period is 49 ns.
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Figure 12. Modifying the clock period of the ALU changes the set of 2-cycle and 3-cycle instructions, which
impacts the energy, performance and reliability improvements significantly. The results are extracted for
Loose ALU + INC/DEC running workload “equake” at Vdd = 0.5 V (for other workloads the improvement
plots show a similar trend). The improvement values are relative to the Tight ALU. Four Pareto points are
marked on the graph: P2 (R2) provides the best energy and performance (best reliability) when ALU is
limited to execute all instructions in two clock cycles, and P3 (R3) provides the best energy and performance
(best reliability) when some instructions can be executed in three clock cycles. (a) Number of 2-cycle and
3-cycle instructions for different clock period values. (b) Energy, performance and reliability improvements
for different clock period values.

5.4.2. Impact of Workload on the Improvement Ratio

Executing a slow instruction has no performance or energy benefits because it utilizes the ALU
for several clock cycles. However, executing a fast instruction, which can be executed in fewer clock
cycle(s) will save some energy and improve performance. Since each workload executes a specific set of
instructions, the amount of improvement is highly dependent on the profile of the instructions utilized
by a workload. Workloads that frequently execute fast instructions will have better improvements using
the proposed approach. We measured the amount of energy improvement for different workloads, as
shown in Figure 13. The clock period is once set to 73 ns, which means all instructions are executed in at
most two clock cycles, and then set to 49 ns to evaluate the results for when the instructions can occupy
three clock cycles. The hatched bars in this figure show the amount of energy improvement in different
workloads compared to the baseline. The improvement is smaller for workloads that frequently execute
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slow instructions (applu, mgrid, swim), and larger for workloads with more executions of fast instructions
(equake, mesa, mcf, twolf). For example, 76% of the executed instructions in “applu” are among the
eight slowest instructions (addq, lda, ldah, s4addq, s4subq, s8addq, s8subq, subq, as depicted in
Figure 8b). However, this is only 45% for workload “equake”. The average energy improvement and the
performance improvement over all workloads are 20.8% and 1.7%, respectively.
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Figure 13. Energy improvement over the baseline (Tight ALU). The additional improvement is also
calculated for when addition/subtract instructions are replaced by increment/decrement instructions when
possible (clock period is 73 and 49 ns).

5.4.3. High-Level Optimization Improvements

Whenever fast instructions are more utilized by a workload, the energy improvements are even higher.
This concept can be incorporated at a higher level to perform application and compiler optimization,
which further improves energy efficiency and performance. This can be done in various ways, as discussed
in Section 4.2.3.

Our analysis of the ALU instruction stream shows that in some workloads, a number of add/subtract
instructions can be replaced by increment/decrement. In workloads such as “bzip2” and “gzip”,
which utilizes add and subtract a lot, it is possible to change up to 11% of all instructions to
increment/decrement. Since increment/decrement instructions are faster compared to add/subtract

instructions, the improvement in energy and performance is considerable for these types of workloads. The
energy improvements and the boost from applying the instruction replacement are depicted in Figure 13
for two clock periods: 73 ns (all instructions are executed in at most two clock cycles) and 49 ns (three clock
cycles). For 49 ns, the energy and performance improvements are 3% and 4.3% higher for “bzip2” and
“gzip” when the instruction replacement technique is applied. The technique is still applicable to other
workloads; however, the improvements are less (approximately 1%). Applying the instruction replacement
technique increases the average energy and performance improvements to 29.3% and 12.8% when the
clock period is 49 ns (21.4% and 2.4% on average when the clock period is 73 ns).

In order to show the benefits of data type conversion, we executed a simple “matrix manipulation”
application, which calculates M1 + M2 ∗ 2 for given matrices M1 and M2. The corresponding results are
presented in Table 1 for two clock periods: 73 and 49 ns. With a clock period of 49 ns and 2-byte data type
used for “matrix manipulation”, the energy and performance improvements of the multi-cycled Loose
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ALU over the baseline are 26.5% and 8.6%, respectively. However, changing the data type to a 1-byte data
type increases the energy and performance improvements to 29.0% and 12% over the baseline.

Table 1. Energy and performance improvements of executing the “matrix manipulation” workload with
different data types.

Baseline Proposed Multi-Cycling Approach

Clock
Period

Data
Type

Energy
(nJ)

Time
(μs)

Energy
(nJ)

Time
(μs)

Energy
Improvement

Performance
Improvement

73 ns

short
(2-bytes) 27.9 502 22.2 502 20.3% 0.1%

char
(1-byte) 22.5 404 17.6 396 21.5% 2%

Overall improvement
(baseline-short → multi-cycling-char) 36.9% 21.1%

49 ns

short
(2-bytes) 27.9 502 20.5 459 26.5% 8.6%

char
(1-byte) 22.5 404 15.9 356 29.0% 12%

Overall improvement
(baseline-short → multi-cycling-char) 42.9% 29.2%

Furthermore, the 1-byte data type is inherently more energy-efficient compared to the 2-byte data
type (22.5 nJ vs. 27.9 nJ). Therefore, the cumulative energy improvement of changing the data type from
2-byte data type to 1-byte data type is 42.9% (going from 27.9 to 15.9 nJ). Additionally, the performance
also improves by 29.2% (going from 502 to 356 μs).

In summary, high-level optimization methods, such as instruction replacement and data type
conversion, can be used to increase the benefits from the proposed instruction multi-cycling. However,
the energy and performance improvement obtained by these methods is highly dependent on the executed
workload.

5.4.4. Energy/Performance/Reliability Trade-Off

In the near-threshold voltage region, each instruction has a much wider delay distribution compared
to the super-threshold region with a longer tail. Therefore, changing the clock period affects the tail of the
distribution contributing to failures. We calculate the failure probability for each clock period according
to Equation (15) and obtain the reliability improvement as the ratio of the failure probability between the
baseline and the optimized ALU:

Reliability improvement (Tclk) =
Failure Probability of baseline ALU (Tclk)

Failure Probability of optimized ALU (Tclk)
. (18)

The reliability improvement is depicted in Figure 12b versus the clock period. There are points where
the reliability improvement worsens, which are mostly points with very high energy and performance
improvement. This is due to the fact that for these points of clock periods the timing margins of most of
the instructions are very small, leading to a significant probability of failure even larger than the baseline.
However, there are several points with orders of magnitude better reliability. For example, the reliability
improvement ratio is ≈1.3 × 1010 when the clock period is 57.7 ns or 22,891 when the clock period is
71.5 ns. The performance and energy improvement is also significant in these points. The reason for such
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large reliability improvements is that the baseline has many critical or near-critical instructions with zero
or minimal slack. However, the multi-cycling strategy is able to provide enough timing margin for many
instructions such that the provided time for the execution of each instruction marks very high sigma values
on the tails of all the delay distributions. Therefore, the designer is able to find a good trade-off among
energy efficiency, performance and reliability according to the design requirements.

5.4.5. Discussion

It is evident from the results analyzed before that the multi-cycling approach can provide considerable
energy and performance benefits, as well as reliability improvements. However, these results represent
the ideal case where the clock period can be adjusted without any constraints.

In a real processor (or an ASIC), there may be other timing critical components, limiting the freedom
for modifying the clock period. Hence, another operation point in Figure 12b might be chosen. In such
scenarios, the entire processor has to operate at a higher frequency in order to exploit a short clock period
for the ALU. This may require additional design tweaks for other parts of the processor. For this purpose,
timing critical components of the processor can be split up into multiple “short-cycle” components.
Consequently, this results in a deeper pipeline, requiring more control logic and more registers. However,
this overhead should be compensated by the overall leakage savings of the entire processor due to the
runtime benefits of our novel multi-cycling approach. In case a multi-cycle instruction has to be executed by
the ALU, the pipeline frontend of the microprocessor is stopped (through using a no-operation instruction,
or clock gating), such that the ALU can work for multiple cycles without change of the input vector.

An alternative solution is to execute multiple short instructions in the ALU per clock cycle. By that
means, no major modifications of other processor components are necessary. For instance, to execute two
instructions in a clock cycle, the high and low levels of the clock signal can be exploited as it was done in
the Intel Pentium 4 [121]. Executing more than two instructions in one cycle requires additional shifted
clock signals. Therefore, this scheme is only feasible for processors featuring reservation stations to execute
multiple instructions per clock cycle.

In an energy efficient design, the operands of a functional unit are loaded from the memory before the
functional unit starts executing the instruction, in order to improve power consumption and performance.
These operands are typically stored in the local registers, which are easily accessible by the functional unit
without much latency. As an example, the registers at the I/O of an ALU in a pipelined processor store the
operands used by the ALU.

5.5. Functional Unit Partitioning Results

This section presents the results of applying the proposed functional unit partitioning to an ALU,
based on the simulation setup presented in Section 5.3.

5.5.1. Clustering Results

The distance metrics are extracted based on the analysis of the SPEC benchmark workloads.
The temporal distance metric is extracted for PGTH = 100. The dendrogram in Figure 14 illustrates
the results of the AHC method. As shown in this figure, most of the rarely used instructions in Figure 9
are either grouped together or grouped with other closely similar structures. The original ALU can be
partitioned into n smaller ALUs according to the dendrogram. One can determine the best n value, based
on inconsistency coefficients [122]. However, as the overhead of hardware implementation increases with
the number of clusters, we only have to limit n to have at most four clusters (ALUs). Here, we present
results for partitioning the ALU into three and four smaller ALUs as the energy improvement for two
ALUs vanishes away as the power-gating threshold (PGTH) increases.
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Figure 14. Dendrogram illustration of the proposed AHC method for some of the instructions.
The instructions are merged bottom-up to form larger clusters.

5.5.2. Circuit-Level Results

Based on the clustering method, the original ALU is partitioned into three ALUs (3-ALU) and four
ALUs (4-ALU). Table 2 reports the area overhead and performance improvement of the 3-ALU and 4-ALU
compared to the original ALU at 14 nm. In the performance improvement calculation, we also considered
the delay of the extra multiplexer/demultiplexer circuit for both 4-ALU and 3-ALU designs.

Both 3-ALU and 4-ALU designs occupy more area compared to the original ALU as expected.
The reported area overhead is the increase in the overall ALU area in percentage, considering all additional
circuits. Please note that in modern processors, the die area is dominated by memory elements [123];
hence, the increased ALU area does not contribute to a significant change in the overall die area. On the
other hand, these ALUs are faster than the original ALU because the logic implemented in each of the
partitioned ALUs is simpler and more coherent. By reducing the supply voltage, the performance gain
diminishes slowly, because the impact of process variation on the shorter critical paths of smaller ALUs is
more than the long critical path in the original ALU.

Table 2. Energy improvement results for 3-ALU and 4-ALU over Original ALU for 14 nm PTM [117].

Area
Overhead

(%)

Performance
Improvement

(%)

Vdd(V)

Energy Saving for

Power-Gating Threshold (PGT H) in %

10

Cycles

20

Cycles

50

Cycles

100

Cycles

500

Cycles

3-ALU 17

11 0.80 (super-Vth) 22.8 19.7 19.5 19.4 17.7

7.0 0.35 (near-Vth *) 24.6 21.4 21.2 21.1 19.2

5.5 0.25 (sub-Vth) 27.7 24.4 24.1 24.0 21.8

4-ALU 19

11 0.80 (super-Vth) 43.1 38.6 32.1 27.6 15.1

7.0 0.35 (near-Vth) 43.4 38.9 33.0 28.9 17.3

5.5 0.25 (sub-Vth) 44.1 39.6 34.5 31.1 20.6

* In this technology Vth is close to 0.35 V.

Additionally, the overall energy improvement achieved by the proposed ALU partitioning method
is extracted and reported in Table 2. This is done by calculating the percentage of the time that each
smaller ALU can be power-gated based on a given power-gating threshold (PGTH) and for each workload.
As presented in Table 2, there is a significant energy improvement even in the super-threshold region
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(Vdd = 0.80 V). The reason is that one of the partitioned ALUs is mostly in sleep mode because its
instructions are rarely used (see Figures 9 and 14). The percentage of the time an ALU is power-gated for a
specific PGTH is the same for all supply voltages; however, the energy improvement by the proposed
ALU partitioning technique is slightly more at lower supply voltages. The reason is that the leakage
power contribution to the overall power consumption grows significantly by reducing the supply voltage.
Therefore, reducing the same amount of leakage results in a larger percentage of energy saving at lower
supply voltages.

Figure 15 compares the energy improvement results for 4-ALU at near-threshold region (0.35 V) in
two technology nodes: 10 and 14 nm. As shown, the energy improvement results for these technology
nodes resemble each other closely. A similar trend is observed for the rest of the results.

Figure 15. Energy improvement of functional unit partitioning, on an ALU partitioned into 4 smaller units
(4-ALU), for 10 and 14 nm technology nodes.

5.5.3. Performance and Reliability Trade-Off

The performance improvement of the functional unit partitioning, shown in Table 2, could be traded
for reliability at low supply voltages, similar to what was explained for instruction multi-cycling in
Section 5.4.

According to the results, it is possible to enjoy maximum performance improvement (for example
11% at 0.80 V) or invest the achieved speed on reliability to get up to 109 times lower failure probability.
At the near-threshold supply voltage (0.35 V) the maximum achievable reliability improvement is 11.5×
(by trading 7% performance improvement from Table 2) because the delay distribution of the union ALU
becomes wider than the original ALU due to its shorter critical path.

6. Summary

The assumptions and optimization targets for NTC circuit design are different from the conventional
super-threshold design, due to large impact of variabilities as well as comparable contributions of leakage
power and dynamic power. This paper presented two cross-layer design optimization approaches for
NTC circuits to co-optimize energy-efficiency, reliability, and performance.

In the instruction multi-cycling approach, the idle time of the functional units is reduced by executing
slow instructions in multiple clock cycles and fast instructions in one clock cycle. This approach consists of
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circuit redesign for smoother slack distribution across instructions (circuit level), multi-cycle execution
of slow instructions (architecture level) and code replacement (compiler level). Our experimental results
show that this approach achieves significant energy (34%) and performance (19%) improvement while
providing orders of magnitude reduction of timing failure rate.

The proposed functional unit partitioning approach improves the energy efficiency and reliability of
functional units by exploiting fine-grained power-gating. For this purpose, a large functional unit like
an ALU is partitioned into several smaller (and faster) units based on the instruction usage pattern of
the running applications and inherent similarity of the instructions. As a result, the smaller functional
units can be power-gated whenever they are not used for a long time. Our simulation results show
that the energy efficiency of an ALU can be improved by up to 43.4% in the NTV region. Additionally,
the performance can be improved by at least 7.0%, or the reliability can be improved by 11.5 times in the
NTV region.

Therefore, by revisiting the design of functional units as important components of data paths and
utilizing cross-layer approaches, it is possible to optimize the energy-efficiency, performance, and reliability
of NTC designs.
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Abstract: AI evolution is accelerating and Deep Neural Network (DNN) inference accelerators are at
the forefront of ad hoc architectures that are evolving to support the immense throughput required for
AI computation. However, much more energy efficient design paradigms are inevitable to realize the
complete potential of AI evolution and curtail energy consumption. The Near-Threshold Computing
(NTC) design paradigm can serve as the best candidate for providing the required energy efficiency.
However, NTC operation is plagued with ample performance and reliability concerns arising from the
timing errors. In this paper, we dive deep into DNN architecture to uncover some unique challenges and
opportunities for operation in the NTC paradigm. By performing rigorous simulations in TPU systolic
array, we reveal the severity of timing errors and its impact on inference accuracy at NTC. We analyze
various attributes—such as data–delay relationship, delay disparity within arithmetic units, utilization
pattern, hardware homogeneity, workload characteristics—and uncover unique localized and global
techniques to deal with the timing errors in NTC.

Keywords: near-threshold computing (NTC); deep neural network (DNN); accelerators; timing error; AI;
tensor processing unit (TPU); multiply and accumulate (MAC); energy efficiency

1. Introduction

The proliferation of artificial intelligence (AI) is predicted to contribute up to $15.7 trillion to the
global economy by 2030 [1]. To accommodate the AI evolution, the computing industry has already shifted
gears to the use of specialized domain-specific AI accelerators along with major improvements in cost,
energy and performance. Conventional CPUs and GPUs are no longer able to match up the required
throughput and they incur wasteful power consumption through their Von-Neumann bottlenecks [2–6].
However, the upsurge in AI is bound to cater to a huge rise in energy consumption to facilitate power
requirements throughout the wide spectrum of AI processing in the cloud data centers to smart edge
devices. Andrae et al. have projected that 3–13% of global electricity in 2030 will be used by datacenters [7].
We need to develop energy efficient solutions to drag down this global consumption as low as possible to
facilitate the rapid rise in AI compute infrastructure. Moreover, the AI services are propagating deeper into
the edge and Internet of Things (IoT) paradigms. Edge AI architectures have several advantages, such as
low latency, high privacy, more robustness and efficient use of network bandwidth, which can be useful in
diverse applications, such as robotics, mobile devices, smart transportation, healthcare service, wearables,
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smart speakers, biometric security and so on. The penetration towards the edge will, however, be hit by
walls of energy efficiency, as the availability of power from the grid will be replaced by limited power
from smaller batteries. In addition, the collective power consumption from the edge and IoT devices will
increase drastically. Hence, ultra low power paradigms for AI compute infrastructure, both at server and
edge, are inevitable for realizing the complete potential of AI evolution.

Near-threshold computing (NTC) has been a promising roadmap for quadratic energy savings in
computing architectures, where the device is operated close to threshold voltage of transistors. Researchers
have explored the application of NTC to the conventional CPU/GPU architectures [8–16]. One of the
prominent use cases of NTC systems has been to improve the energy efficiency of the computing systems by
quadratically reducing the energy consumption per functional unit and increasing the number of functional
units (cores). The limit of the general purpose applications to be paralleled [17,18] in this use case has
hindered the potential of NTC in CPU/GPU platforms. Deep Neural Network (DNN) accelerators are the
representative inference architectures for AI compute infrastructure, which have larger and scalable basic
functional units, such as Multiply and Accumulate (MAC) units, which can operate in parallel. Coupled
with the highly parallel nature of the DNN workloads to operate on, DNN accelerators serve as excellent
candidates for energy efficiency optimization through NTC operation. Substantial energy efficiency can
be rendered to inference accelerators in the datacenters. Towards edge, the quadratic reduction in the
energy consumption carries the potential to curtail the collective energy demands of the edge devices
and makes many compute intensive AI services feasible and practical. Secure and accurate on-device
DNN computations can be enabled for AI services, such as face/voice recognition, biometric scanning,
object detection, patient monitoring, short term weather prediction and so on at the closest proximity of
hardware, physical sensors and body area networks. Entire new classes of edge AI applications delve
further into the edge, which are limited by the power consumption from being battery operated and can
be enabled by adaptation of NTC.

NTC operation in DNN accelerators is also plagued with almost all the reliability and performance
issues as experienced by the conventional architectures. NTC operation is prone to a very high sensitivity to
process and environmental variations, resulting in excessive increase in delay and delay variation [14]. This
slows down the performance and induces high rate of timing errors in the DNN accelerator. The prevalence,
detection and handling of timing error, and its manifestation on the inference accuracy are very challenging
for DNN accelerators in comparison to conventional architectures. The unique challenges come from the
unique nature of DNN algorithms operating in the complex interleaving among its very large number of
dataflow pipelines. Amidst these challenges, the homogeneous repetition of the basic functional units
throughout the architecture also bestows unique opportunities to deal with the timing errors. Innovation
in the timing properties of a single MAC unit is scalable towards providing a system-wide timing resilience.
We observe that very few input combinations to an MAC unit sensitize the delays close to the maximum
delay. This provides us with the predictive opportunity where we can predict the bad input combinations
and deal with them differently. We also establish the statistical disparity in the timing properties of the
multiplier and accumulator inside a MAC unit and uncover unique opportunities to correct a timing error
in a timing window derived from the disparity. Through the study of the utilization pattern of MAC units,
we present opportunities for fine tuning the timing resilience approaches.

We introduce the basic architecture of DNN in Section 2 with the help of Google’s DNN accelerator,
Tensor Processing Unit (TPU). We uncover the challenges of NTC DNN accelerators around the
performance and timing errors in Section 3. We propose the opportunities in NTC DNN accelerators to
deal with the timing errors in Section 4, by delving deep into the architectural attributes, such as utilization
pattern, hardware homogeneity, sensitization delay profile and DNN workload characteristics. The
quantitative illustrations of the challenges and opportunities are done using the methodology described
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in Section 5. Section 6 surveys the notable works in the literature close to the domain of NTC DNN
accelerators. Finally, Section 7 concludes the paper.

2. Background

DNN inference involves repeated matrix multiplication operation with its input (activation) data and
pre-trained weights. Conventional general purpose architectures have a limited number of processing
elements (cores) to handle the unconventionally large stream of data. Additionally, the Von-Neumann design
paradigm forces to have repeated sluggish and power-hungry memory accesses. DNN accelerators aim
for better performance in terms of cost, energy and throughput with respect to conventional computing.
DNN workload, although very large, can be highly parallel which opens up possibilities for increasing
throughput by feeding data parallel to an array of simple Processing Elements (PE). The memory
bottlenecks are relaxed by mixture of different techniques, such as keeping the memory close to the
PEs, computing in-memory, architecting dataflow for bulk memory access, using advanced memory,
data quantization and so on. DNN accelerators utilize the deterministic algorithmic properties of the DNN
workload and embrace maximum reuse of the data through a combination of different dataflow schemes,
such as Weight Stationary (WS), Output Stationary (OS), No Local Reuse (NLR), and Row Stationary
(RS) [6].

WS dataflow is adapted in most of the DNN accelerators to minimize the memory accesses to the
main memory by adding a memory element near/on PEs for storing the weights [19–22]. OS dataflow
minimizes the reading and writing of the partial sums to/from main memory, by streaming the activation
inputs from neighboring PEs, such as in Shidiannao [22,23]. DianNao [24] follows NLR dataflow, which
reads input activations and weights from a global buffer, and processes them through PEs with custom
adder trees that can complete the accumulation in a single cycle, and the resulting partial sums or output
activations are then put back into the global buffer. Eyeriss [19] embraces an RS dataflow, which maximizes
the reuse for all types of data, such as activation, weight and partial sums. Advanced memory wise,
DianNao uses advanced eDRAM, which provides higher bandwidth and access speed than DRAMs.
TPU [22] uses about 28MiB of on-chip SRAM. There are DNN accelerators which bring computation in the
memory. The authors in [25] map the MAC operation to SRAM cells directly. ISAAC [26] PRIME [27], and
Pipelayer [28] compute dot product operation using an array of memristors. Several architectures ranging
from digital to analog and mixed signal implementations are being commercially deployed in the industry
to support the upsurging AI-based economy [22,29–31]. Next, we take an example architecture of the
leading edge DNN Accelerator, Tensor Processing Unit (TPU) by Google to better understand the internals
of a DNN accelerator compute engine. TPU architecture, already being a successful industrial scale
accelerator, has also put its prevalence at the edge through edge TPU [32,33]. We will use this architecture
to methodologically explore different challenges and opportunities in an NTC DNN accelerator.

The usage of the systolic array of MAC units, has been recognized as a promising direction to
accelerate matrix multiplication operation. TPU employs a 256 × 256 systolic array of specialized
Multiply and Accumulate (MAC) units, as shown in Figure 1 [22]. These MACs, in unison with parallel
operation, multiply the 8-bit integer precision weight matrix with the activation (also referred to as input)
matrix. Rather than storing to and fetching from the memory for each step of matrix multiplication,
the activations stream from a fast SRAM-based activation memory, reaching each column at successive
clock cycles. Weights are pre-loaded into the MACs from the weight FIFO ensuring their reuse over a
matrix multiplication lifecycle. The partial sums from the rows of MACs move downstream to end up
at output accumulator as the result of the matrix multiplication. As a consequence, the Von-Neumann
bottlenecks related to memory access are cut down. The ability of the addition of hardware elements to
compute the repeating operations not only enables higher data parallelism, but also enables the scaling of
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the architecture from server to edge applications. This architectural configuration allows TPU to achieve
15–30 X throughput improvement and 30–80 X energy efficiency improvement over the conventional
CPU/GPU implementations.

Figure 1. TPU Systolic Array.

3. Challenges for NTC DNN Accelerators

This Section uncovers different challenges in the NTC operation of DNN accelerators. Section 3.1
demonstrates the occurrence of timing errors and their manifestations on the inference accuracy. Section 3.2
presents the challenges in the detection and handling of timing errors in high performance environment
essential for a high throughput NTC system.

3.1. Unique Performance Challenge

Even though NTC circuits give a quadratic decrease in energy consumption, they are plagued with
severe loss in performance. The loss is general to all the computing architectures as it fundamentally
comes from delay experienced by transistors and basic gates. As shown in Figure 2a, basic gates, such as
Inverter, Nand and Nor, can experience a delay more than 10×, when operating at near threshold voltages.
The gates are simulated in HSPICE for a constant temperature of 25 ◦C, for more than 10,000 Monte-Carlo
iterations. On top of the increase in base delay, the extreme sensitivity of NTC circuits with temperature and
circuit noise results in a delay variation of up to 5× [14]. This level of delay increase and delay variability
forces the computing architectures to operate in a very relaxed frequency, to ensure the correctness in
computation. An attempt to upscale the frequency introduces timing errors. To add to it, the behavior of
timing errors is more challenging in DNN accelerators, than conventional CPU/GPU architectures.

In Figure 2b, we plot the rate of timing errors in the inference computations in a TPU of eight DNN
datasets using the methodology described in Section 5. As there can be computations happening in all
the MAC units in parallel, crossing a delay threshold brings a huge number of timing errors at once. The
rate of the timing errors is different for different datasets due to its dependence on the number of actual
operations which actually sensitize the delays. As DNN workload consists of several clusters of identical
values, (usually zero [2]), DNN workloads tend to decrease the overall sensitization of hardware delays.
The curves tend to flatten towards the end as almost all delay sensitizing operations are saturated as
timing errors at prior voltages.

Inference Accuracy is the measure of the quality of the DNN applications. In Figure 2c, we show
the drop in inference accuracy of MNIST dataset from 98%. We conservatively model the consequence of
timing error as the flip of the correct bit with 50% probability in the MAC unit’s output. DNN workloads
have an inherent algorithmic tolerance to error until a threshold [34,35]. In line with the tolerance, we see
that the accuracy variation is maintained under 5% until the rate of timing errors is 0.02%. However, after
the error tolerance exceeds this, the accuracy falls very rapidly with a landslide effect. By virtue of the
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complex interconnected pipelining of the operations, the timing error induced incorrect computations add
up rapidly as errant partial sums spread over most parts of the array, towards a bad accuracy. After about
0.045% of timing errors, the accuracy rapidly drops from 84% to a totally unusable inference accuracy of
35% on the timing error difference window of just 0.009% (highlighted in blue color).

(a) Delay vs. Operating Voltage (b) Rate of Timing Errors vs. Operating Voltage

(c) Inference Accuracy vs. Rate of timing errors for MNIST dataset

Figure 2. (a) shows the increase in base delay with the decrease in operating voltage, (b) demonstrates the
increase in the rate of timing errors with the decrease in operating voltage and (c) shows the effect of timing
errors in inference accuracy. (Detailed methodology in Section 5).

This points to a completely impotent DNN accelerator at only a timing error rate of less than 0.06%.
This treacherous response of timing errors to inference accuracy in DNN accelerators is magnified at NTC.
It further compels the NTC operation to consider all the process, aging and environmental extremes just
to prevent a minuscule (�0.1%), yet catastrophic rate of timing errors, resulting in extremely sluggish
accelerators. This creates further distancing in the adaptation of NTC systems into mainstream server/edge
applications. Hence, innovative and dynamic techniques to reliably identify and control timing errors are
inevitable for NTC DNN accelerators.

3.2. Timing Error Detection and Handling

DNN accelerators have been introduced to offer a throughput, which is difficult to extract from
conventional architectures for DNN workload. However, the substantial performance lag at NTC operation
hinders the usefulness of NTC DNN accelerators in general. So, in order to embrace NTC design paradigm,
the DNN accelerators have to be operated at very tight frequencies, with an expectation and detection of
timing errors, followed by their appropriate handling. In this Section, we explore the challenges in the
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timing error detection and handling for NTC DNN accelerators in these high performance points through
the lens of techniques available for conventional architectures.

Razor [36] is one of the most popular timing error detection mechanisms. It detects a timing error by
augmenting a shadow flip-flop driven by a delayed clock, to each flip-flop in the design driven by a main
clock. Figure 3 shows Razor’s mechanism through timing diagrams. A delayed clock can be obtained
by a simple inversion of the main clock. Figure 3a depicts the efficient working conditions of a Razor
flip-flop. Delayed transitioning of data2 results in data1 (erroneous data) being latched onto the output.
However, shadow flip-flop detects a detained change in the computational output and alerts the system
via an error signal, generated by the comparison of prompt and delayed output. The frequency scaling for
very high performances decreases the clock period thereby, diminishing the timing error detection window
or speculation window. Shrinking the speculation window, prevents detection of delayed transitions in the
computational output and leads to a huge number of timing errors going undiscovered. Figure 3b depicts
the late transition in the Razor Input during the second half of the Cycle 1. Since the transition occurs
after the rising edge of delayed clock, the data manifestation goes undetected by the shadow flip-flop
resulting in an undiscoverable timing error. Rapid transition from data2 to data3, and in-time sampling
of data3 at the positive edge of clock during Cycle 2, ushers the complete withdrawal of data2 during
Cycle 1 from the respective MAC computation. Hence, the undiscoverable timing error leads to the usage
of data1 (erroneous data) during Cycle 1, in place of the data2 (authentic data). Figure 3c demonstrates
a delayed transition from data2 to data3, causing data3 to miss the sampling point (positive edge of the
clock in Cycle 2). Shadow flip-flop appropriately procures the delayed data (i.e., data3), spawning an
architectural replay and delivering data3 to Razor output during the next operational clock cycle (i.e., Cycle
3). However, authentic data (i.e., data2) to be used for MAC computation during Cycle 1, is again ceded
from the appropriate MAC’s computation. Erroneous values (i.e., data1) used during Cycle 1, render to an
erroneous input being used in MAC calculations, generating faulty output. Hence, the undiscoverable
timing error again leads to an erroneous computation.
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(a) Detectable Timing Error [36]. (b) Undetectable Timing Error Scenario 1.

(c) Undetectable Timing Error Scenario 2.

Figure 3. (a) depicts Razor’s timing error handling effectiveness in a TPU Systolic Array during a
standard detectable timing error occurrence scenario. (b,c) demonstrate the Razor’s limitations in handling
undetectable timing errors arising at high performance scaling. In (c), even though data2 is sampled at
Cycle 2, architectural replay invoked due to late transition and detection of data3 ensues the relinquishing
of data2, entirely.

Figure 4 depicts the undiscoverable timing errors as a percentage composition of the total timing errors
at various performance scaling, for different datasets. The composition of undiscoverable timing errors
rises linearly until 1.7× the baseline performance. However, with the further increase in performance,
the percentage of undiscoverable timing errors grows exponentially, following along with the landslide
effect contributed by a large number of parallel operating MACs. This exponential composition of the
undetectable timing errors points towards a hard wall of impracticality for razor-based timing error
detection approaches.

Figure 4. Rate of undiscovered timing errors vs. Performance Scaling.

For handling of timing errors, the architectural replay of the errant computation has been a feasible and
preferred way in the conventional general purpose architectures by virtue of their handful of computation
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pipelines [36,37]. However, the DNN accelerator involves hundreds of parallel computation pipelines and
complex and coordinated interleaved dependencies among each other, which in the worst case, forces
the sacrifice of computation in all the MACs for correcting just one timing error. For instance, a timing
error rate of just 0.02% (starting point of accuracy fall in Figure 2c) for the matrix multiplication of a
256 × 256 activation and weight matrices in a 256 × 256 (N = 256) TPU systolic array, introduce ~3355
timing errors. Distributing the errors to the multiplication life cycle of 766 (3N-2) clock cycles creates
approximately four errors per clock cycle. Even with a conservative estimate with a global sacrifice of only
one relaxed clock cycle for all the errors per cycle, we get a throughput loss of more than 100%. Scaling to
the inflated hardware size at the NTC design paradigm, the throughput coming from a DNN accelerator
will be severely undermined by holistic stalling sacrifice of the MAC computations.

Fine tuned distributed techniques with pipelined error detection and handling [37,38] also incur larger
overheads than conventional razor-based detecting and handling [35]. A technique designed exclusively
for DNN accelerators, TE-Drop [35], skips an errant computation rather than replaying it by exploiting
the inherent error resilience of DNN workload. However, the skipping is only triggered by a razor-based
detection mechanism and thus can work for razor detectable errors only. With this comprehensive
impracticality of the conventional detection and handling of timing errors for NTC performance needs, it
calls for further research around the scalable solutions which can provide timing error resilience at vast
magnitudes encompassing the entirety of functional units.

4. Opportunities for NTC DNN Accelerators

This Section reveals the unique opportunities for dealing with the timing errors in NTC DNN
accelerators. Section 4.1 does an extensive analysis of the delay profile of the accelerators pointing towards
predictive opportunities. Section 4.2 presents a novel opportunity of handling a timing error without
performance loss. Section 4.3 uncovers the opportunity of an added layer of design intelligence derived
from the utilization pattern of MACs in the DNN accelerators.

4.1. Predictive Opportunities

The DNN accelerator’s compute unit is comprised of homogeneously repeated simple functional
units, such as MAC. In the case of TPU, the multiplier of the MAC unit operates on 8-bit activation and
8-bit weight. Delay is sensitized as a function of the change in these inputs to the multiplier. Weight is
stagnant for a computation life cycle and the activations can be changed after each clock cycle. We create
an exhaustive set of a 8-bit activation changed to another 8-bit activation for all possible 8-bit weights,
leading to 256 × 256 × 256 = 16,777,216 unique combinations. Injecting these entries to our in-house
Static Timing Analysis (STA) tool, we plot the exhaustive delay profile of the multiplier in Figure 5 as a
histogram. We consider the maximum delay as one clock cycle period, to ensure an error free assessment.
The histogram is divided into ten bars, each representing the percentage of the combinations falling into
the ranges of clock cycles in the x-axis. We see that more than 95% of the sensitized delays fall in the range
of 20–60% of the clock cycle and only about 3% of the exhaustive input sequences incur a delay of more
than 60% of the clock period. As these limited sequences are the leading candidates to cause timing error
in the NTC DNN accelerator, we see a huge opportunity for providing immense timing error resilience by
massively curtailing the potential timing errors through their efficient prediction beforehand.
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Figure 5. Delay Profiles of multiplier, accumulator and different datasets.

As opposed to exhaustive prediction, the amount of prediction required for achieving timing error
resilience is drastically reduced, while operating on real DNN workloads. Real DNN workloads will
only have a subset of the exhaustive input combinations. Additionally, real DNN workloads consist of a
large share of clustered, non-useful data in the computation, which can be skipped for computation. For
instance, test images of MNIST and FMNIST datasets in Figure 6a,b visually show the abundant wasteful
black regions in their 28 × 28 pixels of data, which can be quantized to zero. As the result of multiplication
with zero is zero, we can skip the computation altogether by directly passing zero to the output. This
technique has been well recognized by researchers to improve the energy efficiency of DNN accelerators,
as Zero-Skip [2,19,39]. Figure 6c shows the percentage of the ZS computations in eight DNN datasets that
can be transformed to have a close-to-zero sensitization delay. We see that, on average, the DNN datasets
can have about ~75% of the ZS computations.

This points to an opportunity of cutting down timing error, causing input combinations that have to
be correctly predicted by ~75% in the best case. We plot the delay profile of the datasets for all the input
sequences remaining after the massive reduction via ZS in Figure 5. It is evident that there is an ample
delay variation across the datasets and the sensitization delays are clustered below 50% of the clock cycle.
This further curtails the number of predictions required.

(a) MNIST test image. (b) FMNIST test image. (c) Zero Skipable Computations in different datasets.

Figure 6. Demonstration of the share of computations which can be safely skipped. The black region pixels
in the MNIST and FMNIST test images can be quantized to zero and all the computations involving those
pixels can be “zero skipped”.

Hence, given that even a very small rate of timing error (�0.1%) can cause a devastation in the
inference accuracy (Section 2), the absolute feasibility of predictive approach to capture and deal with
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limited number of timing error causing input sequences in real DNN workloads serves as a boon. Moreover,
prediction, along with ZS, provides unique opportunity for performance overscaling of NTC DNN
accelerators to match STC performance. Even assuming that all the computations will incur a timing error
at such environments, we would only have to predict only ~25% of the computations. We can employ NTC
timing error resilience techniques, such as voltage boosting, for only the predicted bad input sequences and
then scale it to larger TPU sizes. We have exploited this predictive opportunity and voltage boosting, to
enable high performing NTC TPU in [40] with around less than 5% area and power overheads. Prediction
can also be used in conjunction or on top of other timing error resilience schemes, such as TE-Drop [35],
MATIC [41], FATE [42] and ARES [43], to yield better results. Extended research on the possibility of
decreasing the amount of predictions on high performance scaling can be done with inspirations from
algorithmic domains, layer wise delay analysis, and so on, to truly boost the adaptation of NTC DNN
accelerators.

4.2. Opportunities from Novel Timing Error Handling

In this section, we discuss the opportunities in the handling of timing errors, bestowed by the unique
architectural intricacies inside the MAC unit. We start by comparing the delay profiles of the arithmetic
units, multiplier and accumulator, inside of the MAC unit. We prepare an exhaustive delay profile for
multiplier as described in Section 4.1. As an exhaustive delay profile of accumulator is not feasible with
its much larger input bit width (state space), we prepare its delay profile by using the outputs from
multiplier fed with exhaustive inputs. From the delay histograms of the multiplier and accumulator
in Figure 5, we see that accumulator operation statistically takes much less computation time than the
multiplier. Over 97% of the accumulator sensitized delays fall within 30% of the clock cycle. Hence, an
MAC operation temporally boils down as an expensive multiplier operation (Section 4.1) followed by a
minuscule accumulator operation. This disparate timing characteristic in MAC’s arithmetic units, clubbed
with the fixed order of operation, opens up a distinct timing error correction window to correct timing
violations in a MAC unit, without any performance overhead.

Figure 7 shows a column-wise flow of computation using two MAC units. When MAC 1 encounters a
timing error, the accumulator output (MAC 1 Out) provided by MAC 1 and the accumulator input (MAC 2
In) received by MAC 2 after data synchronization, will be an erroneous value. Although MAC 2 multiplier
operation is unaffected by the faulty accumulator input, MAC 2 accumulator output (MAC 2 Out), will be
corrupted due to the faulty input (MAC 2 In). While the MAC 2 accumulator is waiting for the completion of
MAC 2 multiplier’s operation, the faulty input (MAC 2 In) can hypothetically use this extra time window to
correct itself. Since the accumulator requires a statistically smaller computation period, the accumulation
process with the corrected input can be completed within a given clock period, thereby preserving the
throughput of the DNN accelerator. Next, we discuss a simple way of performing this time stealing in
hardware through the intelligent remodeling of razor.

Typical use of Razor in a Systolic Array incurs a huge performance overhead due to architectural
replay when a timing error is detected (Section 3.2). However, a minimal modification in the Razor design
aids in the exploitation of timing error correction window during Systolic Array operation. Figure 8a
depicts the change employed in the razor which replays the errant computation [36] to ReModeled razor,
which can propagate the authentic value to the downstream MAC without replaying or skipping the
computation.

Figure 8b depicts the error mitigation procedure using ReModeled Razor. In ReModeled razor,
the timing error manifests as a different (correct) value from a shadow flip-flop, which overrides and
propagates over the previous erroneous value passed through the main flip-flop. Since accumulation
operation statistically requires much less than 50% of the clock cycle (Figure 5), the accumulator in
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the downstream MAC can quickly recompute with the correct value. The presence of ZS computations
(Figure 6c) further aids the timing error correction window, as the skippable multiplier operations leave the
accumulator to sensitize only to the upstream MAC’s output. Figure 9 demonstrates the RTL simulations
for Razor/Remodeled Razor in the absence and presence of a timing error. Figure 9a depicts the standard
waveform for a timing error free operation. Figure 9b shows an occurrence of a timing error due to a
minor delay in the Razor input and the stretching of operational cycle to procure the correct value for the
re-computation process. Figure 9c elaborates the detection and correction of the timing error, within the
same clock cycle. Although, Razor adds buffers on short paths to avoid hold time violations, Zhang et
al. [44] have modeled the additional buffers in timing simulations and determined that in a MAC unit
only 14 out of 40 flip-flops requires a protection by Razor, which only adds a power penalty of 3.34%. The
addition of ReModeled Razor into the Systolic Array adds an area overhead of only 5% into the TPU. In
light of these findings, it is evident that we can extract novel opportunities to handle the timing errors at
NTC by additional research on fine-tuning the combinational delays among the various arithmetic blocks
inside the DNN accelerator. We have exploited this opportunistic timing error mitigation strategy in [45]
to provide timing error resilience in a DNN systolic array.

Figure 7. Column-Wise MAC Operation.
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(a) Razor [36] to ReModeled Razor.

(b) Error Correction.

Figure 8. (a) depicts the modifications employed in Razor to exploit the timing error correction window.
(b) demonstrates the error correction process using Remodeled Razor scheme. The error is detected and
corrected in the same clock cycle of operation.

(a) Error free operation in Razor/ReModeled Razor.

(b) Error handled by Razor using instant replay.

(c) Error handled by ReModeled Razor without a loss in clock period.

Figure 9. Timing simulations for error-free and error-handling scenarios.
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4.3. Opportunities from Hardware Utilization Trend

Although DNN accelerators host very high number of functional units, not all of them are
computationally active through out the computation lifecycle. We can leverage the hardware utilization
pattern of the DNN accelerators to fine tune our architectural optimization strategies at NTC. In a TPU
systolic array, activation is streamed to each row of MACs from left to right with a delay of one clock
cycle per row. As the MACs can only operate on the presence of an activation input, a unique utilization
pattern of the MAC units is formed. Visual illustration of the computation activity for a scaled down 3 × 3
systolic array during the multiplication of 3 × 3 activation and weight matrices is presented in Figure 10.
Computationally active and idle MACs are represented by red and green, respectively. Figure 11a plots
the computationally active MACs in every clock cycle as a fraction of the total MACs in the systolic
array for the actual 256 × 256 array, for the multiplication of 256 × 256 weight and activation matrices,
corresponding to a batch size of 256. The batch size dictates the amount of data available for continuous
streaming, which consequently decides the computation cycles (width of the curve) and maximum usage
(maximum height of the curve). Batch sizes are dependent and limited by the hardware resources to hold
the activations and AI latency requirements. Regardless of the batch size, the utilization curve follows a
static pattern where the activity peaks at the middle of the computation life cycle with a symmetrical rise
and fall.

Figure 10. Cycle accurate utilization pattern of the MAC units during the multiplication of 3 × 3 activation
and weight matrices in a 3 × 3 systolic array.

(a) Progression of computation in a TPU systolic array. (b) Relative cycle wise occurence of timing errors.

Figure 11. The progression of number of MACs involved in computation guides the trend of timing error
over the clock cycles for different datasets.

Timing errors are only encountered when the MACs are actively involved in the computation.
This means that the intensity of timing errors in any clock cycle are always capped by the number of
computationally active cycles in that cycle and the rate of occurrence of timing errors follow the trend
of computation activity. We plot the cycle wise trend of timing errors in Figure 11b for four datasets. It
is evident that the progression of timing errors is guided by the trend of compute activity. Any timing
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error handling schemes used for general purpose NTC paradigm can be further optimized for adaptation
to DNN accelerators by leveraging this architectural behavior of timing errors. For instance, aggressive
voltage boosting can be implemented at only the windows of maximum timing errors. Additionally,
the timing error control schemes can be relaxed temporally at the windows of low probabilities of timing
errors. In addition, predictive schemes can be tailored by adjusting the prediction windows according to
these static timing error probabilities guided by hardware utilization pattern.

5. Methodology

In this Section, we explain our extensive cross-layer methodology, as depicted in Figure 12, to explore
different challenges and opportunities of NTC DNN accelerators.

Figure 12. Cross Layer Methodology.

5.1. Device Layer

We simulated basic logic gates (viz., Nand, Nor and Inverter) in HSPICE using basic CMOS 32-nm
Predictive Technology Model libraries [46], across the spectrum of supply voltages. We used the 31-stage
FO4 inverter chain as a representative of various combinational logics in a TPU for accurate estimation.
We incorporated the impact of the PV at NTC using the VARIUS-NTV [47] model. The characteristics of
the basic gates were mapped to the circuit layer (Section 5.2), to ascertain the sensitized path delays in a
MAC at different voltages.

5.2. Circuit Layer

We developed the Verilog RTL description of MAC unit as the functional element of the systolic
array. Our in-house Statistical Timing Analysis (STA) tool takes the synthesized netlist, input vectors
for the netlist, and the timing properties of the logic gates. We synthesized the MAC RTL using the
Synopsys Design Compiler and Synopsys’s generic 32 nm standard cell library, to get the synthesized
netlist. The input vectors for the MAC units were the activation, weight and partial sum input, which came
from the cycle accurate simulation described in Section 5.3. The changes in timing properties of the logic
gates on different operating conditions came from the HSPICE simulation, described in Section 5.1. The
STA tool propagated the path in the netlist which was sensitized by the given input vectors and calculated
the delay coming from the logic gates in the path by mapping them to the delays from HSPICE. Hence,
we got an accurate estimation of delay sensitized by any input change for a range of operating conditions.
Our baseline NTC operating voltage and frequency were 0.45 v and 67 MHz.

5.3. Architecture Layer

Based on the architectural description detailed in [22], we developed a cycle-accurate TPU systolic
array simulator—TPU-Sim—in C++, to represent a DNN accelerator. We integrated the STA tool
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(Section 5.2) with TPU-Sim, to accurately model timing errors in the MACs, based on real data-driven
sensitized path delays. We created a real TPU-based inference eco-system by conjoining TPU-Sim with
Keras [48] on Tensorflow backend. First, we train several DNN applications (viz., MNIST [49], Reuters [50],
CIFAR-10 [51], IMDB [52], SVHN [53], GTSRB [54], FMNIST [55], FSDD [56]). Then, we extracted each
layer’s activation as input matrices. We extract the trained model weights using Keras built-in functions.
As the Keras trained model is at high floating point precision, we processed the inputs and weights
into multiple 256 × 256 8-bit-integer matrices as TPU operates at 8-bit integer precision on a 256 × 256
systolic array. TPU-Sim is invoked with each pair of these TPU-quantized input and weight matrices. Each
MAC operation in the TPU is mapped to a dedicated MAC unit in the TPU-Sim. The delay engine was
invoked with each input vector arriving at the MAC to get the assessment of a timing error. The output
matrices from the TPU-Sim were combined and compared with the original test output to evaluate the
inference accuracy. We paralleled our framework for handling large amounts of test data using Python
Multiprocessing.

6. Related Works

Several schemes have been proposed to increase the reliability and efficiency of neural network
accelerators. Sections 6.1–6.3 provide brief accounts of enhancement methodologies which are categorized
based on the emphasis on the architectural/design components.

6.1. Enhancements around Memory

In this Section, we enlist methodologies which target memory to provide improved performance.
Kim et al. [57] demonstrate that a significant accuracy loss is caused by certain bits during faulty
DNN operations and using this fault analysis proposed a fault tolerant reliability improvement
scheme—DRIS-3—to mitigate the faults during DNN operations. Chandramoorthy et al. [58] present a
technique which dynamically boosts the supply voltage of the embedded SRAMs to achieve superior
energy savings. Yin et al. [59] evaluate thermal issues in an NN accelerator 3D memory and propose a “3D
+ 2.5D” integration processor named Parana which integrates 3D memory and the NPU. Parana tackles
the thermal problem by lowering the amount of memory access and changing the memory access patterns.
Nguyen et al. [60] propose a new memory architecture to adaptively control the DRAM cell refresh rate to
store possible errors leading to a reduction in power consumption. Salami et al. [61], based on a thorough
analysis of the NN accelerator components devise a strategy to appropriately mask the MSBs, to recover
the corrupted bits, thereby enhancing the efficiency by mitigating the faults.

6.2. Enhancements around Architecture

This Section focuses on techniques which have provided enhancements around the architectural
flow/components of the DNN Accelerator. Li et al. [62] demonstrate that, by providing appropriate
precision and numeric range to values in each layer, reduces the failure rate by 200×. In each layer of
DNN, this technique uses a ”symptom based fault detection” scheme to identify the range of values
and adds a 10% guard-band. Libano et al. [63] propose a scheme to design and apply triple modular
redundancy selectively to the vulnerable NN layers to effectively mask the faults. Zhang et al. [35] propose
a technique, TE-Drop, to tackle timing errors arising due to aggressive voltage scaling. The occurrence of
a timing error is detected using Razor flip-flop [36]. The MAC encountering timing error steals a clock
cycle from the downstream MAC to recompute the correct output and bypasses the downstream MAC’s
output with its output. Choi et al. [64] demonstrate a methodology to enhance the resilience of the DNN
accelerator based on the sensitivity variations of neurons. The technique detects an error in the multiplier
unit by augmenting each MAC unit with a Razor Flip-Flop [36] between multiplier and accumulator unit.
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Occurrence of a timing error will be lead to the upstream partial sum to be bypassed on to the downstream
MAC unit. Zhang et al. [65] address the reliability concerns due to permanent faults arising from MAC
units by mapping and pruning the weights of faulty MAC units.

6.3. Enhancements around Analog/Mixed-Signal Domain

Analog and mixed-signal DNN accelerators are also making a mark in the Neural Network
computing realm. Analog and mixed-signal accelerators use enhanced Analog-to-Digital converter
(ADC), Digital-to-Analog converter (DAC) for encoding/decoding and Non-Volatile Memories, such as
ReRAM’s in DNN-based computations. Eshraghian et al. [66] utilize the frequency dependence of v-i place
hysteresis to relieve the limitation on the single-bit-per-device and allocating the kernel information to the
device conductance and partially to the frequency of the time-varying input. Ghodrati et al. [67] propose a
technique BIHIWE, to address the issues in mixed-signal circuitry due to restricted scope of information
encoding, noise susceptibility and overheads due to Analog to Digital conversions. BIHIWE, bit-partitions
vector dot-product into clusters of low-bitwidth operations executing in parallel and embedding across
multiple vector elements. Shafiee et al. [26] demonstrate a scheme ISAAC, by implementing a pipelined
architecture with each neural network layer being dedicated specific crossbars and heaping up the data
between pipe stages using eDRAM buffers. ISAAC also proposes a novel data encoding technique to
reduce the analog-to-digital conversion overheads and performs a design space inspection to obtain
a balance between memristor storage/compute, buffers and ADCs on the chip. Mackin et al. [68]
propose the usage of crossbar arrays of NVMs to implement MAC operations at the data location and
demonstrates simultaneous programming of weights at optimal hardware conditions and exploring its
effectiveness under significant NVM variability. These recent developments in Analog and Mixed-signal
DNN accelerators envision employing ADC, DAC and ReRAM’s in NTC DNN accelerators to yield better
energy efficiency. Successive Approximation Register ADCs can be efficiently utilized at NTC owing to
their simple architecture and low power usage [69–73]. In addition, the efficacy of ReRAM [74–79] in a
low power computing environment provides a promising direction in DNN accelerators venturing into
the NTC realm.

7. Conclusions

The NTC design paradigm, being a stronger direction towards energy efficiency, is plagued by timing
errors for DNN applications. In this paper, we illustrate the unique challenges coming from the DNN
workload and attributes of the occurrence and impact of timing errors. We discover that NTC DNN
accelerators are challenged by landslide increases in the rate timing errors and the inherent algorithmic
tolerance of DNNs to timing errors is quickly surpassed with a sharp decline in the inference accuracy.
We explore the data–delay relationship with the practical DNN datasets to uncover an opportunity of
providing bulk timing error resilience through prediction of a small group of high delay input sequences.
We explore the timing disparities in the multiplier and accumulator to propose opportunities for providing
an elegant timing error correction without performance loss. We correlate the hardware utilization pattern
to outshine the broad control strategies for timing error resilience techniques. The application of NTC in
the domain of DNN accelerators is a relatively newer domain and this article serves to present concrete
possible directions towards timing error resilience, which remains to be a big hurdle for NTC systems.
Energy efficient AI evolution is the need of the hour and further research with promising domains, such as
NTC is required.
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Abstract: Power management is a crucial concern in micro-controller platforms for the Internet of
Things (IoT) edge. Many applications present a variable and difficult to predict workload profile,
usually driven by external inputs. The dynamic tuning of power consumption to the application
requirements is indeed a viable approach to save energy. In this paper, we propose the implementation
of a power management strategy for a novel low-cost low-power heterogeneous dual-core SoC for
IoT edge fabricated in 28 nm FD-SOI technology. Ss with more complex power management policies
implemented on high-end application processors, we propose a power management strategy where
the power mode is dynamically selected to ensure user-specified target idleness. We demonstrate
that the dynamic power mode selection introduced by our power manager allows achieving more
than 43% power consumption reduction with respect to static worst-case power mode selection,
without any significant penalty in the performance of a running application.

Keywords: edge devices; power management; energy efficiency

1. Introduction

Efficient energy management is very challenging in Internet of Things (IoT) edge devices [1].
On one hand there is the increasing demand of more near-sensor computing capabilities, on the other
hand, strict constraints have to be set on the power consumption to maximize the lifetime of an IoT
node, which is in many cases battery-supplied.

Researchers have responded to this challenge by proposing new SoC architectures, e.g., parallel-
ultra-low-power multi-core computing platforms, and power management strategies [2]. Similar
approaches are proposed also by industry, e.g., by adopting heterogeneous multi-core architectures
where a low-power control core (e.g., Arm® Cortex®-M4 core (Arm and Cortex are registered trademarks
of Arm Limited (or its subsidiaries) in the US and/or elsewhere)) with modest computing capabilities is
coupled with a more capable core (e.g., Arm Cortex-A7 core) for compute-intensive tasks.

In this scenario, well-known techniques such as clock-gating and power-gating are widely used
to minimize the power consumption of inactive sub-modules of an SoC. However, restoring the
functionality of SoC subsystems that are clock-gated or power-gated during energy saving states could
require a non-negligible amount of time and energy. Additionally, in many event-driven applications,
requiring fast time response or continuous event processing, duty-cycling computation phases, or even
occasionally entering a sleep state can be unfeasible.

Shut-down-based power management can be complemented by more advanced energy saving
techniques such as Dynamic Voltage and Frequency Scaling (DVFS). DVFS is the process of adapting,
at run-time, the frequency and the supply voltage of a digital circuit; typically, this is obtained in a
closed loop regulation, using as a feedback parameters such as core workload or desired core idleness.
The dynamic power consumption of digital circuits has linear dependency from the frequency, and it
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is in a quadratic relationship with the supply voltage. Therefore, such a technique is very effective to
significantly reduce the energy consumption of digital circuits.

Unfortunately, the hardware and software infrastructure for DVFS available in heterogeneous edge
devices is not yet as mature as the one integrated into many high-end and mobile multi-core application
processors. Such development is not trivial since, in sharp contrast with high-end multi-cores, dual-core
MCUs have most of the times heterogeneous ISAs, non-uniform memory hierarchy and neither cache
coherency nor shared virtual memory support.

The NXP i.MX 7ULP is a low-power low-cost Arm Cortex-M4/Cortex-A7-based SoC which
belongs to this device category. The chip has been fabricated in 28 nm Fully Depleted Silicon On
Insulator (FD-SOI) technology, and it features an advanced power management infrastructure that
enables dynamic power mode adaptation. The main contribution of this paper is the development and
qualification of the first (to our knowledge) DVFS-based power management software infrastructure
for this exemplary heterogeneous dual-core MCUs. Our power manager achieves up to 45% of power
consumption reduction during the active state of the SoC, without any penalty on the application
execution performance.

The remainder of this paper is organized as follows. Section 2 gives an overview of the related
work. Section 3 describes the i.MX 7ULP SoC. Section 4 describes the power manager. In Section 5 we
describe the experimental setup used to characterize the power manager. Section 6 presents the results
in terms of power consumption reduction, while Section 7 provides concluding remarks.

2. Related Work

Among several techniques to increase the energy efficiency, Dynamic Voltage and Frequency
Scaling (DVFS) represents a well established, effective [3] and low-complexity strategy. Despite
technological scaling, which reduces the margins for supply voltage regulation, DVFS still represents a
viable energy saving techniques for modern platforms operating near threshold [4]. Those platforms
reach high energy efficiencies thanks to a combination of voltage scaling and adaptive body biasing to
avoid performance degradation [5,6]. In [7,8], authors present two approaches where DVFS is controlled
by dedicated hardware units on embedded microprocessors. Similarly, in [9] DVFS is applied on
high-end CPUs for cloud infrastructures.

More sophisticated techniques rely on gathering information on the status of the system to
guarantee a desired quality of service. In [10], authors exploit a combination of DVFS and workload
profiling in a closed loop configuration.In [11,12], to optimize the efficiency of Linux-based systems,
DVFS is operated in combination with advanced power-aware scheduling algorithms that exploit a
combination of system-level statistics. Finally, in [13] machine learning algorithms are used to gather
higher level information from the applications running on the core [13].

In this paper, we propose a power management unit implementation that takes inspiration from
the power management policies surveyed above and adopted on many Linux-capable application
processors. The proposed power manager can perform DVFS on a new low-cost low-power ARM
A7-M4 SoC architecture for IoT edge (e.g., the NXP i.MX 7ULP SoC). Compared to the available power
management implementations [14], our approach targets lower-end devices where techniques such
as DVFS are typically not applied because of the lack of hardware/software support. As with what
happens in high-end CPUs based systems, the proposed power management gathers system level
information, e.g., the idleness of the system, and exploit this information to optimize the use of available
energy. The regulation of the power mode is operated by a software implemented power manager
running in a low-power real-time domain of the SoC. Unlike application-specific DVFS techniques
used in special-purpose accelerators, our approach relies on minimal knowledge of the system, since
it exploits very high-level information such as the CPU idle time, making it suitable to be ported on
different platforms with similar hardware features.
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3. The i.MX 7ULP Platform

i.MX 7ULP is a new low-cost low-power Arm Cortex-M4/Cortex-A7-based SoC architecture for IoT
edge. The chip has been developed by NXP and fabricated in 28 nm FD-SOI technology. The architecture
of the microprocessor is divided into two processing domains hosted by two separate power domains.
(i) The application domain is built around an Arm Cortex-A7 core. This processing domain can boot
Linux-based embedded operating systems, offering high flexibility for application development. The
main target of this processing domain are general purpose and computationally demanding workloads.
(ii) The real-time domain is built around an Arm Cortex-M4 core. This domain targets low-power
low-complexity sections of an application that presents strict requirements in terms of predictable tasks
execution time, e.g., timing-critical tasks such as sensor sampling and IO event handling.

The SoC features flexible hardware support for power management. Each of the two power
domains has a dedicated register set that can be used to store pre-defined parameters such as supply
voltage, clock frequency divider and body-biasing. The switching between pre-configured power
modes is governed by a dedicated System Mode Controller (SMC).

4. Power Manager

The goal of the power manager proposed in this paper is to minimize the power consumption
when the system is in an active state, all the buses are clocked, and cores have complete access to all
peripherals. In the rest of the paper, we will refer to this system configuration as RUN power state.
The power manager operates an opportunistic voltage and frequency scaling on the application power
domain to reduce the energy consumption when the average workload of the A7 core is lower than
100%. In this context, a statically selected power mode, tailored for a worst-case workload, is inefficient,
and the same task could be executed operating the core at a lower voltage and frequency.

To limit the intrusiveness of the approach, and to have a deterministic time response to workload
variations, we implemented the power manager on the real-time application domain. More specifically,
the power manager is part of the firmware application running on the M4 core, which serves as a
software Power Management Unit (PMU). Figure 1 illustrates the block diagram of the power manager
and the main sub-modules.

Figure 1. Power manager software architecture block diagram and Hardware/Software partitioning.
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To operate the DVFS, we statically selected the RUN power mode. In this power state, the system
uses the main PLL to generate a reference clock frequency in the range from 800 MHz to 300 MHz;
the forward body-bias can be applied to the transistors, the RAM is powered on, and the system can
tolerate DVFS. In this scenario, we introduced multiple Virtual Power Modes (VPM). Each VPM is a set
of values that the power manager uses to override configuration values for Voltage, clock Frequency
and Body-bias activation of the RUN power mode. The number of VPMs can be arbitrarily configured
by the user, their configuration values are stored in the M4 data memory.

The criterion on which the VPM of the system is switched is the idleness of the A7 core. This
information is obtained directly from the operating system CPU statistics. The power manager
compares the measured idleness with a user-specified target idleness, and determines how to adjust
the performance of the system to match the target idleness. Algorithm 1 describes the performance
adjustment procedure. The idleness observation time can vary in a range from 100 ms to 5 s depending
on the application requirements.

Algorithm 1 This pseudo-code procedure illustrates the steps that are performed by the power manager
at every iteration of the power mode regulation.

1: while !new power mode request do
2: wait for a new request
3: end while
4: if target idleness > curr. idleness then
5: increase supply voltage
6: while !Supply voltage change do
7: wait
8: end while
9: increase clock freq.

10: while !clock freq. change do
11: wait
12: end while
13: else
14: decrease clock freq.
15: while !clock freq. change do
16: wait
17: end while
18: decrease supply voltage
19: while !Supply voltage change do
20: wait
21: end while
22: end if
23: power mode transition complete

4.1. Real-Time Domain

The kernel of the power manager is part of the firmware running on the real-time domain,
and it is constituted by 4 main sub-modules that operate synchronously to perform (i) the idleness
acquisition from the application domain, (ii) the target versus current idleness comparison, (iii) the
power mode selection and the power mode configuration registers modification, (iv) the voltage and
the frequency scaling.

4.2. Application Domain

The power manager uses the idleness of the core in a given time interval preceding the power
mode regulation as a feedback signal. This information is made available by the operating system that
collects statistics on the use of the core. To retrieve this information and transfer it to the real-time
domain, we developed (i) a module to track the idleness and (ii) a Linux-driver module that acts as an
interface with the power manager.
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5. Experimental Setup

In this section, we describe the experimental setup for the measurements presented in Section 6.
In our experiments, we focused on the dynamic reduction of the energy consumption of the application
power domain only, since it represents more than 90% of the power consumption of the entire SoC.
Operating frequency and voltage of the real-time power domain have been statically selected as the
minimum values that allow accomplishing the power management task.

In our power management implementation, we introduced six virtual power modes available for
dynamic power mode selection. Table 1 reports the configuration values related to the core supply
voltage and clock frequency of every VPM. Supply voltages have been arbitrarily chosen according to a
quadratic curve, operating frequencies have been selected as the maximum ones achievable by the core
at the related supply voltages. To maximize performance, forward body-bias is active in all VPMs [15].
To verify that the system was able to operate at a given frequency, we executed several benchmarks on
the core, selected among those provided by the stress-ng benchmark suite [16].

Table 1. Configuration values of Virtual Power Modes (VPM).

Power Mode ID VPM0 VPM1 VPM2 VPM3 VPM4 VPM5

Voltage [mV] 1100 1000 900 860 835 800

Frequency [MHz] 800 640 490 420 370 300

The power mode regulation period has been chosen as 5 s. This value can be modified to
adjust responsiveness of the controller to the idleness variation, the minimum regulation period is
approximately of 100 ms; this value is bounded by the communication latency with the external voltage
regulator hosted on the i.MX 7ULP evaluation board and does not constitute an intrinsic limitation of
the i.MX 7ULP system.

To fully characterize the power manager and evaluate the benefits in terms of power saving we
performed the following measurements on the i.MX 7ULP evaluation board:

(i) we fixed the VPM, and we measured its power consumption. We performed the measurements
for each of the VPMs reported in Table 1, and, at each VPM, we swept the CPU usage in a range of
5% to 95%. The desired load of the core has been precisely changed by varying the number of tasks
launched in a fixed time period of 5 s. The use information of the core has been obtained by accessing
the core use and idleness statistic made available by the Linux kernel. In our experiment, we verified
that by executing a small number of tasks the core use was below 5%, and we linearly increased the
number of task launched on the core within the reference period until the core use reached 95%.

(ii) we evaluated the power consumption at different workload levels when the controller is
adjusting the power mode. We analyzed the response of the power manager when the target idleness
was in a range of 5% to 95%, and similarly to the previous case, the workload on the core was swept in
a range of 5% to 95%.

Section 6 shows the results of the two experiments; the power consumption has been measured at
the evaluation board 5 V power supply connector. The measurement conditions are the following:

• Operating temperature T = 25 °C
• Test benchmark for operating frequency validation and power estimation = stress-ng test suite
• Power measurement equipment = Keysight N6705B power analyzer (time resolution of 20 μs)

6. Results

In this section, we present the results in terms of power consumption reduction when the power
manager is active.

Figure 2a shows the power consumption of the i.MX 7ULP evaluation board when a VPM is fixed.
From the static analysis, we can conclude that the dynamic power mode adaptation allows saving up
to 28% of power when the system is in RUN mode, and in absence of core activity.
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Figure 2. Core power consumption.

The power consumption reported in the plot includes the power consumption of other components
soldered on the board, e.g., the external regulator. The only contribution excluded from this analysis is
the power consumption of the on-board external DRAM chip.

In the second experiment we measured the power consumption of the board when the power
manager is regulating the VPM. Figure 2b reports the power consumption when the workload on
the core increases linearly from from 5% (leftmost part of the plot) to 95% (rightmost part of the plot).
The goal of this experiment is show, at run-time, how the PMU can promptly adapt the VPM to the
workload scenario, without reducing the number of tasks completed in a reference time interval, and
eventually settling on a desired average idleness level. Figure 2b shows that regardless of the selected
target idleness, tasks can be released always with the same timing on the core. During the dynamic
VPM adaptation, the actual core use depends on the power mode selected by the controller, which tries
to restore the target idleness value. In this operating mode, the time to complete a tasks is not known
in advance, because the CPU operates at a variable frequency. Please note that the quality of service,
which in this context is represented by meeting the task deadlines is not degraded when the VPM
is dynamically changed (i.e., the core computational bandwidth is never saturated). The Figure 2b
reports that the average power consumption is always equal or lower than the case where a VPM is
statically selected. Always in Figure 2b, it can be observed that the target idleness specified by the
user affects the power manager behavior. Table 2 summarizes the peak power consumption reduction
for several user-specified values of target idleness.

Table 2. Peak power consumption reduction with respect to static VPM0 selection.

Target Idleness 90% 70% 50% 30% 10%

Peak power reduction 32% 33% 43% 44% 45%

From the results reported in Table 2, it is evident that when the target idleness is too high with
respect to the actual core workload, the power manager cannot explore the entire set of available
states. On the contrary, in all those cases where the power manager can operate the system at the
lowest power modes (Target idleness = 50%, 30%, 10%), it is possible to achieve more than 43% of
average power consumption reduction and a peak power consumption reduction of 45%. The power
consumption improvement reported in our measurements refers to the case where VPM0 was statically
selected, and the core executed the same workload.
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In our experiment, we assumed that the number of operation performed at each task execution is
constant. In Figure 2b, we observe that every 5 s, a new set of task is released on the core, originating a
spike in the power trace caused by the core wake-up. At each experiment run, which was performed
with a different target idleness, the core never saturated the computational bandwidth. Therefore,
the number of task executed by the core was constant for all the experiments, while the power
consumption significantly decreased, resulting in less energy consumed by the core.

7. Conclusions

In this paper, we presented the implementation of a power management unit capable of operating
an idleness aware dynamic power mode adaptation. We validated the proposed approach on a novel
low-cost low-power heterogeneous MCU for IoT edge fabricated in 28 nm SOI technology. The proposed
power manager allows achieving a theoretical power consumption reduction higher than the 28% in
absence of core activity. We confirmed the expectations during the operation of the system, reporting
more than 43% of average power consumption reduction when the target idleness is selected according
to the real idleness of the application, and a peak power consumption reduction of 45%.
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SMC System Mode Controller
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Abstract: Abnormal foot postures can be measured during the march by plantar pressures in both
dynamic and static conditions. These detections may prevent possible injuries to the lower limbs like
fractures, ankle sprain or plantar fasciitis. This information can be obtained by an embedded instrumented
insole with pressure sensors and a low-power microcontroller. However, these sensors are placed in
sparse locations inside the insole, so it is not easy to correlate manually its values with the gait type; that is
why a machine learning system is needed. In this work, we analyse the feasibility of integrating a machine
learning classifier inside a low-power embedded system in order to obtain information from the user’s
gait in real-time and prevent future injuries. Moreover, we analyse the execution times, the power
consumption and the model effectiveness. The machine learning classifier is trained using an acquired
dataset of 3000+ steps from 6 different users. Results prove that this system provides an accuracy over
99% and the power consumption tests obtains a battery autonomy over 25 days.

Keywords: machine learning; neural networks; gait analysis; embedded system

1. Introduction

Foot and ankle pain are very common in the population. Studies indicates that around 24% of people
aged over 45 years report frequent foot pain [1]. Moreover, other studies indicate that more than 70% of
the population over 65 years old present chronic foot pain [2].

It has also been demonstrated that abnormal foot postures and gait are associated with foot pain [3]
as well as with lower limb injuries and pathologies [4]. Additionally, problems and disabilities associated
with abnormal gait and foot posture include fractures, ankle sprain, pimple pain or plantar fasciitis,
among others [5].

These previously named abnormalities due to bad foot postures have recently been related in several
experiments to the pressure received at the base of the foot [4,6]. Therefore, a professional specialized in
foot problems can perform a walking study of the patient’s footprint in order to detect these problems,
prevent the injuries occasioned by prescribing insoles and/or indicate physical exercises to correct them.

For that reason, it is very important to characterize the static foot posture and the foot function with
a gait analysis. In that concern, there are available various methods in the literature [7].

The classic gait study consists of walking in a straight line through a sensorized surface that emulates
a several meter long path—the surface measures and records the pressure obtained for each step during the
gait for posterior analysis. The main problem using this mechanism is the psychological component—the
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patient knows that he/she is being observed and walks, without any intention, in a different way (better
or worse, it depends on the patient’s mood). So, because of that, in many cases the recorded information
does not correspond to the usual patient’s way of walking [8].

To avoid the problems found in the classical methods (the psychological component mainly),
many recent studies try to embed the sensorized surface in the patient’s shoes [9–16].

These developments are mainly focused on designing an instrumented insole that includes pressure
sensors, and demonstrate that these devices may have multiple applications in several fields such as
in orthopaedic, orthoprosthetic, footwear designing, prostheses, pathology, or even in sports medicine,
for the study of the most appropriate footwear in each athletic modality.

As detailed before, the use of instrumented insoles improves the data-recollection process during the
gait while the patient is doing his daily-living activities (with freedom of movement and without space
limitation). Nevertheless, to achieve good results collecting useful data, these insoles should have a good
battery life; otherwise, data will be lost, and the gait analysis study will not be complete.

Additionally, the works developed until now use the footwear insole only to collect data and
send it to a processing system like a smartphone or a computer. Due to that, the data is transmitted
using a wireless connection in a continuous way and, therefore, the battery life is reduced significantly.
Theoretically, if the information is processed locally inside the embedded system, the battery life increases
because of the absence of data transmissions—works like that in References [17–20] demonstrate the
battery-life improvement.

Recently, we developed an instrumented insole able to receive the pressure information obtained
during the gait and send it to a computer via Bluetooth. Running in the computer, a local neural-network
system classified the gait type as pronator, supinator or neutral and store that information [21]. Although
there is no consensus on the terminology, we will use the common terms “pronation” to indicate when the
foot undergoes greater lowering of the medial longitudinal arch and more medial distribution of plantar
loading during gait and “supination” when the foot undergoes greater elevation of the medial longitudinal
arch and more lateral distribution of plantar loading during gait [3] (see Figure 1).

Figure 1. Gait type.

The main goal of that work was to study the feasibility of the proposed gait-type classification,
without taking into account any battery-life restrictions. Although we demonstrated that our classification
accuracy was better than that obtained in other projects, our work shared the problems related to short
battery life.

So, the aim of this work is to the reduce the power-consumption requirements of the instrumented
insole by implementing the neural-network classifier into the microcontroller attached to the instrumented
insole. To do that, several neural-networks architectures have been trained and tested with Tensorflow
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and Keras, using a database of 3000+ steps. We evaluate the effectiveness of the classifier in terms
of the accuracy, among other metrics. After that, this architecture is compiled and integrated in the
embedded system using STM32Cube.AI (artificial intelligence plugin used in STM32CubeIDE software
for STMicroelectronics microcontrollers) in order to check the correct behaviour when running on
the microcontroller, as well as to assess the power-consumption reduction when classifying with the
low-power microcontroller.

The rest of the paper is divided in the following way—first, the acquisition and evaluation processes
are described in the Materials and Methods section, presenting the used embedded system , the collected
database, and evaluated the neural-networks architectures. Next, the results obtained after the training
process with the different neural-networks architectures in Keras, the classification from the neural network
deployed into the embedded system and the power-consumption study are detailed and explained in the
Results and Discussion section. Finally, conclusions are presented.

2. Materials and Methods

As detailed in the previous section, the system used in this work requires an instrumented insole
composed of a set of force sensitive resistors (FSRs) and a microcontroller for the acquisition step and for
the final implementation.

Moreover, the main feature that makes the system to reduce drastically the power-consumption
requirements consists in the implementation of the machine learning classifier in the microcontroller,
avoiding the continuous data transmissions.

All these components and tools will be detailed in depth in this section, as well as the process followed
from data acquisition to the final implementation.

2.1. Data Acquisition

The data registered for the gait analysis consists of a set of pressure measures obtained through
a footwear insole connected to an embedded device. After an in depth study of the walking process and
the more adequate distribution of the sensors tested on previous works [21,22], seven FSRs are disposed in
different parts of the foot. For each footstep, sensors samples at 50 hertz frequency since the first contact
of the foot with the ground until the moment the foot is lifted. Thus, the information stored refers to the
medium pressure received by each sensor during each step. These values are normalized after each step
ends using the sensor’s value with the highest pressure received as 100% pressure and modifying the
other sensors’ values to a percentage value relative to that sensor.

Next, both the footwear insole and the dataset obtained after the acquisition phase are detailed.

2.1.1. Footwear Insole

The hardware system used for the acquisition is based on a low-power consumption microcontroller,
seven force sensitive resistors (FSRs) and a low-energy Bluetooth module. The selected microcontroller was
a STMicroelectronics MCU used for the acquisition and testing phases (model STM32L476RG, operating at
a frequency up to 80 MHz, with 1 Mbyte of flash memory and 128 Kbytes of SRAM), with features that
allow real-time capabilities, digital signal processing and low-power operation. The FSRs were connected
to the analog inputs of the microcontroller using a voltage divider with a 10 KΩ resistor. These sensors
provide information about the maximum pressure point and the load forces. Finally, a HM-10 BLE
(Bluetooth Low-Energy) module was connected to the microcontroller as a wireless communication port
to send the information to the computer (see Figure 2).
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Figure 2. (Left) force sensitive resistors (FSRs) location and microcontroller with wireless module.

The location of the sensors in the footwear insole was established based on the anatomy of the foot,
the types of footprints to classify (shown in the previous section) and the tests performed in previous
works [22]. Results showed that the metatarsus area gives more information about the footprint types than
the other areas, so six sensors were placed in this foot region while one last sensor was placed in the heel
to determine the moments of contact with the ground and foot lifted (see Figure 2).

In order to recover the pressure measures for each footstep and obtain an appropriate dataset,
the microcontroller implements a FreeRTOS https://www.freertos.org/ based firmware to manage the
sensors reading and the communication without information loss. FreeRTOS allows us to manage the
implemented functions using OS functionalities, such as semaphores, queues and tasks. The sent data
was adequately collected by a computer application. In order to understand the data acquisition process,
a graphic diagram is shown in Figure 3-up. In this diagram, the other two phases of this work are also
shown. They will be explained later in this paper.
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Figure 3. Full system implemented in this work: (up) data acquisition phase, (middle) training phase and
(bottom) testing phase.

Once the information is stored, it is important to give further details on the collected database .

2.1.2. Dataset

To obtain a useful database for this work, we need users with different footprint characteristics. To be
sure their footprint type has been correctly identified, only previously diagnosed patients have been used.
Thus, finally, we recruited six volunteers to acquire the dataset, two users for each type of footprint; that is,
two pronators, two supinators and two users with neutral gait. Although these volunteers had been
diagnosed previously, we also used a classical pressure platform to verify their footprint type.

Even though the acquisition system (see Figure 3-up) allows the user to configure the sensors
acquisition frequency, but the dataset was elaborated with samples taken at 50 Hz (in the next sections we
will show that results justify that there is no need for using a higher frequency). With this configuration,
the total number of stored footprint samples was approximately 3100, 1020 ± 90 samples per each type.
The results of the data acquisition phase are further detailed in the Results and Discussion section.
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2.2. Artificial Neural Network Classifier

Artificial Neural Networks (ANNs) have been used in several works recently to find the relationship
between some input data and the desired response at the system output (called the system’s inference
or classification). This machine learning mechanism is very useful in applications where there are large
amounts of input data and the relationship between that data and the expected output cannot be easily
appreciated [23]. Thus, after an initial ’training’ phase, the ANN is configured with a set of weights at
both outputs and inputs of the different neuron layers with which the desired outputs can be obtained.
ANNs have been demonstrated to obtain very good results in previous works, especially when used as
a supervised machine learning method [24–26].

Their structure, based solely on arithmetic operations (except perhaps in inference phases in
classification problems), allows them to be combined with other architectures, making them a fundamental
component in several Deep Learning algorithms. It is also possible to create very efficient implementations,
which can be optimized for low performance devices, such as low-power microcontrollers [27]. This fact
allows acceptable execution times with very low power consumption. In this section we describe the
ANN architectures analysed in terms of effectiveness, as well as their performance when embedded in
a low-power device.

2.2.1. Architecture Design

An ANN architecture with three layers is used in this gait classification study (see Figure 4). The first
layer, that is, the input, contains seven nodes that receive information from the different FSRs, for each
footstep. The last layer, the output, consisting of three nodes that return the degree of confidence of
a sample to belong to one of the three footprint classes (supinator, pronator or neutral). A final output
function called softmax is used. It implements a multi-class sigmoid and is typically used to normalize the
results of the network output layer, limiting each output to the 0 to 1 range. The sum of the values of all the
output nodes for this function is always 1. This allows us to interpret the output directly as a probability
or confidence. Thus, the predicted class would be that with a greater confidence. The intermediate layer,
called the hidden layer, is connected to the input and the output layers. Each node of this layer receives
the information of all the seven input nodes, processes it and transmits its result to the three nodes in
the output layer. Thus it is called a Fully Connected or Dense layer. In this study, architectures with
different numbers of nodes in the hidden layer were considered, in order to reduce the complexity of
the architecture while maintaining a good classification effectiveness. Therefore we have to look for
a high-accuracy network with low complexity to implement it inside a microcontroller as this implies less
memory usage and a smaller power consumption.

In this study, TensorFlow https://www.tensorflow.org together with Keras https://keras.io/ have
been used to implement, train and test the architectures with the previously detailed dataset (see
Figure 3-middle for a global description of the training phase). Tensorflow is a library created by Google for
distributed numerical computation, that allows to design, train, evaluate and run models based on neural
networks. Keras is a high-level API that simplifies model implementation with Tensorflow, by efficiently
managing the connection between model layers and simplifying the Tensorflow code. The resulting
models are compatible with STM32Cube utilities, allowing the creation of a C-compiled version that can
be embedded in STM32 microcontrollers.
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Figure 4. Artificial Neural Network (ANN) architecture used in the study for classification.

2.2.2. Embedded Model Analysis

After the acquisition and training phases (see Figure 3-up and Figure 3-middle, respectively), the ANN
is integrated into the embedded system in order to evaluate whether it provides the same effectiveness
results as the original implementation on a general-purpose computer, as well as the improvements in
energy consumption. For that purpose, STM32CubeIDE development environment https://www.st.com/
en/development-tools/stm32cubeide.html was used. It provides tools for power consumption analysis
when using different components and modules. Additionally, their STM32Cube.AI expansion plug-in
https://www.st.com/en/embedded-software/x-cube-ai.html allows to generate C-compiled versions of
pre-trained Neural Networks models, optimized for STM32 microcontrollers.

To verify that the model effectiveness is maintained after conversion to a C-compiled version and
integration into the microcontroller, we compared the output confidence results for each class with those
obtained with the original Keras model. We used the same MCU that the one used for the acquisition
phase for the integration and performance analysis of the trained models.

For the power efficiency analysis, two different scenarios were considered (see Figure 5). In the
first one, the embedded system collects data from the sensors at 50Hz and sends it via Bluetooth (every
20 ms); the information is received by the host, which processes and classifies it using an external ANN
classifier (this scenario is similar than the one used for the acquisition phase, but now the ANN classifier is
implemented in the host). In this case, the system spends almost 4ms for each data transmission (sending
56 bytes at 115,200 bauds), which is 20% of the total time; and, moreover, the transmission process takes
more than 43 mA of power consumption (much more than the average power consumption of the system).

In the second scenario, the classification process is done inside the embedded system with the internal
ANN implementation. The information read from the sensors is processed and stored internally and,
only once per step, the ANN classifies the footstep type and, after that, the classification result is transmitted
to the host using Bluetooth. Two main improvements are obtained in this second scenario—first,
the transmitted data size is significantly reduced (from 56 bytes to 3 bytes) and, thus, the transmission
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time is much lower that in the first scenario (0.2 ms); and, second, the transmission is only done after
each classification (only one per step), so the number of transmissions is much less than that in the first
scenario. However, the number of transmissions depends on the gait cadence of the user, so it must be
studied in depth.

Figure 5. Two scenarios proposed for power consumption analysis.

To easily understand both scenarios, the implemented firmwares are described. The first one (see
Figure 6-left) was used to acquire the data for the database and it was also used as “scenario 1” for the
final power-consumption comparison. The second one (see Figure 6-right) is used for the embedded ANN
implementation and hence it corresponds to “scenario 2” in the testing phase.

Figure 6. Implemented Firmwares for the acquisition (left) and testing phase (right).

The firmware implemented in the MCU for the acquisition phase is a FreeRTOS based implementation
that allows a bi-directional serial communication with the bluetooth module (process 1 for reception
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and process 3 for transmission) and a periodic sensor readings with data transformation (process 2),
using a binary semaphore and a queue to communicate between these process. So, in the acquisition phase,
there is no recording inside the MCU memory; but, after each reading, the data is packed and sent to an
external computer where the information is stored in a database.

And, for the testing phase, the implemented firmware is also FreeRTOS based and uses periodic
readings, value normalization and performs an ANN classification after each steps ends. The result of this
classification is transmitted (once per step) to the external computer.

3. Results and Discussion

In this section, the results obtained at the end of each phase are detailed. For the acquisition phase (see
Figure 3-up), the collected dataset is presented. For the training step (see Figure 3-middle), the classification
results are detailed and, finally, the embedded model accuracy and the power consumption study are
presented as results of the testing phase (see Figure 3-bottom).

3.1. Dataset

The dataset used in this study was split for training and assessment purposes. We used the Hold-out
technique, by randomly selecting a sample subset for the training of the models, and using the remaining
subset to validate the model performance. A subset with the 85% of dataset samples was used for training,
while the remaining 15% subset was used for evaluation. The distribution was made to ensure that there
was a balanced percentage of each type of footprint in both subsets. Table 1 shows the distribution.

Table 1. Dataset distribution for each subset.

Subset Neutral Pronator Supinator Total

Total 1067 1129 928 3124
Training 917 955 784 2656
Test 150 174 144 468

3.2. ANN Model Assessment

This section presents the trained ANN architectures, their implementation and training specifications
and the effectiveness evaluation results.

3.2.1. ANN Architectures and Parameters

We analyse the architecture introduced in Section 2.2.1 with different numbers of nodes in its hidden
layer. In previous studies, 5 hidden nodes were used in the hidden layer, based on [28]. For the current
analysis, we assess the effectiveness by reducing the number of nodes looking for an improvement of
classification times and power consumption reduction. Sigmoid function was used as activation function
for the nodes in the hidden layer, while Rectified Linear Unit (ReLU) function was used for the output layer
nodes. The model training was performed with a learning rate of 0.001, a batch size of 8 and 75 epochs.
The used optimizer was a Root Mean Square Prop (RMSProp).

3.2.2. Effectiveness Results

We compared the effectiveness using different metrics—accuracy, sensitivity (also named macro
recall), specificity, macro precision and macro F1-score [29]. This last metric measures the relation is the
harmonic mean of macro precision and macro recall.
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Speci f icity = ∑
c

TNc

TNc + FPc
, c ∈ classes (1)

Precisionm = ∑
c

TPc

TPc + FPc
, c ∈ classes (2)

Recallm(sensitivity) = ∑
c

TPc

TPc + FNc
, c ∈ classes (3)

F1 − scorem = 2 ∗ precisionm ∗ recallm
precisionm + recallm

, (4)

where m index refers to macro metric and classes = {Pronator, Neutral, Supinator}. The term TPc refers
to the number of samples with class c that were classified correctly as c by the trained model. TNc denotes
the number of samples with a different class of c that were not classified as c. The term FPc determines the
set of samples with different class of c that were classified as c by the model and, finally, FNc refers to the
set of samples with class c that were wrongly classified as other different class.

The results obtained with each architecture are shown in Table 2. As can be seen, the reduction in the
number of nodes not only maintains effectiveness, but also improves when compared to larger models.
The greatest effectiveness is achieved with three nodes in the hidden layer. This may be due to the fact that
this hidden layer reduction diminishes the so-called over-fitting phenomenon [30], preventing the model
from adjusting too closely to the particular characteristics of the used training subset. The architecture,
however, can assimilate enough footprint characteristics even with only two hidden nodes with slightly
worse effectiveness.

Table 2. Metrics results with different numbers of nodes in the hidden layer. The model trained with only
one node in its hidden layer is not able of distinguish one footprint class, so specificity and sensitivity
cannot be obtained for this case.

Nodes in Hidden Layer Accuracy Precision F1-Score Specificity Sensitivity

Five nodes 0.987 0.987 0.994 0.987 0.987
Four nodes 0.994 0.994 0.997 0.994 0.994
Three nodes 0.996 0.996 0.998 0.996 0.996
Two nodes 0.991 0.992 0.996 0.992 0.992
One node 0.678 0.653 0.842 - -

3.3. Embedded System Results

In this section, the results obtained from the embedded models running in a low power STM32L476RG
board are presented. Three aspects were analysed in relation to the embedded device performance. First,
we assessed the accuracy of the C-compiled model obtained with CUBE-AI package extension. Second,
we estimated the inference time, that is, the execution times obtained when the embedded model classifies
a sample. Finally, we calculated the consumption of the device for the two scenarios established in the
Methods section, that is, when the device has the integrated ANN model and when it only sends the data
to an external computer with higher computing performance and less power usage limitations.

3.3.1. Embedded Model Accuracy

We analysed the similarity of the outputs from the Keras model and those from its C-compiled version.
For this purpose, we assessed the differences on the inference outputs of the models. This was obtained by
calculating the relative L2 error:
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e =
‖Fgenerated − Foriginal‖

‖Fgenerated‖ , (5)

where Fgenerated is the flattened array of the generated model last output layer and Foriginal the flattened
array of the original model. In other words, we compare the reliability results returned by the last layer of
the two model implementations, prior to classification.

Results for each model are presented in Table 3. We showed the results when each C-compiled model
was compressed to occupy less flash memory in the microcontroller. Compression is carried out using
a weight sharing-based algorithm. A clustering technique (K-means) is used to calculate values centroids
for the layer weights and bias. The compression with factor x4 uses 256 centroids codified on 8 bits,
while the compression with factor x8 uses 16 centroids codified on 4bits. In most of the models the L2 error
was very low, under 6.8 × 10−7, which implies the C-compiled models maintain a very close classification
behaviour. It should be noted that, for the models with the highest number of nodes in the hidden layer,
their more compressed version provides reliability values relatively further from the corresponding model
in Keras. Increasing the complexity of the hidden, fully connected layer may have caused this effect.
The results obtained may also have been influenced as a consequence of the ov-erfitting effect mentioned
above, which could imply an improvement in effectiveness, due to the fact that specific features to classify
particular cases of the training set could be forgotten. This may have occurred with the four hidden node
compressed model, which has improved its accuracy over the original Keras model. However, the best
results continue to be found with the model with three nodes in the hidden layer, obtaining an L2 lower
than 1.0 × 10−8.

Table 3. L2 error for each model (trained model vs. generated c-model) with different compression factors.

Nodes in Hidden Layer Not-Compressed x4 Compression x8 Compression

Five nodes 6.816 × 10−8 6.816 × 10−8 9.629 × 10−2

Four nodes 2.586 × 10−7 2.586 × 10−7 2.012 × 10−1

Three nodes 9.099 × 10−8 9.099 × 10−8 9.099 × 10−8

Two nodes 4.346 × 10−7 4.346 × 10−7 4.346 × 10−7

One node 7.191 × 10−7 7.191 × 10−7 7.191 × 10−7

3.3.2. Execution Times

We estimated the time spent on classifying a sample, that is, the execution time for one ANN
classification. This value is important to determine the power consumption for the process 3 in the
scenario 2 (see Figure 6-right). We also analysed the results for each compressed model version. The results,
which can be seen in Table 4, show that there is a slight variation in power consumption as the number of
nodes decreases. The compressed version of each model does not seem to disturb the execution times,
except again in the case of the models with the highest number of nodes in the hidden layer, which take
longer to perform a classification. Considering the previous results, the architecture with the greatest
effectiveness for this problem and with a good classification time is the one with three nodes in its hidden
layer, which in turn can be compressed by a factor ×8 without altering performance.

Regarding the power consumption analysis the ANN with three nodes in the hidden layer and a ×8
compression is used.

3.3.3. Power Consumption Analysis

As detailed in previous sections, the main differences of both analysed scenarios are the
communications frequency and the amount of data transmitted (see Figure 5).
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Table 4. Estimated execution times per classification (milliseconds), of each model integrated and running
in STM32L476RG board.

Nodes in Hidden Layer Not-Compressed ×4 Compression ×8 Compression

Five nodes 0.071 0.071 0.075
Four nodes 0.067 0.067 0.070
Three nodes 0.061 0.061 0.061
Two nodes 0.056 0.056 0.056
One node 0.052 0.052 0.052

In the first scenario (see Figure 5-left), every 20 ms (50 Hz reading frequency) the embedded system
takes: 0.07 ms reading the sensors’ values (that consumes 6.1 mA), 3.9 ms transmitting via Bluetooth (that
consumes 43.16 mA) and the rest of the time (16.03 ms) in sleep mode (that consumes only 18 μA). So,
using an average button battery of 125 mAh capacity, the system has a battery life of 14 h.

In the second scenario, the calculation is not that easy because the system only transmits information
once per step. So, two possibilities are evaluated: first, sensors are read but the step is not finished; and,
second, sensors are read and the step is finished. In the first possibility (step is not end yet): sensors
are read and values are accumulated (in this case, the embedded system does not classify and does not
transmit). In the second possibility: sensors are read, values are accumulated, the final amount of data for
the full step is normalized and classified using the ANN; and, finally, the classification result is transmitted.

Both possibilities are very different in the power-consumption analysis—the second one spends much
more power that the first one because of the ANN classification and the transmission.

Moreover, if we compare the power-consumption between the first scenario (always transmitting)
and the second possibility of the second scenario (transmission only once per step), there is a big difference
too—in the second scenario, only one data transmission per step is done and the time spent in the
transmission is less than in the first scenario because the amount of data transmitted is much lower (3 bytes
versus 56 bytes), taking only 0.2 ms in the transmission process.

So, evaluating the second scenario, 0.07 ms are spent for sensors’ reading (6.1 mA), 0.061 ms are spent
for the ANN classification (255.1 μA), 0.2 ms are spent for the transmission (43.16 mA) and the rest of the
time (19.66 ms) the system is in sleep mode (18 μA). However, if the step is not ended, the system does not
transmit and there is no classification process (only periodic sensors’ reading); so, during the time spent in
these two phases, the system is in sleep mode too.

The first scenario is relatively easy to evaluate in the power-consumption study, but the second
scenario is much more difficult because it depends on the user’s gait cadence. So, in order to obtain
a more accurate power consumption study for it, the gait cadence of the user must be evaluated.
Using the information obtained after the study done in [31], we can observe than a gait cadence less
than 100 steps/min corresponds to a low intensity (walking), a cadence between 100 and 130 steps/min
corresponds to medium intensity (jogging) and a cadence higher than 130 steps/min corresponds to high
intensity (running).

Thus, in our case, we have analysed the power consumption with a sensors’ reading frequency fixed
at 50 Hz and cadence values between 30 steps/min and 160 steps/min, obtaining the results presented in
Table 5. The first column indicates the gait cadence in number of steps per minute and varies from 30 to
160; in the second one, the time spent for each step (in seconds) for each gait cadence is detailed; the third
one calculates the total number of samples collected for each step using the data from the previous columns
and using only one foot (as one instrumented insole collects information from one foot).

Instead of evaluating the power consumption of both possibilities in the second scenario (step ends or
not), for this power-consumption estimation we assume that all the sensors’ readings imply a classification
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step and a data transmission and, depending on the number of samples for each step, the consumption of
those processes are multiplied by a factor (between 0 and 1) that indicates the proportion of transmissions
depending on the gait cadence. For example, if we always transmit, this factor will be 1; or, if we have
10 samples per step, we transmit only 10% times, so this factor is 0.1. So, the fourth column of Table 5
represents the result of the power consumption of the classification and transmission processes (43.16 mA
approx.) multiplied by this factor. Finally, the fifth and sixth columns indicate the average consumption of
the full system (in μA) and the final battery life (in hours), respectively.

Table 5. Number of steps, transmissions and power consumption varying the gait cadence of the user.

Cadence Sec. Spent # Samples for Tx Power Consumption System Average Battery Life
(Steps/min) for Each Step Each Step (1 foot) for Each Reading (μA) Consumption (μA) (h)

30 2.00 50.00 0.86 75.11 1639
40 1.50 37.50 1.15 85.26 1488
50 1.20 30.00 1.44 95.41 1297
60 1.00 25.00 1.73 105.57 1171
70 0.86 21.43 2.01 115.37 1071
80 0.75 18.75 2.30 125.53 984
90 0.67 16.67 2.59 135.68 909
100 0.60 15.00 2.88 145.84 845
110 0.55 13.64 3.17 155.64 792
120 0.50 12.50 3.45 165.80 743
130 0.46 11.54 3.74 175.95 709
140 0.43 10.71 4.03 186.11 670
150 0.40 10.00 4.32 196.26 636
160 0.38 9.38 4.60 206.06 605

Hence, as can be seen in Table 5, in the worst case (highest gait cadence evaluated) the battery life
exceeds 25 days. So, it improves the battery life of the first scenario by more than 43 times (an improvement
of 4321%). This comparison can be observed in Figure 7.

Figure 7. Battery life (in hours) with the power consumption estimation for each scenario.
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The results presented in Figure 7 show that the higher the gait cadence, the lower the battery life is.
Despite this, the life of the used battery (125 mAh) even for cases in which the user is running high enough
to allow a biomechanical gait study without recharges.

4. Conclusions

In this work, a performance analysis of a low-power footwear insole for the detection of abnormal
foot postures is presented. The device implements an embedded Machine Learning model based on
ANN for real-time footprint type inference. The inputs of the model consist of average FSR measures
obtained during a footstep, and the outputs correspond to the three gait types described in the Introduction
section—pronator, supinator and neutral.

First, a model study was performed. The effectiveness of the ANN architecture, consisting of three
neural layers, was assessed using a different number of nodes in the hidden layer. The architecture
with three nodes obtained the best results, with effectiveness metrics above 99.6%. The architectures
with a greater number of nodes showed slightly less classification ability, possibly due to overfitting the
training dataset.

Finally, as the main point of the study, a complete analysis of the classifier performance has been
performed when it is integrated into a low-power embedded device. The L2 error obtained when
comparing the Keras and the C-compiled model outputs showed that the conversion does not have
a significant impact on the effectiveness of the model, even when the model is compressed, thus saving
memory space on the microcontroller. This can be an important aspect if we intend to include other models
with different functionalities in the device in future works. Regarding the inference execution times,
the best model is able to classify a footstep sample in 0.61 ms, even when it is compressed. This is much
less than the time needed to read a sample of the insole sensors, thereby achieving real-time execution.
Based on this, and considering that the classifier execution and result transmission only take place when
a full step is performed, the battery life estimation is over 25 days (considering the higher gait cadence).
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