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1. Introduction

With the rapid development in the exploration of marine resources, coastal geohazard and
offshore geotechnics have attracted a great deal of attention from coastal geotechnical engineers and
has achieved significant progress in recent years. With the complicated marine environment, numerous
natural marine geohazard have been reported in the world, e.g., South China Sea. In addition, damage
of offshore infrastructures (monopile, bridge piers, etc.) and supporting installations (pipelines, power
transmission cables, etc.) have occurred in the last decades. A better understanding of the fundamental
mechanism and soil behavior of the seabed in the marine environments will help engineers in the
design or planning of the coastal geotechnical engineering projects. The purpose of this Special Issue
is to present with the recent advances in the field of coastal geohazard and offshore geotechnics.
This Special Issue will provide researchers updated development in the field and possible further
developments.

In this Special Issue, eighteen papers were published, covering three main themes: (1) mechanism
of fluid-seabed interactions and its associate seabed instability under dynamic loading [1-5];
(2) evaluation of stability of marine infrastructures, including pipelines [6-8], piled foundation and
bridge piers [9-12], submarine tunnel [13], and other supported foundations [14]; and (3) coastal
geohazard, including submarine landslide and slope stability [15,16] and other geohazard issue [17,18].
More details of each contribution are summarized in the following subsections.

2. Mechanism and Processes of Seabed Response under Dynamic Loading

The phenomenon of fluid—seabed interactions has attracted attentions among coastal and
geotechnical engineers involved in the offshore geotechnical projects. A better understanding of
the phenomenon and its associate processes will help practitioners and engineers in the design stage.
The pore-water pressures and associated seabed liquefaction are key factors for the design of the
foundation of offshore structures. The first theme of this Special Issue consists of five papers for the
mechanism and processes of fluid-seabed interactions.

Liao et al. [1] proposed a coupling model for wave (current)-induced pore pressures and soil
liquefaction in offshore deposits, based on the COMSOL Multiphysics. Unlike previous studies, both
wave model and elastoplastic seabed model were established within COMSOL and coupled together,
rather than through the data transformation at the fluid-seabed interface as the previous models.
The numerical examples demonstrated the difference of the liquefaction depth between decoupling
and coupling models. An alternative approach was proposed by Tong et al. [4] who integrated the
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commercial software FLOW-3D and COMSOL Multiphysics for a similar problem, but with strong
non-linear wave impact and uniform currents. More detailed discussions about the impact of current
on the seabed response were provided.

Silty sand is a kind of typical marine sediment widely distributed in the offshore areas of East
China. Guo et al. [3] investigated the wave-induced soil erosion in a silty sand seabed through
a three-phase soil model (soil skeleton, pore fluid, and fluidized soil particles) within COMSOL
Multiphysics. Based on their parametric study, it was found that the wave-induced erosion mainly
occurred at the shallow depth of the seabed. Their study also found that the critical concentration of
the fluidized soil particles has an obvious effect on the evolution of wave-induced erosion, including
erosion rate and erosion degree. However, the erosion depth of seabed is not affected by the critical
concentration of the fluidized soil particles.

Li et al. [5] integrated the hydrodynamic model (developed by OpenFOAM) and seabed
model (developed by FEM) to investigate the effects of principal stress rotation (PSR) on the
wave(current)-induced seabed liquefaction. The hydrodynamic model describes the process of the
wave—current interactions. Meanwhile, the seabed model was based on the modified elastoplastic
model with principal stresses. Based on their parametric study, it was found that PSR has significant
impact on the development of liquefaction potential of a seabed foundation.

Earthquake-induced soil deformation is an important factor in the design of marine structures in
the earthquake active regions. Numerous empirical or semi-empirical approaches have considered the
influence of the geology, tectonic source, causative fault type, and frequency content of earthquake
motion on lateral displacement caused by liquefaction. Pirhadi et al. [2] added an earthquake parameter
of the standardized cumulative absolute velocity to the original dataset for analysis. They proposed a
new response surface method (RSM) approach, which is applied on the basis of the artificial neural
network (ANN) model to develop two new equations for the evaluation of the lateral displacement
due to liquefaction.

3. Foundations of Marine Infrastructures

The stability of marine infrastructures is an important parameter in the design of offshore
engineering projects. In this Special Issue, numerous marine infrastructures including pipelines,
piled foundations, and submarine tunnels were investigated.

Offshore pipelines have been commonly used for the transportation of oil and gas. Therefore, safety of
the pipeline route is one of the key factors in oil and gas projects. Unlike previous studies with FEM
modeling, Wang et al. [6] proposed a meshfree model for the seabed, together with an OpenFOAM
model for flow domain to examine the wave-induced transient soil response around an offshore
pipeline. Both fully buried and partially buried pipelines in a trench layer were considered. Numerical
examples demonstrated the capacity of their new meshfree model in the prediction of the wave-induced
soil response. Foo et al. [7] adopted the FLOW-3D model together with poro-elastoplastic seabed
model (within COMSOL) to examine the soil response around a fully buried pipeline under combined
wave and current loading. They considered the residual soil response. In addition to wave and current
loading, Zhang et al. [8] further considered earthquake loading for the wave—seabed—pipe interaction
problem. In this study, they considered both oil pipe and gas pipe in the model and concluded that the
difference between the two cases was minor.

Monopiles have been adopted as the supporting structures for various marine structures such as
platforms, offshore wind turbine foundations, cross-sea bridge piers, etc. Liu et al. [9] conducted a
series of laboratory tests for the dynamic response of offshore open-ended pile under lateral cyclic
loading. They also used a discrete element model for numerical simulation and compared their results
with the experimental data. Based on the numerical examples, they found that both the soil plug and
outer friction contributed significantly to the pile lateral resistance; the “developing height” of the soil
plug under lateral loading is in the range of two times the pile diameter above the pile end.
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Heetal. [11] employed ABAQUS to establish the interaction between rock-socketed monopile and
layered soil-rock seabed. Based on a combined finite—infinite element model, the dynamic impedances
and dynamic responses of large diameter rock-socketed monopiles under harmonic load are analyzed.
When rock-socketed depth increases, the dynamic stiffness of pile increases, while the sensitivity to
dimensionless frequency decreases. This indicates that the ability of pile to resist deformation increases
under dynamic load, which is consistent with the results obtained from monopile deformation analysis.

In addition to geotechnical issues, the scouring of soil around large-diameter monopile will alter
the stress history, and therefore the stiffness and strength of the soil at shallow depth, with important
consequence to the lateral behavior of piles. The role of stress history was investigated for a larger
diameter monopile [10]. Their study concluded that scour significantly increases the over-consolidation
ratio and reduces the undrained shear strength of the remaining soil, which contributes to the
significant difference in pile behavior between considering and ignoring the stress history effect.

Xiong et al. [12] developed a scour identification method, based on the ambient vibration
measurements of superstructures. The Hangzhou Bay Bridge was selected to illustrate the application
of the proposed model. Their study found that the high-order vibration modes are insensitive to
the scour.

In addition to pipeline and pile foundation, based on COMSOL Multiphysics, Chen et al. [13]
developed a two-dimensional coupling model of a wave-seabed—immersed tunnel for the dynamic
responses of a trench under wave action in the immersing process of tunnel elements. Both liquefaction
and shear failure are examined in this paper.

The buoyancy of the bottom-supported foundation is a critical issue in platform design because
it counteracts parts of the vertical loads. In [14], a model box is designed and installed with
earth pressure transducers and pore pressure transducers to simulate the sitting process of the
bottom-supported foundation.

4. Coastal Geohazard

In this Special Issue, there are four papers related to other marine geohazard issues. Among these,
Zhu et al. [15] reported the evidence of submarine landslide in South China Sea, and analyzed
the causes of these events, based on their long-term field observations. Three concurrent events
(the shoreward shift of the shelf break in the Baiyun Sag, the slump deposition, and the abrupt
decrease in the accumulation rate on the lower continental slope) indicate that the giant Baiyun-Liwan
submarine slide in the PRMB, South China Sea, occurred at 23-24 Ma, in the Oligocene-Miocene
boundary. This landslide extends for over 250 km, with the total affected area of the slide up to
35,000-40,000 km?. Their research suggests that coeval events (the strike-slip movement along the Red
River Fault and the ridge jump of the South China Sea) in the Oligocene-Miocene boundary triggered
the Baiyun-Liwan submarine slide. Zhu et al. [16] developed a simple approach to investigate the
stability of an unsaturated and multilayered coastal-embankment slope during the rainfall, in which
a Random Search Algorithm (RSA) based on the random sampling idea of the Monte Carlo method
was employed to obtain the most dangerous circular sliding surface, whereas the safety factor of the
unsaturated slope was calculated by the modified Morgenstern—Price method. It was found that the
fluctuation of the groundwater level has a significant influence on the location of the most dangerous
sliding surface. The associated minimum safety factor and the sliding modes of unsaturated-soil slope
gradually change from deep sliding to shallow sliding with the rise of groundwater level.

The stability of hydrate-bearing near-wellbore reservoirs is one of key issues in gas hydrate
exploitation. A thermo-hydro-mechanical-chemical (THMC) multi-field coupling mathematical model
considering damage of hydrate-bearing sediments is established in [17]. As reported in the paper,
with continuous hydrate dissociation, the cementation of the sediment gradually decreases, and the
structural damage gradually increases. This will lead to the partial softening and stress release of the
stratum and will result in the decline of the bearing capacity of the reservoir. Therefore, damage of
hydrate-bearing sediments has an adverse impact on the stability of the near-wellbore reservoir.
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Lietal. [18] conducted a series of pumping well tests for the coastal micro-confined aquifer (MCA)
in Shanghai to investigate the dewatering-induced groundwater fluctuations and stratum deformation.
With the field tests, a numerical method is proposed for the estimation of hydraulic parameters and an
empirical prediction method is developed for dewatering-induced ground settlement. The proposed
prediction method worked well in most of the test site except in the far-field and the central parts.
The parameters used in the method can be obtained by performing fitting with observation data,
avoiding the dependence on precise hydrogeological parameters.
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Abstract: The interaction between wave and offshore deposits is of great importance for the
foundation design of marine installations. However, most previous investigations have been limited
to connecting separated wave and seabed sub-models with an individual interface program that
transfers loads from the wave model to the seabed model. This research presents a two-dimensional
coupled approach to study both wave and seabed processes simultaneously in the same FEM
(finite element method) program (COMSOL Multiphysics). In the present model, the progressive
wave is generated using a momentum source maker combined with a steady current, while the
seabed response is applied with the poro-elastoplastic theory. The information between the flow
domain and soil deposits is strongly shared, leading to a comprehensive investigation of wave-seabed
interaction. Several cases have been simulated to test the wave generation capability and to validate
the soil model. The numerical results present fairly good predictions of wave generation and pore
pressure within the seabed, indicating that the present coupled model is a sufficient numerical tool
for estimation of wave-induced pore pressure.

Keywords: wave motion; offshore deposits; seabed response; FEM; pore pressure

1. Introduction

The phenomenon of wave and seabed interaction has drawn great interest among coastal
geotechnical engineers over the past decade. The reason for this growing attention is that offshore
infrastructure, such as platforms, pipelines and breakwaters, have encountered structural failure due
to wave-induced seabed instability [1-3] rather than construction or material failure.

Considerable investigations into the wave-seabed interaction have been carried out in past
decades. The methods for investigating the wave-seabed interaction problem mainly include three
types, namely the uncoupled method, the semi-coupled method, and the fully coupled method [4-6].
The uncoupled method in investigating a wave-induced seabed response mainly occurred in earlier
studies. There is no data exchange between the fluid motion and the seabed deformation. The porous
and deformable seabed was regarded as a rigid and impermeable medium in a fluid domain, and the
dynamic wave pressure on the seabed surface was replaced by a simplified wave pressure equation in
the seabed domain [7,8]. The semi-coupled method, also called the one-way coupled method, has been
widely used in investigating the wave-seabed interaction problem in past decades. The wave motion
was firstly calculated through CFD (computational fluid dynamic) solver, which is usually coded
by FDM (finite difference method) and FVM (finite volume method). Then, the dynamic response
of the seabed was analyzed by FEM (finite element method), in which the dynamic wave pressure
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extracted from the fluid domain was applied on the seabed surface through linear interpolation [9,10].
The semi-coupled method could consider the effects of the dynamic wave loading on the seabed.
However, the feedback of the deformed seabed to the wave motion is not taken into account [11-14].
The fully coupled method could simulate both the wave motion and the dynamic seabed response
simultaneously, in which a real-time data exchange is required between the two domains. It is easy to
see that the fully coupled method should be the most accurate method for studying the wave-seabed
interaction problem. However, in investigating the wave-seabed interaction problem, the fully coupled
method is scarcely used in the previous research.

To implement the wave propagating process, it is necessary to build a wave-maker in the wave
field, where the progressive wave is generated and propagates over a porous seabed combined
with currents. Based on the FEM, we use an internal wave-maker method for generating essentially
directional waves in a two-dimensional domain using a momentum source function of the Reynolds
Averaged Navier Stokes (RANS) equation proposed by Choi and Yoon [15]. The internal wave-maker
was used to avoid the influence of waves reflected from the wave-maker toward the domain because
the waves generated by the source function do not interact with waves reflected from inside the
domain and the sponge-layer method, as proposed by Israeli and Orszag [16], has been used to absorb
outgoing waves generated by the wave-maker in the present study.

To sum up, both the wave and seabed field are modelled by FEM in this study. No interface
program is needed to transfer the loads between them. The structure of the present paper is illustrated
as follows. Section 2 introduces the basic equations that describe the wave-seabed interaction.
The revised RANS equations govern the ocean wave, while the poro-elastoplastic equations describe
the mechanical behavior of the seabed under wave loading. In Section 3, the present model is
validated against the analytical solution and the available data of experiments shown in the literature.
This section includes the wave module verification, seabed module verification and wave-seabed
interaction verification. Finally, the application of the present model on wave-induced pore pressure
and liquefaction is illustrated in Section 4.

2. Theory and Methods

Two sub-modules are included in the present coupled approach: A wave module and a seabed
module, as shown in Figure 1. The wave module is established in order to generate the wave train
(current) and to describe the viscous wave propagation. The seabed module is adopted to calculate the
seabed response to wave loading. Unlike any previous one-way coupled models, both sub-modules
are strongly integrated in COMSOL Multiphysics (COMSOL 5.2) [17].
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Figure 1. Sketch of wave (current)-seabed interaction.
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2.1. Wave Module

In the present study, the internal wave-maker [15] was adopted to generate a progressive wave
with sponge layers [16] to absorb the wave at both ends of the numerical flume. Thus, the wave
reflection from both flume ends could be efficiently eliminated.

The wave propagation above the porous seabed is described by solving the revised Reynolds
Averaged Navier Stokes (RANS) equations, which are derived by integrating the momentum source
term into the RANS equations, and which govern the wave motion in an incompressible fluid:

ou;
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where 7, j =1, 2, 3 denotes the dimensions of wave motion; u; is the ith component of fluid velocity; p is
the fluid density; p is the fluid pressure; g; is the gravitational force; and 7 is the viscous stress tensor.
The k-e¢ model is employed to enclose the turbulence:
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where k is the turbulent kinetic energy; v is the kinematic viscosity; and v; = C4k?/e is the eddy
viscosity with C; = 0.09. The empirical coefficients are ¢;, = 1.0, 0 = 1.3, Cj; = 1.44 and Cp, = 1.92.
The rate of stress tensor is oij = %(%{ + %), and Tj = 2(1/ + Cd%)”ij — %kéij, where (51-]- is the
Kronecker delta.

Generally speaking, there are several options to numerically generate a target wave via an internal
wave-maker: Adding a mass source term to the mass conservation equation (Equation (1)) or
introducing a momentum one to the equation of momentum conservation (Equation (2)). One can
also use both the mass and momentum source to generate a train of wave. Theoretically,
this mass/momentum source could be a point, line, or a finite volume source [18]. In this study,
we will only focus on the issue of generating waves taking the method of a momentum source function
in a two-dimensional domain.

To generate a wave with a momentum source, Equations (1) and (2) should be revised as follows:

aui

o =0in Q) 5)
ou; ou;  1ap 1 oT;j r
5 u]aij = Eaix, +g,+ﬁa—xj+51m0 (6)

where S; is the momentum source function within a finite area (). Once the simulation starts, the free
surface above the source region (Q2) will vibrate instantly and the surface vibration starts to propagate
to both ends of the wave flume.

To properly explain the expression of S; in Equation (4), it is necessary to relate the mass source
function to the momentum source function for wave generation:

S = (S,8,) = gV (/ fdt) ?)
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There are several expressions of f due to different wave generation theories with a mass source.
The following expression is adopted from the revised Boussinesq’s equation [19]:
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in which the angular frequency, w, water depth, d, wave number, k, wave obliquity, 6, and wave
amplitude, Ay, are the wave parameters adopted to obtain a target wave train. In addition,
I = \/7t/Bexp(—k*/4B), where B = 80/62/L2, in which L is the wavelength and ¢ is a parameter
characterizing the width of the internal wave generation region. Another expression is from the revised
RANS equations proposed by Lin and Liu [18] as follows:

t t
/O/Qf(x,y,t)dndtzz/o Cr(b)dt (10)

where C is the wave velocity and 7(#) is the free surface elevation above the source region. By using
adequate wave parameters in Equations (5), (6) and (8), any target wave can be obtained.

Regarding the process of current generation, the steady current flow is generated in the whole
domain before wave generation. Once the current becomes stable, the internal wave maker starts
to generate a wave. Then, the current and wave are coupled and the wave propagates from the
wave-maker zone towards the sponge areas at both ends of water domain.

2.2. Seabed Module

The wave-induced pore pressure, p,, varies with time at a given location as suggested by Sassa
and Sekiguchi [20], and consists of two components:

pe = pi + p? (11)

where pé]) is oscillatory pore pressure and p§2> represents the residual component.

2.2.1. Oscillatory Response of Soil

On the basis of the conservation of mass equation, Biot’s consolidation equation [21] are adopted as
the governing equation for oscillatory response. For two-dimensional analysis, the mass conservation
is expressed as follows:
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where 7, and 1, denote the unit weight of water and the soil porosity, respectively. The volume strain,
€., and the compressibility of pore fluid, B, are defined as, respectively:
_ Ous | dws

1 1-S
=5y T3 b=t B

(13)

where (u;, ws) are the soil displacements; Ky, is the true modulus of elasticity of pore water (taken as
2 x 10°N/m? [22]); Py, is the absolute water pressure; and S is the degree of saturation.
The total stress, 0jj, can be decomposed into the effective stress, (T,']'/ , and the pore pressure:
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where §;; is the Kronecker delta.
Ignoring the body forces, the equilibrium equations can be written as:
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in the x— and z— directions, respectively.

Equations (10), (13), and (14) are the governing equations accounting for the oscillatory
mechanism, in which the undetermined soil displacements and oscillatory pore pressure are to
be solved.

In accordance with elastic theory, other stresses can be written, based on soil displacements, as:
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2.2.2. Residual Response of Soil

Following Sassa and Sekiguchi [20], Liao et al. [23] extended the one-dimensional model to
()

a two-dimensional model. In the model, the evolution of the residual pore pressure, p,~’, can be
expressed as:
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where K, = E/2(1 — y5) represents the bulk modulus of soil. The expression of plastic volumetric
strain can be written as:

ep(820) = &5 (0) - [1—e ], &5 00 = R- [ — 1] 19

where R and a, f are the parameters of material. The cyclic stress ratio, x, can be expressed as:

X(xrz) = o (Z) (20)

where 7(x, z) is the maximum amplitude of shear stress and ¢’ (z) stands for the initial effective
stress in the vertical direction.

In Equation (18), the first term on the right-hand side (RHS) represents the rate of pore
pressure build-up and dissipation. The second term on the RHS correlates to the effect of cyclic
loading (wave repetition) on the accumulation of residual pore pressure. For more details of the
poro-elastoplastic model, the readers can refer to Sassa and Sekiguchi [20] and Liao et al. [23].

2.3. Coupling Method

In this section, the coupled process of the present model will be presented, including the time
scheme, the mesh scheme, and the boundary conditions.

2.3.1. Time Scheme

In the present study, the identical time scheme is applied to the whole computation domain.
Since the seabed module easily reaches convergence, the time interval is set to be adaptive,
thus fulfilling the requirement of fluid flow. In the traditional model, the non-matching time scheme
may also work for the present case. However, it produces cumulative errors in interpolating time
steps between the wave module and the seabed module. Furthermore, the non-matching time

11
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scheme makes the information exchange between the two sub-modules more complicated. In the
authors’ opinion, the non-matching time scheme may reduce the accuracy of computation, thus the
matching time scheme is applied to achieve a more accurate computation. FEM is used to solve
all the governing equations, in combination with the second-order Lagrange elements, to ensure
the second order of accuracy in evaluating the dependent variables in the computational domain.
The Generalized-« Method was used for the time integration when computing the dynamic soil
response under water action. As a second order accurate numerical scheme, the Generalized-« Method
is a one-step, three-stage implicit method, in which accelerations, velocities and displacements are
uncoupled. To obtain computational stability, the time interval is automatically adjusted to satisfy the
Courant-Friedrichs-Lewy condition and the diffusive limit condition.

2.3.2. Mesh Scheme

In the process of solving the revised RANS equations and elastoplastic equations, two typical
mesh types (i.e., the matching mesh and the non-matching mesh) are adopted in the present study.
The matching mesh requires the same numbers of mesh nodes along the seabed surface. However,
the solid element size is generally much larger than that of the fluid cells to reach the acceptable
computation efficiency. Therefore, it is necessary to use the non-matching mesh system outside the
seabed surface to make sure each part of the models is calculated in proper meshes. This treatment of
the mesh scheme will not affect the process of information exchange between the two modules because
the matching mesh is applied at the seabed surface; particularly, the application of non-matching mesh
helps reduce the cost of CPU time and memory occupation.

The meshes used in the fluid domain are structured four-node quadrilateral elements, and the
simulated results are broadly affected by the grid resolution. As such, certain criteria should be
satisfied to generate a high-quality mesh to ensure a valid, and hence accurate, solution. The model
grid sensitivity studies show that the model is convergent using the resolution of mainly L/60 in
the x- and y- directions and H/10 in the z- direction, with a refinement factor of 2, where L is the
wave length; H is the wave height; and the refinement factor represents the ratio between the grid
solution of the area without structural influence and the refinement area in the vicinity of the structure.
The optimal non-orthogonal FEM meshes are used in the seabed domain, which are automatically
generated by the COMSOL software with a maximum element size scaling factor (MESSF) controlling
the maximum allowed element size. The mesh is refined until no significant changes in the numerical
solution was achieved.

2.3.3. Boundary Conditions

Appropriate boundary conditions are required to close the problem of wave-seabed interaction.
Firstly, in the water domain the upper boundary of the air layer is set as a pressure outlet, where the
pressure can flow in and out without any constraint. Secondly, the continuity of pressure and fluid
displacement is applied at the air/water interface. Then, at the bottom boundary of the water domain,
the displacement of the water particles is equal to that of the seabed surface.

Following the previous studies [24], it is acceptable to set the vertical effective stress and shear
stresses to zero at the seabed surface:

Ué =0, Toz = Tb(x/ t)/ pc(’1>

=P, p? =0,atz=0 1)
where P,(x, t) and 1, (x, t) are the wave pressure and shear stress at the seabed surface, respectively,
and can be obtained from the wave model outlined in Section 2. Secondly, for the soil resting on
an impermeable rigid bottom, zero displacements and no vertical flow occurs at the horizontal bottom:

(1) (2)

d d
s = ws =0, g; = g; =0,atz = —h, (22)
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2.3.4. Coupled Process

In the coupled process, the wave module is in charge of the simulation of the wave (current)
propagation and determines the wave loading. The standard k-e turbulence model with the level set
method (LSM) and the moving mesh method are used to model the flow of two different, immiscible
fluids, where the exact position of the interface is of interest. The interface position is tracked by the
LSM, with boundary conditions that account for surface tension and wetting, as well as mass transport
across the interface. The LSM tracks the air-water interface using an auxiliary function. Since the
displacement of the seabed surface from the seabed module will affect the flow field in the wave
module, the authors use the moving mesh method to track the time-dependent displacement of the
seabed surface as well.

The seabed is modeled with the PDE (partial differential equation) interface in COMSOL
Multiphysics to solve all the equations describing the elastoplastic soil. The wave pressure and
forces acting on the seabed are simulated by the wave module, and the results are sent to the seabed
module to capture the seabed response, mainly the displacements, pore pressure, and the effective
stresses. Meanwhile, the feedback of seabed response to the flow field is taken into account without
any time lag, thus achieving the coupling effect. The seawater and seabed displacements at the
water-seabed interface are set to be identical as well as the pressures of seawater and pore water in the
seabed. This boundary condition is the basic and key requirement that ensures the coupling process
stated in this research.

3. Model Validation

In this section, the coupled model is validated against the analytical solution and the available
data of experiments in the literature. This section includes the wave module verification, seabed
module verification, and wave-seabed interaction verification.

3.1. Wawve Verification: Comparison with an Analytical Solution

To validate the wave module, the free surface elevation and the dynamic water pressure that
acts on the seafloor from the coupled model is verified against an analytical solution in terms of free
surface elevation and the wave pressure on the seabed. The analytical solution is calculated by the Airy
wave theory and compared with our numerical solution. The input data are as follows: Wave period,
T =12.0 s; water depth, d = 30 m; wave length, L = 170 m; and wave amplitude 77 = 2.5 m.

To simplify the discussion, we only show the data from the left half of the area for the analysis
because the area is symmetrical. As shown in Figure 2, the domain is separated into two parts:
The wave-propagation area and the wave-absorbing area. The wave is generated from the inner
wave-maker zone and propagates through the entire water domain, and then absorbed by the sponge
layer settled in the absorbing region. Figure 2a shows the spatial distribution of the free surface
elevation from the present model and the analytical solution. The results agree well with each other
except that the wave generated is slightly higher in our model than in the analytical solution. This is
because when the wave approaches the absorbing area, the minor reflection from the sponge layer
may amplify the wave height. This phenomenon can be alleviated by a proper absorbing coefficient or
by using the data from areas away from the sponge layer. Similar results can be found in Figure 2b.
The dynamic water pressure that acts on the surface of the seabed is slightly higher in our model than
in the analytical solution due to the wave reflection of the sponge layer. Overall, the proposed model
agrees well with the analytical solution in both the free surface elevation and the water pressure on the
seabed surface.
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Figure 2. Comparison of (a) free surface elevation and (b) water pressure between the coupled model
and the analytical solution. The small amplitude wave theory is applied for the analytical solution.

3.2. Seabed Verification: Comparison with Experimental Data

Both oscillatory and residual soil response are verified in this section. The oscillatory pore pressure

is compared with a one-dimensional compressive test conducted by Liu et al. [25], while the residual

pore pressure is compared with a centrifugal test under water waves.

3.2.1. Validation of the Oscillatory Pore Pressure

Liu et al. [25] conducted a series of one-dimensional laboratory tests to explore the vertical

distribution of pore pressure under wave loading. The cylinder consisted of 10 cylindrical organic glass
cells, as shown in Figure 3. Ten pore pressure gauges were installed in the sandy deposit, while one

mor

e pressure gauge was installed at the surface of the seabed. As presented in their study, only the

oscillatory mechanism of the pore pressure was observed. Thus, the authors compare the results of
oscillatory pore pressure with the data from laboratory experiments [25]. The simulated results of the

(

vertical distribution of the maximum oscillatory pore pressure (pel) / pp) are illustrated in Figure 4.
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Figure 3. Schematic diagram of one-dimensional cylinder equipment (adapted from [25]).
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Figure 4. Comparison of oscillatory pore pressure with one-dimensional experimental data.
The experimental data include pore pressure records of ten gauges (PO to P9).

It should be noted that in the laboratory experiment, only the one-dimensional cylinder model
facility was used. Thus, the wave length should be revised as infinite in the present model. Other input
data used are included in Figure 4. The present model reaches a good agreement with the data from
the one-dimensional experiment in the upper zone of the sandy soil. However, some discrepancy is
observed in the deeper zone. There are two possible reasons that account for this discrepancy. The first
is that the thickness of the sediments varies with the wave loading, which induces changes in the
relative depth of sandy soil, resulting in pore pressure differences at the maximum amplitudes.
Since the formulation used in the numerical approximation is based on elastic theory, accurate
evaluation of the dynamic process with large soil deformation is not possible. Another potential
reason is the variation of the soil density with depth in the experiment, since the sandy deposit is thick.
Therefore, the response of the soil from the experimental tests may differ from that of the numerical
curve, which was derived by assuming that soil properties are constant along the soil depth. However,
the good agreement between the coupled model and experimental results is promising for prediction
of the oscillatory pore pressure by the coupled approach.

3.2.2. Validation of the Residual Pore Pressure

Sekiguchi et al. [26] conducted the first centrifugal standing wave tests to study the instability of
horizontal sand deposits by a centrifugal method. A cross section through the wave tank is shown in
Figure 5. The wave tank consisted of a wave channel, a wave paddle, and a sediment trench. Standing
waves were formed under the condition of a frequency, f = 8.8 Hz, under steady 50 g acceleration,
along with a fluid depth of 47 mm. Waves corresponded to a prototype condition of d = 2.35 m and
f =0.176 Hz. The amplitude of the input pressure,pg, was 1.7 kPa. The plastic parameter, B, was taken
as 1.4 (corresponding to the parameter a in Sekiguchi et al. [26]). The parameters were set as follows:
a=55R=18x 1075, and n; = 0.5. More detailed information can be found in Sekiguchi et al. [26].
The excess pore pressure response measured in the centrifugal test is now compared with the prediction
from the present poro-elastoplastic solution. As illustrated in Figure 6, the maximum pore pressure
of the centrifugal test is slightly larger than that predicted by our model. This may be due to the fact
that the water waves used in the present model would attenuate over the porous seabed, leading to
deviation of the water pressure from the genuine value. Except for this, the simulation reaches a good
agreement with the centrifugal test.

15



J. Mar. Sci. Eng. 2018, 6, 83

ACC

[l 5

Wave paddle

/ Retaining
dyke
500 |

Figure 5. Cross-section of two-dimensional centrifuge equipment (units are mm).
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Figure 6. Comparison of residual pore pressure with standing wave centrifugal test data [20].
Time history of pore pressure is from the soil element at elevation z/h = 0.25.

3.3. Wave-Seabed Interaction Verification

To the best of our knowledge, no laboratory experiments have been carried out to explore the
interaction between the wave (or current) with the seabed except for Qi and Gao [27]. In their
experiment, a series of laboratory tests was performed within a flume for the scour development and
pore pressure response around a mono-pile foundation under the effect of combined wave and current.
Wave, current, seabed, and structure were integrated in one model to investigate the interaction
process, which provided a comprehensive understanding of the coupled model. In their experiments,
the flow velocities in the wave field and pore pressure response around the pile in a finite seabed
were measured simultaneously (Figure 7). Herein, the measured flow velocity and pore pressure of
points far away from the mono-pile foundation, which represent the case of the wave (current)-seabed
interaction without a structure, are selected for comparison with the present solution. The wave
and current parameters in their experiment were: Water depth, d = 0.5 m; wave period, T = 14s;
wave height, H = 0.12 m; and current velocity, Uy = —0.1, 0, and +0.1 m/s. The properties of the soil
provided in their paper were: Shear modulus, G = 1 x 107N /m?; Poisson’s ratio,u = 0.3; permeability,
K = 1.88 x 10*m/s; the void ratio, e = 0.771; and the soil was almost fully saturated.
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Figure 7. Schematic diagram of three-dimensional water flume system (adapted from [27]). (Units are
m).

The results with various current velocities are shown in Figures 8-10. The flow velocity represents
the fluid particle velocity located at 0.2 m above the seabed surface. Differences between the present
model and the experimental data are observed because the wave height generated in the experiment
cannot be exactly the same as the value expected. Furthermore, the discrepancy occurs close to the
wave crest and trough, which may be induced by the transformation of the linear wave profile into
a nonlinear wave during propagation from the wave generator to the flume end. The phase of the
pore pressure in porous sediments closely corresponds to the phase of the progressive wave above it.
In spite of this, there is a trend toward overall agreement with the experimental data. Note, that in these
cases, both the water wave (with current) and the seabed response are fully integrated into coupled
FEM codes to simulate the wave (current)-seabed interaction, demonstrating the efficiency and ability
of the present model when estimating the pore pressure in complex and multi-phase marine deposits.
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Figure 8. Comparison of (a) flow velocity and (b) pore pressure between the present coupled model

and experimental data (Uy = —0.1 m/s). The flow velocity represents the fluid velocity at 0.2 m above
the seabed surface and pore pressure is from the soil element that was located at point C in Figure 7.
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Figure 9. Comparison of (a) flow velocity and (b) pore pressure between the present coupled model
and experimental data (Uy = 0 m/s). The flow velocity represents the fluid velocity at 0.2 m above the
seabed surface and pore pressure is from the soil element that was located at point C in Figure 7.
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Figure 10. Comparison of (a) flow velocity and (b) pore pressure between the present coupled model
and experimental data (U = +0.1 m/s). The flow velocity represents the fluid velocity at 0.2 m above
the seabed surface and pore pressure is from the soil element that was located at point C in Figure 7.

4. Model Application

Under cyclic wave loading, pore pressure varies extensively in the seabed. When wave-induced
pore pressure exceeds a certain limit, soil liquefaction occurs. The following liquefaction criterion
could be used to estimate the liquefaction potential:

(7s = Yw) (1 +2Ko)z < pe(x,y,2) — pp(x,y) (23)

Q| =

where s and 7, are the unit weights of the seabed soil and water, respectively, and p.(x,y,z) and
pp(x,y) are the wave-induced pore pressure in the seabed and the wave-induced pressure on the
seabed surface, respectively.

To examine the difference between the coupled and uncoupled models on the wave-induced soil
response in marine sediments, the development of wave-induced pore pressure and liquefaction depth
is presented in Figure 11. To control other variables (like plasticity) that may affect the liquefaction
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area, both models only apply the elastic theory to modelling the seabed response. Other parameters
are shown in Table 1.
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Figure 11. Comparison of (a) pore pressure and (b) liquefaction depth within the seabed between
coupled and uncoupled models.

Table 1. Input data for application of present model.

Wave Characteristics Value Soil characteristics Value

Wave period (T) 12.0s Permeability (K) 1.0 x 107* m/s
Porosity (ne) 0.30

Wave length (H) 170.0 m Shear modulus (G) 1.0 x 107 N/m?
Thickness (h) com

Water depth (d) 30.0 m Poisson’s ratio (i) 0.35
Degree of saturation (S) 1

Wave amplitude (1) 25m

As shown in Figure 11, both wave-induced pore pressure and liquefaction depth in the coupled
model are smaller than that in the uncoupled or semi-coupled model. Considering that the seabed
surface displacement induced by water waves may alter the flow field in the wave generation model,
which was not considered in the previous one-way model, the water pressure acting on the seabed
suffers decreases due to the seabed surface motion. Therefore, the soil response may be slightly smaller
than in the uncoupled model, and so may the liquefaction area. The results imply that the previous
one-way or semi-coupled models ignored the attenuation effect of the porous seabed on water waves,
resulting in an over-estimation of the wave-induced pore pressure within marine sediments. Otherwise,
a physical scale model would be necessary to verify the results from the traditional uncoupled
numerical model. Although, in this case, the discrepancy did not seem significant, its effects may be
amplified when evaluating seabed liquefaction in the vicinity of marine structures. This conclusion
would be of practical value when applying the traditional one-way model to evaluate the soil response
during water wave loading.

5. Conclusions

In this paper, a coupled research method for solving wave-seabed interaction problem was
presented. Revised RANS equations were employed to govern the ocean wave and the porous fluid in
the seabed, while poro-elastoplastic equations were used to describe the mechanical response of the
seabed under dynamic wave loading. The coupled numerical model was validated by comparison with
an analytical solution (wave module) and experimental data (seabed module) in the literature. Overall,
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the consistency between the proposed model and the experimental data illustrated the capacity of
predicting the response of the soil due to wave loading.

The major advantages of the coupled model include: (1) The wave and seabed models are coupled
in the same platform (COMSOL Multiphysics) and all the equations are solved simultaneously; (2) the
wave model can be used to simulate not only small amplitude waves but also large waves and
nonlinear waves; (3) the elastoplastic model may be more precise when the plasticity of soil cannot be
ignored, which is usually important for offshore deposits; and (4) the coupled model could be used for
more complex situations such as the wave-seabed-structure interaction.

This paper presented the basic theory of a coupling model and compared it with the data available
in the literature. The wave-seabed interaction with a marine structure, such as a pipeline or breakwater,
could also be simulated with the present model. Research that focuses on the wave-seabed-structure
issue will be carried out in the future.
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Nomenclature

Symbol  Description Units
u; Fluid velocity [m/s]
X; Coordinate [m]

t Time [s]

0 Fluid density [kg/ m’]
4 Fluid pressure [N/m?]
gi Gravitational force [m/s?]
Tjj Viscous stress tensor [N/m?2]
Q Source Region [-]

S; Momentum source function [m/s?]
w Angular frequency [/s]

k Wave number [/m]

0 Wave obliquity [1]

Ay Wave amplitude [m]

L Wavelength [m]

C Wave velocity [m/s]
n(t) Free surface elevation [m]

Pe Wave-induce pore pressure [Pa]
pgl) Oscillatory pore pressure [Pa]
pgz) Residual pore pressure [Pa]

Yw Unite weight of water [N/m?3]
ng Soil Porosity [1]

& Volume strain [1]

Bs Compressibility of pore fluid [/Pa]
Us, Wy Soil displacements [m]

K True elasticity modulus of pore water [Pa]
Puwo Absolute water pressure [Pa]

S Seabed degree of saturation [1]

0ij Total stress [Pa]

177-’]- Effective stress [Pa]

dij Kronecker delta [1]

G Shear modulus [Pa]
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Us Poisson’s ratio [1]

Ky Bulk modulus of soil [Pa]

€p Plastic volumetric strain [1]

R Material parameters [1]

X Cyclic stress ratio [1]

T(x,z) Maximum amplitude of shear stress [Pa]

750(2) Initial effective stress in vertical direction ~ [Pa]

Py(x, t) Wave pressure on seabed surface [Pa]

Ty (x, 1) Shear stress at the seabed surface [Pa]

h Seabed thickness [m]

€ Turbulent dissipation rate [1]

v Kinetic viscosity [kg/m/s]

vt Eddy viscosity [kg/m/s]

References

1.  Damgaard, ].S.; Sumer, B.M.; Teh, T.C.; Palmer, A.C.; Foray, P.; Osorio, D. Guidelines for Pipeline On-Bottom
Stability on Liquefied Noncohesive Seabeds. J. Waterw. Port Coast. Ocean Eng. 2006, 132, 300-309. [CrossRef]

2. De Groot, M.B.; Kudella, M.; Meijers, P.; Oumeraci, H. Liquefaction Phenomena underneath Marine Gravity
Structures Subjected to Wave Loads. ]. Waterw. Port Coast. Ocean Eng. 2006, 132, 325-335. [CrossRef]

3. Mutlu, S.B. Liquefaction Around Marine Structures (With Cd-rom); World Scientific: Hackensack, NJ, USA, 2014;
ISBN 9814603732.

4. Maljaars, P; Bronswijk, L.; Windt, J.; Grasso, N.; Kaminski, M. Experimental Validation of Fluid-Structure
Interaction Computations of Flexible Composite Propellers in Open Water Conditions Using BEM-FEM and
RANS-FEM Methods. . Mar. Sci. Eng. 2018, 6, 51. [CrossRef]

5. Chiang, C.Y.; Pironneau, O.; Sheu, T.; Thiriet, M. Numerical Study of a 3D Eulerian Monolithic Formulation
for Incompressible Fluid-Structures Systems. Fluids 2017, 2, 34. [CrossRef]

6.  Devolder, B; Stratigaki, V.; Troch, P.; Rauwoens, P. CFD Simulations of Floating Point Absorber Wave Energy
Converter Arrays Subjected to Regular Waves. Energies 2018, 11, 641. [CrossRef]

7. Hsu, J.R.C; Jeng, D.S. Wave-induced soil response in an unsaturated anisotropic seabed of finite thickness.
Int. . Numer. Anal. Methods Geomech. 1994, 18, 785-807. [CrossRef]

8. Ulker, M.B.C.; Rahman, M.S,; Jeng, D.S. Wave-induced response of seabed: Various formulations and their
applicability. Appl. Ocean Res. 2009, 31, 12-24. [CrossRef]

9. Tong, D.; Liao, C; Jeng, D.-S; Zhang, L; Wang, J.; Chen, L. Three-dimensional modeling of
wave-structure-seabed interaction around twin-pile group. Ocean Eng. 2017, 145, 416-429. [CrossRef]

10. Zhang, Q.; Zhou, X.; Wang, J.; Guo, J. Wave-induced seabed response around an offshore pile foundation
platform. Ocean Eng. 2017, 130, 567-582. [CrossRef]

11.  Chen, C.Y,; Hsu, J.R.C. Interaction between internal waves and a permeable seabed. Ocean Eng. 2005, 32,
587-621. [CrossRef]

12. Jeng,D.SS.; Ye, ].H,; Zhang, ].S.; Liu, PL.F. An integrated model for the wave-induced seabed response around
marine structures: Model verifications and applications. Coast. Eng. 2013, 72, 1-19. [CrossRef]

13.  Ye,].;Jeng, D.; Wang, R.; Zhu, C. Validation of a 2-D semi-coupled numerical model for fluid-structure-seabed
interaction. J. Fluids Struct. 2013, 42, 333-357. [CrossRef]

14. Hur, D.-S,; Kim, C.-H.; Yoon, J.-S. Numerical study on the interaction among a nonlinear wave, composite
breakwater and sandy seabed. Coast. Eng. 2010, 57, 917-930. [CrossRef]

15.  Choi, J.; Yoon, S.B. Numerical simulations using momentum source wave-maker applied to RANS equation
model. Coast. Eng. 2009, 56, 1043-1060. [CrossRef]

16. Israeli, M.; Orszag, S.A. Approximation of radiation boundary conditions. J. Comput. Phys. 1981, 41, 115-135.
[CrossRef]

17.  Comsol Multiphysics. Comsol Multiphysics User’s Guide; COMSOL Inc.: Burlington, MA, USA, 2010;
ISBN 1781273332.

18. Lin, P; Liu, PL.-F. Internal Wave-Maker for Navier-Stokes Equations Models. |. Waterw. Port Coast. Ocean Eng.

1999, 125, 207-215. [CrossRef]

21



J. Mar. Sci. Eng. 2018, 6, 83

19.

20.

21.
22.

23.

24.

25.

26.

27.

Wei, G.; Kirby, ].T.; Sinha, A. Generation of waves in Boussinesq models using a source function method.
Coast. Eng. 1999, 36, 271-299. [CrossRef]

Sassa, S.; Sekiguchi, H. Wave-induced liquefaction of beds of sand in a centrifuge. Geotech. 1999, 49, 621-638.
[CrossRef]

Biot, M.A. General theory of three-dimensional consolidation. J. Appl. Phys. 1941, 12, 155-164. [CrossRef]
Yamamoto, T.; Koning, H.L.; Sellmeijer, H.; Hijum, E.V. On the response of a poro-elastic bed to water waves.
J. Fluid Mech. 1978, 87, 193-206. [CrossRef]

Liao, C.C.; Zhao, H.; Jeng, D.-S. Poro-Elasto-Plastic Model for the Wave-Induced Liquefaction. J. Offshore
Mech. Arct. Eng. 2015, 137, 42001. [CrossRef]

Ye, J.; Jeng, D.S. Effects of bottom shear stresses on the wave-induced dynamic response in a porous seabed:
PORO-WSSI (shear) model. Acta Mech. Sin. 2011, 27, 898-910. [CrossRef]

Liu, B.; Jeng, D.S.; Ye, G.L.; Yang, B. Laboratory study for pore pressures in sandy deposit under wave
loading. Ocean Eng. 2015, 106, 207-219. [CrossRef]

Sekiguchi, H.; Kita, K.; Okamoto, O. Response of Poro-Elastoplastic Beds to Standing Waves. Soils Found.
1995, 35, 31-42. [CrossRef]

Qi, W.G.; Gao, EP. Physical modeling of local scour development around a large-diameter monopile in
combined waves and current. Coast. Eng. 2014, 83, 72-81. [CrossRef]

® © 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
BY

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

22



Journal of

Marine Science K\
and Engineering M D\Py

Atrticle

New Equations to Evaluate Lateral Displacement
Caused by Liquefaction Using the Response
Surface Method

Nima Pirhadi, Xiaowei Tang and Qing Yang *
State Key Laboratory of Coastal and Offshore Engineering, Dalian University of Technology, Dalian 116024,

China; nima.pirhadi@yahoo.com (N.P.); tangxw@dlut.edu.cn (X.T.)
* Correspondence: qyang@dlut.edu.cn; Tel.: +86-411-84707609

Received: 8 January 2019; Accepted: 31 January 2019; Published: 4 February 2019

Abstract: Few empirical and semi-empirical approaches have considered the influence of the
geology, tectonic source, causative fault type, and frequency content of earthquake motion on lateral
displacement caused by liquefaction (Dp). This paper aims to address this gap in the literature by
adding an earthquake parameter of the standardized cumulative absolute velocity (CAVs) to the
original dataset for analyzing. Furthermore, the complex influence of fine content in the liquefiable
layer (Fy5) is analyzed by deriving two different equations: the first one is for the whole range of
parameters, and the second one is for a limited range of Fy5 values under 28% in order to the Fy5’s
critical value presented in literature. The new response surface method (RSM) approach is applied
on the basis of the artificial neural network (ANN) model to develop two new equations. Moreover,
to illustrate the capability and efficiency of the developed models, the results of the RSM models are
examined by comparing them with an additional three available models using data from the Chi-Chi
earthquake sites that were not used for developing the models in this study. In conclusion, the RSM
provides a capable tool to evaluate the liquefaction phenomenon, and the results fully justify the
complex effect of different values of Fs.

Keywords: liquefaction; lateral displacement; response surface method (RSM); artificial neural
network (ANN)

1. Introduction

When, during earthquake motion, pore water pressure rises because of applied dynamic loads,
the loose saturated sand layer that is relatively close to the ground surface is liquefied. Liquefaction
can be discovered through manifestations such as (1) a sharp decrease in the frequency content of
a sand layer, (2) settlement, (3) flow slides, (4) sand boiling, (5) foundation failure, and (6) lateral
displacement (Dyy).

The movements of sand blocks, which have destroyed and affected constructions and
infrastructure, ranging from a few centimeters to some meters [1], have been reported. Lateral
displacement can be significantly damaging for piles, piers, and pipe lines during and for a short time
after earthquakes and causes more damage to structures and infrastructures than any other type of
liquefaction-induced ground failure. In this phenomenon, the large blocks of soil move towards the
free face or along the slope. Researchers have developed several different models and approaches
to predict the Dy caused by liquefaction for some decades. Some of them have proposed numerical
approaches [2-6] such as the finite element method (FEM) and the finite difference method (FDM).
Next to that, analytical approaches have been developed, for example, minimum potential energy [7]
and the sliding block model [8-12].

J. Mar. Sci. Eng. 2019, 7, 35; doi:10.3390/jmse7020035 23 www.mdpi.com/journal /jmse
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Among them, due to the complicated input model parameters and difficulties in their calculations,
as well as because of the complex mechanism of liquefaction, empirical and semi-empirical
models are the most common models that have been performed and developed by engineers and
researchers [13-17]. However, in most cases, because of the scarcity and shortage in their database,
some aspects of this phenomenon, such as geology, fault type, and the effect of near-fault sites, have
been ignored, with the exception of Zhang et al. [18], who used Japanese spectral attenuation models,
or Bardet et al. [19], who considered peak ground velocity (PGV) to overcome this shortage and
improved the model proposed by Youd et al. [20]. Nevertheless, a shortage of studies in geology and
motion frequency effects still exists.

In 2006, Kramer [21] reported the result of substantial research on around 300 ground motion
parameters and declared that the most efficient and sufficient intensity measure on liquefaction is
one standardized form of cumulative absolute velocity (CAV), which eliminated amplitudes less than
5 cm/sec? and is defined as CAV’s. Sufficiency defines which parameter is independent to estimate
the target (increasing pore water pressure herein), and efficiency expresses which parameter is able to
predict the target with lower uncertainties [22]. This parameter quantifies aspects of applied frequency
load, which can be affected by the near-fault region aspect and causative fault type of earthquakes.
Hui et al. [23] proposed an index of PGV to peak ground acceleration (PGA) to characterize the effect
of liquefaction on the piles in near-fault zones. Further, Kwang et al. [24], through performing some
uniform cyclic simple shear laboratory tests, demonstrated that CAV5 provides the highest correlation
with Dy among ground motion parameters. While the significant correlation between CAV5 and
the evaluation of liquefaction have been characterized, no attempt has been made to take it into the
account when developing empirical and semi-empirical models.

Furthermore, artificial intelligence has been applied to develop models and correlations to predict
Dy using databases that were collected from sites [25-28]. Training is organized to minimize the mean
square error (MSE) function. Wang et al. [25] used a back-propagation neural network to develop a
model for the prediction of lateral ground displacements caused by liquefaction. They applied the
same records used by Bartlet et al. [1], along with 19 datasets of Ambraseys et al. [29]. Among all
datasets, 367 data points were used for the training phase, and the extra 99 datasets were used for the
testing phase, while no validating phase was conducted. The model was developed using the same
parameters suggested by Youd et al. [14].

Baziar et al. [26] created two subsets for training, to train a network to predict Dy, and a validating
phase, to prevent overtraining of the artificial neural network (ANN) model. Then, they presented
an ANN model using STATISTICA software (version of Statistica 5.1, Dell Software, Round Rock,
TX, USA) to estimate Dy. They inspected the performance of their model using validating subset
data without considering extra available models. Furthermore, a new model was presented by Javadi
et al. on the basis of genetic programming (GP) [27]. They divided the dataset randomly, without
paying attention to the statistical properties of the input parameters, into two subsets for the validating
and training phase. Garcia et al. established a neuro-fuzzy model to use the advantages of both
systems. They randomly separated their dataset into two subsets for training and testing; however,
they did not take statistical aspects into account. They also compared the value predicted by their
model with extra models to evaluate its performance. Baziar et al. [28] then applied ANN and GP
to propose a new model. They divided their dataset randomly into two subsets for the testing and
training phase; a validating process was not performed, and the statistical factors of the parameters
were not considered.

Although the effects of fine content (Fc) in different values on excess pore water pressure have
been investigated [30-34], to the best knowledge of the authors, no attempts have been made to
consider the range of Fc to establish the models to predict Dy;. Most of the studies reveal a range
of 20% to 30% for the transition of behavior of the response of sand to earthquake and liquefaction
occurrence. Maurer et al. [35] investigated the Canterbury earthquakes in 2010 and 2011 through
7000 case history datasets and illustrated that a high value of Fc caused more inaccuracy in liquefaction
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assessments. Tao performed some laboratory tests and demonstrated that the potential of liquefaction
has a significant dependency on initial relative density (D,) when the Fc value is larger than 28% [32].
This study is based on the database of Youd et al. [20] and the addition of a new earthquake
parameter of CAV'5, which is CAV with a 5-cm/ sec? threshold acceleration, through the attenuation
equation presented by Kramer et al. [21]. By adding CAV’5, the dataset was expanded and became
more capable of and efficient in considering aspects of earthquakes and geology site situations, such
as earthquake motion frequency, near-fault effects and the causative fault type of an earthquake.
The second dataset was created by eliminating samples with an average Fc in a liquefiable soil layer
(F15) less than 28%. The response surface method (RSM) is used for the first time as a novel method to
develop two equations to predict lateral displacement due to liquefaction (D) in order to two created
datasets herein. Furthermore, the meaningful and effective terms of the equations are discovered
through hypothesis testing of the p-value. In this study, two ANNSs with back-propagation analysis
were developed to measure the coding input data of the RSM. To develop each ANN model, the main
dataset is first divided into three subsets for the training, testing, and validating stages, considering
statistical properties—instead of random division—to increase the capability and accuracy of the
model. To achieve this goal, an attempt is made to create all three subsets with close statistical factors.
Finally, the results are compared with data measured from the Chi-Chi earthquake’s near fault zone of
Waufeng district (Figure 1) and Nantou district (Figure 2), as well as with the predicted Dy through
three extra models [20,27,36] to demonstrate the accuracy and capability of the RSM models.
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Figure 1. Location of lateral displacement and ground failure due to liquefaction during the Chi-Chi

earthquake in the Wufeng district.

25



J. Mar. Sci. Eng. 2019, 7, 35

China-Ping River

Legend
+ Strong Motion Accelerograph
Principal Ground Failure/Subsidence Areas
Damaged Levees

= = = Surface Fault Rupture

Nantou

0 100 200 400 600 800 W¢E

S

Figure 2. Location of lateral displacement and ground failure due to liquefaction during the Chi-Chi
earthquake in the Nantou district.

2. Review of Empirical and Semi-Empirical Models

Bartlett and Youd [1], based on factors in References [13,14,29], developed a new model to predict
Dy due to liquefaction; they supposed that earthquake, topographical, geological, and soil factors are
the most influential parameters on Dy. They studied 467 displacement vectors from the case history
database. Among those vectors, 337 were from the 1964 Niigata and 1983 Nihonkai-Chubu, Japan,
earthquakes; 111 were from earthquakes in the United States; and the other 19 cases were selected from
Ambraseys’ [29] database. In the end, they developed a new model by using multiple linear regression
(MLR) for free-face and ground slope conditions [37], but they did not separate earthquakes according
to their region because of a database shortage. Youd et al. revised their MLR by adding case history
data from three earthquakes (1983 Borah Peak, Idaho; 1989 Loma Prieta; and 1995 Hyogoken-Nanbu
(Kobe)), and they considered coarser-grained materials. They removed eight displacement sites with
prevented free lateral movement and developed two equations with more accuracy given as follows:

Free-face conditions:

logDg = —16.713 +1.532M
—14logr* — 0.012r +0.592log W + 0.540 log T + 3.413 log (100 — Fys) (1)
—0.7951og(D5015 + 0.1 mm)

Sloping ground conditions:

log Dy = —16.213 + 1.532M;, — 1.406log r* — 0.012R + 0.338log S + 0.5401og T}5

2
+3.41310g(100 — Fy5) — 0.7951log(D50;5 + 0.1 mm) @

where
r=r+r 3)
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and
o= 10(0-89M—5.64) @)

In Equations (1) and (2), Dy is the predicted lateral ground displacement (m), M, is the moment
magnitude of the earthquake, and T5 is the cumulative thickness of saturated granular layers (m)
with corrected blow counts ((N1)eo) less than 15. Moreover, Fy5 is the average fines content of sediment
within T15 (%); D505 is the average mean grain size for granular materials within T15 (mm); S is the
ground slope (%); and W is the free-face ratio (H/L), where H is the height of the free face and L is the
distance from the base of the free face to the liquefied point. Finally, r is the nearest horizontal or map
distance from the site to the seismic energy source (Km).

Rezania et al. [37] developed a model, based on evolutionary polynomial regression, for the
assessment of liquefaction potential and lateral spreading. According to response spectral acceleration,
measured through strong-motion attenuation models, Zhang et al. [38] revised the empirical model
of Youd et al. [20] and demonstrated the ability of their model by comparing the predicted results
with datasets from sites in Turkey and New Zealand [18]. Goh et al. proposed multivariate adaptive
regression splines (MARS) by using data of Youd et al. [20]. They demonstrated an improvement of
the original model [39].

3. Artificial Neural Network

An ANN is a computational process using a biological neural network structure.
McCulloch et al. [40] were the first to introduce some simulations according to their neurology
knowledge. Neural networks are strong approximators due to their ability to learn by samples and
their independency from any algorithm or knowledge about internal features of the issue. Artificial
neural networks have a number of advantages such as high accuracy in nonlinear relationships
or dynamic mechanisms based on the number and effectiveness of samples. Neural networks are
classically constructed in three types of layers. Layers are provided by interconnected nodes. Outlines
of the network are developed via the input layer, which communicates to one or more hidden layers by
performing a weighting process. Then, hidden layers link to a target (output layer). Further, learning
is a supervised process that occurs with each cycle or “epoch” (i.e., each time the network is presented
with a new input pattern).

Rumelhart et al. [41] introduced a back-propagation algorithm to decrease error according to
the training data. The training process started with random weights to achieve minimum error.
The calculation of the derivatives flows backwards through the network, which is why it is called
back-propagation. The most common measure of error is the MSE:

MSE = Ave {(actual output vector — desired output vector)?} 5)

Overtraining of a neural network happens when the network trains exactly to reply to just one
kind of input, which is similar to rote memorization. Therefore, learning does not occur anymore.
The ANN is able to be used for problems with non-linear or dynamic correlation.

4. Response Surface Method

The RSM is a group of statistical and mathematical techniques to develop a capable function for a
relationship of response (y) or output variable, and input variables (x), given by:

y=f(x)B+e (6)

where f(x) is a vector function, consisting of powers and cross-products of input variables. This function
depends on the supposed form of the response.
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There are some common forms that have been used by researchers. A second-degree polynomial
with cross terms is the most complicated and the strictest among them, and it is given by:

n n n
R(X) =ap+ Z biX,' + Z CiXiz -+ Z dZ]X,X] (7)
i=1 i=1 .
i=1

j#i
The main applications of RSM are defined as follows:

1.  To present an approximate relationship between input variables and an output variable or
response to be able to predict the response variable.

2. To discover significant factors or terms of the presented equation using RSM through hypothesis
testing such as the p-value.

3. To assess the optimization model to obtain a response as a maximum or minimum over a certain
range of interest.

4.1. Design of Experiments

When more than one input factor is suspected of influencing an output, in order to fit physical
or numerical experiments, a process by the name of design of experiments (DOE) [42] is developed.
The DOE involves selecting some points according to which a response should be calculated.

In this paper, the design introduced by Box et al. [43] is used. It requires three levels to run an
experiment. Furthermore, it is a special three-level design without any points at the vertices of the
experiment region. This could be advantageous when the points on the corners of the cube represent
level combinations that are prohibitively expensive or impossible to test because of physical process
constraints. The design is applied in this study to prevent the input parameters’ values from being
negative. This DOE requires three levels of each input variable —1, 0, 1 (coded values) corresponding
to minimum, middle, and maximum values of input parameters, respectively.

4.2. Hypothesis Test

The process in statistics science to meaningfully examine results is called a hypothesis test. During
hypothesis tests, the validity of a claim, which is constructed about a population, is evaluated. This
claim that is in essence on trial is called the null hypothesis. Hypothesis testing can be expressed in
three steps:

1.  Defining an initial assumption (null hypothesis).
2. Analyzing and assessing sample data by following a formal process.
3. Based on the second step, accepting or rejecting the initial assumption in the first step.

One of the main approaches to make a decision to accept or reject a null hypothesis is the p-value,
defined through an « value (the probability of error is called alpha). If the p-value is smaller than «,
then the null hypothesis is rejected, and contrarily, if it is larger, then the null hypothesis is accepted.

In this paper, the common value of 0.05, which researchers have used for «, is applied to analyze
the meaningfulness and significance of parameters and the terms in the RSM response (equation).

5. Model Proposed

Figure 3 illustrates the flow chart of the applied approach to develop the RSM equations to
estimate Dy in this study. Two models are presented: first one considered the whole range of the
parameters and the second one was on the basis of the Fy5 value being less than 18%.
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Figure 3. Flowchart of the approach applied in this study to present an equation to predict lateral
displacement caused by liquefaction.

5.1. Dataset

Bartlett et al. [37] collected 467 data samples of Dy from the following eight earthquakes in the
United States and Japan: San Francisco 1906, Alaska 1964, Niigata 1964, San Fernando 1971, Imperial
Valley 1979, Borah Peak 1983, Nihonkai-Chubu 1983, and Superstition Hills 1987. The parameters of
the case histories that they collected to analyze were divided into three groups:

1.  Seismic parameters—moment magnitude (M) and horizontal distance from site to seismic
energy source (r) in km.

2. Topographic parameters—free-face ratio (W) and ground slope (S), both in percent.

3. Geotechnical parameters—thickness of layer with corrected blow counts (N1)s < 15 (T5) in
meters, average fines content in the T5 layer (Fy5) in percent, and average mean grain size in the
Ty5 layer (D5015) in mm.

Later, Youd et al. [20] eliminated eight sites” data from their dataset due to a lack of free lateral
movement. Additionally, they added data from the following three earthquake sites: Borah Peak 1983,
Loma Prieta 1989, and Hyogo-Ken Nanbu (Kobe) 1995.

In the present study, the main dataset was developed by adding a new parameter of CAV'5, which
is defined in Section 5.1.1. Kramer et al. [21] stated that CAV5 is the most efficient and sufficient
earthquake intensity to evaluate liquefaction in sandy soil. Therefore, CAV5 was estimated using
the attenuation equation presented by them.. In this way, the causative earthquake fault types of all
earthquakes in the dataset were discovered. Then, the sites with a moment magnitude range from
6.4 to 7.9 were selected in order to find the applicable magnitude range for Equation (11); the Alaska
1964 site, with a magnitude of 9.2, was thus deleted from the dataset.

Furthermore, a statistical analysis was performed to examine and estimate the coefficient of
correlation (R) of all input parameters with the output (Dp) one by one. The estimated values of R
for r-Dyy and S-Dy were a positive value of 0.104 and a negative value of —0.98, respectively, contrary
to the supposition for them. This was possibly due to the scarcity of sites that were explored, and
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consequently, the shortage measured values for r and S in the main dataset. Therefore, in this study,
after eliminating 7 and S from dataset, only the free-face condition was considered, and samples of the
ground slope condition were deleted from the main dataset. Furthermore, CAV5 was added to the
dataset instead of r. Figures 4 and 5 plot r versus CAV5 for range of My, in the main dataset from 6.4 to
7 and 7 to 7.9, respectively. It should be mentioned that the bold points show more than one point
coincided together.

X
= X X,
X
5 |
X
X
0
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Figure 4. r versus CAV's for 6.4 < M, <7 of the main dataset applied in this study.
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Figure 5. r versus CAV5 for 7 < My, < 7.9 of the main dataset applied in this study.

A dataset including 215 case histories with six parameters was then prepared. In addition,
to investigate the complicated influence of fine content on the liquefaction, the second dataset was
arranged by eliminating samples with an Fj5 value larger than 28%. Therefore, the second dataset
included 182 samples.

5.1.1. Cumulative Absolute Velocity

Eed et al. utilized CAV as a criterion to evaluate the onset of structural damage for the first time.
They reported it in the Electric Power Research Institute journal [44] and defined it in a mathematical
framework as presented below:

CAV = /Otmx\u(t)|dt ®)

where a(t) is the acceleration of ground motion graph, t is the time, and t;;,y is the duration of
the earthquake.

Liyanapathirana et al. [45] studied special aspects of Australian earthquakes and found that the
predominant frequency of earthquakes in Australia is much higher than in California. This is because
the earthquakes in Australia are in the middle of tectonic plates, so liquefaction has not occurred. They
introduced a pseudo-velocity in the same dimensions and form as CAV to quantify this difference as
indicated below:

‘tnmx
v= [ a)ar ©)
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By studying various Japanese codes, Orense demonstrated that seismic-induced shear stresses,
calculated using empirical models containing PGA, do not have high accuracy in near-source
circumstances but still have reasonable accuracy for far-source earthquakes. Next to that, he
indicated threshold values of 150 gal and 20 kine for PGA and PGV respectively for the occurrence of
liquefaction [46].

After inspecting approximately 300 parameters of earthquakes, Kramer et al. revealed that CAV’s,
as can be estimated through Equation (11), has better efficiency and sufficiency than other earthquake
intensity parameters for liquefaction evaluation. They also utilized the strong Pacific Earthquake
Engineering Research (PEER) database, consisting of 282 ground motions from 40 earthquakes to
present an equation to calculate CAV’5 for shallow crustal events [21].

0 for |a(t)| < 5cm/ sec 2

1 for |a(t)]| > 5cm/ sec? (10)

CAVs = /O'm<>s>\a(t)| where (%) = {

InCAVs = 3.495 + 2.764(M — 6) + 8539 In(M/6) + 1.008 ln(\/ 2+ 6‘155) +0.4641 Fyy + 0.165F 1)

where CAV5 is a form of CAV based on Equation (10) (m/sec), M is the moment magnitude, and r is
the closest distance to the rupture (km). Fyy = Fg = 0 for strike slip faults, Fyy = 1 and Fr = 0 for normal
faults, and Fy = 0 and Fg = 1 for reverse or reverse-oblique faults.

The database of Equation (11) has a range of 4.7 to 7.4 for M, which is proposed for use for a
maximum magnitude of 8, and it has a range of 1 to more than 100 km for r. In the present study,
Equation (11) was applied to calculate CAV5 from the dataset by considering the causative fault type.

5.2. Artificial Neural Network Models

At first, both datasets were divided into three groups: approximately 70% for the training phase
and two groups of 15% each for the testing and validating phase. The validating phase was applied to
prevent the model from being overtrained. The data deviation was conducted according to statistical
factors, and the three groups contained similar statistical factors, such as minimum, maximum,
and mean values. Furthermore, to achieve a higher accuracy of output, the same portion of any
earthquake’s data was selected for the three phases, so all the sites contributed with their data in
the training, testing, and validating phases with similar statistical factors. The ANN was established
using a back-propagation algorithm with one hidden layer, which is the most commonly used network
to drive an ANN model to predict Dy. There are six inputs, including six parameters, which were
considered by Youd et al. [20] and Bartlett et al. [37]. In addition, there is the new measured parameter
of CAV5 as well as one output as a Dy;.

The first dataset was divided into three groups including 151 samples for training, 32 samples for
testing, and an extra 32 samples for the validating phase. Tables 1 and 2 summarize the characteristics
and certificates of the first dataset and the subsequently developed ANN model. As can be seen from
Table 2, the coefficient of correlation (R) given in Equation (12), which is the most common factor
to assess the performance of correlations, of the first ANN model for all three groups and the main
dataset was around 90%.

_ L (xi — x0) (di — do)
\/Efil (xi — x0)* L (d; — do)?

where 1 is the sample size, x; and d; are the individual sample points indexed with i, and ¥ and d are
the mean sample sizes.

R

12)
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Table 1. Characteristics of whole case histories” input parameters that were used to develop the ANN
model and RSM equation.

Parameter Min Value Mean Value Max Value
My 6.4 7.18 7.9
W (%) 1.64 10.25 56.8
T15 (m) 0.2 8.78 16.7
Fi5 (%) 1 16.57 70
D5015 (mm) 0.036 0.35 1.98
CAV5 (m/sec) 3.7 14.58 27.85

Table 2. Certificates of the first ANN model for the whole dataset.

Data Training Testing Validating All
R 0.89 0.92 0.90 0.90

To investigate the complex influence of Fis5, the new dataset was constructed by selecting data
samples with an Fjs5 less than critical value of 28%, which was demonstrated by Tao [32], and its
characteristics are listed in Table 3. The new dataset was divided again into three groups with the
same portion of each site and with similar statistical factors. Therefore, data from each earthquake
contributed to the training, testing, and validating phase. In this step, around 15%, 15%, and 70% of
the dataset equated to 27, 27, and 129 samples used for the testing, validating, and training processes,
respectively. The characteristics of this new ANN model are presented in Table 3. Also, Table 4 presents
the certificate of the second model. It can be seen in Table 4 that the R values for all groups of datasets
were around 90%.

Table 3. Characteristics of database with Fi5 < 28% used for the second developed ANN model and

RSM equation.
Parameter Min Value Mean Value Max Value

My 6.5 7.27 7.9

W (%) 1.64 9.84 56.8

T15 (m) 0.5 8.78 16.7

Fi5 (%) 1 11.83 27

D5015 (mm) 0.086 0.4 1.98
CAV5 (m/sec) 3.7 15.02 16.28

Table 4. Certificate of the second ANN model for dataset with Fi5 < 28%.

Data Training Testing Validating All
R 0.92 0.95 0.89 0.91

5.3. The RSM Equations for Predicting Dy

First, an RSM was conducted to drive an equation on the basis of the first ANN model. Therefore,
the DOE introduced by Box et al. [43] for the second-degree polynomial with cross terms was employed
to provide 54 coded values to cover the full range of parameters. Through the first developed ANN
model, the response value (herein referred to as Dy) in coded form was calculated. Thereafter,
the RSM equation with 28 terms according to the second-degree polynomial with cross terms was
derived; however, through hypothesis testing considering the p-value, some terms were eliminated.
Then, the RSM was applied repeatedly to achieve the final equation. The following equation was
consequently developed with 22 terms to correlate the Dy caused by liquefaction to the six input

32



J. Mar. Sci. Eng. 2019, 7, 35

parameters for the whole range of parameters in this study, without any limitations on the range of the
F5 value:

DH =ap+ llle + 112W + LZ3T15 + £Z4F15 + 115(D5015) + IZ6(CAV5) + {17sz + ang + 119T152
+a10(F15)* + a11(D5015)? + a1o(CAVs)? + a13Mo T15 + 014MoFis + a15Mo(D5015) + a16WTis — (13)
+a17WF1s + aigW(D5015) + a19 T15 Fi5 + azg T15 D5015 + ap1 Fi5 CAVs

Characteristics of the RSM equation: R? = 87.22%, R? (predicted) = 78.73%, and R? (adjust) = 83.99%.

The coefficient of determination (R?) illustrates how well the curves fit on the data points.
In addition, the R? (adjust) demonstrates the percentage of variation defined by the independent
variables that affect the dependent variable, herein referred to as Dy. Also, the R? (predicted) defines
how well a correlation is able to predict the target for a new observation. The values of coefficients ag
to apy are listed in Table 5.

Table 5. Coefficients of Equation (13).

Coefficient ag a1 ap as ay as ag ay
Value 0.9174 —1.6737 2.6172 0.7685 —1.0865 —1.8952 1.3425 —0.36369
Coefficient ag ag aio a1 ain a3 aa ais
Value —0.3733 —0.0678 —0.7474 —0.4060 0.0258 —0.3766 0.2579 —0.59428
Coefficient aie ayy aig ayg a ax;
Value 0.3566 —0.4549 0.4603 —0.6531 0.6011 —0.5063

Second, the second RSM equation with the final 21 terms was derived based on the second
developed ANN model in this study through the same process as that for the first RSM equation.
The second-degree polynomial with cross terms was applied in conjunction with Box and Behnken’s
DOE on the basis of the second ANN model. Then, a hypothesis test with the same p-value was
conducted to provide the second RSM equation for Fi5 less than 28% (Equation (14)). Table 6 presents
the coefficients of the second RSM equation.:

DH =ap + lZle + azw + 113T15 + 114F15 + 115(D5015) + a6(CAV5) + 117sz + llng + 119T]52
+a10(F15)? + a11(D5015)% + 212(CAV5)? + a13Mo W + a14MF15 + a15Mqp(CAV5) (14)
+a16W(D5015) + a1 W(CAVs) + aig T1s Fis + a19 T1s (D5015) + azg F15 (D5015)

Characteristics of the second RSM equation: R? = 88.51%, R? (predicted) = 50.95%, and R?
(adjust) = 78.09%.

Table 6. Coefficients of Equation (14).

Coefficient ag ay ap as ag as ag ay
Value 3.1271 1.1700 0.4711 —0.02313  —0.6786 0.7715 —0.0208 0.5489
Coefficient ag ag aio a1 ain a3 ag ais
Value —0.0871 —0.6520 0.3773 0.3225 —0.4646 0.6225 —0.7350 —0.7364
Coefficient aie ayy aig ag a
Value —0.7855 0.9542 0.9622 —0.8165 —1.2668

It must be noted that to use the derived RSM equation, the main values of input parameters must
be exchanged with coded values by the function presented in Equation (15). Those coded values must
then be put into the RSM equation to achieve the results. In other words, the RSM equation declares
the relationship between the coded value of parameters and responses (output); coded values have a
range from —1 to 1.

Real value — mean value

Coded value = Max value — Min value x2 (15)
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The max, min, and mean values of the parameters are listed in Tables 1 and 3 for both RSM
equations presented in this study.

6. Comparison of RSM Equations with Extra Models

Chu et al. [47] analyzed five liquefied sites during the Chi-Chi-1999 earthquake in Taiwan, all
in the near-fault region from five sites in two districts of Wufeng and Natu as they are illustrated in
Figures 1 and 2. Table 7 presents these parameters’ values from the sites. Based on these data samples,
the predicted results of the RSM equations are compared to Youd et al. [20], Javadi et al. [27], and
Rezania et al. [36]. In total, 28 sites (for which the necessary parameters for the ANN model and the
RSM equation are reported by Chu et al. [45]) are illustrated in Table 8. The sample numbers from
1 to 26 are from Wufeng's sites and samples of 27 and 28 are belong to Nantu's site. The capability
and accuracy of the first RSM equation was demonstrated using all 28 site samples from the Chi-Chi
earthquake, including samples with Fy5 from 13% to 48.5%.

Table 7. Model parameters and measured Dy at sites affected by the 1999 Chi-Chi earthquake.

Sample No My r w S Tis Fi5 D50is PGA CAVs Dy (m)
1 7.6 5 7.4 0 05 20.8 0.11 0.67  45.226 0
2 7.6 5 137 0 08 20.8 0.11 0.67  45.226 0.45
3 7.6 5 184 0 08 20.8 0.11 0.67  45.226 0.55
4 7.6 5 252 0 08 20.8 0.11 0.67  45.226 0.8
5 7.6 5 373 0 0.8 20.8 0.11 0.67  45.226 1.05
6 7.6 5 499 0 0.8 20.8 0.11 0.67  45.226 2.05
7 7.6 5 5.7 0 05 13 0.18 0.67  45.226 0
8 7.6 5 6.6 0 075 13 0.18 0.67  45.226 0.1
9 7.6 5 7.9 0 075 13 0.18 0.67  45.226 0.17
10 7.6 5 9 0 075 13 0.18 0.67  45.226 0.23
11 7.6 5 15 0 075 13 0.18 0.67  45.226 0.29
12 7.6 5 212 0 075 13 0.18 0.67  45.226 0.49
13 7.6 5 119 0 1.1 208 0.11 0.67 45226 0
14 7.6 5 263 0 1.1 208 0.11 0.67  45.226 0
15 7.6 5 122 0 045 30 0.13 0.67 45226 04
16 7.6 5 143 0 045 30 0.13 0.67  45.226 0.65
17 7.6 5 246 0 045 30 0.13 0.67  45.226 1
18 7.6 5 577 0 045 30 0.13 0.67 45226 1.24
19 7.6 5 8 0 1 314 0.1 0.67  45.226 0.35
20 7.6 5 105 0 1 314 0.1 0.67  45.226 0.61
21 7.6 5 19 0 1 314 0.1 0.67  45.226 0.96
22 7.6 5 313 0 1 314 0.1 0.67  45.226 2.96
23 7.6 5 9.6 0 1.8 485 0.1 0.67  45.226 0.35
24 7.6 5 117 0 1.8 485 0.1 0.67  45.226 0.52
25 7.6 5 133 0 1.8 485 0.1 0.67  45.226 0.62
26 7.6 5 237 0 1.8 485 0.1 0.67  45.226 1.62
27 76 13 59 38 17 223 0.12 039 24816 0.05
28 76 13 162 38 1.7 223 0.12 039 24816 0.25

The results of comparison between the predicted values and measured values are summarized in
terms of the root mean square error (RMSE), mean absolute error (MAE), and R in Table 8. It is clear
that the larger R and smaller RMSE and MAE reveal higher accuracy of predicted results.

o 2
RSME = W (16)
MAE — En X = Xp| |X’;]_ 2l 17)

where N is the number of samples, X;, is the measured value, and Xp is the predicted value.
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Table 8. Performance certificate of first RSM equation in comparison with extra available models.

Performance Models Used to Predict Dy
Criteria Youd etal. [20]  Javadietal.[26]  Rezania et al. [36] First RSM
R 0.514 —0.74 0.433 0.683
MAE 3.77 1.04 0.49 0.3
RSME 4.37 1.19 0.7 0.37

Furthermore, all samples with an Fj5 greater than 28% were eliminated from the Chi-Chi
earthquake cases, and 16 samples consequently remained (samples number 1 to 14 as well as numbers
27 and 28, as can be seen in Table 7). Then, the second RSM equation was validated by applying it to
these samples in comparison with the extra three models. Table 9 summarizes the results of all models.

Table 9. Performance certificate of second RSM equation, on the basis of samples with Fi5 < 28% in
comparison with extra available models.

Performance Models Used to Predict Dy
Criteria Youd et al. [20] Javadietal. [26] Rezania et al. [36] First RSM Second RSM
R 0.934 —0.813 0.233 0.846 0.891
MAE 4.84 1.2 0.42 1.48 0.29
RSME 5.34 1.3 0.57 1.63 0.39

Figures 6 and 7 visualize the comparison between both RSM equations developed in the present
study and three extra models with measured data from sites of the Chi-Chi earthquake. Twenty-eight
data points are evaluated in Figure 6 for whole range of the parameters. Meanwhile, Figure 7 illustrates
the comparison for data points with Fi5 values of less than 28% at 16 data points.
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Figure 6. Comparison between the first RSM equation and three extra models with 28 data points
measured from sites of Chi-Chi earthquake.
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Figure 7. Comparison between both RSM equations and three extra models with 16 data points
including Fj5 of less than 28% measured from sites of the Chi-Chi earthquake.

7. Results and Discussion

The previous sections have compared the first RSM model, which belongs to the full range of
parameters, and the second RSM model, which was derived for samples whose Fy5 values were less
than 28%, with three extra well-known models. The models were examined using new data from the
Chi-Chi earthquake, which were not included in the two datasets to establish the two RSM models.
As can be seen in Table 8, the RSM equation of the whole range of parameters indicated a higher R value
of 0.683, in comparison with the extra models whose values were 0.433, —0.74, and 0.514. Furthermore,
the RSM model comprises lower MAE and RSME values of 0.3 and 0.37, respectively, compared to 0.49
and 0.7 for Rezania et al., 1.04 and 1.19 for Javadi et al., and 3.77 and 4.37 for Youd et al. Therefore,
among all of them, the RSM model provided prediction with higher accuracy.

On the other hand, as can be seen in Table 9, by considering samples with F;s5 less than 28%,
the model of Youd et al. provided the highest R value of 0.934, closely followed by the second and
the first RSM models with R values equal to 0.891 and 0.846 respectively. Table 9 also illustrates the
MAE and RSME criteria values for all models for samples with a limited value for Fy5 less than 28%.
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The values of the MAE and RSME in the second RSM model—0.29 and 0.39, respectively—indicates the
highest accuracy and performance in comparison with the others. In addition, the model of Rezania et al.,
with 0.42 and 0.57, illustrated lower values for the MAE and RSME, respectively. Further, Javadi et al.
with 1.2 and 1.3, and Youd et al. with 4.84 and 5.34 provide less accuracy for predicting Dpy.

The comparison between the two models developed in this study and the extra three models
demonstrates that the second RSM model provided a reasonable correlation and the lowest error.
The results indicated that the RSM is a highly efficient tool to perform a liquefaction hazard analysis.
Furthermore, performance of the model is increased by taking into account the complex influence of
Fc by eliminating an Fi5 larger than 28% and even by decreasing the number of samples in the dataset.

Another major advantage of the presented models is their consideration of earthquake aspects,
such as the near-fault zone, the frequency of earthquake motion, and the causative fault type, by
estimating and adding the CAV5 parameter to the dataset. As can be seen from Figures 6 and 7,
among all models that were considered in the present study to calculate Dy without any limitation
on the parameters’ value, the model of Youd et al. was overpredicted. Meanwhile, Youd et al.’s
model provided poor and overpredicted results for samples with a limited value of Fy5 less than 28%.
Additionally, considering samples with a limited F;5 value shows the first RSM and the model of
Javadi et al. present an overpredicted value for Dy. Furthermore, second RSM equation and model of
Rezania et al. underpredicted Dy in their predictions.

There are some limitations for applying both first and second RSM equations as follow:

(1) Both RSM models require standard penetration test SPT and laboratory tests to determine
geotechnical properties parameters of Ts, Fi5, and D505,
(2) Both of the RSM models are valid for free-face conditions but not ground-slope conditions.

(38) Second RSM model is valid only for Fi5 < 28%.

(4) Models are only valid for earthquakes with My, between 6.4 and 8.0.

(5)  Specify accuracy limits for each model.

(6) Itis necessary to transfer all six input models” parameters measured value to a coded value using

Equation (15) and then put the coded value in the RSM equations to predict Dy;.

8. Summary and Conclusions

The determination of lateral displacement due to liquefaction caused by an earthquake (D) is
the most important aspect of liquefaction hazard analysis. There are two main types of conditions
according to the topography of the sites: free-face and sloping ground conditions. First, the parameter
of corrected absolute velocity (CAV’s) of sites was calculated due to it being the most efficient and
sufficient parameter for the assessment of liquefaction caused by earthquakes [21], and it was added to
develop the dataset to cover all aspects of earthquakes, including the frequency content of earthquake
motions and the causative fault type of earthquakes. Then, a statistical parametric analysis was
performed by estimating the correlation coefficient (R) between all input parameters and output as Dp.
To achieve a more capable and accurate model, based on the estimated values for R, the horizontal
distance from a site to the seismic energy source (r) and ground slope (S) was eliminated from the
original dataset due to poor correlations to the target. Therefore, the final dataset was created for
free-face condition sites.

The significant aspects of earthquakes, such as the near-fault region, frequency content, and
causative fault type of earthquakes, which are included in the model established by Kramer et al. [21],
were considered by taking CAV's into account. To investigate the complex effect of fine content, the main
dataset was divided into two subsets. The first dataset included the whole range of parameters, and in
the second one, all samples with average fine content in the liquefiable layer (Fy5) larger than 28% were
removed from the dataset, in line with Tao [32]. Furthermore, the RSM was applied to develop two
equations in order to the first and the second dataset to examine its performance to assess liquefaction.
In the end, the two presented models in this study were compared to three available models to
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demonstrate their capability and accuracy with regard to predicting Dy in free-face conditions in a
near fault zone case history of the Chi-Chi earthquake.

The present study highlights the importance of earthquake aspects, especially CAV5 as the most
sufficient and efficient intensity to liquefaction hazard assessments. In addition, the RSM is a strong
tool for the evaluation of complex non-linear phenomena such as liquefaction.

The results also confirm the complicated influence of Fi5 on the whole range, and they provide
significant enhancements to the performance of the model by considering samples with an Fi5 less
than 28% as a critical value defined by Tao [32]. One of the most remarkable results, which shows the
complex influence of fine content on evaluation of Dy, is that the second model demonstrated higher
accuracy and capability, even though it was developed using a database with fewer samples than the
first model.

Author Contributions: Conceptualization, X.T.; methodology; Q.Y. and X.T.; software, N.P.; validation, N.P.;
formal analysis, N.P,; investigation, Q.Y. and X.T.; resources, N.P.; data curation, N.P.; writing—original draft
preparation, N.P.; writing—review and editing, N.P,; visualization, N.P.,; supervision, Q.Y. and X.T.; project
administration, X.T.; funding acquisition, Q.Y.

Funding: This research was funded by National Natural Sciences Foundation of China, grant number 51639002
and National Key Research & Development Plan, grant number 2018 YFC1505305 and “The APC was funded by
State Key Laboratory of Coastal and Offshore Engineering, Dalian University of Technology, Dalian 116024, China.

Acknowledgments: The authors are grateful for the technical and financial support Provided by National Natural
Sciences Foundation of China Granted No. 51639002 and National Key Research & Development Plan under
Grant No. 2018YFC1505305. State Key Laboratory of Coastal and Offshore Engineering, Dalian University of
Technology, Dalian 116024, China.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Bartlett, S.E; Youd, T.L. Empirical Analysis of Horizontal Ground Displacement Generated by Liquefaction-Induced
Lateral Spread; Tech. Rep. No. NCEER-92-0021; National Center for Earthquake Engineering Research:
Buffalo, NY, USA, 1992; p. 114.

2. Gu, W.H,; Morgenstern, N.R.; Robertson, PK. Progressive Failure of Lower San Fernando Dam. J. Geotech. Eng.
1993, 119, 339-449. [CrossRef]

3. Arulanandan, K; Li, X.S; Sivathasan, K.S. Numerical Simulation of Liquefaction-Induced Deformations.
J. Geotech. Geoenviron. Eng. 2000, 126, 657-666. [CrossRef]

4. Liao, T.; McGillivray, A.; Mayne, PW.; Zavala, G.; Elhakim, A. Seismic Ground Deformation Modeling; Final
Report for MAE HD-7a (Year 1); Geosystems Engineering/School of Civil & Environmental Engineering,
Georgia Institute of Technology: Atlanta, GA, USA, 2002.

5. Liyanapathirana, D.S.; Poulos, H.G. A numerical model for dynamic soil liquefaction analysis. Soil Dyn.
Earthg. Eng. 2002, 22, 1007-1015. [CrossRef]

6.  Lopez-Caballero, F.; Farahmand-Razavi, A.M. Numerical simulation of liquefaction effects on seismic SSI.
Soil Dyn. Earthq. Eng. 2008, 28, 85-98. [CrossRef]

7.  Tokida, K.; Matsumoto, H.; Azuma, T.; Towhata, I. Simplified Procedure to Estimate Lateral Ground Flow by
Soil Liquefaction; Soil Dynamic and Earthquake Engineering, VI; Cakmak, A.S., Brebbia, C.A., Eds.; Elsevier
Applied Science: New York, NY, USA, 1993; pp. 381-396.

8.  Yegian, M.K,; EMarciano, A.; Ghahraman, V.G. Earthquake-Induced Permanent Deformations: Probabilistic
Approach. J. Geotech. Eng. 1991, 117, 35-50. [CrossRef]

9.  Baziar, M.H.; Dobry, R.; Elgamal, A.-W. Engineering Evaluation of Permanent Ground Deformation due to
Seismically-Induced Liquefaction; Technical Report No. NCEER-92-0007; National Center for Earthquake
Engineering Research, State University of New York: Buffalo, NY, USA, 1992; Volume 2.

10.  Jibson, R.W. Predicting Earthquake-Induced Landslide Displacement Using Newmark—s Sliding Block Analysis;
Transportation Research Record 1411; Transportation Research Board: Washington, DC, USA, 1994; pp. 9-17.

11. Miller, E.A_; Roycrof, G.A. Seismic Performance and Deformation of Leeves: Four case studies. J. Geotech.
Geoenviron. Eng. 2004, 130, 344-354. [CrossRef]

38



J. Mar. Sci. Eng. 2019, 7, 35

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22,

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

Olson, S.M.; Johnson, C.I. Analyzing Liquefaction-Induced Lateral Spreads Using Strength Ratios. . Geotech.
Geoenviron. Eng. 2008, 134, 1035-1049. [CrossRef]

Hamada, M.; Towhata, I; Yasuda, S.; Isoyama, R. Study on permanent ground displacement induced by
seismic liquefaction. Comput. Geotech. 1987, 4, 197-220. [CrossRef]

Youd, T.L.; Perkins, D.M. Mapping of Liquefaction Severity Index. J. Geotech. Eng. 1987, 113, 1374-1392.
[CrossRef]

Shamoto, Y.; Zhang, ].-M.; Tokimatsu, K. Methods for evaluating residual post-liquefaction ground settlement
and horizontal displacement. Soils Found. 1998, 38, 69-83. [CrossRef]

Kanibir, A.; Ulusay, R.; Aydan, O. Assessment of liquefaction and lateral spreading on the shore of Lake
Sapanca during the Kocaeli (Turkey) earthquake. Eng. Geol. 2006, 83, 307-331. [CrossRef]

Franke, K.W.; Kramer, S.L. Procedure for the Empirical Evaluation of Lateral Spread Displacement Hazard
Curves. J. Geotech. Geoenviron. Eng. 2014, 140, 110-120. [CrossRef]

Zhang, J.; Zhao, J.X. Empirical models for estimating liquefaction-induced lateral spread displacement.
Soil Dyn. Earthq. Eng. 2005, 25, 439-450. [CrossRef]

Bardet, ].-P; Liu, F. Motions of gently sloping ground during earthquakes. J. Geophys. Res. Earth Surf. 2009,
114. [CrossRef]

Youd, T.L.; Hansen, C.M.; Bartlett, S.F. Revised Multilinear Regression Equations for Prediction of Lateral
Spread Displacement. |. Geotech. Geoenviron. Eng. 2002, 128, 1007-1017. [CrossRef]

Kramer, S.L.; Mitchell, R.A. Ground Motion Intensity Measures for Liquefaction Hazard Evaluation.
Earthgq. Spectra 2006, 22, 413-438. [CrossRef]

Shome, N. Probabilistic Seismic Demand Analysis of Nonlinear Structures; Stanford University: Stanford, CA,
USA, 1999; p. 320.

Hui, S.; Tang, L.; Zhang, X.; Wang, Y.; Ling, X.; Xu, B. An investigation of the influence of near-fault ground
motion parameters on the pile’s response in liquefiable soil. Earthq. Eng. Eng. Vib. 2018, 17, 729-745.
[CrossRef]

Kwan, W.S; Sideras, S.S.; Mohtar, C.E. Predicting Soil Liquefaction Lateral Spreading: The Missing Time
Dimension. In Proceedings of the Geotechnical Earthquake Engineering and Soil Dynamics V, Austin, TX,
USA, 10-13 June 2018.

Wang, J.; Rahman, M.S. A neural network model for liquefaction-induced horizontal ground displacement.
Soil Dyn. Earthq. Eng. 1999, 18, 555-568. [CrossRef]

Baziar, M.H.; Ghorbani, A. Evaluation of lateral spreading using artificial neural networks. Soil Dymn.
Earthq. Eng. 2005, 25, 1-9. [CrossRef]

Javadi, A.A_; Rezania, M.; Nezhad, M.M. Evaluation of liquefaction induced lateral displacements using
genetic programming. Comput. Geotech. 2006, 33, 222-233. [CrossRef]

Baziar, M.H.; Saeedi Azizkandi, A. Evaluation of lateral spreading utilizing artificial neural network and
genetic programming. Int. ]. Civ. Eng. 2013, 11, 100-111.

Ambraseys, N.N.; Menu, ].M. Earthquake-induced ground displacements. Earthq. Eng. Struct. Dyn. 1988, 16,
985-1006. [CrossRef]

Derakhshandi, M.; Rathje, E.M.; Hazirbaba, K.; Mirhosseini, S.M. The effect of plastic fines on the pore
pressure generation characteristics of saturated sands. Soil Dyn. Earthq. Eng. 2008, 28, 376-386. [CrossRef]
Phan, V.T.-A,; Hsiao, D.-H.; Nguyen, P.T.-L. Effects of Fines Contents on Engineering Properties of Sand-Fines
Mixtures. Procedia Eng. 2016, 142, 213-220. [CrossRef]

Tao, M. Case History Verification of the Energy Method to Determine the Liquefaction Potential of Soil Deposits;
Department of Civil Engineering, Case Western Reserve University: Cleveland, OH, USA, 2003; p. 173.
Youd, T.L. Application of MLR Procedure for Prediction of Liquefaction-Induced Lateral Spread
Displacement. |. Geotech. Geoenviron. Eng. 2018, 144, 04018033. [CrossRef]

Pirhadi, N.; Tang, X.; Yang, Q.; Kang, F. A New Equation to Evaluate Liquefaction Triggering Using the
Response Surface Method and Parametric Sensitivity Analysis. Sustainability 2018, 11, 112. [CrossRef]
Maurer, B.W.; Green, R.A.; Cubrinovski, M.; Bradley, B.A. Fines-content effects on liquefaction hazard evaluation
for infrastructure in Christchurch, New Zealand. Soil Dyn. Earthq. Eng. 2015, 76, 58-68. [CrossRef]

Rezania, M.; Faramarzi, A.; Javadi, A.A. An evolutionary based approach for assessment of
earthquake-induced soil liquefaction and lateral displacement. Eng. Appl. Artif. Intell. 2011, 24, 142-153.
[CrossRef]

39



J. Mar. Sci. Eng. 2019, 7, 35

37.

38.

39.

40.

41.
42,

43.

44.

45.

46.

47.

Bartlett, S.F.; Youd, T.L. Empirical Prediction of Liquefaction-Induced Lateral Spread. ]. Geotech. Eng. 1995,
121, 316-329. [CrossRef]

Zhang, G.; Robertson, PK.; Brachman, R.W.I. Estimating Liquefaction-Induced Lateral Displacements Using
the Standard Penetration Test or Cone Penetration Test. |. Geotech. Geoenviron. Eng. 2004, 130, 861-871.
[CrossRef]

Goh, A.T.C.; Zhang, W.G. An improvement to MLR model for predicting liquefaction-induced lateral spread
using multivariate adaptive regression splines. Eng. Geol. 2014, 170, 1-10. [CrossRef]

McCulloch, W.S.; Pitts, W. A logical calculus of the ideas immanent in nervous activity. Bull. Math. Biophys.
1943, 5, 115-133. [CrossRef]

Rumelhart, D.E.; McClelland, J.L. Parallel Distributed Processing; MIT Press: Cambridge, MA, USA, 1986.
Box, G.E.P; Draper, N.R. Empirical Model-Building and Response Surfaces; John Wiley & Sons: New York, NY,
USA, 1987.

Box, G.E.P; Behnken, D.W. Some New Three Level Designs for the Study of Quantitative Variables.
Technometrics 1960, 2, 455-475. [CrossRef]

EPRI. A Criterion for Determining Exceedance of the Operating Basis Earthquake; Report No. EPRI NP-5930; EPRI:
Palo Alto, CA, USA, 1988; p. 330.

Liyanapathirana, D.S.; Poulos, H.G. Assessment of soil liquefaction incorporating earthquake characteristics.
Soil Dyn. Earthq. Eng. 2004, 24, 867-875. [CrossRef]

Orense, R.P. Assessment of liquefaction potential based on peak ground motion parameters. Soil Dyn.
Earthg. Eng. 2005, 25, 225-240. [CrossRef]

Chu, D.B,; Stewart, ].P; Youd, T.L.; Chu, B.L. Liquefaction-Induced Lateral Spreading in Near-Fault Regions
during the 1999 Chi-Chi, Taiwan Earthquake. J. Geotech. Geoenviron. Eng. 2006, 132, 1549-1565. [CrossRef]

® © 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
[

(CC BY) license (http:/ /creativecommons.org/licenses /by /4.0/).

40



Journal of

Marine Science K\
and Engineering M D\Py

Article
Numerical Simulations of Wave-Induced Soil Erosion
in Silty Sand Seabeds

Zhen Guo, Wenjie Zhou, Congbo Zhu, Feng Yuan * and Shengjie Rui
College of Civil Engineering and Architecture, Zhejiang University, Hangzhou 310058, China;
nehzoug@163.com (Z.G.); zhouwenjiesd@163.com (W.Z.); 21812141@zju.edu.cn (C.Z.);
ruishengjie@zju.edu.cn (S.R.)
* Correspondence: yuanfen5742@163.com; Tel.: +86-137-3547-4967

Received: 10 January 2019; Accepted: 18 February 2019; Published: 20 February 2019

Abstract: Silty sand is a kind of typical marine sediment that is widely distributed in the offshore
areas of East China. It has been found that under continuous actions of wave pressure, a mass of
fine particles will gradually rise up to the surface of silty sand seabeds, i.e., the phenomenon called
wave-induced soil erosion. This is thought to be due to the seepage flow caused by the pore-pressure
accumulation within the seabed. In this paper, a kind of three-phase soil model (soil skeleton, pore
fluid, and fluidized soil particles) is established to simulate the process of wave-induced soil erosion.
In the simulations, the analytical solution for wave-induced pore-pressure accumulation was used,
and Darcy flow law, mass conservation, and generation equations were coupled. Then, the time
characteristics of wave-induced soil erosion in the seabed were studied, especially for the effects
of wave height, wave period, and critical concentration of fluidized particles. It can be concluded
that the most significant soil erosion under wave actions appears at the shallow seabed. With the
increases of wave height and critical concentration of fluidized particles, the soil erosion rate and
erosion degree increase obviously, and there exists a particular wave period that will lead to the most
severe and the fastest rate of soil erosion in the seabed.

Keywords: wave action; silty sand; seepage flow; soil erosion; pore-pressure accumulation;
three-phase soil model

1. Introduction

Silty sand is widely distributed in the eastern coast of China, among which the most representative
area is the Yellow River subaqueous delta. According to the in-situ survey data [1], the silty sand
sediment (typical median particle size less than 50.00 um, silt content over 80%) accounts for 90% of the
northeast of the delta. There commonly exists a kind of hard crust with a thickness of 2.00-3.00 m in
the shallow stratum of seabeds. Sumer et al. [2] presented the results of an experimental investigation
of the complete sequence of sediment behavior beneath progressive waves and reported a similar
hard crust in sandy seabeds. The main reason for the formation of hard crust was thought to be
the compaction or solidification of sand layers induced by waves. However, for silty sand seabeds,
the coarse and fine particles coexist and the particle size distribution varies greatly. Thus, the inner
mechanism becomes different and complicated. Under wave actions, fine particles filling in the pore
space tend to move with the seepage flow, but the coarse particles remain in their initial positions. This
characteristic has been verified by the previous work of Shi [3]. Using a scanning electron microscope,
Shi [3] investigated the micro-structures of the hard crust, and found that the hard crust is constituted
of uniform coarse particles and a few fine particles. Based on a lot of field and experimental tests,
Jia et al. [1] pointed out that the hard crust is mainly caused by the wave-induced reformation and
erosion of the sediments near the surface. As shown in Figure 1a [4], under continuous wave actions,
plumes of sediment deposit over the seabed surface due to the upward movement of fine particles.
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Figure 1b [4] shows the micro-holes in the silty sediment as the result of fine particle transportation.
This phenomenon is also named “seabed coarsening”. The seabed coarsening phenomenon commonly
appears in shallow seabeds, but currently suitable theoretical or numerical models are still lacking for
the wave-induced erosion process of silty sand seabeds. The coarsening phenomenon of the seabed
will lead to the increase of soil permeability, which is the most important effect that can significantly
affect the potential and the depth of seabed liquefaction. In addition, the mechanical properties of
seabed soil will also be changed when seabed coarsening is occurred.

icro-holes)

plumes of sediment|
silty sediment

() (b)

Figure 1. Plumes of sediment and micro-holes in silty sediment seabed: (a) The plumes of sediment on
the silty sediment surface; (b) The micro-holes due to erosion. [4].

As mentioned above, the soil erosion is induced by the seepage flow within the seabed under
wave actions. Under the extreme wave condition, the excess pore-pressure is always large enough for
the occurrence of soil liquefaction, and thus soil particles will be repositioned and reconsolidated [5].
For the normal wave condition, the wave height is small and continuous seepage flow can be induced,
so some fine particles in the silty sand seabed move upwards under the seepage force, and the
coarsening phenomenon will emerged in shallow seabeds [6], as shown in Figure 2. It is also pointed
out that the hydrodynamic condition plays a significant role in topography construction and seabed
erosion process.
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Figure 2. Two mechanisms of the wave-induced pore-pressure and the erosion process.

In this paper, a three-phase soil model (soil skeleton, pore fluid, and fluidized soil particles)
was established to study the soil erosion process induced by waves in the silty sand seabed. In the
numerical simulation, the Darcy flow law, mass conservation, and generation equations were coupled
into COMSOL Multiphysics [7] to perform the studies. COMSOL Multiphysics is a kind of finite
element method (FEM) software which is developed by COMSOL INC found in Stockholm, Sweden.
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Jeng et al. [8] discussed two mechanisms for wave-induced pore pressures in a porous seabed, i.e.,
oscillatory, residual excess pore pressures, and an analytical solution for the wave-induced residual
pore pressure was derived. Using the residual pore-pressure analytical solution [8], the process of
wave-induced soil erosion was investigated. Then, the parametric studies were performed to study
the influences of wave height, wave period, and critical concentration of fluidized particles on the
erosion process in the seabed. It is found that the most significant soil erosion mainly occurred at the
shallow seabed. With the increases of wave height and critical concentration of fluidized particles, the
soil erosion rate and erosion degree increase obviously, and there exists a particular wave period that
will lead to the most severe and the fastest rate of soil erosion in the seabed.

2. Analytical Solution for Wave-Induced Pore-Pressure Accumulation

Generally speaking, based on the generation mechanism, as shown in Figure 2, the total excess
pore-pressure is composed of the oscillatory pore-pressure and the residual pore-pressure when waves
propagate along the seabed surface [5,9-12], and it can be expressed by

P:Pnsc+Pres (1)

where Pog is the oscillatory pore-pressure corresponding to the elastic deformation of the soil
skeleton. Py fluctuates in both temporal and spatial domains, and the fluctuation is accompanied
by the attenuation of the amplitude and phase lag under wave actions [13-15]. Pyes is the residual
pore-pressure that is period-averaged, and is the result of accumulated plastic deformation of the soil
skeleton. It has been acknowledged recently that with the accumulation of pore-pressure, continuous
seepage flow appears near the seabed surface and may lead to obvious particle migration [16-18].

Many studies have been performed for the accumulation of excess pore-pressure in the seabed
induced by waves [8,19-22]. According to Jeng et al. [8], for the waves, according to linear wave theory,
the residual pore-pressure in infinite thickness seabed can be derived based on Biot’s consolidation
equation in one-dimension [23], and the analytical solution can be expressed as

2A Az 1 ooexp(—rcv/\kzt) .
Pres = ——[1- +1 *?\Z**/i rAgz)dr 2
re Cv)\ka[ ( 2 )eXp( k ) 7T'O V(r+1)2 Sll’l(\/ k ) ] (2)
(142K 3Pk M7
PR - o)[ b ] 3
B(1 4 2Ko)y’

ks
A== @)

T

where ¢, is the consolidation coefficient, K is the coefficient of lateral earth pressure, f and 7 are
empirical constants, which can be confirmed based on the soil type and the relative density [24], k; is
the wave number, T is the wave period, and P}, is the amplitude of the dynamic wave pressure on the
seabed surface.

3. Theoretical Model for Soil Erosion Process

3.1. Definition of Three-Phase Soil Model

As shown in Figure 3, under the effect of wave-induced seepage, the transportation of the fine
particles will be induced. In this paper, a kind of three-phase soil model is defined and used to
simulate the transportation process of fine particles. The three-phase model was first proposed by
Vardoulakis et al. [25] to analyze the sand production problem. Accordingly, the soil element is defined
to be the combination of the soil skeleton (s), pore fluid (f), and fluidized soil particles (fs), which can
be expressed as

AW = dWg + dWys + dWs 5)

43



J. Mar. Sci. Eng. 2019, 7, 52

where dW, de, des, and dW; are the volumes of the soil element, soil skeleton, pore fluid, and
fluidized soil particles, respectively. The masses of soil element, soil skeleton, pore fluid, and fluidized
soil particles are represented by dM, de, deS, and dM;, respectively.

wave pressure B, = P, expi(kxr —or)]

X
N =
Sluidized
particles | fluid daw;
i [ dw,
seabed soil REV 5
solid dw
B
' Z
Figure 3. Three-phase theoretical model for the seabed soil.
In the three-phase model, the velocities of the three phases are
Ofs =0f =70 (©)
vs =0 (7)

where vy, v, U, vs are the velocities of the fluidized soil particles, pore fluid, the mixture (pore fluid
and fluidized soil particles), and soil skeleton, respectively.
The concentration of the fluidized soil particles ¢ can be expressed by

AW
c=—J° ®)
des + de
The soil porosity ¢ can be defined as
AWs +dW
= fs
The density of the mixture p is
o= (1-c)os+cps (10)

where py, ps are the densities of the pore fluid and the solid skeleton.
The apparent density of the fluidized soil particles can be defined as

o dMy "
pfsf AW = CPPs ( )

The volume discharge rate 7 and the velocity 7 of the mixture are

_ 4w
1= dsar (12)
_ AW dw g
—4av 4w 4 13
= dsar pdSdt ¢ 13)

where dW is the volume of the mixture through the cross-sectional dS within df time, dS is the pore
part of dS.

44



J. Mar. Sci. Eng. 2019, 7, 52

3.2. Mass Conservation Equations

Vardoulakis et al. [25] and Sterpi [26] introduced the mass conservation equation of the three-phase
in one-dimension shown as
0P
ot
where 111, is the mass generation term, which means the mass generation rate of phase « (the phase
can represent the fluidized particles phase with subscript fs or solid phase with subscript s or fluid
phase with subscript f), and aaif is the density change rate with time of phase a.
In detail, the three phases can be expressed as follows and the related diagrams are shown in
Figure 4.

’"4 y m, m, ity I, i,

LY ol — —— 7 i —

P (cp) +5(‘¢’ ) P, P, ¢ P, P, d(pv) P,
ot oz ot oz

fluidized particles solid Sfluid
(a) (b) (9

Figure 4. Mass conservation of the three phases: (a) Fluidized particles; (b) soil skeleton; (c) Pore fluid.

d .
+ E(Pava) = My (14)

(1) Fluidized soil particles

Combining Equation (6), (11), and (14), the mass conservation equation of the fluidized soil
particles can be expressed as

dcg) 9,
ot +3;c00)

== 15
o (15)

where m = 11, — mdw, e, is the rate of eroded mass and mde,, is the rate of deposited mass.
(2) Soil skeleton

Here, we divided the soil element into the solids (index 1) and the mixture (index 2). According
to Equation (14), the mass conservation equations of the two phases are

s 8p1 J
—mfg‘*‘&(ﬁlvl) (16)
S apz d
m=—=rt E(PZUZ) (17)

where p; p; are the densities of the soil phase and the mixture phase, v, v, are the velocities of the soil
phase and the mixture phase.
The mass conservation equation of the soil skeleton is

a(p _ m mer - mdep

r_T_ 7 % 18
5 = o . (18)
Using Equation (18), Equation (15) can be re-expressed by
dp _d(cp) 9, _
3= 5 T g (c9?) 19)
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(3) Pore fluid

Combining Equation (10) and (15), Equation (17) can be transformed into

21a-agl + 2o —cpl =0 0)

With Equation (19), Equation (20) can be re-expressed by

a(a‘PZ 7 _g 1)
Thus, the simplifications of these three equations are
99 _ it
oF = ps
5 = 5+ (ep0) @
o) _ g

There are four basic variables (¢, 11, ¢, 7) in Equation (22), and a constituted equation for 1 is
needed to solve the problem.
3.3. Constitutive Laws of Mass Generation

The rate of the soil erosion i1,, can be expressed by
er = psA(1 — @)cg] (23)

where A is the parameter used to describe the spatial frequency of the potential erosion starter points in
the soil skeleton of the porous medium and can be obtained using experiments [25]. It can be seen that
1er is proportional to ¢, which means the erosion process can go on until ¢ is equal to 0. The particle
deposition takes place in parallel with the particle erosion. According to Vardoulakis et al. [25], the
particle deposition rate can be expressed by

2
. C _
fgep = psA(1 — fP)quH (24)

Combining Equations (23) and (24), the net particle erosion 7 can be expressed by

2
. . . c _
m = Mcyr — Mgep :Ps)\(lf‘P)(C* CTV)Hq” (25)

3.4. Darcy Flow Law

With the loss of fine particles in the erosion process, the grain size distribution of the silty sand
will be changed and the soil porosity will be increased. Grain size distribution of sand affects its
permeability. It is known that poorly-graded soil has higher porosity and its permeability is larger
than that of the well-graded soil, in which smaller grains tend to fill the voids between larger grains.
According to the Carman-Kozeny equation [27], the relationship between the soil permeability and the
porosity can be described as

3
k=k—2 (26)
1-¢)

where k is the soil permeability, K is the reference permeability.
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The seepage flow under hydraulic gradient can be described by Darcy flow law [28], shown as

_ k oP
9=—T="5 (27)
e 9z
where 77, is the kinematic viscosity of the mixture of pore fluid and fluidized particles.

3.5. Governing Equations for Soil Erosion

By including mass conservation equations, mass generation law, and Darcy flow law, the
governing equations for the soil erosion process induced by waves in one-dimension are shown
in Equation (28).

99 _ cp) | ()

ot ot 0z
F) 20
S=A1-9)c— )l 8)
.
7= N L))
(1-¢)mp 92

In Equation (28), the basic variables are only ¢, ¢, P, and all of which are the functions of time ¢
and position z.

4. Numerical Implement of Seabed Erosion Model and Simulations

In this section, a numerical model was established to analyze the erosion process of silty sand
seabeds induced by waves. COMSOL Multiphysics is a kind of general-purpose simulation software
for FEM modelling in all fields of engineering and scientific research [7]. In this paper, the Partial
Differential Equation (PDE) module was used for the secondary development. In detail, the numerical
implement process can be described as follows. Firstly, the residual pore-pressure in the seabed
induced by waves can be obtained using Equation (2) proposed by Jeng [8]. The distribution of the
residual pore-pressure is inputted into the seabed erosion model. Then, with full drainage conditions
on the seabed surface and the impermeable seabed bottom, the Darcy seepage process can be solved.
For the seabed erosion model, the PDE module in COMSOL is used to solve Equation (28), thus
the erosion process (changes of ¢, ¢) can be obtained. In the numerical model, the Lagrange shape
function and the quadratic element order were adopted. The backward difference method was selected
to discretize the time domain and the Newton-Raphson method was used to solve the governing
equations iteratively. To satisfy the request of convergence, the time step At satisfy

At < !
E/Ps

(29)

R

where [ is length of the minimum element, E is elastic modulus of soil.

In the numerical model, the geometry of seabed depth d; is equal to 30.00 m and the average
mesh size is 0.1 m. More parameters can be listed as follows: water depth d;, = 10.00m, wave height
H =2.00m, wave period T = 5.00 s, wave length L = 36.59 m. According to the judgement criterion
about the seabed depth [12], ds/L = 0.82>0.3, and thus the depth of seabed can be treated as infinite
thickness. For the soil condition, the initial porosity ¢y = 0.42, initial concentration of the fluid soil
particles ¢y = 0.001. More details can be found in Table 1. For a typical wave condition, a series
of numerical studies have been performed. It is known that the wave-induced erosion is not only
associated with soil properties, but also closely related to wave characteristics. So, the influences
of wave height H, wave period T, and critical concentration of the fluidized soil particles c.- on the
process of wave-induced erosion were discussed. The simulation cases are listed in Table 2.
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Table 1. Parameters used in the numerical model for the typical wave condition case.

Properties Value
Wave height Hy, (m) 2.00
Wave period T (s) 5.00
Wave length Ly, (m) 36.59
Water depth dy, (m) 10.00
Depth of the seabed ds (m) 30.00
Density of the fluidized soil particles pg; (kg/ m3)  2650.00
Effective unit weight of soil " (kN/ m?3) 10.20
Density of the fluid pf (kg/ m3) 980.00
Shear modulus of the soil skeleton G5 (MPa) 50.00
Poisson’s ratio of soil y 0.33
Bulk modulus of pore water Ky, (MPa) 2.0e3
Coefficient of lateral earth pressure Ky 0.40
Initial concentration of the fluid soil particles cy 0.001
Critical concentration of the fluid soil particles cc, 0.30
Initial porosity of soil in seabed ¢y 0.42

Table 2. Calculation cases of the parametric analyses.

Variables Value
Wave height Hy, (m) 1.50, 1.75, 2.00, 2.25, 2.50
Wave period T (s) 2.00, 5.00, 10.00, 15.00, 20.00

Critical concentration of fluid soil particles c., 0.10, 0.20, 0.30, 0.40, 0.50

5. Time Characteristics of Wave-Induced Soil Erosion Process

To investigate the time characteristics of the wave-induced soil erosion process, a typical wave
condition case under normal sea state was analyzed in the simulation. The wave acting time t was
selectedas1h,2h,5h,10h,24h,2d,5d,15d, 30 d (h is one hour and d refers to one day), respectively.
The distributions of the oscillatory pore-pressure and the residual pore-pressure in the seabed are
shown in Figure 5. As shown in Figure 5a, the dimensionless maximum oscillatory pore-pressure
| Posc|/ Py decreases from 1.00 on the seabed surface to 0 at the —30.00 m depth. The liquefaction of the
seabed can be divided into the oscillatory and residual liquefactions [5]. According to Jeng et al. [8] and

Okusa [29], the criterions of oscillatory and residual liquefactions are p;ff > 1and % > 1, respectively
0 0

(0}, is the effective vertical stress of soil). Figure 5b indicates that the oscillatory liquefaction will not
occur under the typical wave condition. Figure 5¢ shows the evolution of the residual pore-pressure
along depths. It is noted that the residual pore-pressure develops gradually with the extension of wave
acting time and tends to be stable. The maximum value of Py.s occurs at about —5 m to —10 m (below
the seabed surface) depth in the whole process of wave actions. In Figure 5d, it also reveals that there
is no potential soil liquefaction in the seabed with the accumulation of P,,s. Under normal sea state,
the soil erosion is the common behavior for the silty sand seabed.

In the erosion process, part of the soil skeleton is transformed into fluidized particles, which
remain in suspension under the effect of seepage flow, and thus the concentration of fluidized particles
will be increased. Figure 6 shows the variations of c along depth for different wave acting times.
It shows that the maximum value of ¢ occurs on the seabed surface in the erosion process. For the
shallow depth (within —2.00 m), c increases from the initial value 0.001 to the critical value 0.30
and then keeps a stable state. When the wave acting time t = 30 d, the seabed depth affected by
wave-induced erosion is up to —4.00 m.
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Figure 5. Distributions of the oscillatory pore-pressure and the residual pore-pressure: (a) Vertical
distribution of |Posc|/ Py; (b) vertical distribution of (P, — |Posc|)/0y); (c) vertical distribution of Py for
different times; (d) vertical distribution of Pyes/ (76 for different times.
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(a) Diagram of three-dimensions; (b) diagram of two-dimensions.
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The soil porosity increases with the loss of fine particles during the erosion process. It can be seen
in Figure 7 that the soil porosity gradually increases with the extension of wave acting time at shallow
depths (within —5.00 m), and the soil porosity in deep depths remains almost constant. When the
wave acting time is less than 24 d, the maximum value of soil porosity occurs on the seabed surface.
After 24 d, the most severe erosion occurs at the depth of about —0.50 m, and the soil porosity keeps
the value of 0.55 on the