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Preface to ”Biomedical Photoacoustic Imaging and

Sensing Using Affordable Resources”

The overarching goal of this book is to provide a current picture of the latest developments

in the capabilities of biomedical photoacoustic imaging and sensing in an affordable setting, such

as advances in the technology involving light sources, and delivery, acoustic detection, and image

reconstruction and processing algorithms. This book includes 14 chapters from globally prominent

researchers, covering a comprehensive spectrum of photoacoustic imaging topics from technology

developments and novel imaging methods to preclinical and clinical studies, predominantly in a

cost-effective setting. Affordability is undoubtedly an important factor to be considered in the

following years to help translate photoacoustic imaging to clinics around the globe. This first-ever

book focused on biomedical photoacoustic imaging and sensing using affordable resources is thus

timely, especially considering the fact that this technique is facing an exciting transition from

benchtop to bedside. Given its scope, the book will appeal to scientists and engineers in academia and

industry, as well as medical experts interested in the clinical applications of photoacoustic imaging.

Mithun Kuniyil Ajith Singh, Wenfeng Xia

Editors
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1. Introduction

The photoacoustic (PA) effect, also called the optoacoustic effect, was discovered
in the 1880s by Alexander Graham Bell and has been utilized for biomedical imaging
and sensing applications since the early 1990s [1]. In biomedical photoacoustic imaging,
nanosecond-pulsed or intensity-modulated light illuminates tissue of interest, which when
absorbed by intrinsic (such as hemoglobin, lipid) and extrinsic optical absorbers results
in the generation of ultrasound (US) signals via thermoelastic expansion. These optically
generated US signals can be detected on the tissue surface using conventional ultrasonic
probes to generate the tissue’s optical absorption maps with high spatiotemporal resolution.
PA imaging thus offers advantages of both US imaging (imaging depth, spatiotemporal
resolution) and conventional optical imaging techniques (spectroscopic contrast), making
it an ideal modality for structural, functional, and molecular characterization of tissue in
situ. Moreover, since both PA and US imaging rely on acoustic detection, it is feasible
to share the probe and data acquisition system to perform naturally co-registered dual-
mode PA and US imaging with complementary contrast. Since US imaging is ubiquitous
in clinics, such a dual-mode approach is expected to facilitate accelerating the clinical
translation of the PA imaging technique. Owing to all these advantages, PA imaging has
been explored for myriads of preclinical and clinical applications and is undoubtedly one
of the fastest-growing biomedical imaging modalities of recent times. Even though PA
imaging is matured in lab settings, clinical translation of this promising technique is not
happening at an expected pace. One of the important reasons behind this is the costs of
pulsed light sources and acoustic detection hardware. Affordability is undoubtedly an
important factor to be considered in the following years to help translate PA imaging to
clinics around the globe. This first-ever Special Issue focused on biomedical PA imaging
and sensing using affordable resources is thus timely, especially considering the fact that
this technique is facing an exciting transition from benchtop to bedside.

The overarching goal of this Special Issue is to provide a current picture of the latest
developments in the capabilities of PA imaging and sensing in an affordable setting, such
as advances in the technology involving light sources, and delivery, acoustic detection, and
image reconstruction and processing algorithms. This issue includes 13 papers (2 reviews,
2 letters, 1 communication and 8 full-length articles) which cover a comprehensive spectrum
of research from technology developments and novel imaging methods to preclinical and
clinical studies, predominantly in a cost-effective setting.

2. Review Articles

The Issue starts with a comprehensive review article on portable and affordable light-
source-based PA tomography from Kuniyil Ajith Singh and Xia [2]. In this review, the
authors focus on (1) basics of PA imaging, (2) cost-effective pulsed light sources for PA

Sensors 2021, 21, 2572. https://doi.org/10.3390/s21072572 https://www.mdpi.com/journal/sensors
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imaging and (3) important preclinical and clinical applications reported until now using
affordable-light-source-based PA imaging. Because of tremendous developments in solid-
state device technology, high-power LEDs have been explored heavily in recent years
as illumination sources in PA imaging. In another interesting paper, for the first time,
Zhu et al. comprehensively reviewed the use of LEDs in biomedical PA imaging, covering
all technical details, preclinical and clinical applications reported until now [3].

3. Original Papers—Full-Length Articles, Communications, and Letters

The rest of the original papers in this issue are summarized in the following sub-
sections based on the contents.

3.1. Instrumentation, Technology Developments

Conventional US probes are opaque and are not ideal for miniaturized PA imaging
systems, especially for microscopic applications. In an exciting work from Chen et al.,
the authors developed an affordable transparent lithium niobate (LiNbO3) US transducer
with a 13-MHz central frequency and a 60% reception bandwidth for optical resolution
PA microscopy [4]. The authors tested the system performance by imaging vasculature
in chicken embryos and melanoma depth profiling using tissue phantoms. The system
proposed in this work is expected to have a promising future in wearable and high-
throughput imaging applications.

LED-based PA imaging is gaining more popularity in recent years because of its
portability, affordability, and ease of use. However, due to the large beam divergence
of LEDs compared to traditional laser beams, it is of paramount importance to quan-
tify the angular dependence of LED-based illumination and optimize its performance
for imaging superficial or deep-seated lesions. Kuriakose et al. reported on the devel-
opment of a custom 3D printed LED array holder to be used along with a commercial
LED-based PA imaging system (Acoustic X, CYBERDYNE INC, Tsukuba, Japan) and
demonstrated the importance of changing LED illumination angle when used for superfi-
cial and deep-tissue applications [5].

Considering the tradeoffs between portability, cost, optical energy, and frame rate, it
is critical to compare the PA imaging performance of LED and laser illuminations to help
select a suitable source for a given biomedical imaging application. Agrawal et al. reported
on the development of a setup for a head-to-head comparison of LED and laser-based
PA imaging of vasculature [6]. With measurements on tissue-mimicking phantoms and
human volunteers, authors concluded that LED-based PA imaging performs equally and
sometimes even better than laser-based systems demonstrating its strong potential to be a
mobile health care technology for diagnosing vascular diseases such as peripheral arterial
disease and stroke in point-of-care and resource-limited settings.

In applications like wound screening and laser surgery guidance, conventional PA
imaging systems that usually require US probes in contact with the tissue are not an ideal
option. In a work by Lengenfelder et al., it is demonstrated for the first time that remote
PA sensing by speckle analysis can be performed in the MHz sampling range by tracking a
single speckle using a four-quadrant photo-detector [7]. By demonstrating PA sensing and
endoscopic capabilities, this work demonstrated that single speckle sensing is, therefore,
an easy, robust, contact-free photoacoustic detection technique and holds the potential for
economical, and ultra-fast PA sensing.

3.2. Image Processing and Enhancement Techniques

Multispectral PA imaging can be used to non-invasively visualize and quantify tissue
chromophores with high spatial resolution. Utilizing multiwavelength PA data, one can
characterize the spectral absorption signature of prominent tissue chromophores, such
as hemoglobin or lipid, by using spectral unmixing methods. Grasso et al. reported the
feasibility of an unsupervised spectral unmixing algorithm to detect and extract the tissue
chromophores without any a priori knowledge of the optical absorption spectra of the tissue
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chromophores or exogenous contrast agents and user interactions [8]. The authors validated
this novel algorithm using simulations, phantom studies, and mouse in vivo experiments
and demonstrated the feasibility of extracting and quantify the tissue chromophores in a
completely unsupervised manner.

Conventionally, hand-held linear-array-based PA imaging systems operate in the
reflection mode using a dark-field illumination scheme, where the illumination is on
both sides of the elevation plane (short-axis) of the US probe. Uliana et al. reported and
demonstrated a novel multiangle long-axis lateral illumination approach with several
advantages [9]. Phantom, animal, and human in vivo results in this work demonstrate a
remarkable improvement of the new illumination approach in light delivery for targets
with a width smaller than the transducer’s lateral dimension.

Portable and affordable light sources like pulsed laser diodes and LEDs have the
potential in accelerating the clinical translation of PA imaging. However, pulse energy
offered by these sources is often low when compared to solid-state lasers, thus resulting in a
low signal-to-noise-ratio (SNR), especially in deep-tissue applications. Improvement of the
SNR is of paramount importance in these cases. Thomas et al. proposed a continuous-wave
laser-based pre-illumination approach to increase the temperature of the imaging sample
and thus the PA signal strength from it [10]. In this work, using tissue-mimicking phantoms
and common contrast agents, the authors showed the feasibility of enhancing the PA signal
strength significantly.

3.3. Preclinical and Clinical Applications

Small animals are widely used as disease models in medical research, especially in the
pharmaceutical industry. Since PA imaging can offer functional and molecular information,
it is an ideal modality for small animal imaging. Kalloor Joseph et al. reported a portable
and affordable approach for performing fast tomographic PA and US imaging of small
animals [11]. In this work, the authors used LED-based PA and US tomographic imaging
and showed its potential in liver fibrosis research.

Conventional PA imaging systems utilize expensive and bulky solid-state lasers with
low pulse repetition rates; as such, their availability for preclinical cancer research is
hampered. In an interesting study from Xavierselvan et al., the authors validated the
capability of an LED-based PA and US imaging system for monitoring heterogeneous
microvasculature in tumors (up to 10 mm in depth) and quantitatively compared the PA
images with gold standard histology images [12]. The results of this work give a direct
confirmation that LED-based PA and US imaging hold the potential to be a valuable tool in
preclinical cancer research.

Hypoxia and hyper-vascularization are the hallmarks of cancer and oxygen saturation
imaging is arguably the most important application of PA imaging. By illuminating tissue
using two wavelengths, it is feasible to probe the oxygen saturation of tissue with microvas-
culature scale resolution. Bulsink et al. reported fluence-compensated oxygen saturation
imaging using two wavelength LED-based PA imaging [13]. In this work, the authors
demonstrated real-time fluence compensated oxygen saturation imaging in phantoms,
small animals, and measurements on human volunteers.

Follicular unit extraction and follicular unit transplantation are used in most hair
transplant procedures. In both cases, it is important for clinicians to characterize follicle
density for treatment planning and evaluation. Hariri et al. utilized 2D and 3D LED-
based PA imaging for measuring follicle density and angles across regions of varying
density [14]. The authors validated the idea using experiments on small animals and also
using measurements on healthy human volunteers.

4. Summary

PA imaging is growing at a tremendous pace and is expected to reach clinics soon.
At this point, this promising technology is facing an exciting transition phase and thus
this Special Issue with a focus on affordability is timely. Thirteen excellent papers in this
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Special Issue from academia and industry represent a small sample that demonstrates
the immense developments in the field. We hope that this Special Issue can provide the
motivation and inspiration for further technological advances in this exciting field and
accelerates the clinical translation of this promising biomedical imaging modality.

Author Contributions: M.K.A.S. and W.X.; writing—original draft preparation, review and editing.
Both authors have read and agreed to the published version of the manuscript.
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Abstract: Photoacoustic imaging is a hybrid imaging modality that offers the advantages of optical
(spectroscopic contrast) and ultrasound imaging (scalable spatial resolution and imaging depth). This
promising modality has shown excellent potential in a wide range of preclinical and clinical imaging and
sensing applications. Even though photoacoustic imaging technology has matured in research settings,
its clinical translation is not happening at the expected pace. One of the main reasons for this is the
requirement of bulky and expensive pulsed lasers for excitation. To accelerate the clinical translation of
photoacoustic imaging and explore its potential in resource-limited settings, it is of paramount importance
to develop portable and affordable light sources that can be used as the excitation light source. In this
review, we focus on the following aspects: (1) the basic theory of photoacoustic imaging; (2) inexpensive
light sources and different implementations; and (3) important preclinical and clinical applications,
demonstrated using affordable light source-based photoacoustics. The main focus will be on laser diodes
and light-emitting diodes as they have demonstrated promise in photoacoustic tomography—the key
technological developments in these areas will be thoroughly reviewed. We believe that this review will
be a useful opus for both the beginners and experts in the field of biomedical photoacoustic imaging.

Keywords: photoacoustic imaging; photoacoustic computed tomography; light-emitting diodes;
laser diodes

1. Introduction

Photoacoustic imaging (PAI) is an emerging biomedical imaging modality that is based on the
detection of ultrasound (US) waves generated from tissue in response to the absorption of temporally
varying optical energy [1–5]. Typically, in PAI, short-pulsed or temporally modulated light is delivered
to a tissue surface, and the light then propagates diffusively through the tissue during which a portion
of the optical energy is selectively absorbed by various light absorbing structures, such as endogenous
tissue chromophores and exogenous contrast agents [2]. These endogenous tissue chromophores
include DNA/RNA, oxy- and deoxy-hemoglobin, lipid, and melanin; exogenous contrast agents
include small molecular dyes, organic nanostructures, metal and carbon nanoparticles, and genetically
encoded chromophores [3]. The absorption of the time-varying optical energies leads to rapid and
subtle local temperature rises, and subsequently, the generation of broadband US waves in the MHz
frequency range. These initial pressure waves propagate outwards and can be received by US detectors
at the tissue surface to form images of the absorbing structures. Since optical absorption spectra of
common tissue chromophores (hemoglobin, melanin, lipid, etc.) are well known, it is possible to tune
the light excitation wavelength and functionally characterize the tissue using multispectral PAI [1].
For example, one can quantitatively detect oxygen saturation inside a blood vessel with high spatial

Sensors 2020, 20, 6173; doi:10.3390/s20216173 www.mdpi.com/journal/sensors5
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and temporal resolution at depths up to a few centimeters, which is unachievable using any other
imaging modalities. PAI involves US detection and it is straight forward to implement this technique
in conventional US imaging equipment, offering structural, functional, and molecular imaging details
in a single image acquisition [6]. PAI is undoubtedly one of the fastest growing research-based medical
imaging modalities in recent times. However, one of the key factors hindering the clinical translation
of this promising technique is the requirement of bulky and expensive solid-state lasers for tissue
illumination [7]. In this review, after covering the principles of PAI, we will focus on affordable light
sources (light-emitting diodes and laser diodes) that are being explored as alternative excitation sources
for photoacoustic (PA) tomography, demonstrate its applications, and also discuss the advantages
and disadvantages of different illumination sources in PAI. To focus more on PA tomography (PAT)
using light-emitting diodes (LEDs) and laser diodes (LDs), we exclude developments and applications
demonstrating PA microscopy and endoscopy.

2. Principles of Photoacoustic Imaging

Optical tissue imaging utilizes spectroscopic features of light–tissue interactions, such as scattering,
absorption, and polarization. Since many tissue molecules possess signature optical properties
(especially absorption), this interaction is quite powerful in characterizing tissue at functional and
molecular levels. Figure 1 shows the optical absorption spectra of prominent tissue chromophores,
such as hemoglobin, melanin, lipid, and water. The rich spectroscopic contrast of these molecules and
their relations to a spectrum of diseases make optical imaging very useful [1–3]. However, purely
light-based imaging techniques suffer from poor resolution at depths larger than a few mm, due to high
scattering in the tissue [1]. While in US imaging, the tissue is insonified using sound waves and echoes
are used to generate acoustic reflectivity maps [8]. This is one of the most popular medical imaging
modalities with several advantages, including a high portability, affordability, accessibility, and spatial
and temporal resolution. Even though US imaging offers tissue anatomical information in real time, it
can provide insufficient contrast for soft tissues, and insufficient sensitivity for differentiating malignant
and benign abnormalities in deep tissue [6,9].

Figure 1. Absorption coefficient spectra (μa) of endogenous tissue chromophores, including DNA, RNA,
oxyhemoglobin, deoxyhemoglobin (150 g L−1), melanin, water, and lipid. Adapted with permission
from T. Zhao, A. E. Desjardins, S. Ourselin, T. Vercauteren, W. Xia, Photoacoustics, Vol.16, Article
ID100146, 2019; licensed under a Creative Commons Attribution (CC BY) license.
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2.1. Generation of Photoacoustic Signals

The basic idea of the photoacoustic effect was described by Alexander Graham Bell long back in
1880 [10]. When pulsed light is shone on a sample that absorbs a fraction of the incident energy, the
optical absorption will result in a temperature rise, leading to thermoelastic expansion of the absorbing
object. This sudden pressure rise propagates as a sound wave, which then can be detected using
conventional US transducers. By detecting the pressure waves, one can localize their sources (i.e.,
where the light was absorbed) and obtain important functional and molecular information about the
studied sample [1]. The basic idea of PA imaging is schematized in Figure 2.

 
Figure 2. Basic principle of biomedical photoacoustic imaging. Reproduced with permission from
Handheld Probe-Based Dual Mode Ultrasound/Photoacoustics for Biomedical Imaging. In: Olivo M.,
Dinish U. (eds) Frontiers in Biophotonics for Translational Medicine. Progress in Optical Science and
Photonics, vol 3. Springer, Singapore (2016). Copyright 2016 Springer, Singapore.

To generate broadband PA signals (sound waves) in the sample efficiently and obtain
high-resolution images, the light pulse must be shorter than both the thermal relaxation time τth
(thermal confinement) and the stress relaxation time τs (stress confinement), respectively, defined by
Equations (1) and (2) [1,11].

τth =
d2

c
αth

(1)

where dc is the characteristic dimension of the structure of interest and αth is the thermal diffusivity.

τs =
dc

vs
(2)

where vs is the speed of sound in the tissue (~1540 m/s).
Let us consider a 15 μm optically absorbing structure inside the tissue. In this case, τth and τs

will be 1.4 × 10−3 s and 1 × 10−8 s, respectively. Thus, it is clear that the pulse width of the tissue
illumination source must be shorter than 10 ns to spatially resolve this 15 μm structure in a PA image.
It is also important to note that the detection bandwidth of the US probe also must be high to achieve
such high-resolution images, which will be discussed in greater detail later in Section 2.4. The optically
induced initial pressure distribution p0 can be estimated as

p0(r) = Γ μa (r)F(r) (3)

where r refers to a spatial location within the heated volume, μa is the optical absorption distribution
of the absorbing structure, F is the local fluence, Γ is the Grüneisen coefficient, and a the dimensionless
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thermodynamic constant that defines the conversion efficiency of heat energy to pressure, and can be
expressed as

Γ = βvs
2/Cp (4)

where β is the isobaric volume expansion coefficient and Cp is the specific heat at a constant pressure.
It can be seen that p0 depends on a number of parameters. Although several studies have shown that Γ
can be a source of PA contrast in tissue [12], PA image contrast is generally assumed to be dominated
by the local optical absorption μa and the local fluence F, which is a product of optical absorption and
scattering. Considering the strong light attenuation in the tissue, F decreases exponentially with tissue
depth; however, optical fluence variations at a given depth in the tissue are usually much smaller
compared to those of μa. As such, PA imaging is often considered as an imaging modality that is based
on optical absorption of the tissue; however, it is important to note that the PA image signal is not
directly proportional to μa.

2.2. Illumination Sources

The characteristics of the illumination sources mainly define the quality of the PA images and
contribute to the high cost of the whole PAI system. PAI systems conventionally use solid-state lasers,
such as Q-switched Nd: YAG lasers coupled with optical parametric oscillators (OPO). These lasers
usually offer pulse widths in the range of 5–20 ns, which is very much suitable for high-resolution PAI.
However, these bulky laser sources are very expensive and are not suitable for use in a clinical setting
(for example in an operating room or an outpatient clinic) [13–17]. Recently, there has been significant
research in the area of affordable light sources for PAI. Laser diodes (LDs) and light-emitting diodes
(LEDs) are the most common PAI illumination sources, which offer high portability, affordability, and
energy efficiency [13–17]. Solid-state lasers, LDs, and LEDs have completely different characteristics
(pulse width, pulse repetition rate (PRR), optical output, and cost) and have their own advantages and
disadvantages. Table 1 shows a comparison of the light sources used in PAI.

Table 1. Comparison of different light sources used in photoacoustic imaging. * Cost includes the
driving electronics and may vary based on different features, number of wavelengths, etc. Integration
to a US probe may also involve extra development cost. LD, Laser diode; LED: Light-emitting diode;
DPSS: Diode-pumped solid-state; PRR, pulse repetition rate. Adapted with permission from Y. Zhu, T.
Feng, Q. Cheng, X. Wang, S. Du, N. Sato, J. Yuan and M. Kuniyil Ajith Singh, Sensors, Vol.20, Article
ID2484, 2020; licensed under a Creative Commons Attribution (CC BY) license.

Energy (mJ) PRR (Hz)
Pulse Width

(ns)
Cost * Advantages Disadvantages

Solid-state
lasers 5–120 10–200 <10 $70–200 K

Powerful, ~5 cm
penetration depth,
tunable wavelength

Bulky size, eye protection and
laser safe rooms needed

LD 0.5–2.5 ~1 K–6 K 30–200 ~$10–25 K
Integration in a
handheld probe feasible,
high PRR

Limited penetration depth, eye
protection and laser safe rooms
needed, wavelength tuning not
possible

LED 0.2 ~200–16 K 30–100 $10–15 K

Integration in a
handheld probe feasible,
high PRR, wide
wavelength range, no
need of laser-safe rooms
and eye-safety goggles

Limited penetration depth,
wavelength tuning not possible

Q-switched
DPSS laser 1 100 K 2–10 -

High PRR, low pulse
width, Reasonably high
optical energy per pulse

Less number of wavelengths
(266 nm, 355 nm, 532 nm, 1064
nm) available and spectral
tuning may be cumbersome

High-energy
DPSS laser 200 200 10–30 -

High optical output per
pulse, reasonably high
PRR

Less number of wavelengths
(266 nm, 355 nm, 532 nm, 1064
nm) available and spectral
tuning may be cumbersome

8



Sensors 2020, 20, 6173

2.3. Optical Absorption

As shown in Figure 1, intrinsic optical absorbers in the tissue possess the signature absorption
characteristics and the spatial distributions of these absorbers can be quantified in PAI with a high spatial
resolution and large imaging depths [1]. For example, PAI offers excellent contrast for blood. Since
oxyhemoglobin and deoxyhemoglobin have different optical absorption spectra, careful selection of the
excitation wavelengths (even two wavelengths with good absorption difference would suffice) can help
in obtaining oxygen saturation maps of the tissue with an unprecedented resolution (micro-vasculature
level) [16]. Apart from intrinsic absorbers, it is feasible to image exogenous contrast agents by selecting
the light wavelengths based on the absorption peak of them [17]. Considering the low absorption of
water and high absorption of blood, near infrared (NIR) wavelengths are most commonly used in PAI
for achieving higher imaging depths.

2.4. Ultrasound Propogation and Detection

The velocity of the US waves in tissue is considered constant at 1540 m/s in general. Variations are
typically less than 10%, and are usually not accounted for, unless the sample is highly heterogenous.
Acoustic scattering in tissue is roughly three orders of magnitude lower than optical scattering and
this is the key reason for a higher imaging depth in PAI compared to other optical imaging modalities
that rely on optical focusing [1–5]. One important factor to consider acoustically is the attenuation in
the tissue, which can be modelled as below.

α = a f b [dB/cm] (5)

where a is a tissue dependent constant, b is a power law factor whose value is usually ranged between
1 and 2 in the soft tissue, and f is the frequency expressed in MHz. In general, for soft tissue, α is
considered as 1 dB cm−1 MHz−1 on average; it can reach as high as 20 dB cm−1 MHz−1 for bone
(assuming b = 1 in both cases). As such, the characteristics of the frequency-dependent acoustic
attenuation are similar to those of a low pass filter so that higher frequency signals are attenuated more
in tissue. Although the PA signals can be extremely broadband with frequency contents ranging from
several tens of kHz to several tens of MHz, depending on the size of the object, frequency-dependent
acoustic attenuation in tissue has limited the maximum frequency content that can arrive at the detector
side and thus fundamentally limits the achievable spatial resolution. The spatial resolution of a PA
tomography system also depends on other factors, including the frequency bandwidth of the US
detector, the active surface area of the detector element, number of detector elements, detector aperture,
and image reconstruction algorithms. Moreover, as the acoustic sensitivity of an US detector decreases
with the increase in frequency (which largely determines the spatial resolution), there is a trade-off
between the imaging depth and spatial resolution. For example, according to a recent study by Xia et
al. [18], the measured axial resolution using resolution targets immersed in water for a PAI system
with a linear array US probe (central frequency: 9 MHz; −6 dB bandwidth: 77%; active surface area: 5
mm × 0.3 mm; number of element: 128; and detector aperture: 38.4 mm) was 0.22 mm and remained
consistent over a depth range of 13 to 36 mm; the lateral resolution depended on the spatial location,
ranging from 0.35 mm to 0.76 mm over the same depth range.

Linear array piezoelectric probes are commonly used as US detectors for PAI similar to those used
for conventional US imaging. As such, real-time interleaved US and PA imaging can be performed
with the same US detector and DAQ electronics [6]. US detection in PAI mode is the same as that in the
US mode, except that in this case no US transmissions are performed. This dual modality approach
offers many advantages involving complementary contrast and easiness in clinical translation. US
imaging is a well-accepted imaging modality and it would be easier for clinicians to accept PAI as
an additional technique along with conventional US imaging [7]. Typical frequencies for US imaging
are in the range of 1–25 MHz. For utilizing the full benefits of PA imaging, it is important to develop
new US probes with a higher bandwidth and sensitivity as the PA signals are usually broadband
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and their amplitudes are much lower than the pulse echo signals in US imaging. There have been
significant developments in this area recently [6]. Acoustic waves can be detected using single-element
transducers (and employing scanning) or using an array of elements as in conventional US probes
(planar, cylindrical, or spherical) to enable 2D or 3D imaging.

2.5. Image Reconstruction

PAI involves the detection of acoustic signals generated by optical absorption, and image
reconstruction strategies are thus stemmed from both optical and US imaging. Basic PA image
reconstruction aims to retrieve the spatial distribution of the initial PA pressure or locations of the
absorbed optical energy [11]. This is usually termed the acoustic inversion problem and uses various
algorithms that originate from the US and sonar world. From the distribution of the initial PA
pressure, it is desired to reconstruct a distribution of the optical absorption coefficient, especially when
multiple wavelengths are used for PA excitation; however, this is a non-linear problem due to the
wavelength-depended optical attenuation of the tissue, which is termed the optical inversion problem.
Reconstruction of the optical absorption coefficient is usually termed quantitative PA imaging [11].

There has been extensive research in the area of PA image reconstruction and different methods
have been reported. Time reversal, Fourier domain analysis, analytic back-projection, radon transfer,
and model-based algorithms are some of the most commonly applied methods. Kuchment et al.
reported a detailed review about the different PA-based image reconstruction methods [19]. Based on
the type of acoustic detection probes (linear arrays, curved arrays, etc.) and the computational capability,
one can choose the right image reconstruction algorithm. Considering the ease in implementation
and speed offered, back-projection is the most commonly used image reconstruction technique for
processing PA data [1]. Figure 3 illustrates the concept of back-projection algorithms when the PA
detection geometry is linear/planar. In this case, each detector element at a specific location records the
PA data using the speed of sound (c) and time of flight (t), and then the recorded time-resolved signals
are back-projected over a spherical surface of radius R = ct into the imaging volume [1].

Figure 3. Back-projection PAI reconstruction for a planar detection geometry. Reproduced with
permission from Handheld Probe-Based Dual Mode Ultrasound/Photoacoustics for Biomedical Imaging.
In: Olivo M., Dinish U. (Eds) Frontiers in Biophotonics for Translational Medicine. Progress in Optical
Science and Photonics, volume 3. Springer, Singapore (2016). Copyright 2016 Springer, Singapore.

This method is comparable to the conventional delay-and-sum beamformer, which is the most
common algorithm employed in US imaging using phased arrays. It is important to note that a US-based
delay-and-sum reconstruction algorithm can be used for PAT data by reducing the time-of-flight to
half (PA data traverse half the time in tissue when compared to US signals). This offers the possibility
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to switch between these two image reconstruction modes at a high speed, which is a key requirement
in handheld dual-mode PA/US imaging systems. However, the image quality offered by such an
approach is not up to the mark. To solve this issue, there have been tremendous developments in the
area of frequency domain algorithms, offering superior image quality with computing speeds suitable
for systems suitable for real-time imaging [20,21].

3. LED-Based Photoacoustic Tomography

In recent years, there have been significant developments in the use of high-power LEDs in
biomedical PAI, especially for superficial imaging applications [13,22]. In this section, we review the
developments in this area after discussing briefly the characteristics of the LEDs and its advantages
and disadvantages.

3.1. High-Power LEDs Suitable for Photoacoustic Tomography

An LED is a semiconductor device (P–N junction) that emits light when an electrical current
passes through it. Free electrons are the majority charge carriers in N-type semiconductors. On the
other hand, holes are the main charge carriers in P-type semiconductors. A P–N junction is formed
when the N-type and P-type semiconductors are joined together. When a voltage is applied across the
P–N junction diode (forward bias), holes (from P-substrate) and electrons (from N-substrate) move
towards the junction, resulting in plenty of electrons and holes in the junction region. This fosters a
strong electron–hole radiative recombination and consequent emission of photons. In case of LEDs,
the radiative recombination process is dependent on spontaneous emission in which electrons in a
high energy state (E2) move down to a lower energy state (E1) and combine with the available holes.
The difference in energy between these two states (Eg = E2 − E1) results in spontaneous emission of
photons in random directions [23].

3.2. High-Power LEDs—Technical Aspects

3.2.1. Emission Wavelength

When considering the biomedical imaging applications, a key advantage of LEDs over LDs is
the availability of a wide range of wavelengths. As shown in Figure 4, LEDs are available even in the
visible wavelengths in which the optical absorption of hemoglobin is quite high [23].

 
Figure 4. Optical spectra for a range of commercially available LEDs. Reproduced with permission
from T. J. Allen and P. C. Beard, Biomedical Optics Express, Vol.7, Article ID1260, 2016; licensed under
a Creative Commons Attribution (CC BY) license.
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Materials used for designing the semiconductor (P–N junction) and its energy bandgap (Eg)
are the factors that define the emission wavelength of the LEDs. Thus, one can tune the emission
wavelength (visible to NIR range suitable for PAI) of LEDs by carefully selecting the semiconductor
material [23]. For example, NIR wavelengths, the most suitable wavelengths for deep-tissue PAI can
be developed by using aluminum gallium arsenide (AlxGa1-xAs). By changing the mole fraction (x) of
the aluminum (Al) in AlxGa1-xAs, it is straightforward to tune the wavelength range from 624 nm
to 920 nm. For obtaining wavelengths in the visible range (570–650 nm), aluminum gallium indium
phosphide ((AlxGa1-x)0.5In0.5P) is the right candidate for the semiconductor material. In this case, by
increasing the mole fraction (x) of the aluminum (Al), one can reduce the emission wavelength. For
even shorter wavelengths (440–550 nm), it is recommended to use indium gallium nitride (InGaN) as
the semiconductor material. An increase in indium (In) will result in shifts of emission from shorter to
longer wavelengths. The materials used to design LEDs with different wavelengths are summarized in
Table 2. With the availability in a wide range of wavelengths, LED illumination is very well suited for
multispectral PAI [22].

Table 2. Summary of the materials used to design LEDs with different wavelengths.

Wavelength (nm) 440–550 570–650 624–920

Material InGaN AlGaInP AlGaAs

3.2.2. Overdriving LEDs

LEDs are designed to be used for continuous wave (CW) operation and its rated current is valid
in this mode. However, it is possible to operate LEDs in the pulsed mode by driving it with higher
current pulses of lower duty cycles (less than <0.1%). This way, one can safely increase the optical
output and use these affordable devices for PAI [22,24]. Even though LED manufacturers do not
provide specifications for pulsed operation, recent studies have demonstrated that it is safe to drive
LEDs using a higher current (ten times their rated current) at a duty cycle lower than 0.1% without any
noticeable damage [24].

To operate LEDs in the pulsed mode, special electronic drivers are required. Pulsed LED drivers
are most commonly composed of a capacitor, which is used as a storage element that discharges
through the LED when a fast-switching device (metal oxide semiconductor field-effect transistors
(MOSFETs) are used commonly) is activated. Figure 5 shows a schematic of a typical LED driver.

 
Figure 5. Schematic of a typical LED driver for the pulse operation mode. Vcc is the voltage provided
by the power supply, T is the transistor used to switch the LED on and off, C is the storage capacitor,
R is the limiting resistor, r is the charging resistor, D is a diode, and MOSFET is a metal oxide
semiconductor field-effect transistor. Reprinted with permission from High-Power Light Emitting
Diodes; An Alternative Excitation Source for Photoacoustic Tomography. In: Kuniyil Ajith Singh M.
(eds) LED-Based Photoacoustic Imaging. Progress in Optical Science and Photonics, vol 7. Springer,
Singapore. Copyright 2020 Springer, Singapore.
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3.2.3. Optical Output Power

In its default continuous wave mode, typical high-power LEDs can provide optical output up to a
few watts, which is dependent on the wavelength and also the size of the elements [24]. It is essential
to use the LED elements within its allowed current rating (usually around 1 A). For avoiding heating
issues, high power LED elements are usually mounted on heatsinks. However, it is critical to consider
the amount of heat generated, especially when the goal is to integrate a light source and US probe in
a single housing for handheld PA and US imaging. Photographs of two representative high-power
LEDs are shown in Figure 6, where Figure 6a shows a device with a large emitting area (9 mm2) and
Figure 6b shows a multi-wavelength device composed of 4 LED elements, each with a smaller emitting
area (1 mm2) and at a different wavelength and mounted on a metal-core printed circuit (MCPC) board
for efficient heat removal.

Figure 6. Photographs of high-power LEDs: (a) high-power LED (SST-90) with an emitting area
of 9 mm2; (b) high-power multi-wavelength LED (LZ4-00MC00, LedEngin, Inc., California, USA),
composed of 4 LEDs emitting at 452, 520, 520, and 618 nm, each with a 1 mm2 emitting area and mounted
on a metal-core printed circuit (MCPC) board. These devices are encapsulated in spherical glass
lenses. Reprinted with permission from High-Power Light Emitting Diodes; An Alternative Excitation
Source for Photoacoustic Tomography. In: Kuniyil Ajith Singh M. (Eds) LED-Based Photoacoustic
Imaging. Progress in Optical Science and Photonics, vol 7. Springer, Singapore. Copyright 2020
Springer, Singapore.

In recent years, the possibility of using multiple LED elements as an array have also been explored
to generate a higher optical output required for PAT. Figure 7 shows a photograph of an LED array
with 750 nm and 850 nm LED elements arranged in an interleaved manner (left panel, 36 elements per
row, 4 rows in total) and also the integrated PA and US probe in which the LED arrays are fixed on a
conventional linear array US probe (right panel). These high-power LED arrays are commercialized by
CYBERDYNE INC (Tsukuba, Japan) for research use [25].

Figure 7. Photograph of an LED array developed by CYBERDYNE INC with four rows of LED elements,
in which Rows 1 and 3 are 850 nm elements, and Rows 2 and 4 are 750 nm elements (left). In this picture,
the 850 nm elements are activated and captured using an IR camera. Photograph of a LED-based PA/US
probe developed by CYBERDYNE INC, in which two LED arrays (750/850 nm) are placed on both sides
of a linear array US probe (7 MHz) (right).
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3.2.4. Pulse Repetition Rate (PRR)

The typical PRR of conventional solid-state lasers are in the range of 10–200 Hz. For obtaining
good signal-to-noise ratios (SNRs) in deep tissue PAI, it is usually required to perform signal averaging
over multiple imaging frames, leading to low frame rates in a solid-state laser-based PAI system.
On the other hand, PRRs of LEDs are in the KHz range and this will help to average more frames
to improve SNR, without compromising the temporal resolution. Moreover, the large PRR makes
high-speed PAT a possibility. LED arrays at 850 nm with a PRR of 16 KHz have been reported by Zhu
et al. recently and they demonstrated dynamic PAI using commercially available LED arrays and
conventional linear array US probes [26].

3.2.5. Pulse Width

The pulse width of LEDs are tens of nanoseconds (30–100 ns), whereas that of the solid-state
lasers is usually less than ten nanoseconds. The temporal pulse width imposes a limit on the spatial
resolution of the PAI systems [1]. For example, if an LED element with a 70 ns pulse width is used as
the excitation source, the finest spatial resolution that is potentially achievable can be roughly estimated
as 105 μm (= 70 ns × 1500 μm/μs). However, conventional US probes (5–7 MHz probes) have reception
bandwidth limits and thus further limits its axial resolution to approximately 200–300 μm. One may
generate broad bandwidth PA signals when the excitation pulse width is low (for example, 5 ns as in
a solid-state laser), but detection sensitivity beyond the US bandwidth is usually very low and the
spatial resolution is thus limited by the bandwidth of the US probe. It has been demonstrated that the
pulse widths of LEDs are suitable for deep tissue imaging using conventional US probes [13]. A recent
study also has shown that tuning the pulse width of the LEDs is feasible and this would be helpful if
transducers with different center frequencies and bandwidths are used for the detection [27].

3.2.6. Spatial Divergence of LEDs

Conventional high-power LEDs have larger emission angles when compared to other sources.
The spatial divergence of commercially available high-power LED arrays (CYBERDYNE INC, Tsukuba,
Japan) is approximately +/−60◦ [28,29], which is acceptable in PAT where a relatively large illumination
area is usually required. However, because of the large divergence and larger emission area (~1 mm2),
it is difficult to collimate the light and couple it to optical fibers for applications like minimally invasive
PA imaging [9,30–32]. In terms of eye/skin safety, high spatial divergence in combination with a low
optical output makes LEDs a safer alternative to solid-state lasers for non-invasive PAI [20].

3.3. Technical Developments in LED-Based Photoacoustic Tomography

The first report on the use of LEDs as an illumination source in PAI was from Jansen in 2011 [33].
In this work, a 627 nm LED element was used (Luxeon LXHL_PD09), which has been measured to
yield approximately 250 mW of light output when supplied with 1 A DC current. Using a special
electronic driver, the LED was supplied with 60-ns current pulses with a peak value of 40 A, resulting in
a pulse energy of 400 nJ per pulse with a pulse width of 60 ns and a PRR of 200 Hz. Light focusing was
performed to generate the fluence required for generating a PA response. To obtain PA signals from a
non-realistic gelatin-based phantom, 50,000 A-lines were averaged. Owing to significant developments
in the field of solid-state technology, there have been significant developments in LED technology
(optical output, PRR, and pulse width), which resulted in the step-by-step development of LED-based
PAI technology after 2011.

In 2013, Allen and Beard worked on this further and demonstrated that LEDs can be used as
illumination sources in biomedical PA imaging [34]. In this work, they demonstrated the potential
of using LEDs as an alternative excitation source in multispectral PA imaging. Recently, the same
group achieved an imaging depth of 1.5 cm in tissue mimicking phantoms when using LEDs as an
illumination source in PA imaging [24]. In this work, they obtained an LED output power of 10 μJ/pulse
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by overdriving 620 nm elements and averaging thousands of frames to improve the SNR. Figure 8a
shows a schematic of the experimental setup used by them. Figure 8b shows a raw RF signal obtained
and 8c shows a reconstructed image. With the same PRR of 200 Hz, as in the previous study, they
achieved a frame rate that is 1000 times better, thanks to the higher optical output achieved using a
MOSFET-based electronic driver.

Figure 8. (a) Experimental setup; (b) RF PA signals of three 1.4 mm tubes filled with human blood
immersed in water mixed with intralipid; (c) final reconstructed PA image. Optical output energy
attained = 9 μJ. Number of frames averaged: 5000. Reproduced with permission from T. J. Allen and P.
C. Beard, Biomedical Optics Express, Vol.7, Article ID1260, 2016; licensed under a Creative Commons
Attribution (CC BY) license.

Although these pioneering works demonstrated the feasibility of using LEDs as illumination
sources in PAI, no in vivo results have been reported. The main reason behind this is the optical energy
of the LEDs, which is magnitudes lower than that of a solid-state laser or even some LDs. In 2015,
Agano et al. demonstrated that it was feasible to combine hundreds of high-power LED elements in a
rectangular package and could be pulsed simultaneously to perform biomedical PAI [35–37]. Using this
novel technology, a high-power LED-array-based PA imaging system (AcousticX) was commercialized
by a Japanese company (PreXion Corporation, later the technology was acquired by CYBERDYNE,
INC, Japan).

With AcousticX, a single LED element provided an output energy of 0.024 μJ per pulse, with a
pulse duration of 70 ns and 1 A DC current. By developing LED elements with a double stack structure,
arranging them in an array, and applying 20 times the rated current, a light output of 200 μJ per pulse
at a wavelength of 850 nm was achieved. Two of these arrays were kept on both sides of a linear array
US probe for performing real-time PA and US imaging. The repetition rate of this first commercial
LED-based PAI system was 4 KHz.

The system was thoroughly characterized by several research groups for its spatial resolution and
imaging depth, and subsequently its capability for functional, structural, and molecular imaging was
demonstrated [26,38–42]. Figure 9 shows a photograph of the system and the PA and US images of a
human volunteer’s wrist, which was acquired in a real-time handheld operation, demonstrating the
capability of obtaining a complementary contrast (structural details from the US image and vasculature
details from PA image) in a single measurement [18].
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Figure 9. (a) Photograph of the LED-based PA and US imaging system—AcousticX; (b) US (gray
colormap), PA (hot colormap), and US/PA overlay cross-section images of a human volunteer’s wrist
acquired at a frame rate of 10 Hz. Blood vessels are marked using blue arrows in the PA image. Adapted
with permission from W. Xia, M. Kuniyil Ajith Singh, E. Maneas, N. Sato, and A. E. Desjardins, Sensors,
Vol.18, Article ID1394, licensed under a Creative Commons Attribution (CC BY) license.

In another study [7], utilizing the high temporal resolution of LED-based PAI, it was also possible
to scan through an area of interest to generate 3D maps of the vasculature on a human volunteer’s
foot dorsum, as shown in Figure 10. The total time required to generate such a high-resolution 3D PA
image with a large field-of-view was less than 15 s, including scanning and image reconstruction and
rendering [7].

Figure 10. (a) Dashed box showing the imaging area on a human volunteer’s foot dorsum; (b) 3D
maximum intensity projection PA image of the area marked in (a), clearly visualizing the vasculature
network. Adapted with permission from. Reprinted with permission from Clinical Translation of
Photoacoustic Imaging—Opportunities and Challenges from an Industry Perspective. In: Kuniyil Ajith
Singh M. (Eds) LED-Based Photoacoustic Imaging. Progress in Optical Science and Photonics, vol 7.
Springer, Singapore. Copyright 2020 Springer, Singapore.

The system has been recently used extensively by several research groups in a number of studies
to explore its potential preclinical and clinical applications [43–51], which are summarized in Table 3.
All these reports clearly demonstrated the potential of LED-based PAI in structural, functional, and
molecular imaging applications in a preclinical and a clinical setting. Even though the optical output
power of the LEDs or LED arrays are not comparable to a solid-state laser, it is encouraging that
LED-based PAI is able to consistently achieve an imaging depth of around 5–10 mm. The main reason
for this is the high PRR (~16 KHz), which allows averaging over a large number of image frames
while maintaining a good temporal resolution; one can easily achieve video rates even after averaging
hundreds of frames. Considering the portability, affordability, safety, and ease-of-use, LED-based
PAI holds strong potential in clinical translation of PA imaging as an additional modality along with
conventional pulse-echo US imaging.
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Table 3. Summary of the preclinical and clinical applications of LED-based PAI. Adapted with
permission from Y. Zhu, T. Feng, Q. Cheng, X. Wang, S. Du, N. Sato, J. Yuan and M. Kuniyil Ajith Singh,
Sensors, Vol.20, Article ID2484, 2020; licensed under a Creative Commons Attribution (CC BY) license.
ICG, indocyanine green.

Target Application
Depth
(mm)

Contrast
Agent

Wavelength
(nm)

Medical
needles,

Vasculature

Guidance of minimally invasive
procedures with peripheral
tissue targets [18] Phantom and

ex vivo studies

38 N/A 850

Vasculature Imaging of human placental
vasculature [48] 7 N/A 850

Tumor Imaging of intraocular
tumors [26] 10 N/A 850

Vasculature Non-invasive monitoring of
angiogenesis [51] Animal in vivo 10 N/A 850

Ulcer Noninvasive imaging of
pressure ulcers [47] 10 N/A 690

Oxygen
saturation

Oxygen saturation imaging in
rheumatoid arthritis [39] 5 N/A 750/850

Molecular
Detection and monitoring of
reactive oxygen and nitrogen
species [49]

10 CyBA 850

Tumor/Contrast
agents

Imaging of tumor using contrast
enhancement [44] 10 NC 850

Cells/Contrast
agents

Imaging of molecular-labelled
cells [38] 10 DiR 850

Vasculature
Imaging of peripheral
microvasculature and
function [26] Healthy human

10 N/A 690/850

Vasculature Simultaneous imaging of veins
and lymphatic vessels [40] 10 ICG 940/820

Finger joints Full view tomography of finger
joints [28] 5 N/A 850

Finger joints Imaging of inflammatory
arthritis [42] Patient

5 N/A 850

Skin Imaging of port wine stain [43] 10 N/A 850

4. Laser Diode-Based Photoacoustic Tomography

Just like LEDs, LDs are also used as an excitation source in PAT, as an alternative to bulky and
expensive lasers [52]. With high optical energy (when compared to LEDs) and compactness, pulsed
LDs are suitable for performing deep-tissue PAT. In this section, after discussing some of the technical
details, specifications, and development of LD-based PAT, we shortly introduce the applications that
demonstrate the use of this technique. For the technical aspects, we will focus on the key differences
when compared to LEDs.

4.1. High-Power Pulsed Laser Diodes

LD is a semiconductor laser device in which the laser beam is produced at the interface region in
a P–I–N (positive–interface–negative) diode region. They are electrically pumped semiconductor laser
sources. They convert the input electric energy into light energy, in comparison with conventional
lasers in which the input light energy from a flash lamp is converted into laser output [14]. The energy
efficiency of these bulky lasers is not high, and this results in an enormous amount of heat generation
(water cooling, etc., is thus required, which increases the footprint of the device). On the other hand,
the energy efficiency of an LD is very high and thus a minimal amount of heat will be generated.
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In recent years, there have been multiple studies about the development and use of pulsed LDs in
PAT [14,15,53].

4.2. Pulsed Laser Diodes—Technical Aspects

4.2.1. Emission Wavelengths

Conventionally, continuous wave laser diodes are available in a wide range of wavelengths
(visible to NIR range). However, pulsed LDs are available only in the NIR range, most probably
because of the lower optical energy generated when overdriven with the short pulses required in PAI.
In the NIR range, pulsed LDs offer a far higher optical energy when compared to LEDs and thus are
ideal sources of illumination in multispectral PAI of deep tissue.

Even though the fundamental process of light generation of LEDs and LDs are the same, LDs
generate stimulated emissions and are considered as laser sources with a high spatial coherence. Just as
in LEDs, semiconductor materials and their energy band gaps are the deciding factors for the emission
wavelengths in LDs. Interestingly, there are some semiconductor compounds in which the bandgap
energy can be altered by varying the details of the composition. For example, to achieve shorter
wavelengths, one can increase the bandgap energy by increasing the aluminum content (increased
x) in AlxGa1-xAs. Table 4 gives a summary of the semiconductor compounds used for developing
LDs with different wavelengths. Even though the visible wavelength range is listed here, these are not
commonly available in the pulsed mode.

Table 4. Summary of the materials used to design LDs with different wavelengths.

Wavelength (nm) 630–670 720–850 900–1100

Material AlGaInP/GaAs AlGaAs/GaAs InGaAs/GaAs

4.2.2. Pulsed Laser Diode Drivers

Even though continuous wave modulations have also been explored to drive LDs, the most
common way is to pulse modulate to generate the short light pulses required for PAI [15,54]. A typical
LD driver circuit is shown in Figure 11 and the basic idea of driving is similar to that of an LED driver
detailed in Section 3.2.2 (charging and discharging of a capacitor).

 
Figure 11. Typical laser driver circuit. Reproduced with permission from H. Zhong, T. Duan, H. Lan,
M. Zhou, F. Gao, Sensors, Vol.18, Article ID2264, 2018; licensed under a Creative Commons Attribution
(CC BY) license.
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The pulse current flows from the LD to the switching device, as illustrated by the arrow in
Figure 11. In order to attain the lower pulse width and boost the peak current, the parasitic inductance
(Lr, Lc and Ld) should be as small as possible [15,55]. Usually the time constant for these circuits are
fixed and tuning of the pulse width is not an option. It is worth mentioning that LEDs on the other
hand has already proven to generate light pulses of different pulse widths (30–100 ns). To the best
of our knowledge, the most efficient LD driver in the literature so far was reported in 2016, with a
size of 40 × 50 mm2, a PRR up to 10 kHz, and a pulse energy of 1.7 mJ per pulse with a pulse width
of 40 ns [56]. In this work, Canal et al. reported the possibility of integrating a high power LD in its
own driver electronic board to save space (Figure 12) and thus opening up the possibility to develop
handheld PA probes.

Figure 12. Schematic diagram of the diode laser source showing implementation of the laser diode
within the driver board (left). An ultra-short pulse laser source integrating a mini-laser diode providing
1.7 mJ in pulses as short as 40 ns from Quantel, France (right). Adapted with permission from Proc.
SPIE 9887, Biophotonics: Photonic Solutions for Better Health Care V, 98872B (2016). Copyright 2016
Society of Photo-Optical Instrumentation Engineers (SPIE).

4.2.3. Optical Output Power

Conventional pulsed LDs generate laser pulses of relatively low energies over a range of few
hundreds of nanojoules to a few microjoules per pulse. However, similar to LEDs, with high PRR
LDs (~10 KHz), one can average multiple frames and improve the SNR and imaging depth without
much impact on the temporal resolution. Recent developments in semiconductor technology also had
positive impacts on the field of LDs. Using diode-stacking technology and ultracompact drivers, a
maximum output energy of 1.7 mJ per pulse was reported in 2016 [56]. Combined with a PRR of 10 KHz
and a pulse width of 40 ns, these powerful LDs hold strong potential in deep-tissue high-resolution
PAI. Figure 13 shows a schematic comparing diode bars with single and multiple active regions.

 
Figure 13. Schematic diagram of (a) a standard diode bar and (b) a multiple active region diode bar.
Adapted with permission from Proc. SPIE 9887, Biophotonics: Photonic Solutions for Better Health
Care V, 98872B (2016). Copyright 2016 Society of Photo-Optical Instrumentation Engineers (SPIE).
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4.2.4. Pulse Repetition Rate

Typically, pulsed LDs can be driven at repetition rates of 1–10 KHz, which is far higher than the
PRR of conventional lasers. To the best of our knowledge, the highest PRR reported for an LD is 10
KHz, which is high enough to be useful for compensating for a low output pulse energy [56]. In this
regard, there is flexibility to average multiple frames, maintaining the real-time imaging capability just
as in the case of LEDs. Since LDs are coherent light sources as lasers, it is also important to consider the
maximum permissible exposure when using higher PRR to ensure light safety, especially in a clinical
setting [53].

4.2.5. Pulse Width

Pulse widths of commercially available pulsed LDs are in the range of 30–200 ns [53]. This
range is higher than that of a conventional solid-state laser, which is capable of delivering 5–10 ns
pulses. However, as discussed before, if stress and thermal confinement can be met, such a low pulse
width is not a necessity for deep-tissue PAT. For example, when using 100 ns LDs as an illumination
source, the maximum PA signal frequency expected will be around 10 MHz, which is well within the
detection bandwidths of US transducers suitable for imaging deep-tissue structures. However, for
high-resolution imaging of shallow structures using high-frequency US probes, the pulse widths of the
LDs may not be sufficient; also, it is important to mention that the pulse energy of the LD-generated
light pulses will drop when the pulse width is reduced. Pulse width-tunable LDs are yet to be reported,
which may be because of the technical difficulties in the driver circuit.

4.2.6. Spatial Divergence of LD

The spatial divergence of LDs is larger than that of solid-state lasers but smaller than that of LEDs
in general, with angles of up to 40 degrees in the axis perpendicular to the diode arrays (“fast axis”)
and 10 degrees in the parallel axis (“slow axis”) [57]. It has been shown that one can efficiently reshape
the divergent beam from LDs to be used in an integrated PA and US probe [57]. However, tight optical
focusing with these high-power LDs is not feasible due to their multimode nature, which limits their
application in optical-resolution PA microscopy.

4.3. Technical Developments in LD-Based Photoacoustic Tomography

To the best of our knowledge, the first report on using LDs as a PA illumination source was from
Allen and Beard back in 2005 [58]. In this work, they used a pulsed LD (P GAF5S24 from EG&G;
wavelength: 905 nm; and pulse duration: 200 ns) driven by a commercially available electronic driver
(PCO−7120 from DEI). In this proof-of-concept work, they used a non-realistic phantom (ink-filled cell)
and the light was delivered to it using a multimode fiber coupled to the diode. Apart from showing the
feasibility of generating PA signals using an LD, they also studied the impact of pulse duration in PAI.
In another work immediately after this, Kolkman et al. demonstrated that it was feasible to generate PA
signals from superficial blood vessels in a human volunteer [59]. They used a commercially available
pulsed laser diode module (iRLS, Laser Components GmbH, Germany) and compared its PAI efficiency
with a conventional solid-state laser. The LD used was of 905 nm wavelength with a pulse duration
of 112 ns and a PRR of 5 kHz, and offered a maximum optical energy of 23 μJ per pulse. Acoustic
detection was performed using a double-ring sensor that can generate 1D depth images (A-scans),
which then can be used to generate 2D images by rendering multiple A-lines together. Using this setup,
for the first time they demonstrated that LDs could image blood vessels in vivo. However, in this
encouraging study, the time for one scan (above 3 min) and the imaging depth (1 mm) was not optimal.

In late 2016, Allen and Beard improved their 905 nm LD-based PAT system and showed that it was
feasible to image a tissue-mimicking blood vessel phantom effectively [60]. This work confirmed that
LDs can very well be an alternative to solid-state lasers for superficial PA imaging applications. In this
system, the maximum PRR was 5 kHz and the pulse width was tunable from 50–500 ns. Pulse width
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settings of 65 ns (pulse energy: 24 μJ) and 500 ns (pulse energy: 184 μJ) were used to demonstrate
how pulse width affects PA image quality because of stress confinement requirements. A 3.5 MHz
single-element PZT focused transducer was used for acoustic detection and 5000 PA frames were
averaged to generate one image. Even though slightly slow because of limitations in electronics and
data transfer, this work was a solid demonstration of LD-based PAT. Key issues to resolve for using
LD-based PAT for in vivo applications were pulse energy and time of acquisition and processing.

After these pioneering works on the use of LDs in PAI, there have been significant developments
in the field of combining PAI with conventional pulse-echo US imaging. In this regard, by 2014, Daoudi
et al. reported an integrated US and PA imaging probe with a high-power LD (Quantel, France) and all
optical components integrated inside one housing along with a commercially available 7 MHz linear
array US probe (ESAOTE Europe) [57]. The wavelength of the LD was 805 nm, which emitted 130 ns
pulses with an optical energy of 0.56 mJ per pulse. The PRR was 10 kHz, opening up the possibility to
average multiple frames to improve the SNR without sacrificing the frame rate. Figure 14 shows a
photograph of this dual-modality PA and US system. As one can see, the probe is quite portable and
well suited for a real-time handheld operation in a clinical setting.

 
Figure 14. Portable imaging scanner combining photoacoustics and ultrasound. Left is the ultrasound
scanner system and right is the picture of the probe integrating the laser module and ultrasound
transducer array. Reprinted with permission from K. Daoudi, P.J. van den Berg, O. Rabot, A. Kohl,
S. Tisserand, P. Brands, and W. Steenbergen, Optics Express, Vol.22, pp. 26365–26374, 2014; licensed
under OSA’s “Copyright Transfer and Open Access Publishing Agreement” (OAPA). Copyright 2014
Optical Society of America.

A key feature of this probe design is that all optical components, including the deflecting prism,
diffractive optical elements, diode stack, micro-cylindrical lenses, and aluminum cooling rim, were
packaged inside a single casing along with a 128-element US probe (Figure 15a). Along with reporting
the design of the probe, they performed a detailed characterization of the system and demonstrated the
feasibility of in vivo real-time imaging on a human finger. An imaging depth of 4 mm was achieved
in the human finger measurement at a frame rate of 20 Hz (Figure 15b,c). Higher imaging depths
(10–15 mm) were achieved in phantom studies, but at a higher PRF, which cannot be used in human
experiments because of laser safety regulations. Radiant exposure of 1.3 mJ/cm2 on the skin with an
illumination spot size of 18.2 × 2.3 mm2 was achieved in this prototype, resulting in the possibility of
imaging micro-vasculature with unprecedented contrast and resolution. The same system was later
used for multiple preclinical applications and early clinical pilot studies [61–66]. Adding multiple
diode stacks with different wavelengths can make this system a power tool with excellent structural,
functional, and molecular imaging capability.
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Figure 15. (a) A schematic of the handheld PA and US probe. US: ultrasound array transducer; P:
deflecting prism; DOE: diffractive optical elements; DS: diode stack; MCL: micro-cylindrical lenses; CR:
aluminum cooling rim. Photoacoustic/ultrasound images of a human proximal interphalangeal joint in
the (b) sagittal and (c) transverse planes. Adapted with permission from K. Daoudi, P.J. van den Berg,
O. Rabot, A. Kohl, S. Tisserand, P. Brands, and W. Steenbergen, Optics Express, Vol.22, pp. 26365–26374,
2014; licensed under OSA’s “Copyright Transfer and Open Access Publishing Agreement” (OAPA).
Copyright 2014 Optical Society of America.

In late 2015, Upputuri et al. demonstrated the possibility of PAT using LD excitation and scanning
of a single-element US transducer [67]. Using a powerful LD from Quantel (wavelength: 803 nm; pulse
energy: 1.4 mJ; and PRR: 7 KHz) and a conventional single-element US transducer rotating around the
object, they achieved to obtain an image every 3 s and they also demonstrated an imaging depth of 2
cm in phantom studies, which is commendable. They also compared the results with an OPO-based
laser system in similar settings. This system was upgraded by them with multiple single-element
transducers and used in multiple preclinical applications recently [68–70]. Figure 16 shows a schematic
of the PLD-PAT system designed for in vivo small animal brain imaging and Figure 17 shows images
of brain vasculature in a 95 g female rat acquired non-invasively with PAT at different scan times.

 

Figure 16. Schematic of the PLD-PAT system for in vivo small animal brain imaging: PLD, pulsed
laser diode; OD, optical diffuser; CS, circular scanning plate; SMP, stepper motor pulley unit; UST,
ultrasound transducer; A/F, amplifier/filter unit; LD, laser driver unit; SM, stepper motor; PC, personal
computer; WT, water tank; DAQ, data acquisition card; AM, anesthesia machine; PM, transparent
polythene membrane. Reproduced with permission from P. K. Upputuri and M. Pramanik, Journal of
Biomedical Optics, Vol.22, Article ID090501, 2017; licensed under a Creative Commons Attribution (CC
BY) license.
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Figure 17. Images of brain vasculature in a 95 g female rat acquired non-invasively with a laser
diode-based photoacoustic tomography system at different scan times: photograph of rat brain before
(a) and after (b) removing the scalp. In vivo brain images at a (c) 5-s, (d) 10-s, (e) 20-s, and (f) 30-s
scan time. (g) SNR of the in vivo images as a function of scan time. SS, sagittal sinus; TS, transverse
sinus; CV, cerebral veins. Adapted with permission from P. K. Upputuri and M. Pramanik, Journal of
Biomedical Optics, Vol.22, Article ID090501, 2017; licensed under a Creative Commons Attribution (CC
BY) license.

Out of these PLD-PAT works, a recent study from Rajendran et al. [69] is commendable. In
this work, the authors used their LD-PAT setup for detecting changes in the sagittal sinus due to
intra-cranial hypotension in a rat model. A key advantage of this LD-PAT setup is the cost reduction
because of (1) not using US probes with multiple elements; (2) not using multichannel DAQ systems;
and (3) replacement of bulky and expensive lasers with LDs. In another recent work from the same
group, Upputuri et al. [71] demonstrated a pulsed LD-based PA temperature sensing system for
monitoring tissue temperature in real time. The system takes advantages of a laser diode with a high
repetition rate (7000 Hz), a near-infrared wavelength (803 nm), and a relatively high energy (1.42
mJ/pulse). Results gave a direct confirmation that this LD-based PAI system is capable of providing
local temperature information at a high temporal resolution of 1 ms and high sensitivity of 0.31 ◦C.

Even though no LD-based PAT system is available commercially, several research studies (Table 5)
have validated the potential of LD-based PAT in multiple preclinical and clinical applications, in which
encouraging imaging depths were achieved despite low pulse energies when compared with lasers.
Pulsed LDs are powerful, portable, and cost-effective, and it is believed that LD-based PAT could be a
complementary modality to conventional clinical US imaging [72].
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Table 5. Summary of the preclinical and clinical applications of LD-based PAI. ICG, indocyanine green.

Target Application
Depth
(mm)

Contrast
Agent

Wavelength
(nm)

Vasculature
Detection of intraplaque
hemorrhage in carotid
artery [62] Phantom and

ex vivo studies

20 N/A 808

Vasculature
Dynamic imaging studies (for
example in cardiovascular
medicine) [73]

20 N/A 803

Red blood cells Non-invasive blood flow
imaging [66] 7 N/A 805

Vasculature Detection of liver fibrosis [64] Animal in vivo 5 N/A 808
Cortical

vasculature Brain imaging [68] 5 ICG 803

Cerebro-spinal
fluid volume

level

Detection of venous sinus
distension by measuring
intra-cranial hypertension [69]

5 N/A 803

Vasculature
and perfusion

Vascular/dermal
pathologies [63] Healthy human

5 N/A 805

Vasculature
Detection of intraplaque
hemorrhage in carotid
artery [65]

15 N/A 808

Finger joints Imaging of rheumatoid
arthritis [57] 5 N/A 808

Finger joints Imaging of rheumatoid
arthritis [61] Patient 5 N/A 808

5. Discussion

In this review, we focused on the basics of PAI and the use of affordable light sources (LEDs and
LDs) as illumination sources in PAT. After a short introduction to the physical phenomenon behind
biomedical PAI, we elaborated on the key specifications and technological developments in the area of
high-power LEDs and LDs and detailed their use as illumination sources in PAT. It is encouraging
that even with low optical energies, LED and LD-based PAT systems have already demonstrated their
potential in a wide range of functional (oxygen saturation imaging, blood flow imaging, etc.) and
molecular imaging applications (tracking contrast agents, pharmacokinetic studies, etc.), thanks to the
high PRR (maximum reported PRR for LED: 16 KHz; LD: 10 KHz) and possibility to average over a large
number of frames to improve the SNR [13–15]. With these affordable light source-based PAT systems,
several in vivo preclinical and clinical pilot studies have reported imaging depths of above 8–10 mm,
at frame rates unachievable for conventional laser-based systems [13–15]. Apart from the technical
aspects in developing an LED and LD-based PAT system, we also shortly introduced the wide variety
of preclinical applications and clinical pilot studies reported using these. Divergence of the LEDs
and their large beam size when using an array of LDs make these semiconductors not the optimum
choice for PA microscopy applications where a tight light focus is an important requirement [23].
However, there are some reports on the use of LEDs and LDs for microscopic and shallow-depth
imaging applications, too [74–79]. We did not include these details in this review as our main focus
was on tomographic setups and applications.

PAI is already matured in the research setting and has demonstrated its unprecedented potential
in a wide range of biomedical imaging applications. However, the clinical translation of this promising
technology is not happening at the expected pace. One of the important reasons for this is the
requirement of bulky, slow, and expensive pulsed lasers. In the last decade, there have been significant
developments in the semiconductor device technology and use of portable and affordable devices
like LEDs and LDs became popular as pulsed light sources in PAT. Q-switched solid-state lasers with
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water-cooling are indeed not an optimal choice for use in a clinical setting because of their sizes, power
consumption, costs, and also skin/eye safety aspects (users and patients must wear eye safety glasses
and systems must be installed in a laser-safe room). The PRRs of these lasers are also slow and real-time
imaging can be challenging, especially when frame averaging is a requirement for improving SNR.
Considering the portability, affordability, and dynamic imaging capability aspects, both LEDs and
LDs hold strong potential in replacing solid-state lasers, especially for superficial and sub-surface
imaging applications, such as in rheumatology, dermatology, and cardiovascular medicine. Handheld
US imaging is one of the most popular medical imaging modalities and it is seamless to implement
PAT in conventional clinical pulse-echo US equipment. In such handheld systems, integration of
LEDs and LDs in a single housing along with a US probe will be a straightforward development and
an important aspect to consider in these integrated probes is the mechanism for absorbing the heat
generated because of high-speed pulsing. In terms of eye and skin safety, LDs with its coherent nature
is similar to that of a conventional laser and the requirements of eye-safety goggles and laser-safe
rooms remain important. Even though the fundamental light generation processes for LEDs and LDs
are similar, LEDs do not generate stimulated emissions and they possess a broad optical bandwidth
and their spatial coherence is low. Considering these factors, LEDs are not practically considered as
laser sources and thus could be potentially used as an eye/skin-safe light sources for PAI given the
low optical fluence, and the system could be installed in non-laser safe rooms, too, making it an ideal
choice for using in a resource-limited clinical setting [13].

Even though LEDs and LDs have shown their potential in biomedical PAT, the pulse energy of
these diodes is still a bottleneck when compared to a solid-state laser, and this limits their use only to
superficial imaging applications. The maximum pulse energy reported by an LED source (when used
in an array form) is 200 μJ at an 850 nm wavelength. When two such arrays are used on both sides of an
US probe, the total light output will be 400 μJ per pulse. In such a setting, the maximum imaging depth
achieved in vivo was reported to be around 10 mm, with a combined US and PA frame rate above 10
Hz. On the other hand, LDs are more powerful and a pulse energy above 2 mJ is achievable. However,
in an animal/human in vivo situation, so far no LD-based PAI studies has reported an imaging depth
above 5–6 mm. An exception is the study from Jaeger et al., in which a carotid artery at a depth of 15
mm was visualized using an integrated probe with an 808 nm LD and a 7 MHz linear array probe.
This was achieved by applying an algorithm called DCA (deformation compensated averaging) to
reduce the clutter and thereby improving the SNR. It is not straightforward to use a clinical US system
for PA detection as highly sensitive and broadband detection with high amplification is very important
to achieve high imaging depths. In a nutshell, the maximum imaging depth currently achievable using
LED and LED-based PAI systems is less than 2 cm, making it difficult to target deep-tissue imaging
applications. Imaging depth in PAI is dependent on several factors, including illumination (type of
illumination source, optical output power, wavelength, illumination area, etc.), acoustic detection
strategies (sensitivity, directionality, spatial distributions of the US detectors, and noise performance
of DAQ, etc.), and image processing and reconstruction algorithms. The conventional solid-state
laser-based PAT has already achieved an excellent imaging depth above 6 cm in phantom studies and
3–4 cm in in vivo clinical pilot studies [80]. It is worth mentioning that a higher imaging depth (4 cm)
was achieved using curved US probes in a computed tomographic setup [81,82]. Using clinical linear
array US probes, to the best of our knowledge, an imaging depth above 2 cm has not been demonstrated
in vivo even when using bulky and powerful solid-state lasers as illumination sources. We believe
that further advancements in semiconductor device technology and lighting industry in general will
improve the pulse energy offered by LDs and LEDs in the near future, thus making these devices
well-suited for PAT applications. Theoretically, it is feasible to improve the SNR and thereby imaging
depth by increasing the PRR and thus offering more room to increase frame averaging. However, heat
generation (especially in fully integrated US/PA probes) and also laser safety will be serious concerns
when the PRR is extremely high. It is also well known that when the N frames are averaged, the SNR
will be improved only by

√
N. Several US-received side strategies and AI-based methods have also
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been reported for improving the image quality [65,83–91]. We foresee that developments in the area of
semiconductor devices and low noise electronics, combined with advanced image reconstruction and
enhancement algorithms, will accelerate the clinical translation of affordable light sources based PAI.
Since SNR is a key problem to solve, use of novel coded excitation schemes [24,92] and implementation
of clutter and reflection artifact reduction algorithms [65,93] also will have a significant impact in
clinical translation of LED and LD-based PAT. When compared to OPO-based lasers, one of the key
disadvantages of LEDs and LDs is the difficulty in obtaining multiple illumination wavelengths for
multispectral PAI [13]. When multiple diode elements with different wavelengths are embedded in
an arrayed form, the pulse energy will be further reduced, which then has a serious impact on the
imaging depth. Dual-wavelength LED-based PAT for applications like oxygen saturation imaging and
differentiation of veins and lymphatic vessels are already reported [25,40]. However, in a complex
situation with more than two optical absorbers in the tissue, OPO-based laser systems are still preferred
because of the wide range of wavelengths available and fast tuning capability.

The pulse duration of the excitation light source is one of the key factors that has an impact on PA
signal generation and image quality. It is well known that a short pulse width is important for satisfying
the stress confinement criteria and generating broadband PA signals suitable for high-resolution images.
Typical pulsed lasers offer a pulse width in the range of 3–10 ns, which then can generate broadband PA
signals from the optically absorbing objects. For example, a 3.5 ns light pulse can generate PA signals
with frequencies up to 300 MHz, depending on the size of the targets. Such high frequencies from
deep tissue will be heavily attenuated and will not reach the US probe. If one has to detect such signals
from superficial tissue, it is important to use high frequency US probes with a super-high reception
bandwidth. Even though this is feasible technically, applications will be limited to PA microscopy.
When using a conventional mid-frequency US probe suitable for deep tissue imaging, the US detection
efficiency with frequencies above 12–14 MHz is extremely low [13]. Considering these factors, we
believe that such a low pulse width is not an absolute necessity, provided that the stress confinement is
met. As discussed before, a very low pulse widths will be only interesting for PA microscopy imaging
applications with imaging depth less than 1–2 mm.

In this review, we mainly focused on LEDs and LDs as these are the most common and well-explored
affordable PAT light source, especially in the NIR wavelength range, which is the most suitable range
of light wavelengths for deep tissue imaging applications [14,15,53]. However, in recent years there
have been several other reports too on affordable illumination strategies in PAT. In 2016, Wong et al.
reported on the use of a single Xenon flash lamp as a light source in PAT [94]. In this promising work,
the PRR of the Xenon lamp could be controlled between 10–100 Hz and 3 mJ of energy was carried in
pulses with a 1μs pulse width. Using a 0.5 MHz ring-shape detector, the authors demonstrated the
feasibility of the imaging tissue, mimicking phantoms (imaging depth: 3.5 cm) and a whole mouse
body in vivo. Recently, there have been promising reports on the use of diode-pumped solid-state
lasers (DPSSLs) as a light source in PAT. PDSSLs are portable and energy efficient, and thus a promising
light source for PAI in a resource-limited setting. Wang et al. used a compact high-power DPSSL
(Montfort Laser GmbH Inc., Germany) for deep tissue single wavelength in vivo PAT imaging [95].
This laser source has a miniature size of 13.2 × 14.0 × 6.5 cm3, a weight of 1.6 kg, and an average power
output of 4 W, with a high pulse energy of up to 80 mJ at the wavelength 1064 nm with a PRR up to 50
Hz. Using this DPSSL-based system, the authors successfully imaged murine whole-body vascular
structures and cardiac functions in vivo, and mapped the arm, palm, and breast vasculatures of living
human subjects. One of the key advantages of these DPSSLs are the possibility of fiber coupling
and consequent focusing, which is very much important for PA microscopy imaging applications
(this is not possible using LED and LEDs). Recently, Jeng et al. reported on the use of a compact
700–900 nm tunable DPSSL with a pulse energy of around 1 mJ over the range of wavelengths and a
PRR of 1 KHz [96]. In this work, the authors demonstrated automatic laser-fluence compensation in
spectroscopic PAT and inter-wavelength motion correction using US speckle tracking, which has never
been shown before in real-time systems. The 50-Hz video rate PAUS system was demonstrated in vivo
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using a murine model of drug delivery monitoring. As an energy-efficient and portable illumination
source, pulsed fiber lasers were also explored as a PAT illumination source. Using a fiber laser emitting
at 1060 nm, with a maximum pulse energy of 0.8 mJ and a Fabry Perot ultrasound scanner, Allen et al.
demonstrated the potential of 3D PAT with a realistic blood vessel phantom and the palm vasculature
of a human volunteer [97]. Frequency domain PAI systems using continuous-wave modulated laser
diodes and LEDs have also been developed recently for several biomedical applications [98,99].

Since short-pulsed light can have a serious impact on the eyes/skin, it is very important to keep
the optical pulse energy within the maximum permissible exposure (MPE) limit by following, e.g., the
American National Standards Institute (ANSI). Even though the LEDs used in PAI generate pulsed
light, they are not considered as laser sources and at present there are no safety standards defined
in this regard, to the best of our knowledge. Light from LEDs is optically broad and non-coherent,
making it considerably safer to use in a clinical setting as compared to lasers in general (divergence
of LEDs is also high, and no safety issues are expected unless the light source is kept very close to
the eyes). As a high PRR pulsed laser source, it is very important to consider the MPE limits of the
LDs. One may get an initial impression that portable devices like LDs with a low optical power will
be completely safe for the eyes and skin. Unfortunately, this is not the case because the light density
on the skin will be high when the repetition rate is very high (a large number of light pulses over a
period of time). ANSI has clear definitions for this and the safety limits for the skin depend on the
light wavelength, pulse width, duration of the exposure, and illumination area [51]. For example, let
us consider the case of 800-nm wavelength (λ), the MPE limit for the skin over an exposure time (t) of
0.5 s (assumption) is given by 1.1 × 10(2(λ−700)/1000) × t0.25 J/cm2 = ~1.47 J/cm2. For an LD with a PRR of
2 KHz, the MPE per pulse becomes ~0.735 mJ/cm2 (1.47/2000). If the LD can deliver optical energy of
1 mJ per pulse, the light beam must be expanded in such a way that the total area of illumination is
about 1.36 cm2 (1/0.735). From this, it is clear that for increasing the PRR for the same exposure time of
0.5 s, the MPE per pulse must be lower than 0.735 mJ/cm2. In a nutshell, the total pulse energy density
will be lower when one increases the PRR, subsequently reducing the possibility of averaging and thus
SNR reduction. In clinical PAI, it is of paramount importance to carefully select the pulse energy, PRR,
illumination area, and time of exposure for keeping up with the MPE safety limits [52].

6. Conclusions

Compact, fast, affordable, and energy-efficient light sources are important requirements for
accelerating the clinical translation of PAI. LEDs and LDs fit very well into this category and have been
explored extensively in recent years as an illumination source in PAI. This review, which is focused
on affordable light source-based PAI, is timely considering the fact that this promising technology is
facing an exciting transition from bench to bedside.

In this paper, we first covered the basic theory of PAI, clearly conveying the key advantages of
the technique, including optical contrast and acoustic resolution/imaging depth. In the first section,
we also shortly introduced the different light sources used in PAI with its specifications, including
pulse energy, PRR, pulse width, and cost. After this, the principles of light generation and basic
performance characteristics of both LEDs and LDs were discussed with a focus on the advantages
and disadvantages when they are used as a light source in PAI. The historical developments (from
single-point measurements to in vivo imaging and to commercialization) of both LED- and LD-based
PAI systems were also discussed, listing out the key preclinical and clinical application demonstrations.

Even though LEDs and LDs possess some disadvantages, such as low optical energy, lack of
spectral tuning capability, and long pulse widths, they are portable, affordable, and energy-efficient
light sources. Apart from point-of-care biomedical imaging, LEDs and LDs would be an ideal choice
for wearable PA equipment and may find a plethora of applications in the field of therapeutic drug
monitoring. Integration of LED- or LD-based PAI to a clinical US scanner will have an easier clinical
acceptance when compared to laser-based PAI. We expect that dual-mode US and PA equipment
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utilizing affordable light sources will have a significant impact on bedside diagnostic imaging,
accelerating the translation of this technology from research labs to clinics.
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Abstract: Photoacoustic imaging, with the capability to provide simultaneous structural, functional,
and molecular information, is one of the fastest growing biomedical imaging modalities of recent
times. As a hybrid modality, it not only provides greater penetration depth than the purely optical
imaging techniques, but also provides optical contrast of molecular components in the living tissue.
Conventionally, photoacoustic imaging systems utilize bulky and expensive class IV lasers, which
is one of the key factors hindering the clinical translation of this promising modality. Use of LEDs
which are portable and affordable offers a unique opportunity to accelerate the clinical translation of
photoacoustics. In this paper, we first review the development history of LED as an illumination source
in biomedical photoacoustic imaging. Key developments in this area, from point-source measurements
to development of high-power LED arrays, are briefly discussed. Finally, we thoroughly review
multiple phantom, ex-vivo, animal in-vivo, human in-vivo, and clinical pilot studies and demonstrate
the unprecedented preclinical and clinical potential of LED-based photoacoustic imaging.

Keywords: photoacoustic; LED; clinic; optical imaging

1. Introduction

Photoacoustic imaging (PAI) holds strong potential in providing structural, functional and
molecular information on tissue, with scalable resolution and imaging depth [1]. Since the optical
scattering is high in biological tissue, ballistic optical microscopic techniques cannot provide any useful
information beyond a depth of 1 mm. PAI overcomes this difficulty since it involves acoustic detection
and sound scattering in tissue is orders of magnitude lower than that of light. In PAI, short-pulsed
light is irradiated on the tissue, and endogenous optical absorbers in the tissue absorb light resulting
in a temperature rise [2]. This transient temperature rise results in thermoelastic expansion and
produces light-induced ultrasound (US) waves, which then can be detected by US detectors placed
on the skin surface for reconstructing an optical absorption map with acoustic resolution [3]. In a
clinical context, PAI is easy to combine with US imaging and is capable of providing anatomical,
functional, molecular, and metabolic information by utilizing the signature optical absorption contrast
of the vasculature, hemodynamics, oxygen metabolism, biomarkers, and gene expression. Utilizing
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the useful information provided by PAI, a plethora of clinical applications have been explored in
vascular biology [4–7], oncology [8,9], neurology [2,10,11], ophthalmology [12,13], dermatology [14,15],
gastroenterology [16–20], osteology [21–24], and cardiology [25,26].

In laser-based PAI, where the tissue of interest is illuminated by a pulsed laser beam, the optical
energy used usually ranges from tens to hundreds of mJ per pulse, with a typical pulse duration of
5–10 ns. Most of the commercial and research lab-made PAI systems utilize Q-switched Nd:YAG
pumped OPO (optical parametric oscillator), Ti: Sapphire or dye laser systems. However, because
of their high cost, larger footprint and strict requirement for eye-safety goggles and laser-safe rooms,
these laser sources are not suitable for a clinical environment. Furthermore, the repetition rate of most
high-power laser sources is relatively low (~10 Hz), which limits the imaging speed, especially when
the signal-to-noise ratio (SNR) is not sufficient and frame averaging is a necessity. In recent years, laser
diodes (LD) and light emitting diodes (LEDs) have been heavily explored to be used as an illumination
source in PAI, resulting in portable, affordable and clinically translatable PAI systems [6,7,27–37]. LD
offers a higher pulse repetition rate (PRR) (typical 2–4 KHz), average power around 6 W, and optical
energy of around 0.56–2.5 mJ per pulse, but is only available at wavelengths greater than 750 nm [38,39].
Additionally, for an LD-based PAI system, laser-safe rooms and goggles are requirements, just as in the
case of conventional laser sources. On the other hand, LEDs, which are available in a wide wavelength
range (e.g., 470, 520, 620, 660, 690, 750, 820, 850, 940 and 980 nm) provide lower optical energy in the
range of μJ per pulse, but at a higher repetition rate (~16 KHz) offering the possibility to average more
frames without compromising on temporal resolution. Compared to fixed pulse widths in lasers, the
optical pulse width of an LED/LD source can be tuned based on the required spatial resolution and
imaging depth [39,40].

The pulse width of LED/LD sources is tens of nanoseconds, whereas that of solid-state lasers
could be less than ten nanoseconds. The temporal pulse width imposes a limit to the spatial resolution
of the imaging system. For example, the 35-ns pulse width of the 850-nm LED corresponds to a spatial
resolution of 52.5 μm (=35 ns × 1500 μm/μs). The LD usually offers more energy than LEDs. An LD
light source’s (Quantel, Bozeman, MT) pulse width, for example, can be tuned from 30 ns to 200 ns,
with the pulse energy correspondingly changing from 1–4 mJ. As a limitation, the LED array can only
reach up to 0.200 mJ per pulse (highest reported optical output for 850 nm LED arrays). LD, even
though it can offer higher pulse energy, is the same as class-IV lasers in terms of optical coherence
and subsequent eye/skin safety issues. Owing to its portability, affordability, imaging speed and
safety aspects, LED-based PAI holds potential in real-time functional and structural characterization of
tissue in various superficial and sub-surface imaging applications and also to accelerate the clinical
translation of PAI. Typically used laser, LD and LED performance are listed in Table 1.

Table 1. Comparison of pulsed laser, laser diodes and LED [6,7,27–40].

Energy
(mJ)

PRR (Hz)
Pulse

Width (ns)
Cost * Advantages Disadvantages

Laser 5 ~120 ~10 <10 $70–200 K
Powerful, ~5 cm

penetration depth,
tunable wavelength

Bulky size, eye
protection and laser
safe rooms needed

LD 0.5–2.5 ~1 K−6 K 30–200 ~$10–25 K
Integration in a

handheld probe feasible,
high PRR

Limited penetration
depth, eye

protection and laser
safe rooms needed,
wavelength tuning

not possible

LED 0.2 ~200–16 K 30–100 $10–15 K

Integration in a
handheld probe feasible,
high PRR, no need for

laser-safe rooms or
eye-safety goggles

Limited penetration
depth, wavelength
tuning not possible

* Cost includes the driving electronics and may vary based on different features, number of wavelengths etc.
Integration to a US probe may also involve extra development cost.
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In this paper, we review the progress of LED-based PAI technology and its potential preclinical
and clinical applications.

2. Fundamental Development of LED-Based PAI Technology

PAI has already demonstrated its unparalleled potential in multiple preclinical and clinical
applications and is quite mature in a research setting. At this point, this technology is facing an exciting
transition from bench to bedside and LD- and LED-based systems are being explored heavily because
of their portability, affordability, and ease of use in a clinical setting. LDs operating in pulsed mode
have been investigated by different research groups for multiple point-of-care applications [36–38].
However, typical commercial pulsed LDs are available only in the near-infrared wavelength range,
and combining multiple wavelengths in a handheld setting is a cumbersome process [41,42]. On
the other hand, the LEDs could be fabricated to operate in a 400 nm to 1000 nm wavelength range
(not continuously) with reasonable optical energy by developing arrays of multiple elements and
overdriving them [43]. Within this wavelength range, PAI could provide high contrast for melanin,
hemoglobin, and fat to an extent, making LEDs one of the ideal illumination sources for multispectral
PAI of tissue up to a depth of 1–1.5 cm.

An LED is a semiconductor device based on a p–n junction diode. A p-n junction diode is a
two-terminal semiconductor device, which allows the electric current in only one direction and blocks
the electric current in the opposite or reverse direction. If the diode is forward biased by applying a
voltage, it allows the electric current flow. A small increase in voltage results in a significant change
in current flow. Holes (from the P-type material) and electrons (from the N-type material) flowing
across the junction promote strong electron–hole radiative recombination, resulting in the emission of
a large number of photons [44]. Typically, LEDs are designed for continuous wave (CW) operation, but
it is also feasible to drive them with pulsed current. In the pulsed mode, output energy of LEDs is
dependent on the peak current, and this can be far higher than the CW rated current, especially if the
duty cycle is kept low (<0.1%) to avoid any thermal damage. Since LEDs, when overdriven in a pulsed
mode, can generate significantly higher optical output than in conventional CW operation, these types
of overdriven pulsed-mode LEDs are often referred to as high-power LEDs. However, operating an
LED at excessively high drive currents may lead to faster ageing due to heat generation, and this can
even cause immediate failure of the LEDs. The quantum efficiency of the device will also drop with
increasing current [45]. Considering this, it is important to design and develop efficient, safe electronic
drivers and heat sinks to use LEDs in high-power mode.

About a decade ago, Hansen first proposed the use of LEDs working at a 627-nm wavelength
as an inexpensive and compact excitation source for biomedical PAI [46]. In this proof-of-concept
work, he demonstrated the feasibility of using LEDs as a light source in PAI for the first time. The
basic idea of creating pulsed high-power LED is that, when the low-power LED is overdriven, they can
deliver optical output that is far higher than their normal specifications in CW-operation [47–50]. The
LED they used was Luxeon LXHL_PD09 which has been measured to yield approximately 250 mW of
light output when supplied with 1 A DC current. A derivative of the MOSFET-based circuit presented
by Alton and Raji was employed as a driver for generating pulsed current [51]. When the LED was
supplied with 60-ns current pulses with peak value of 40 A, it was able to provide pulse energy of 400 nJ
per pulse with pulse width of 60 ns, and light focusing was performed to generate the radiant energy
required for generating a photoacoustic (PA) response. Also, 50,000 A-line signals were averaged to
detect PA response from a non-realistic phantom. Based on the PRR of the proposed LED (200 Hz), this
system requires 250 s to acquire an image, which was not good enough for imaging tissue in real-time.
Owing to the advances in solid-state device technology and efforts of different research groups in the
last decade, there were significant improvements in the performance of LEDs (improvement of pulse
energy, PRR, etc.), which consequently resulted in the step-by-step development and commercialization
of an LED-based PAI system that is comparable to a laser-based machine.
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In 2013, Allen et al. proposed the use of high-power LEDs (CBT−120 from Luminus) working
at 400-nm to 65-nm wavelengths as an illumination source in biomedical PAI [43]. In this work, the
pulse energy of the LED is increased to 22 μJ per pulse with a pulse width of 500 ns, by overdriving
the LED elements by 10 times their rated current. The driver they used was made based on MOSFET,
which is described in work of Chaney et al. [51]. As a result of increase in light energy, with the same
PRR of 200 Hz, they were able to significantly reduce the frame averaging (by 1000 times), which
is commendable.

In 2016, Allen et al. further improved their system performance by using high-power LED (SST−90
from Luminus) elements working at 400-nm to 650-nm wavelengths, driven by a commercial electronic
driver (PCO−7120, Directed Energy, Inc., Loveland, CO, USA), which provided 9 μJ per pulse, with
a pulse duration of 200 ns, a peak current of 50 A and a PRR of 500 Hz when overdriving LEDs by
20 times their nominal current [33]. They confirmed that the duty cycle was 0.01%, still below the 1%
which has been previously reported as safe (no noticeable damage to the device) [45]. In this work,
they first imaged a realistic tissue-mimicking phantom by averaging 5000 image frames and using a
wide field illumination strategy. The best imaging depth they achieved was 15 mm in 1% intralipid
(Figure 1).

Figure 1. (a) PAI setup. (b) Time-resolved PA signals of three 1.4 mm tubes filled with human
blood (35% haematocrit) and immersed in 1% Intralipid (μs’ = 1 mm−1). (c) Reconstructed PA image.
Energy = 9 μJ, averaging image frames = 5000. Reprinted from Ref. [33].

The pioneering works mentioned above laid the foundation for LED-based PAI, especially
demonstrating the feasibility of using visible light for PAI, which is not possible using lasers or LDs.
Oxygen saturation imaging is one of the most important applications of PAI, and it is of paramount
importance to have illumination wavelengths suitable for this. Considering the absorption peak for
deoxy-hemoglobin (690 nm) and oxy-hemoglobin (850 nm), it was critical to develop LEDs in these
wavelength ranges too. Considering this, there has been significant efforts from different researchers in
this direction, which are detailed below.

In 2016 and 2017, Agano et al. for the first time proposed the use of high-power LED arrays
working at 850 nm with optical energy of 200 μJ per pulse and with a pulse duration of ~70–100 ns.
They optimized the SNR by increasing the optical output, by developing highly noise-efficient front end
electronics with multiple stages of amplification (~106 dB), and also by matching the US transducer’s
frequency characteristics with LED light pulse width [34,35,52]. To increase the optical output, they
developed LED arrays and further optimized them using hybrid techniques. The single LED element
provided output energy of 0.024 μJ per pulse, with a pulse duration of 70 ns and 1 A DC-current.
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By developing LED elements with double stack structure, arranging them in an array, and applying
20 times the rated current, they were able to achieve 200 μJ per pulse at a wavelength of 850 nm. The
repetition rate of this first commercial LED-based PAI system (AcousticX) was 4 KHz. In 2018, Zhu et al.
improved the PRR of LEDs to 16 KHz and used the same system for demonstrating its dynamic
structural and functional imaging capabilities [6]. The performance of the mentioned LED-based PAI
technology is summarized in Table 2.

Table 2. Summary of the Fundamental development of LED-based PAI technology.

Year Authors
Pulse

Width (ns)
Peak

Current (A)
Pulse

Energy (mJ)
Repetition
Rate (Hz)

Wavelength
(nm)

2011 Hansen et al. [46] 60 40 0.0004 200 627
2013 Allen et al. [43] 500 200 0.0022 200 623
2016 Allen et al. [33] 200 50 0.0009 500 623

2016–2017 Agano et al.
[34,35,52] 70 * 15–20 0.15–0.2 ** 4000 850

2018 Zhu et al. [6] 70 * 20 0.2 ** 4000–16,000 850

* Pulse width is tunable from 35–150 ns and above measurements are with 70 ns; ** value is measured from the
arrays of the LED.

The AcousticX system was thoroughly characterized for its imaging depth, spatial resolution,
frame rate, and oxygen saturation imaging accuracy in multiple studies. When using a 9-MHz US
probe and 850-nm LED arrays, Xia et al. reported mean axial and lateral resolutions of 220 μm
and 460 μm respectively, which was similar for both US and PA imaging. They also reported an
imaging depth of 2.8 cm at an interleaved US and PA frame rate of 30 Hz. Imaging depth was further
improved to 3.8 cm after averaging more frames, resulting in a final frame rate of 1.5 Hz. In another
study, Hariri et al. reported mean axial and lateral resolution of 268 μm and 570 μm respectively,
when using a combination of a 7-MHz US probe and 850-nm LED arrays. They also obtained an
imaging depth of 3.2 cm (frame rate = 15 Hz) in their phantom study. In this molecular imaging
study, they also measured the sensitivity of the system in detecting commonly used molecular contrast
agents. The limits of detection for ICG, MB, and DiR were reported to be 9 μM, 0.75 mM, and 68 μM,
respectively. Oxygen saturation imaging is one of the most important applications of PAI. Using a
two-wavelength (750/850 nm) approach, Kalloor Joseph et al. evaluated the potential of AcousticX in
oxygen saturation imaging using phantom and in-vivo small animal imaging experiments. Based on
28 human-blood-based in-vitro measurements, a standard error of 8.4% was observed between actual
oxygen saturation values and the oxygen saturation image formed by the system. In the same work,
they showed repeatability and reproducibility of oxygen saturation imaging using an in-vivo mouse
oxygen breathing challenge experiment.

From the beginning of 2017, there has been a tremendous push in this area and multiple studies
using LED-based PAI were reported. In the next section, we will review the potential preclinical and
clinical applications demonstrated using AcousticX, the commercially available LED-based PA and US
imaging system.

3. Preclinical and Clinical Applications of LED-Based PAI

Several preclinical and clinical studies utilizing LED-based PAI are reviewed in this section to
provide a perspective for future clinical translation.
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3.1. Phantom and Ex-Vivo Studies

3.1.1. Guidance on Minimally Invasive Procedures with Peripheral Tissue Targets

Precise and efficient device guidance is critical for minimally invasive vascular access procedures.
US imaging is commonly used in clinics for this purpose, but the visualization of medical needles and
tissue targets are often challenging [53]. PAI with high contrast for metallic needles and vasculature
holds strong potential for guiding these needle-based vascular access procedures. However, the bulky
and expensive solid-state laser that is required for tissue illumination is hindering the transition of
PAI from bench to clinic, for this point-of-care application [54–56]. In 2018, Xia et al. used AcousticX
and demonstrated the potential of LED-based PAI and US imaging in guiding minimally invasive
procedures [32]. Their results demonstrated that LED-based PAI enabled needle visualization with
SNRs that were 1.2 to 2.2 times higher than those obtained with US imaging, over insertion angles
of 26 to 51 degrees. In the reported phantom study, an imaging depth close to 4 cm was achieved
as shown in Figure 2a–c. In this work, they also demonstrated that LED-based PAI can visualize
the superficial vasculature of the finger and wrist of a human volunteer in real time, along with
conventional pulse-echo US. Based on these promising results, it can be concluded that LED-based PAI
combined with US imaging holds potential in guiding minimally invasive procedures with peripheral
tissue targets.

Figure 2. (a) US, (b) PA and (c) US-PA overlay images showing a medical needle inserted towards
a vessel-mimicking phantom embedded in chicken tissue, respectively. Here, the uppermost 5 mm,
which contained the US gel, is not shown. Reprinted from Ref. [32].

3.1.2. Imaging of Human Placental Vasculature

Accurate guidance is important not only for vascular access procedures, but also for minimally
invasive fetal surgeries, for example, for the procedure performed to treat twin-to-twin transfusion
syndrome (TTTS) [57]. TTTS is caused by imbalanced blood flow between twin vascular connections
(anastomoses) in the placenta. If not treated in time, it will bring high morbidity and risk of death [58].
In current clinical practice of the TTTS procedure, in-vivo imaging of the placenta is performed
using white-light fetal endoscopy and external B-mode US imaging. Both these methods do not
provide sufficient contrast to visualize small anastomotic vessels below the surface of the chorionic
placenta [59]. In 2018, Maneas et al. employed the LED-based PA imaging for wide field imaging of
the human placental vasculature ex vivo, taking advantage of high optical absorption contrast offered
by oxy- and deoxy-hemoglobin [60,61]. Previous studies have shown that PA signals from placental
vessels can be detected using external clinical US probes [62,63]. Here, they used an LED-based PAI
system (AcousticX) to image chorionic (fetal) superficial and subsurface vasculature in normal and
TTTS-treated human placentas [64]. The LED-based PAI system based on a clinical US probe enabled
fast interleaved 2D PA and US imaging (Figure 3). This work gives direct confirmation that volumetric
LED-based PAI of the human placenta can generate detailed 3D maps of surface and subsurface
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vasculature up to a depth of around 7 mm. The authors also foresee that interventional PA imaging for
visualizing the chorionic surface and superficial placental blood vessels with high spatial resolution
may be valuable for minimally invasive fetal treatments.

Figure 3. Wide-field PA-US images of the chorionic placental vasculature in an untreated part of a TTTS
photocoagulated placenta. (a) 2D PA and US overlay image, acquired from a region corresponding to
the green line in (b), which is a photograph of the imaged placenta. (c) 3D PA image displayed as a
maximum intensity projection (MIP) of the reconstructed image volume. Reprinted from Ref. [64].

3.1.3. Imaging of Intraocular Tumors

PA imaging has shown great potential in diagnosis and characterization of cancer, especially
in applications like head and neck tumor imaging [65–70]. As a head and neck cancer, intraocular
tumors are relatively rare, but life-threatening [70,71]. Xu et al. have demonstrated the ability
of laser-based PA imaging to characterize intraocular tumors through molecular composition and
structural heterogeneity [72]. Zhu et al. recently explored the feasibility of using LED-based PAI to
image intraocular tumors in a complete human eyeball. Figure 4a,b shows 2D US and PA images of
the eyeball of a choroidal melanoma tumor, respectively. US is shown in grayscale and PA is shown in

41



Sensors 2020, 20, 2484

pseudo-color. Figure 4c is the PA/US overlay image, offering complementary information. PA results
show that LED-based PA imaging has sufficient penetration depth to cover the entire tumor volume.
Figure 4d shows a 3D PA image of the eyeball. In this work, single-wavelength LED arrays were used
to visualize vasculature. LED arrays with multiple wavelengths can be potentially used to observe
individual molecular components in the future. These results reveal the potential of LED-based PAI in
the broad area of cancer diagnosis and staging.

Figure 4. (a) 2D B-scan US image and (b) PA image of an ocular globe ex vivo with a tumor inside
(confirmed in clinic). (c) PA and US combined image. (d) Perspective view of a 3D PA image of ocular
globe with a choroidal melanoma tumor. PP-pupil. TA-tumor area. ST-the surface of the tumor. BE-the
back of the eye. Reprinted from Ref. [6].

3.2. In-Vivo Preclinical Small Animal Imaging Studies

3.2.1. Non-Invasive Monitoring of Angiogenesis

Vascularization of engineered constructs is required to integrate an implant within the host
blood supply. The ability to non-invasively monitor neovascularization of an implanted construct is
ultimately critical for translation. Laser speckle contrast analysis (LASCA), a widely used imaging
technique within regenerative medicine, has high spatial resolution, but offers limited imaging depth
and is only sensitive to perfused blood vessels [73–75]. In 2019, Zhu et al. used LED-based PA and
US imaging to potentially solve this challenge in regenerative medicine [7]. They used an LED-based
PA-US dual-mode system to image and monitor angiogenesis for 7 days in fibrin-based scaffolds,
which were subcutaneously implanted in mice. Scaffolds, with or without basic fibroblast growth
factor (bFGF), were imaged on days 0 (i.e., post implantation), 1, 3, and 7 with both LASCA and
PA-US imaging systems (Figure 5). Quantified perfusion measured by LASCA and PA imaging was
compared with histologically determined blood vessel density on day 7. Vessel density corroborated
changes in perfusion measured by both LASCA and PA. PAI enabled delineation of differences
in neovascularization in the upper and the lower regions of the scaffold. Overall, this study has
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demonstrated that PAI could be a noninvasive and highly sensitive method for monitoring deep-seated
vascularization in regenerative applications.

Figure 5. Longitudinal LED-based PA-US imaging of two subcutaneous implants. Green and red
arrows indicate the upper and lower edges of the scaffold, as determined through the B-mode US. (a) A
series of two-dimensional US-PA images from a +bFGF scaffold on day 7 at different scan positions.
Note that only images within the range of −2.5 to 2.5 mm are used for MIP image. (b) A series of
longitudinal MIP US-PA images of +bFGF and −bFGF scaffolds from the same mouse. PA intensity
represented in red has the greatest difference on day 7. Reprinted from Ref. [7].

3.2.2. Noninvasive Imaging of Pressure Ulcers

Hariri et al. used PAI as a noninvasive method for detecting early tissue damage that cannot be
visually observed. They used a mouse model of pressure ulcers by implanting subdermal magnets
in the dorsal flank and periodically applying an external magnet to the healed implant site. The
magnet-induced pressure was applied in cycles, and the extent of ulceration was dictated by the
number of cycles. They evaluated these ulcers with LED-based PAI. Figure 6 shows baseline (top) and
stage I ulcers (bottom) via US, PA, and US/PA overlay images obtained using LED excitation. The
insets in Figure 6B–C are photographs of mice without and with pressure ulcers, respectively. They
used a LED-based PAI system to detect early stage (stage I) pressure ulcers and observed a 2.5-fold
increase in PA signal. Importantly, they confirmed the capacity of this technique to detect dysregulated
skin even before stage I ulcers have erupted. They also observed significant changes in PA intensity
during healing, suggesting that this approach can monitor therapy. These findings were confirmed
with histology (not shown here). These results suggest that this PA-based approach might have clinical
value for monitoring skin diseases, including pressure ulcers.
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Figure 6. LED-based PA evaluation of pressure ulcers at stage I. (A) B-mode US image at baseline
conditions when no pressure has been applied. (B) B-mode PA image at baseline at the same position
as panel A. Minor PA signal is observed from the epidermis. The photographic inset shows the mouse
in absence of ulcer. (C) B-mode PA/US overlay at baseline conditions. (D) B-mode US image at stage I.
(E) B-mode PA image at stage I at the same position as panel D. We observed a 2.5-fold increase in PA
intensity compared to baseline. The photographic inset shows the stage I ulcer. (F) B-mode PA/US
overlay at stage I. The image depth is 1 cm and the scale bars are 2 mm. Reprinted with permission
from Ref. [76].

3.2.3. Oxygen Saturation Imaging in Rheumatoid Arthritis Diagnosis

Multiwavelength LED-based PAI is a useful tool for functionally characterizing tissue in different
clinical applications, for example, to obtain oxygen saturation. Hypoxia in the joints are biomarkers
of Rheumatoid Arthritis (RA). The ability to accurately estimate the oxygen concentration makes
multiwavelength PAI a potential tool for early detection of RA. Joseph et al. used in vivo animal study
to find the capability of measuring the oxygen saturation using this system [77]. First, ex-vivo PA
oxygen saturation imaging using human blood was validated against oximeter readings and further
verified with in-vivo animal studies. The PA oxygen saturation estimation correlates with oximeter
readings, which is confirmed with in-vivo studies. In the case of oxygen saturation, an approximately
5-mm imaging depth was achieved. This imaging depth is considered sufficient for RA imaging of the
finger joint.

Results from the blood oxygen saturation imaging are shown in Figure 7. Figure 7a–c shows an
oxygen saturation map of two tubes, one with normal blood (oxygen concentration approximately 65%)
and another with blood having 18%, 43% and 87% oxygen concentration respectively. This correlates
with the estimated oxygen saturation generated by the imaging system. Further, in-vivo imaging of
the thigh muscle of the mouse is shown in Figure 7d–f. In the case of the mouse breathing normal air,
an average oxygen concentration of 61.1% was observed and with 100% oxygen it was 105.3% using
the system. This shows that the system can provide a fairly accurate estimate of oxygen saturation
with in-vivo imaging. Through their results, they have shown that early stage rheumatoid arthritis
changes such as synovial angiogenesis and hypoxia can be imaged using the LED-based PA imaging
system. The results give a direct confirmation that multispectral LED-based PA holds potential in early
detection and staging of RA in animal studies.
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Figure 7. (a–c) The in-vitro study oxygen saturation map, with three different oxygen concentrations in
the tube on the right, keeping oxygen unchanged in the left tube. The oxygen concentrations values in
left and right tube: (a) 65% and 18%, (b) 66% and 43%, (c) 66% and 87%, (d) PA and (e) US imaging of
mouse knee. In-vivo oxygen saturation images of mouse thigh muscle during high and low cycles
of oxygen concentration. (f) Average oxygen saturation in the region of interested plotted over time.
Reprinted from Ref. [77].

3.2.4. Molecular Imaging: Detection and Monitoring of Reactive Oxygen and Nitrogen Species

Reactive oxygen and nitrogen substances (RONS) regulate important functions in living systems.
Endogenous RONS contribute to signal transduction, smooth muscle relaxation, and blood pressure
regulation [66,67]. RONS disorders can cause diseases, such as cancer, and RONS detection can be
used to diagnose and treat infections and various diseases [68–70].

In 2019, Hariri et al. reported on molecular imaging of RONS using near-infrared absorbing
small molecules (CyBA) and an LED-based PA imaging system [29]. They evaluated CyBA’s ability to
measure inflammation in mice. Figure 8a–d shows the US/PA images from the injection location of
CyBA and zymosan at 0, 10, 20, and 60 min, respectively (Figure 8). These figures show an increasing
trend in PA signals due to the diffused probe (CyBA) at the region of interest (ROI), marked using a
yellow circle. Figure 8e represents the quantitative analysis of CyBA’s in-vivo PA imaging assessment.
These results indicated a gradual increase in PA intensity, and a ~3.2-fold increase was quantified
90 min after CyBA injection. It also shows the flat PA intensity trend of separated zymosan and the dye.

As we know, the LED output energy is about 1000-fold lower than that of conventional Nd:YAG
lasers. However, it turns out to be a positive factor here: the higher power generated by Nd:YAG lasers
bleach dyes, but not the light from LEDs. Therefore, their work not only revealed the sensitivity of PA
in detecting RONS, but also emphasized the practicality of LED-based PAI in the clinic for molecular
imaging applications involving dyes. In this work, they demonstrated that advantages of LED as an
illumination source may help to accelerate the clinical translation of PAI. It is foreseen that LED-based
PAI and reported probes can be used for clinical monitoring of RONS, especially for keloid diagnosis
and for drug toxicity studies [78].
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Figure 8. In-vivo PA evaluation of CyBA. US-PA image at (a) baseline, (b) 10, (c) 20, and (d) 60 min
after CyBA injection. (e) Quantitative analysis of PA intensity as a function of time post-injection of
CyBA. Reprinted from Ref. [29].

3.2.5. Imaging of Tumor Vasculature Using Contrast Enhancement

Contrast enhancement is prevalently used in vasculature imaging. Xavierselvan et al. tested
the LED-based PAI system for its ability to image the vasculature in the tumor using contrast
enhancement [79]. For their study, they used subcutaneous head and neck tumor (FaDu) xenografts in
nude mice. When the tumor size reached about 100 mm3, the tumors were imaged using the AcousticX
system. The image shows heterogenous vascular density in the tumor which demonstrates the ability
of the LED-based PAI system to obtain vascular information from tissues that are more than 1 cm deep.

Through their study, they found LED-based PAI was a more affordable option for various research
groups to avail the opportunity of utilizing the technology to understand nanoparticle or drug uptake
non-invasively at high resolution. Figure 9 demonstrates the capability of the LED-based PAI system
in imaging a naphthalocyanine (NC) dye, which has strong absorption in the NIR region (~absorption
peak at 860 nm). Before and after 100 μL of NC dye was injected intratumorally into the FaDu tumor
interstitium, the distribution of dye inside the tumor was imaged respectively. The NC dye has
distributed into almost all parts of the tumor, but a strong PA signal was received from the top of
tumor, which is potentially due to these areas receiving stronger light energy.

3.2.6. Imaging of Molecular-Labelled Cells

Hariri et al. have previously used PA imaging for stem cell imaging [80,81]. In a recent work [27],
they used labeled cells to understand the in-vivo molecular imaging performance of AcousticX. They
used DiR, which is an effective contrast agent for cellular imaging. The cells used here were human
mesenchymal stem cells (HMSCs; Lonza, PT−2501, NJ, USA).

Figure 10 shows PA images before and after injection of DiR, DiR+HMSC, and HMSC, respectively.
The needle generates a strong PA signal and simultaneous US acquisition, offering detailed structural
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information along with the functional details from DiR-labeled cells. A strong PA signal in the presence
of DiR is visible in Figure 10D. A signal increase is also visible when HMSC is labelled using DiR, as
shown in Figure 10H. Unlabeled HMSCs were also injected as control but there was no increase in PA
signal. This study showed the potential of LED-based PA in cellular imaging.

Figure 9. Contrast enhancement in LED-based PAI using exogeneous contrast agents. Combined
overlay of PA and US image of subcutaneous FaDu tumor in mice before (a) and after (b) the NC dye
administration. PA images were acquired using 850 nm LED light source (areas with greater contrast is
shown with white arrows). Reprinted with permission from Ref. [79].

Figure 10. Images were separated in three groups: injecting DiR (A–D), DiR + HMSC (E–H), and
HMSC (I–L). Each group contains PA and overlaid PA-US images before and after injection. Needles
marked in images are subcutaneously injected on spinal cord area before DiR injection. The needle has
a strong PA signal. Reprinted from Ref. [27].
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3.3. In-Vivo Human Volunteer Studies

3.3.1. Imaging of Peripheral Microvasculature and Function

Hypoxia is an important biomarker that reflects the occurrence and development of many diseases,
such as cancer [82]. Multispectral PA imaging has been demonstrated to detect the relative hemoglobin
oxygen saturation and hypoxia in biological samples in vivo in a non-invasive manner by detecting
the spectral differences between oxygenated hemoglobin and deoxyhemoglobin [83–85]. Figure 11a
shows LED-based PA and US B-scan images of a human finger along the sagittal section, which is from
our recent work [6]. To show the arterial pulsation (shown by the arrow), four frames of the movie
are shown. In this work, we also explored the feasibility of LED-based PA imaging to measure blood
oxygen content on human finger blood vessels using a pair of two-wavelength LED bars (850 nm and
690 nm), as shown in Figure 11b [6].

Figure 11. (a) Four frames from a PA imaging video (index finger, longitudinal section) presenting the
pulsation of an artery marked by the arrows. (b) Photo of a pair of dual-wavelength LED bars that
emits 690-nm and 850-nm light alternatively. (c) PA-US combined image showing a cross-section of the
vasculature in a human finger. (d) Correlation between the LED-PAI-based blood sO2 in the finger and
the SpO2 readouts from a pulse oximeter. Reprinted from Ref. [6].

Functional PA imaging of blood oxygenation saturation in blood vessels was performed on the
index fingers of volunteers. Figure 11c is an example of a PA 2D image resolving blood vessels in
an axial view of a finger, which is overlaid on a US image in grayscale. In order to quantify the
functional information of PA imaging results, the oxygenation saturation levels of pixels in the ROI
are averaged, as shown by the yellow dotted circle. The quantitative PA measurement of blood
oxygenation saturation in the finger is then correlated with the reading of a pulse oximeter, which is
the gold standard. As shown in Figure 11d, the blood oxygenation measured by LED-PAI and the
reading of the pulse oximeter have a good correlation (R-squared ~ 0.98).
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3.3.2. Simultaneous Imaging of Veins and Lymphatic Vessels

Using dual-wavelength LED arrays working at 820/940-nm wavelengths, Kuniyil Ajith Singh et al.
demonstrated that LED-based PAI could differentiate veins and lymphatic vessels (after injecting ICG)
in human volunteers [86]. Utilizing a simple image division algorithm (assuming that ICG will not
absorb 940-nm light), they showed that LED-based PAI can clearly differentiate veins and lymphatic
vessels in real time, as shown in Figure 12. This multispectral PA/US approach holds strong potential
in guiding procedures like lymphaticovenous anastomosis, where it is crucial to differentiate venous
blood and lymphatic vessels.

Figure 12. Real-time imaging of lymphatic vessels and veins simultaneously using LED-based PAI.
(a) PA image: 940 nm/820 nm image generated when the probe was aligned to a vein (position 1);
(b) PA image: 940 nm/820 nm image generated when the probe was aligned to a lymphatic vessel
(position 2); (c) 940 nm/820 nm PA image overlaid on US image when the probe was in position 1;
and (d) 940 nm/820 nm PA image overlaid on US image when the probe was aligned to position 2.
Reprinted from Ref. [86].

3.3.3. Full View Tomography of Finger Joints

It is well known that 2D PA and US imaging using linear arrays suffers from limited-view artifacts.
Additionally, due to the directivity limitations of US transducers, there is a high probability of loss
of information. One way to overcome this limitation is to scan around the object of interest and
generate full-view 3D tomographic images with higher spatial resolution and no limited view problems.
However, most of the commercially available and lab-made 3D PA/US tomography systems utilize
pulsed lasers, which are expensive, bulky and not suitable for a point-of-care setting. Joseph et al.
recently demonstrated the possibility to generate full view LED-based 3D PA and US tomographic
images of human finger joints (Figure 13) [87,88]. This proof-of-concept study gives a direct confirmation
that inexpensive and portable LEDs along with commercially available linear array US probes can
generate high-quality 3D tomographic images with rich information suitable for multiple point-of-care
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clinical applications. In another promising study, Agrawal et al. developed a multispectral molecular
LED-based 3D PA tomography system and demonstrated the potential in unmixing and separating
three optical absorbers (melanin, methylene blue and ICG) embedded inside a tissue mimicking
phantom [89].

Figure 13. In-vivo finger joint tomographic imaging using multi-angle spatial compounding.
(a) Overlaid LED-based PA and US MIP image showing finger joint from a linear scan. (b) PA,
(c) US and (d) combined tomographic images of the finger joint (p1). (e) PA, (f) US and (g) combined
tomographic images 5 mm in front of the joint (p2), respectively. Reprinted from [87].

3.4. Clinical Pilot Studies

3.4.1. Imaging of Inflammatory Arthritis

Since PAI can detect hyper-vascularization and hypoxia, two key early markers of rheumatoid
arthritis, it has been explored extensively in multiple preclinical and early clinical pilot studies [90–94].
Relatively small joints are usually first affected by inflammatory arthritis, and PAI in combination with
conventional US imaging holds strong potential in this area. Early results from animal models and
human subjects clearly indicate that PAI is expected to be translated soon to clinics as an affordable
point-of-care tool for early detection of inflammatory diseases [95–99]. Janggun et al. explored the
feasibility of using an LED-based PA system to detect inflammation of soft tissues surrounding joints,
and the ability to distinguish arthritic joints from normal ones by assessing enhanced blood signal in
synovial tissue [31].

Figure 14 shows representative US Doppler and PA images of the three groups compared in this
study, including clinically active arthritis joints, subclinical active arthritis joints, and normal healthy
joints. Figure 14a shows a case of a clinically active case of arthritis, with hyperemia seen at the same
location in both Doppler and PA images. Figure 14b shows a case of subclinical active arthritis, in
which hyperemia is only visible in the PA image of the patient’s metacarpophalangeal (MCP) joint, but
not in the US Doppler image. The normal subjects also underwent US Doppler scans as the patient
volunteers, followed by scanning of same location of joints using LED-based PA imaging. When
compared with the results of arthritic joints, no significant hyperemia was found in the synovium area
of normal subjects, which has also been confirmed by US Doppler imaging. Figure 14c shows the
normal situation; no hyperemia was seen in the US Doppler or PA image. Finally, Figure 14d,e shows
the statistical results indicating there is significant difference between different groups, confirmed
using a two-tailed p-test. This clinical pilot study gives a direct confirmation that LED-based PAI offers
higher sensitivity to angiogenic microvasculature than US doppler imaging, the current gold standard.
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Figure 14. US Doppler (left) and PA (right) images acquired from LED-based system from three groups:
(a) clinically active arthritis joints, (b) subclinical active arthritis joints, and (c) normal healthy joints).
(d) The quantified results showing the density of colored pixels and (e) the average intensity of colored
pixels in PA images of the three groups. * p < 0.05, ** p < 0.005. Reprinted from Ref. [31].

3.4.2. Diagnosis and Treatment Monitoring of Port Wine Stain

Port wine stain (PWS) is a benign capillary vascular malformation, with significant social and
emotional impact. In a recent clinical pilot study, Cheng et al. demonstrated that LED-based PAI can
be used as a point-of-care tool for clinical evaluation and treatment monitoring of PWS disease [100].
We foresee that LED-PAI will a have profound impact in this application, in which vascular contrast
with depth information (~1 cm) is key for good diagnosis.

PWS is categorized as a benign capillary vascular malformation, which is difficult to cure. In
general, PWS appears on the face, but it can affect other areas of the body too. The affected skin
surface may thicken slightly and develop an irregular, pebbled surface in adulthood. PWS’s cosmetic
appearance causes substantial mental stress for the patients. In the study by Cheng et al., 22 patients
were enrolled and separated into two groups based on their age (group 1: 3–6 years, group 2: above
6 years). The representative PA/US images (PWS region and normal region with clear difference
in vascular contrast) are shown in Figure 15, along with the masked photograph of patient. The
significant difference between the two different age groups also corresponds well with the given
knowledge of PWS disease. Based on this result, it is clear that PAI as an imaging tool holds good
potential in evaluation of PWS. Through this clinical pilot study, they demonstrated for the first time
that LED-based PAI can be used as a point-of-care tool for clinical evaluation and PDT-treatment
monitoring of PWS disease.

Figure 15. Typical PA/US overlay image of (a) PWS region (ROI) and (b) control region (HR).
(c) Photograph of a PWS patient with imaging assisting marks. Reprinted with permission from
Ref. [101].
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4. Discussion

In this paper, we first reviewed the historical development of LED-based PAI, starting from
the first report on single-point measurements to latest clinical pilot studies using high-power LED
arrays. In the span of 10 years, there has been significant growth in this field, especially with the
improvement of pulse energy (nJ to hundreds of μJ) and PRR (200 Hz to 16,000 Hz) of LEDs and also
the advancements in low-noise data acquisition electronics. All these developments have resulted
in commercialization of the technology, and it is worth mentioning that LED-PAI is now capable of
functional imaging (oxygenation and blood flow imaging) of superficial and sub-surface tissue (more
than 1 cm) at frame rates unachievable for laser-based systems (500 Hz). Even though LED-based PAI
cannot be used for applications requiring larger imaging depth (for example, a full breast), it holds
potential in several superficial imaging applications, specifically in rheumatology and dermatology.

Compared to solid-state lasers, the energy level of LED is two orders lower. However, the PRR
of LED is much higher than that of a laser, which then can largely benefit the imaging quality by
averaging more frames. Besides the emission energy level, another major difference between the
pulsed LEDs and the solid-state lasers is the temporal pulse width. The pulse width of LED is tens of
nanoseconds, whereas that of the solid-state lasers could be less than ten nanoseconds. The temporal
pulse width imposes a limit on the spatial resolution of the imaging system. For example, the 70-ns
pulse width of the 850-nm LED corresponds to a spatial resolution of 105 μm (=70 ns × 1500 μm/μs).
This point, however, turns out to benefit the detection efficiency, especially when using bandlimited
US probes for detection. The PA signal generated by a solid-state laser with a pulse width of 3.5 ns has
a frequency component up to almost 300 MHz, in which anything above ~12 MHz will not be detected
using a conventional mid-frequency range US probe. For a typical 5-MHz commercial US probe with
80% detection bandwidth, when using a 3.5-ns laser pulse, PA signal detection efficiency is 40 times
less than the attainable efficiency when using an LED array generating 100-ns light pulses [102]. The
resolution offered by a typical 5–10-MHz clinical US probe is 200 μm. Therefore, the pulse width of the
LEDs can potentially be extended to 100 ns without affecting the spatial resolution (70 ns setting is
used in all the studies reported in this paper).

In the second part of this paper, we reviewed some of the preclinical and clinical applications
reported using LED-based PAI (in sequence of phantom, ex-vivo, small animal, and human in-vivo
studies) as listed in Table 3. It is clear from the results that multispectral LED-based PA and US imaging
holds strong potential in multiple applications, for example, guiding minimally invasive procedures,
blood oxygen saturation imaging, diagnosis and staging of inflammatory arthritis, peripheral vascular
assessment, guidance of surgical procedures like lymphaticovenous anastomosis, etc. In all the
studies, an imaging depth of 0.5–1 cm was achieved at 10-Hz US and PA frame rates, which is good
enough for multiple clinical applications. However, it is of paramount importance to improve the
imaging depth for exploring more clinical applications, especially in the area of breast imaging and
cardio-vascular medicine. To solve this issue and accelerate the clinical translation of LED-based
PAI, several reconstruction and image processing techniques have been reported recently [103–105].
Use of clinically approved contrast agents (for example, ICG) may also be also useful to enhance the
imaging depth.

The LED-based PA imaging system described here (AcousticX) is safe for both skin and eye
exposure. Since LED emissions are incoherent, the ANSI safety limits for collimated laser beams do
not apply. Instead, the international electrotechnical commission (IEC) 62471 is followed. According
to IEC 62471, the exposure limit for skin is based on thermal injury due to the temperature rise in
tissue. Assuming that the illumination on the same skin area lasts continuously for 5 s using two
850-nm LED bars working at a 4-KHz pulse repetition rate, the estimated exposure is 4.57 × 103 W·m−2,
which is below the thermal hazard limit for skin of 5.98 × 103 W·m−2. For eye safety, two aspects
need to be considered, which are retinal thermal hazard exposure limit (weak visual stimulus) and
infrared radiation eye safety limit. Assuming a continuous illumination at the front of the eye for 5 s
using two 850-nm LED bars working at a 4-KHz pulse repetition rate, the estimated exposures are
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2.92× 103 W·m−2·sr−1 for retinal thermal exposure and 4.57× 103 W·m−2 for infrared radiation exposure,
both lower than the safety limits for eye of 1.34 × 105 W·m−2·sr−1 and 5.38 × 103 W·m−2, respectively.

Table 3. Summary of preclinical and clinical applications of LED-based PAI.

Target Application
Depth
(mm)

Contrast
Agent

Wavelength
(nm)

Medical
needles,

Vasculature

Guidance of minimally invasive procedures with
peripheral tissue targets [32] Phantom and

ex vivo
studies

38 N/A 850

Vasculature Imaging of human placental vasculature [64] 7 N/A 850
Tumor Imaging of intraocular tumors [6] 10 N/A 850

Vasculature Non-invasive monitoring of angiogenesis [7] Animal
in vivo 10 N/A 850

Ulcer Noninvasive imaging of pressure ulcers [76] 10 N/A 690
Oxygen

saturation
Oxygen saturation imaging in Rheumatoid

arthritis [77] 5 N/A 750/850

Molecular Detection and monitoring of reactive oxygen and
nitrogen species [29] 10 CyBA 850

Tumor/Contrast
agents Imaging of tumor using contrast enhancement [79] 10 NC 850

Cells/ Contrast
agents Imaging of molecular-labelled cells [27] 10 DiR 850

Vasculature Imaging of peripheral microvasculature and
function [6] Healthy

human
in vivo

10 N/A 690/850

Vasculature Simultaneous imaging of veins and lymphatic
vessels [86] 10 ICG 940/820

Finger joints Full view tomography of finger joints [87] 5 N/A 850

Finger joints Imaging of inflammatory arthritis [31] Patient
in vivo

5 N/A 850
Skin Imaging of port wine stain [101] 10 N/A 850

To date, the maximum imaging depth achieved by LED-based PA imaging in an in-vivo setting is
1 cm. Even though this is encouraging considering the low pulse energy, it is important to improve
LED optical output for better usefulness in more clinical applications. To an extent, signal averaging
helps to improve SNR without effecting frame rate. However, if the magnitudes of the acoustic signals
generated by the weak illumination are significantly below the noise-equivalent pressure level of the
US probe, averaging will not effectively improve SNR. In terms of translational potential, addition
of PA imaging to a clinical US system will have relatively easier clinical acceptance. Considering
the acoustic bandwidth limitation of conventional pulse-echo US probes, we believe that the lower
pulse width (70 ns is the setting used in all the applications reported in this paper) of LEDs is not
a bottleneck. We foresee work on two aspects to improve the imaging depth: (1) use of nanostack
technology to squeeze more light out of LED elements, with multiple p-n junctions embedded in the
epitaxial layer, increasing the region’s light generation and thereby leading to a higher optical output,
and (2) improving the driving electronics to increase the PRR further, consequently resulting in the
possibility to average more frames and improve SNR without losing temporal resolution. LED might
compete with LD with market share during clinical translation, but will not have much overlap with
Nd: YAG OPO-based PAI system which focus on deep-tissue applications. However, LED-PAI may be
a suitable option for point-of-care applications like guidance of peripheral vascular access procedures,
rheumatoid arthritis screening, PWS diagnosis and treatment monitoring, etc.

Looking into the future, it is foreseen that advances in high-power LED technology, mainly driven
by the lighting industry, and significant developments in machine/deep learning and signal processing
algorithms will increase the use of LEDs in the context of PAI. LED arrays in different shapes could
be also developed to find different applications, for example, developing ring-shape LEDs for breast
3D imaging and coupling light into optical fibers for minimally invasive and endoscopic procedures.
Worth mentioning here, if sufficient focusing can be achieved, LEDs will be the ideal candidate for
acoustic-resolution PA microscopy (PAM). There have also been some recent reports in this direction. In
2017, Dai et al. presented a PAM system based on miniature LEDs working at a 405-nm source, which
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showed the capability of in-vivo mapping of vasculature networks in biological tissue [106,107]. They
used a high-power LED (power~1.2 W) working at 405 nm wavelength, and a pulse width of 200 ns.
The repetition rate was extended to 40 KHz towards meeting the high demand of scanning speed in a
PAM setting. They acquired a complete PAM image in vivo in about 1 h, which is an encouraging
result for the first LED-based PAM proof-of-concept study, but this temporal resolution is not good
enough for clinical studies. On the other hand, for optical resolution PAM, the use of LEDs is likely to
be challenging, as it would be difficult to achieve the necessary micron-scale diffraction-limited spot
sizes. It would be also interesting to develop new low-frequency US probes (2–3 MHz) with ultra-high
bandwidth and sensitivity to achieve higher imaging depth without compromising spatial resolution.

5. Conclusions

The use of LEDs as an illumination source introduces some limitations. First, the LEDs cannot be
spectrally tuned, which eliminates the possibility of PA spectroscopic applications in which multiple
chromophores are involved. Second, the pulse width of the LED is low when compared to a laser
(30–100 ns), which affects the stress confinement satisfaction and can impact the efficiency of acoustic
wave generation. Third, LEDs have low optical output power—this can limit penetration depth at
higher frame rates. However, LED-based PAI systems offers several advantages, including a significant
reduction in cost, smaller footprint, no requirement of laser calibration and monitoring, and no need for
optical goggles or light-tight shields. Thus, LED-based systems are not only suitable for point-of-care
non-invasive applications complementing US imaging, but also ideal for personalized or wearable PA
equipment, and we foresee that this technology could additionally have broad utility in a number of
therapeutic drug monitoring applications.

With wide optical wavelength range, flexible pulse-width setting, small footprint, low cost, and
energy efficiency, LED-based PAI holds strong potential in functional and molecular preclinical and
clinical imaging. We foresee that the addition of LED-based PAI to conventional US imaging in a
clinical scanner will have a huge impact in point-of-care diagnostic imaging and also accelerate the
clinical translation of PAI.
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Abstract: The opacity of conventional ultrasound transducers can impede the miniaturization and
workflow of current photoacoustic systems. In particular, optical-resolution photoacoustic microscopy
(OR-PAM) requires the coaxial alignment of optical illumination and acoustic-detection paths through
complex beam combiners and a thick coupling medium. To overcome these hurdles, we developed
a novel OR-PAM method on the basis of our recently reported transparent lithium niobate (LiNbO3)
ultrasound transducer (Dangi et al., Optics Letters, 2019), which was centered at 13 MHz ultrasound
frequency with 60% photoacoustic bandwidth. To test the feasibility of wearable OR-PAM, optical-only
raster scanning of focused light through a transducer was performed while the transducer was fixed
above the imaging subject. Imaging experiments on resolution targets and carbon fibers demonstrated
a lateral resolution of 8.5 μm. Further, we demonstrated vasculature mapping using chicken embryos
and melanoma depth profiling using tissue phantoms. In conclusion, the proposed OR-PAM system
using a low-cost transparent LiNbO3 window transducer has a promising future in wearable and
high-throughput imaging applications, e.g., integration with conventional optical microscopy to
enable a multimodal microscopy platform capable of ultrasound stimulation.

Keywords: photoacoustic microscopy; ultrasonic transducer; optical-resolution photoacoustic microscopy;
transparent ultrasound transducer; ultrasound stimulation

1. Introduction

Optical-resolution photoacoustic microscopy (OR-PAM) has recently gained significant attention
from the biomedical-imaging community as it provides labelfree optical contrast from physiologically
relevant tissue chromophores that are located a few millimeters deep, with subcellular spatial
resolution [1–5]. In OR-PAM, a tightly focused laser pulse illuminates the tissue and generates
wideband acoustic waves from light-absorbing chromophores that are then detected by an acoustic
transducer. Time-resolved photoacoustic waves, in combination with the two-dimensional raster
scanning along the x-y plane (lateral dimension), generate three-dimensional data from which maximum
amplitude projection (MAP) and volume-rendered photoacoustic images can be created.

Conventional OR-PAM setups use complex imaging geometries to coaxially align optical illumination
and acoustic detection paths. In early OR-PAM setups [6], coaxial alignment was achieved using
an acoustic-optic prism combiner consisting of one right-angle prism and one rhomboid prism pressed
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tightly to a thin layer of silicone oil. The laser light was focused by a system of optical lenses and then
passed through the prism combiner before irradiating the tissue. A correction lens was attached to
the prism combiner to refocus the light that was defocused through the combiner. Tissue-generated
photoacoustic waves propagated through the rhomboid prism and were reflected by the silicone oil layer
into the ultrasound detector attached to the prism. Since the entire imaging head, consisting of the above
acoustic-optic prism combiner, the transducer, and the focused light, was moved to scan the subject,
these systems exhibited slow acquisition speed, limited field of view (FOV), and significant acoustic loss.

The current generation of OR-PAMs reflect the light, instead of the acoustic waves, by sandwiching
an aluminium foil in the acoustic-optic combiner. This allows dual axis optic only scanning using
a two dimensional galvo mirror to improve the image acquisition speed and generate a wide FOV [7].
The entire imaging head, including the galvo mirror, is submerged in a large volume (70 × 40 × 20 mm3)
of a nonconducting liquid coupling medium that rests above the imaged subject. Such a bulky imaging
head limits high throughput and wearable imaging applications because it constrains animal imaging
performed under anesthesia and causes discomfort to living subjects. Moreover, acoustic loss here
is still significant because acoustic waves travel through the large coupling medium and the prism
combiner before being detected by the transducer.

Alternatively, some OR-PAMs include a ring-shaped single-element ultrasound transducer to
eliminate the off-axis alignment problems of optical illumination and acoustic detection. The focused
light is directly delivered through a hole at the center of the transducer, or coupled using a single-mode
fiber integrated with a gradient-index (GRIN) lens. The imaging head is then two-dimensionally
raster-scanned using mechanical stages to generate volumetric images [8–12]. Although the imaging
head is miniaturized in these OR-PAM systems, the FOV, numerical aperture, and imaging speed (due
to physical scanning of the imaging head) are still limited. Besides, they still require a-few-milimeter
thick water coupling medium above the imaged subject due to long working distances.

The above drawbacks of conventional OR-PAM systems can be addressed if ultrasound detectors
are transparent to light. To achieve this, all-optical ultrasound detection technologies, such as
Fabry–Pérot etalons [13], microring resonators [14], and other photonic integrated circuits [15] were
studied for PAM. Although these are transparent technologies offering high photoacoustic sensitivity,
they require complex fiber integration with an additional laser source and other optical-detection
instruments. More importantly, they lack ultrasound excitation capabilities for applications that
require combined ultrasound sensing and ultrasound tissue stimulation [16,17]. Recently, transparent
capacitive micromachined ultrasonic transducers (CMUTs) were developed [18,19]. However, CMUTs
need specialized front-end application-specific integrated circuits (ASICs), and involve a complicated
fabrication process inside a cleanroom.

In order to address all the above limitations, we recently reported a photoacoustic-imaging
technique using an optically transparent bulk piezoelectric lithium niobate (LiNbO3) ultrasound
transducer [20]. LiNbO3 offers several advantages over other piezoelectric materials:

1. It exhibits a good electromechanical coupling coefficient (53%);
2. It demonstrates a high Curie temperature (>1100 ◦C), making it easy to process through

high-temperature sputtering without losing poling [21];
3. It shows promising results in high-frequency ultrasound and PAM applications [22–24].

On the basis of these advantages, our previous work [20] introduced two transparent
photoacoustic-imaging schematics, one that directly integrated a multimode optical fiber with the
transparent LiNbO3 transducer, and the other that involved the optical-only scanning of the laser spot
over a 10 × 10 mm2 LiNbO3 window transducer.

Extending the window-transducer approach, here we present a novel OR-PAM that allows
the optical-only scanning of a tightly focused light beam through a 10 × 10 mm2 single-element
LiNbO3 transparent-ultrasound-transducer (TUT) window and demonstrates its applicability to
image biological samples. The spatial resolution and signal-to-noise ratio (SNR) of the OR-PAM
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system were characterized using imaging experiments on resolution test targets and carbon-fiber
phantoms. The biological imaging capabilities of the OR-PAM were studied using ex ovo chick-embryo
chorioallantoic-membrane (CAM) vasculature and imaging melanoma phantoms through a piece of
mouse skin.

The proposed TUT-based OR-PAM approach simplifies the coaxial alignment of optic and acoustic
paths without the need for additional optical components (such as acoustic-optic prism combiners and
correction lenses) and a large acoustic-coupling medium. Our approach provides other advantages:

1. The TUT can be fixed onto the imaging object (such as the skull of a mouse) to facilitate wearable
imaging without a thick coupling medium. In the future, this will likely help in imaging the
brains of freely behaving or awake mice in combination with ultrasound stimulation;

2. Depending on the size of the TUT, it enables the high-speed scanning of large areas with
single-channel data acquisition.

3. In the future, our TUT approach can also be integrated into conventional optical microscopes to
realize a multimodal microscopy platform with ultrasound-stimulation capabilities.

The rest of this paper is organized as follows. Section 2 describes the process of TUT fabrication
and a schematic representation of the OR-PAM setup. TUT characterization and validation studies,
including carbon-fiber imaging, CAM vasculature, and melanoma depth profiling, are presented in
Section 3. The advantages of the proposed TUT-based OR-PAM system, the limitations, and its future
directions are discussed in Section 4.

2. Materials and Methods

2.1. Transducer-Fabrication Processes

As reported in our recent work [20], a 250 μm thick Y-cut 36◦ LiNbO3 wafer was sputtered with
200 nm thick indium tin oxide (ITO) on both sides and then diced into square pieces of 10 × 10 mm2,
which resulted in ~80% optical transparency in the visible and near-infrared optical-wavelength
regions. Square tubing (0.5 in. width, 0.032 in. wall thickness, and 10 mm height) was used as
a conductive housing. The bottom electrode and brass tubing were connected using a conductive
silver epoxy (E-solder 3022, Von Roll Isola Inc., New Haven, CT, USA) that outlined the 4 edges
of the bottom electrode. The conductive silver epoxy had 1 mm thickness and 2 mm total width,
with 1 mm covering the bottom electrode. This resulted in an FOV of 9 × 9 mm2. The conductive
epoxy also acted as an absorber for the surface-acoustic waves generated by the LiNbO3 in response to
pulsed-light incidence.

The top electrode was connected to an SMA to BNC connector using a microstranded wire.
A nonconducting and transparent epoxy (Epotek-301, Epoxy Technologies Inc., Billerica, MA, USA)
was poured until it filled the brass housing. This epoxy was used as the backing layer that would
reduce the ringing effect by absorbing vibrational energy, and improve bandwidth [25]. Extra care was
taken to ensure that no particles were trapped in the epoxy that may have diffracted the light or caused
a shadowing effect.

The epoxy is known to shrink during the curing process that can lead to a curved surface inside
the brass housing. This curvature can lead to light diffractions and aberrations. In order to ameliorate
this effect, a microglass slide with 150 μm thickness was placed on top of the transducer to form
a flat surface. A cross-sectional schematic view of the TUT is shown in Figure 1a. Figure 1b shows
a photograph of the TUT on top of a Nittany Lion mascot.
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Figure 1. Transparent-ultrasound-transducer (TUT) design based on piezoelectric lithium niobate
(LiNbO3) material. (a) Schematic cross-sectional view of fabricated TUT, which had 10 mm height and
9 × 9 mm2 field of view. ITO: Indium tin oxide; (b) Photograph of fabricated TUT clearly showing
Nittany Lion mascot underneath.

2.2. Optical-Resolution Photoacoustic-Microscopy Experiment Setup

A schematic representing the top-down view of the OR-PAM setup is shown in Figure 2. The system
employed a high-speed pulsed laser (GLPM-10, IPG Photonics; 532 nm wavelength; 1.4 ns pulse
duration; tunable pulse-repetition rate in the range of 10–600 kHz; tunable pulse energy between 1.6
and 19 μJ). The 4 mm diameter laser beam passed through a beam sampler (BSF10-A, Thorlabs Inc.,
Newton, NJ, USA) that diverted 10% of its energy to a photodiode (DET10A, Thorlabs Inc.) used to
synchronize with a high-speed (1 gigasample per second) 16 bit data-acquisition system (Razormax-16,
Dynamic Signals LLC, Lockport, IL, USA) connected to a computer.

Figure 2. Top-down view schematic of optical-resolution photoacoustic-microscopy (OR-PAM) setup.
Raster scanning achieved by Motor 1 moving Mirror 1 to perform x-axis scan. Motor 2 moved Mirror 2
and L3 to perform y-axis scan. BS: beam sampler; NDF: neutral density filter; PD: photodiode; PH:
pinhole; L1, L2, L3: planoconvex lenses with 50, 75, and 50 mm focal lengths, respectively.

The remaining 90% of the beam energy passed through a neutral density filter (NDC-50C-4M,
Thorlabs Inc., Newton, NJ, USA) and an iris before entering a spatial filter system. A 20 μm pinhole
(P20D, Thorlabs Inc., Newton, NJ, USA) and 2 lenses, with focal lengths 50 (LA1131-A, Thorlabs Inc.,
Newton, NJ, USA) and 75 mm (LA1608, Thorlabs Inc., Newton, NJ, USA) respectively, were then used
to filter and collimate the beam. In order to raster-scan the sample for imaging, 2 motorized stages
(NRT-1000, Thorlabs Inc., Newton, NJ, USA) were used to guide the light along the x and y axes for
scanning (Figure 2). A 45◦ mirror was mounted onto Motor-1, which moved along the x-axis. Motor-2
was mounted on a vertical stage (on the z-axis) and drove another 45◦ mirror and a 50 mm focal-length
planoconvex lens (LA1131-A, Thorlabs Inc., Newton, NJ, USA) along the y-axis. The focused light
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passed through the TUT mounted just above the imaging sample. A thin layer (~1 mm) of deionized
water was used as a coupling medium to receive photoacoustic waves generated from the tissue.

3. Results and Discussion

3.1. System and Transducer Characterization

First, the transducer was evaluated by analyzing its electrical impedance using a vector network
analyzer (Agilent E5100A, Keysight Technologies, Inc., Santa Rosa, CA, USA). Impedance measurements
are used to estimate the effective electromechanical coupling coefficient, keff, of the transducer,
which represents its efficiency to convert between electrical and mechanical energy [26]. As seen in
Figure 3a, the resonance and antiresonance frequencies were measured to be 12.05 and 14.22 MHz,
respectively, with a resultant keff of ~0.53.

Figure 3. Results of transparent lithium niobate ultrasound-transducer-based OR-PAM system characterization.
(a) Measured electrical impedance results; (b) Pulse-echo response; (c) Photoacoustic pulse response of
USAF resolution test target; (d) Maximum-amplitude-projection (MAP) image of target via edge scanning.
PA: photoacoustic; (e) Edge-response data and fitted line-spread-function (LSF) curve showed 8.5 μm
lateral resolution. ESF: edge spread function; (f) Gaussian enveloped curve fitted profile showed 150 μm
axial resolution.
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Next, we performed pulse-echo and hydrophone measurements on the TUT using the methods
described in our earlier work [20]. Pulse-echo measurement showed a center frequency of 13 MHz
and a fractional bandwidth of 25%, as seen in Figure 3b. The hydrophone measurements showed
a peak pressure of 85 kPa at 5.4 mm distance from the transducer surface. Our photoacoustic-pulse
response was acquired via a USAF resolution test target (R3L3S1P, Thorlabs Inc., Newton, NJ, USA)
and amplified by a preamplifier (Olympus 5073PR, Olympus NDT Inc., Waltham, MA, USA) with
39 dB gain. The laser energy measured by a pyroelectric energy meter (PE9-ES-C, Ophir-Spiricon,
LLC, North Logan, UT, USA) after spatial filtering was found to be approximately 250 nJ. As seen
in Figure 3c, our received photoacoustic signal was then averaged 100 times, and showed a center
frequency of 13 MHz with a−6 dB fractional bandwidth of 60%. The SNR was calculated as the 20 log10

ratio of the PA signal amplitude to the standard deviation of noise, which was equal to 38 dB.
Next, the lateral resolution of the OR-PAM system was measured by linear scanning along the edge

of a ~2 × 2 mm2 square block of the USAF resolution-test target. During this test, the block was scanned
with a 0.5 μm step size. Figure 3d shows the MAP image of the square edge, with a dashed line showing
the 1 mm long scan length. The experiment data of the edge-spread function are shown in Figure 3e.
The line-spread function was obtained by taking the first derivative of the fitted edge-spread function;
its full-width half-maximum (FWHM) showed a lateral resolution of 8.5 μm. The axial resolution of the
system was then estimated by taking the FWHM of a Gaussian envelope applied to a photoacoustic signal
from the target. The FWHM was found to be 0.1 μs, which was equal to 150 μm in water, as seen in Figure 3f.

The axial resolution of the PAM system is inversely proportional to the bandwidth of the acoustic
receiver and estimated to be 0.88 c/B [27], where B is the −6 dB bandwidth in MHz and c is the
ultrasound velocity inside the tissue medium. Using this relation, the axial resolution of the proposed
OR-PAM system was expected to be ~167 μm, which aligned well with the experimentally observed
value of 150 μm. This axial resolution could further be improved by increasing the TUT’s bandwidth
using a stronger acoustic absorption material as the backing layer. This would also likely improve
the SNR and spatial resolution of the OR-PAM system. Additionally, since no matching layer was
used in the current TUT, the transmitted acoustic energy propagated through the tissue was ~17%,
considering the acoustic impedance of the LiNbO3 wafer and the tissue was 34 and 1.5 MRayls,
respectively. If a transparent matching layer with proper acoustic impedance was added, such as
a two-matching-layer design using glass slide and parylene coating, we could achieve transmission
coefficient as high as ~45%, as the acoustic impedance mismatch between the piezoelectric material and
the tissue would be reduced. This would increase our acoustic transmission and receiving sensitivities,
and further result in an improved SNR.

3.2. Phantom- and Biological-Tissue-Imaging Experiments

Next, our OR-PAM system was validated by imaging a 12 μm diameter dense carbon-fiber network
(that simulated capillary blood vessels) embedded in an agarose phantom gel. Step size was set at
2 μm to cover an area of 0.5 × 0.5 mm2. The photoacoustic signal was then acquired via the high-speed
data-acquisition system and averaged 100 times to generate the image. This MAP image of the carbon fiber
can be seen in Figure 4a, where each fiber is clearly distinguishable with sufficient resolution and contrast.

Further, we demonstrated the feasibility of utilizing the OR-PAM for vasculature imaging using chicken
embryos. Chicken embryos were used as an animal model to visualize different development phases [28],
and OR-PAM could reveal their important vasculature information for clinical relevance [29].

For this study, Day 4 fertile chicken eggs (E4) were obtained from the Poultry Education and
Research Center (PERC) at The Pennsylvania State University. These eggs were gently cracked, and the
embryos carefully placed on weigh boats under sterile conditions. The embryos were then incubated
at 38 ◦C with 3% CO2 in a humidified incubator. For imaging, the CAM attached to each embryo was
removed by cutting around its edges, and then each embryo was quickly and gently transferred to
a Petri dish and rinsed with deionized water. Finally, each embryo was placed on top of an agarose-gel
phantom bed for imaging. Figure 4b shows a photograph of the CAM: the scanning area is marked

66



Sensors 2019, 19, 5470

by a white box. Scan step size was set at 20 μm to cover a 2 × 2 mm2 area, and imaging data were
averaged 500 times to provide a sufficient SNR. The vasculature image from MAP, seen in Figure 4c,
clearly shows the vascular-branch pattern marked in Figure 4b with adequate contrast and resolution.

Figure 4. Imaging capabilities of transparent ultrasound-transducer-based OR-PAM system. (a) MAP image
of carbon-fiber phantom with 0.5 × 0.5 mm2 area. PA: photoacoustic; (b) Photograph of chick-embryo
chorioallantoic membrane (CAM) with imaging area marked by blue box; (c) MAP image of CAM vasculature
inside blue box of (b); (d) Photograph of melanoma phantom; (e) MAP image of melanin particles detected
under mouse skin; (f) Color-coded depth profiling of melanoma phantom. Color bar represents depth
relative to skin surface.

Next, the OR-PAM’s application in melanoma imaging was demonstrated by scanning a melanoma
phantom. The depth of melanoma invasion under the skin, also known as Breslow’s depth, is one of
the three most important prognostic factors in melanoma detection, and it reveals important details
about how tumor cells invade [30]. To demonstrate the feasibility of TUT-based OR-PAM wearable
imaging of melanoma patients without the need for thick gel coupling, we conducted the following
melanoma-tissue experiment.

Approximately 2 mg of melanin particles (M8631, Sigma Aldrich, St. Louis, MO, USA; optical
absorption coefficient ~1100 cm−1 at 532 nm [31]) was mixed with 100 mg of 1.5% agarose phantom gel
and placed under a piece of mouse skin at different depths. The scan area was set as 3.5 × 4.5 mm2 to
cover two melanoma spots under the skin, as shown by the white box region in Figure 4d (animal
protocols were approved by the Institutional Animal Care and Use Committee, Pennsylvania State
University, University Park, State College, PA, USA).

Pulse energy after the spatial filter was set at ~600 nJ to yield an optical fluence of ~14.7 mJ/cm2,
which was below the American National Standards Institute (ANSI) safety skin maximum permissible
exposure (MPE) limit of 20 mJ/cm2 at 532 nm [32]. A-lines were averaged 300 times to generate the MAP
image, as seen in Figure 4e. The image was then color-coded with a distance relative to the skin surface,
which showed clear melanoma boundaries and depth information, as seen in Figure 4f. The feasibility
of the high-contrast melanoma imaging demonstrated here could benefit clinical point-of-care depth
detection and the monitoring of melanoma cells using wearable TUT-based OR-PAM.

The main limitations of our first-generation TUT-based OR-PAM system were scan speed
(100 × 100 steps took 50 min) and SNR. Scan speed could be improved by using state-of-the-art
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scanning methods, such as galvo-mirror-based scanning of the optical beam like that employed in
conventional OR-PAM systems. This could achieve a scanning speed of 1000 × 1000 steps in 100 s [7].
The SNR could be improved by further investigating novel high-acoustic absorption backing and
proper impedance-matching layers. Using a better backing layer and the described two-matching-layer
design, we could improve bandwidth by 60% [22,33] and transmission coefficient by ~160%.

Furthermore, fabricating the TUT with a higher-frequency LiNbO3 wafer would further increase
bandwidth [34] and lead to an improvement in the spatial resolution of the OR-PAM system. During
the scanning, blood diffusion from certain areas of these ex ovo samples resulted in low-contrast vascular
images: vascular contrast is expected to improve when imaging living subjects in vivo. Despite these
limitations, the novel TUT-based OR-PAM approach presented here showed promising results that
could lead to the miniaturization of OR-PAM for emerging wearable and high-throughput imaging
applications. Additionally, the total cost of the proposed TUT is less than 50 USD, well below that of
current OR-PAM setups that require additional optical components and instruments.

4. Conclusions

A novel OR-PAM system based on a transparent LiNbO3 ultrasound transducer was developed,
characterized, and validated using both inanimate and biological subjects. The transducer was
ITO-coated with 80% optical transmission in the visible and near-infrared optical-wavelength
regions, and had a center frequency of 13 MHz with a fractional photoacoustic bandwidth of 60%.
The resultant transparency of the LiNbO3 transducer facilitated a shared pathway for both light and
acoustic-wave propagation.

Our approach also removed the need for additional optical components (such as acoustic-optic prisms)
and large-coupling media used in conventional OR-PAM systems. Instead, the OR-PAM presented in this
work has a much smaller, lighter imaging head—the TUT itself—with minimal acoustic coupling. Imaging
experiments demonstrated an SNR of 38 dB, and a lateral and axial resolution of 8.5 and 150 μm, respectively.

The OR-PAM’s feasibility of vascular imaging was demonstrated using Day 4 CAM and melanoma
depth profiling using melanoma-tissue phantoms. In the future, the proposed TUT could be integrated
in conventional optical-microscopy techniques to allow multimodal microscopy that is capable of both
ultrasound stimulation and sensing. Eventually, the TUT technology could be further scaled to develop
miniaturized photoacoustic endomicroscopy and microendoscopy devices for space-constrained
point-of-care clinical applications, e.g., prostate and pancreas needle biopsies [35–37].
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Abstract: Photoacoustic (PA) imaging–a technique combining the ability of optical imaging to probe
functional properties of the tissue and deep structural imaging ability of ultrasound–has gained
significant popularity in the past two decades for its utility in several biomedical applications.
More recently, light-emitting diodes (LED) are being explored as an alternative to bulky and expensive
laser systems used in PA imaging for their portability and low-cost. Due to the large beam divergence
of LEDs compared to traditional laser beams, it is imperative to quantify the angular dependence of
LED-based illumination and optimize its performance for imaging superficial or deep-seated lesions.
A custom-built modular 3-D printed hinge system and tissue-mimicking phantoms with various
absorption and scattering properties were used in this study to quantify the angular dependence of
LED-based illumination. We also experimentally calculated the source divergence of the pulsed-LED
arrays to be 58◦ ± 8◦. Our results from point sources (pencil lead phantom) in non-scattering medium
obey the cotangential relationship between the angle of irradiation and maximum PA intensity
obtained at various imaging depths, as expected. Strong dependence on the angle of illumination at
superficial depths (−5◦/mm at 10 mm) was observed that becomes weaker at intermediate depths
(−2.5◦/mm at 20 mm) and negligible at deeper locations (−1.1◦/mm at 30 mm). The results from the
tissue-mimicking phantom in scattering media indicate that angles between 30–75◦ could be used for
imaging lesions at various depths (12 mm–28 mm) where lower LED illumination angles (closer to
being parallel to the imaging plane) are preferable for deep tissue imaging and superficial lesion
imaging is possible with higher LED illumination angles (closer to being perpendicular to the imaging
plane). Our results can serve as a priori knowledge for the future LED-based PA system designs
employed for both preclinical and clinical applications.

Keywords: LED; photoacoustic imaging; ultrasound; 3-D printed photoacoustic probe holder; light
delivery optimization; LED divergence

1. Introduction

Photoacoustic (PA) imaging has gained significant popularity for imaging functional and molecular
information in both preclinical and clinical settings [1–5]. The technique involves sending light pulses
(a few nanosecond pulse-width) into imaging planes that get absorbed by endogenous (e.g., hemoglobin)
or exogenous (e.g., Indocyanine Green) tissue chromophores and generate acoustic waves, which can
be detected by conventional ultrasound (US) transducers [2,6,7]. Based on the endogenous contrast
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provided by hemoglobin, PA imaging has shown promise in vascular functional imaging of human
neonatal brains [8,9], malignant lesions [10–14], and monitoring therapies such as photodynamic
therapy [1,15,16], etc. As PA imaging uniquely possesses the best properties of optical imaging
(high spatial resolution, functional properties, and imaging speed) and US imaging (structural
properties and penetration depth reaching tens of cm), its relevance and popularity are continuously
increasing in clinical settings [2,4,17–19].

In PA phenomena, the acoustic pressure (P0) generated is proportional to the optical absorption
coefficient (μa, m−1) of the light absorber and locally available light fluence or radiant exposure
(f0, Jm−2). This can be represented by [2,6,20,21]:

P0 = ua f0 (1)

where, is the dimensionless, material thermal property dependent Gruneisen coefficient.
Light attenuates as it travels down through a material or tissue due to scattering and absorption.

Moreover, for a limited aperture illumination, angle of illumination also plays an important role in
defining local fluence (Figure 1). As a result, f0 and thus PA signal intensity, P0, changes as a function
of depth (distance from transducer or excitation source) and as a function of the illumination angle.
Therefore, the optimization of light delivery is crucial for efficient PA imaging and obtaining high
signal-to-noise (SNR) ratio at deeper penetration depths [22–26]. Specifically, for reflection mode PA
imaging (transducer and light source on the same side of the sample), several studies demonstrated the
dependence of irradiation angle and fiber (source)-to-transducer positioning on PA signal at various
depths experimentally or through simulations [23,27–31]. Either unilateral or bilateral positioning
of fiber bundles aligned with the nanosecond pulsed laser have been employed in these studies.
For example, Haisch et al. utilized a mechanical setup that allowed unilateral illumination (one-side
of the transducer) with 20–80 degrees range of motion [32]. The fiber bundle aperture size used in
that study was shorter than the ultrasound transducer, which may hinder full aperture illumination
of near field absorbers and can presumably suitable for intermediate to deep tissue imaging and is
more suitable to image smaller lesions on the skin. In another study by Sivasubramanian et al., two
fiber bundles were placed on either side of the transducer at a fixed angle. Change in the illumination
angle would require changing the holder setup [33]. More recently, Sangha et al. designed a motorized
system to change the bilateral light illumination in the 0◦–60◦ range and concluded that the illumination
geometry optimization is important to achieve high SNR at different depths [34]. All these studies
point out that change in illumination geometry effects PA SNR at different depths and strongly indicate
the need for a flexible handheld system that can deliver light at different angles depending on the
depth of the lesions.

The light delivery optimization studies mentioned above were performed with spatially low
diverging coherent laser sources. Though conventional lasers (e.g., Q-switched optical parameter
oscillator (OPO)) can deliver the required pulse energy at various NIR wavelengths, their bulkiness,
minimal-portability, and difficulty in operation prevent them from effortless usage in a clinical setting.
Interestingly, nanosecond pulsed light-emitting diodes (LED) show promise in being an alternative to
lasers, while offering cost-effectiveness and ease of operation has been recently proven to be successful
in several studies [35–39]. Despite the low power of LEDs (about 3 orders of magnitude lower than the
conventional Q-switched laser sources), their high pulse repetition rate (PRR) (maximum reported up
to 16 kHz opposed) gives the opportunity to average several frames in real-time to achieve an SNR on
par with conventional laser-based PA imaging (PAI). In addition, the large spatial divergence of LED
arrays (~60◦), could aid in irradiating larger sample area and potentially also provide a quasi-uniform
illumination over several millimeters without a light diffuser. Given these attributes, LED-based PA
systems demonstrate strong potential for clinical translation. As the use of LED’s in PA imaging is still
in its infancy, it is important to characterize and optimize the light delivery strategies for better SNR at
various depths.
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Figure 1. (a–c) Schematics of light emitting diode (LED) illumination cross-sectional view of
photoacoustic (PA) setup at representative angles: 15◦, 45◦, and 75◦, respectively, orthogonal to
the imaging plane XZ, that contains a hypothetical absorber, p. M0 is the medium that facilitates
acoustic coupling between the transducer and the phantom material M1; (d–f) Photographs of LED
source pivoted at representative angles, θ = 15◦, 45◦, and 75◦, respectively, using 3D printed modular
hinge system.

LED array-based PAI studies so far have used a fixed orientation either in the reflection
mode [40–42] or transmission mode [38,43]. In this study, we designed a flexible modular light
delivery system for reflection mode PAI that is capable of orienting light from the LED arrays at various
angles in the range of 0◦–90◦ (Figure 1). Utilizing the flexible light delivery system, we evaluated PA
image contrast in various tissue-mimicking phantoms (point targets in non-scattering and scattering
liquid media, absorbing lesion under non-scattering liquid and scattering tissue such as the chicken
breast) for the PA signal dependency as a function of irradiation angle and depth. We believe that our
findings have an important impact on optimizing the design of LED-based PA probes and accelerate
its clinical translation towards imaging both deeper and shallower lesions.

2. Materials and Methods

2.1. Photoacoustic System and Modular Arrangement for Varying Illumination Direction

2.1.1. AcousticX

An LED-based photoacoustic system (AcousticX from Cyberdyne Inc., Tsukuba, Japan) with linear
US transducer (7 MHz central frequency, 128 elements, 0.315 mm pitch, and 38.4 mm aperture size,
elevation focus of 15 mm) and two 850 nm LED arrays (30 to 150 ns pulse width, 4 kHz maximum
repetition rate, 200 μJ pulse energy for each array, 5 mm × 40 mm aperture size, 60◦ divergence) on both
sides of the US detector was used for the experiments [44]. PA and US raw data were sampled at 40 MHz
and 20 MHz, respectively, and data was reconstructed in real-time using an inbuilt Fourier-domain
reconstruction algorithm of the system. For offline analysis, both PA and US data were reconstructed
using a previously reported frequency domain beamforming algorithm [45]. Radiant exposure per
pulse at the LED array surface is about 100 μJ/cm2 (200 μJ/pulse in an array area of 2 cm2). Given the
LED source divergence of 60◦ and ~10.5 mm distance between the US transducer and the phantom
surface to accommodate LED arrays for different angles, maximum radiant exposure at the phantom
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surface was estimated to be about 29 μJ cm−2 (for an area of about 6.93 cm2) from a single array at 0◦
LED illumination angle.

2.1.2. Flexible LED Holder: Modular Design for Adjusting Irradiation Direction

Two identical modular hinge systems were designed, 3D printed and used to pivot LED arrays at
different illumination directions with respect to the imaging plane. The modular LED holder consisted
of three parts that were designed on Autodesk and printed using polylactic acid (PLA) on a MakerBot
system. All pieces were joined together with 8–32 socket head screws. (Figure 2). Each of the modules
consisted of four hinges that were attached to one another. These hinges can be adjusted or pivoted to
create the required angle of illumination. Modules were attached to the US transducer on its one end
and the LED arrays were gripped through the heat sink of the arrays on the pivoting end of the module,
as shown in the figure. The inter LED array distance (between their adjacent edges) was about 1 cm to
accommodate the US transducer. Experiments were done for 0◦, 15◦, 30◦, 45◦, 60◦, 75◦, and 90◦ angles
using this modular arrangement. The LED array angles were adjusted with respect to the central axis
of the US transducer using a custom-made protractor as shown in Figure 1d. During the experiments,
both the US transducer and sample position were unaltered and only the LED sources were adjusted,
to avoid PA intensity variations due to sample motion with respect to the US transducer.

 
Figure 2. (a) Modular hinge system holding the LED arrays and attached to the US transducer. (b) The
photographs of the individual pieces are shown in the top panel. The 3D renderings of the hinge pieces
are shown on the bottom panel. Part A fits around the transducer and extends the horizontal reach of
the holder to allow the LEDs to be placed at angles approaching 90◦. Part B in conjunction with Part A
allows precise horizontal and vertical height adjustment. The holder consists of two-part B pieces, and
schematic of only one piece is shown in the panel. Part C holds the LEDs using the heat sinks and
provides flexibility for any final adjustments on the LED illumination angle. Scale bar = 10 mm.

2.2. Phantoms

2.2.1. Graphite Pencil Lead Phantoms

A matrix of pencil leads (Graphite 2B 0.5 mm manufactured by June Gold, Bountiful, UT USA),
arranged in 4 rows × 5 columns with a spacing of about 5 mm (columns) and 6 mm (rows), was
constructed using two 3D printed plastic holders as shown in Figure 3a. The phantom construction
with pencil lead is immersed in a container with water or 1% Intralipid (Sigma Aldrich Inc., Atlanta,
GA, USA) solution (Figure 3b). The scattering coefficient of 1% intralipid solution is 1.8 mm−1 [46,47]
close to the values reported for tumor tissue (1–2 mm−1) [48–50]. All experiments were conducted at
room temperature (22 ◦C).
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Figure 3. (a) Photograph of Pencil lead matrix; (b) photograph of an experimental arrangement using
intralipid medium; (c–h) PA image acquired at representative angles 15◦ (c,f), 45◦ (d,g), and 75◦ (e,h)
in water (c–e) and 1% intralipid (f–h); (i,k) Mean PA signal intensities and their standard deviations
(of 5 lateral positions at each depth) plotted as a function of LED angles in water (j) and intralipid
(k); and (j,l) corresponding contrast to noise ratios (CNRs) obtained as a function of LED angles in
water (j) and intralipid (l). Different depths from the transducer are indicated by 12 mm (line with
black circles), 18 mm (line with red squares), 24 mm (line with blue diamonds), and 30 mm (line with
green downward triangles). The noise background levels corresponding to 12, 18, 24, and 30 mm are
represented by black, red, blue, and green dash-dotted lines, respectively, in (i) in water and (j) in
intralipid. The backgrounds were obtained right below from each signal regions, e.g., as indicated
by the yellow rectangles in (c,f). Images for all the angles can be found in Figure S2 (for water) and
Figure S3 (for intralipid).

2.2.2. Tissue Mimicking Phantom Containing Lesion with High Optical Absorbance

Tissue mimicking phantoms were prepared using agar powder (Sigma-Aldrich Inc., Atlanta, GA,
USA). Titanium (IV) oxide, anatase powder (99.8%, Sigma-Aldrich Inc., Atlanta, GA, USA) was added
to provide acoustic contrast and enhance the optical scattering properties of the agar. The preparation
was done by slowly adding 1% wt./vol. of agar powder and 1% wt./vol. of TiO2 powder into continually

75



Sensors 2020, 20, 3789

stirred deionized water at ambient conditions to avoid clumps. The final solution was then heated
above 80◦ C, above the melting temperature of agar, and exposed to a vacuum level of about 0.1 atm
for 5 min to degas the solution and cooled it down to room temperature to obtain the final phantom.
A cylindrical light-absorbing lesion with acoustic scatterers was prepared in a similar aforementioned
method. Additionally, 0.5% wt./vol. graphite powder (<20 μm, synthetic graphite, Sigma Aldrich Inc.,
Atlanta, GA, USA) and 0.5% wt./vol. TiO2 powder were added. The concentration of the absorbing
and scattering particles was chosen to mimic tumor tissue with an absorption coefficient (~0.2 cm−1)
and reduced scattering coefficient (~10 cm−1 ) as previously reported in the literature [46–51].

2.3. Signal Analysis

2.3.1. PA Intensity & Contrast to Noise Ratio (CNR) Calculation

The PA signal intensity of each pencil lead in the phantom was calculated by taking the maximum
pixel value from the region of interest (ROI) around the target (white rectangle in Figure 3c). All the
five laterally positioned PA intensities were then averaged to find mean and standard deviation (σ) of
PA intensities corresponding to each depth location and illumination angles. Background (Bg) was
calculated from an ROI below each point target (yellow rectangle in Figure 3c). It is important to note
that the noise/background values were calculated from regions close to the signal ROIs. We chose the
ROIs within close proximity of the signal ROI and not from regions at the corner or with only electronic
noise, including reconstruction related artifacts that may be present when changing the illumination
angle. To plot PA intensity changes as a function of angle in the tissue-mimicking phantom, PA signal
intensities from the lesion was obtained by choosing the median PA intensities above the Bg level.
Here also, similar to the pencil phantom case, Bg and σ were chosen from a region close to the lesion
ROI. PA intensity was plotted in decibel (dB) with the formula:

PA intensity in dB = 10log10(PA intensity) (2)

and the CNR was calculated using the formula:

CNR in dB = 10log10

(
PA intensity− Bg

σ

)
(3)

2.3.2. Divergence of the LED Source

Divergence of the LED source is an angular measure of the increase in irradiation area
(and corresponding diameter or radius) with distance from the source. Laser light sources are
known to have very low divergence while LED sources have high divergence. Sources with high
divergence have lower radiant exposure per unit area on the target at a given depth than sources with
lower divergence. These changes in radiant exposure can influence PA signal and hence it is critical to
evaluate the divergence of the source and choose appropriate illumination angle to obtain maximum
CNR. Assuming the LED is a line source aligned in the X-axis (parallel to the US transducer) while the
emitted wavefronts take quasi-cylindrical shape in the imaging volume, an approximate divergence of
the source in the YZ plane (Figure 4), in degrees can be computed using:

Divergence angle = 2×
{

tan−1
(

target depth
LED to Detector distance

)}
(4)
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Figure 4. (a) Illustration of the source wavefront profile, while assuming the LED array as a line source
with Gaussian profile having divergence described by Equation (4); (b) Source profile after pivoting
LED arrays at three different angles in the imaging plane–green at 0◦, red at 45◦, and blue at 90◦;
(c) Normalized PA intensity obtained from 18 mm target vs. LED illumination angle, θ, is indicated in
blue squares. The red solid curve shows the Gaussian fit using Equation (5), with an R-squared value
of 0.95; (d) Blue squares with error bar show the peak PA intensity with standard deviation for each
depth plotted as a function of θ for pencil lead phantom data in water. The black solid curve displays
the best fit using a cotangent function (R2 = 0.95).

The multiplying factor 2 is used to include both sides of the illumination plane. Target depth
and LED to detector distance refer to the absorber (pencil lead) position in depth below the detector
(US transducer) and its lateral distance to the source (LED array), respectively. In our experiment,
the target and LED to detector distance were fixed while the source was pivoted, as shown in Figure 4b.
We assume that the LED source exhibits a Gaussian spatial intensity profile and thus a Gaussian
function is used to fit PA intensity vs. LED- illumination angle data to find the divergence of the LED
arrays, given by

f (x) = a e−( x−b
c )

2

(5)

where x is the source angle, a is the peak PA intensity and that corresponds to angle b, and c is the half
of the angle span at which PA intensity shows half maximum (50%) or −6 dB roll-off. The divergence
can then be calculated by multiplying c by two, resulting in the full width of the angle at half maximum
of the PA intensity (FWHM). The model can be fitted using a least-squares minimization method to
obtain best-fit parameters. Moreover, the position of the peak intensity for a chosen depth can be
described by

d = m + n· cot(θ) (6)

where θ is the LED illumination angle (Figure 1), m is the offset of imaging plane in depth, n is the
separation between LED and detector, and d is the imaging depth.
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3. Results

Experiments were conducted in two different phantom environments: liquid and chicken tissue.
The first phantom consisted of pencil lead (point source) as absorbing targets (Figure 3) in water or 1%
intralipid media. The second tissue-mimicking phantom consisted of an absorbing cylindrical lesion
made of graphite powder (Figure 5), which was placed on top of a chicken breast tissue arranged
obliquely to the imaging plane, while the top layer was interchanged between water or chicken breast
tissue. The experiments were designed to probe the phantom at all depths simultaneously for each
angle of choice, thereby reducing experimental uncertainties.
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Figure 5. (a) Schematic of the tissue-mimicking phantom: Absorbing lesion (cylindrical in shape, 2 mm
in diameter) placed on chicken tissue and arranged obliquely in the XZ plane. (b) Photograph of the
experiment. The dotted line indicated by arrowhead shows the projection of lesion to the x-axis; (c,d)
US image of the sample showing water top layer (c) or chicken layer (d) lesion and bottom chicken
tissue in both cases; (e–j) PA intensity images captured using water as the top layer (e–g) or chicken
tissue as the top layer (h–j), by choosing LED array directions: 15◦ (e,h), 45◦ (f,i), and 75◦ (g,j) with
respect to the imaging plane.

3.1. Pencil Lead Phantom Experiments

3.1.1. Pencil Lead in Scattering and Non-Scattering Media Shows Weak Dependency on the LED
Illumination Angle

Initially, PA intensities were monitored as a function of the illumination angle using a 4 × 5
pencil-lead matrix (as detailed previously) aligned orthogonal to the imaging axis to form point targets
at defined locations. LED directions were varied from 0◦ to 90◦ in steps of 15◦, as shown in Figure 1.
Figure 3a,b shows the photographs of the lead matrix and an experimental arrangement in intralipid,
respectively. PA intensity images (in dB scale) obtained at three representative angles: 15◦, 45◦, and 75◦
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in water and 1% intralipid medium are shown in Figure 3c–e, Figure 3f–h, respectively. PA images from
all the angles between 0◦ and 90◦ can be found in Figure S2 (for water) and Figure S3 (for intralipid).
Angle dependent PA intensities and CNR were calculated for four depths (approximately at 12 mm,
18 mm, 24 mm, and 30 mm) as described in Section 2.3 and plotted in Figure 3i, Figure 3k, Figure 3j,
Figure 3l, respectively. An approximate gap of 10.5 mm from the US transducer to the sample was kept
avoiding near field reconstruction errors and also to allow room for LED adjustments. For non-scattering
media (water), the PA signal intensity increased as LED illumination angle increased from parallel
orientation (0◦), and then reached a maximum value at intermediate angles and finally decreased in its
strength as the angle approached 90◦ (LED illumination perpendicular to the transducer). It is obvious
from the plots that the angles corresponding to the maximum PA intensity value were in an inverse
relation to the target depth, by showing a maximum value at a steeper angle for the 12 mm target and
a maximum value at a shallower angle corresponding for the 30 mm target.

Figure 3j demonstrates CNR obtained in water as a function of the angle of irradiation. It reveals
that the PA contrast did not change significantly after reaching a maximum level for an extended angle
range of 15◦ to 75◦. This was due to an increase in the background (due to various artifacts) along with
the target signal increase that in turn reduced the angle dependency. PA intensities using intralipid
(Figure 3k,l) showed a similar trend as water, especially for angles between 15◦ to 75◦. In the cases of 0◦
and 90◦, even though the trend was similar to that of the water phantom, the changes in PA intensity
were less for intralipid phantom as expected. This reduction in intensity is due to reduced fluence due
to optical scattering that reduces the incoming light directionality (and thus the angle dependency) as
opposed to the case of non-scattering water medium. Comparing the depth-dependent CNR within
the quasi angle-independent regime (15◦–75◦), the total drop was larger in scattering media (~30 dB)
than in the water phantom (~15 dB). This can be due to a larger attenuation promoted by increased
light scattering.

3.1.2. LED Source Divergence and Optimum Illumination Angle from Pencil Lead Targets in Water

Knowing the target location in depth and its lateral separation from the illumination plane,
the source divergence (Figure 4) orthogonal to the illumination plane (Y) can be computed. In our
experiments, the center of the light source (approximated here as a line source) was located at
10.5± 2 mm away from the imaging plane (imaging axis of the US transducer). Utilizing Equation (5),
the divergence of the LED source was calculated to be 58 ± 8◦ at FWHM from the Gaussian fit of PA
intensities from pencil lead target at 18 mm depth (Figure 4c). The experimentally derived divergence
value is in good agreement with the manufacturer’s data (60◦, from Cyberdyne Inc., Tsukuba, Japan).
The peak PA intensity (coefficient b in Equation (5)) at 18 mm depth was observed at 44◦ ± 3◦. We further
analyzed the data in Figure 3i to infer the angle at which maximum PA intensity could be obtained
as a function of depth (Figure 4d) using the coefficient b in Equation (5). The black solid curve in
Figure 4d shows the cotangent fit (Equation (6)) to the data shown in blue squares with a goodness of
fit (R-squared) value equal to 0.95. Fitting was done by choosing m (depth offset) and n (separation of
LED to the detector) as free fit parameters. Best fits (and 95% confidence interval bounds) obtained
for, m is 9 mm (−0.6, 18.6 mm) and n is 10.7 mm (3, 18 mm). A large offset value might be due to the
experimental error coming from the spatial width of the LED array, which takes up ~10.5 mm below
the US transducer, in the imaging plane, at its steepest angle (90◦). The value of n matched well to our
experimentally set approximate value of 10.5 mm. From the fit, maximum PA signal intensity value at
12 mm can be obtained with a LED illumination angle of 74◦ while 27◦ can be used to image lesions at
30 mm depth. It should be noted that there exists a strong dependency of the illumination angle at
superficial regions (slope of−5◦/mm at 10 mm), which weakens as it goes to deeper locations (−2.5◦/mm
at 20 mm and −1.1◦/mm at 30 mm) due to the nature of the cotangent function. The diameter of the
projected beam onto the imaging plane, Z, at a given θ is estimated to be about 11.2 mm (θ = 84.5◦)
and 11.8 mm (θ = 27◦) at 10 mm and 30 mm depths, respectively. Interestingly, less than 4% variation
in the beam diameter in the imaging range is observed with different LED illumination angle. So,
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the large source divergence of about 11–12 mm overcomes the strong angle dependencies and can be
used to lower the number of illumination angles for imaging lesions at various depths as is the case
with Laser illumination. The LED illumination angle effects are even less notable in scattering medium,
where deep tissue imaging can be achieved with smaller LED illumination angles (closer to being
parallel to the imaging plane) and superficial lesion imaging is possible with larger LED illumination
angles (closer to being perpendicular to the imaging plane).

3.2. Effect of Surrounding Media and Illumination Direction on PA Signal from Tumor Mimicking Lesion

A second set of experiments were conducted using tumor mimicking light-absorbing lesion
placed obliquely in the imaging plane on top of chicken breast tissue (backing layer) while using
water (Figure 5a) or scattering chicken tissue as the top layer (Figure 5b). This phantom study aimed
to simulate superficial or deep-seated tumor lesions filled with blood vessels or contrast agents.
US images corresponding to experiments using a top water layer (Figure 5c) and top chicken layer
(Figure 5d) show the lesion placement and surrounding layers for comparison with corresponding PA
images. The PA images using water as the top layer or chicken tissue as the top layer at LED source
angles 15◦, 45◦, and 75◦ are shown in Figure 5e–g, Figure 5h–j, respectively. An apparent lateral shift
in lesion positions between the images generated with water and chicken top layers was due to a
change in imaging transducer placement about 2 mm in the horizontal axis, between the experiments
(Figure 5h–j), which had negligible or no effects in our depth-dependent analysis.

Experiments with the top water layer show PA signals from the lesion for the entire imaging
depth (Figure 5e–g), which can be associated with the negligible light scattering in water, opposed
to chicken tissue (Figure 5h–j). Angle dependent PA intensity variations were also visible in both
cases, where deeper tissue illumination was achieved at lower incident angles while increased PA
intensity in the detector vicinity was observed for higher illumination angles. These results are
very similar to those observed in Figure 3 using pencil lead phantom in water and intralipid. For a
detailed analysis of depth-dependent PA intensity variation, Figure 6 was presented with analyses
from three depth locations at 12 mm, 20 mm, and 28 mm, in which PA signals were plotted as a
function of illumination angle, for the tissue-mimicking phantom with the top water and chicken
layers. The white parallelograms in Figure 6a indicate the selected ROI from where the median PA
intensity was calculated and the yellow parallelogram ROIs were considered for the background.
Calculated PA intensities and CNRs as a function of angle for different depths are shown, respectively,
in Figure 6b,c while using water as the top layer, and Figure 6d,f for chicken breast as the top layer.
In the case of water as the top layer, the illumination angle parallel to the imaging plane, i.e., 0◦,
produced highest PA intensity (~23 dB) at the bottom (28 mm) than at the top regions; at 12 mm,
the intensity dropped to ~17 dB as demonstrated in Figure 6b. On the other hand, experiment with the
chicken top layer (Figure 6d) showed almost equal but low PA intensity (~17 dB) for all depths at 0◦.
It is interesting to note that the PA signal from 12 mm was quasi-constant for all angles from 30◦ and
above. For the intermediate depth (20 mm), the intensities showed an increase up to 15◦, then stayed
almost unchanging until 60◦ and showed a slight decrease in the mean value with further increase
in angle from 75◦ and above. It should also be noted that the signal from 28 mm depth while using
chicken top layer was very close to the background level (CNR is less than 5 dB), which shows the
maximum penetration depth achieved within our experimental limits.
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Figure 6. (a) PA image of a sample containing absorbing lesion (2 mm diameter) with the top water layer.
White parallelograms indicate the regions selected for PA intensity and yellow for the background;
(b,d) PA signal intensity plotted as a function of LED angles for selected depths in mm as labeled by
numbers with the corresponding color, right next to each plot. Black circle with line corresponds to
12 mm, red squares with line corresponds to 20 mm and blue diamond with line indicates 28 mm.
The black dotted lines, red dash-dotted lines, and blue dashed lines represent the background levels
for 12, 20, and 28 mm depths (from the transducer) respectively; a gap of 10.5 mm exists between the
transducer and the phantom surface. (c) CNR of the lesion under water; (e) CNR of the lesion under
chicken breast. The error bars represent the standard deviation.

4. Discussion

The dependence of image contrast on irradiation parameters such as the angle of irradiation
relative to the transducer, wavelength of the light irradiation, and distance between the transducer
and the light source is undisputed. In this paper, we studied the dependence of signal intensity and
contrast in PA images generated by an LED light source at various illumination angles. The 3D modular
hinge design gave extreme flexibility to adjust the illumination angle as well as the transducer to
LED-array distance. In the current work, the distance between the LED light source and transducer
was relatively constant with the LED array positioned very close to the transducer (Figure 1). Studies
addressing different separation distances between the transducer and the LED array can potentially
give complementary information to our results. With respect to the 3D modular hinge system itself
(Figure 2), several design criteria could be improved. Currently, the footprint of the modular system is
large (11.5 cm at its widest dimension). Though the complete probe is lightweight due to lack of any
heavy motors or metallic pieces, it is still larger than the other 3D printed fixed angle holders, e.g., by
Sivasubramanian et al. [33]. The hinge system can be further modified with computer-controlled
micro-hinges, can be adapted to any fiber bundles irrespective of their shape or size and can also be
integrated with any laser or pulsed diode-based systems.

In all our results, it is evident that the background signal is also increasing along with the PA
signal of interest (Figure S1), resulting in less impact on CNR when the illumination angle is increased
beyond a certain limit. We believe that the background signal may be affected by various artifacts
like reflection artifacts, out-of-plane clutter, and side lobes. For example, it is well known that more
reflection artifacts are caused by high PA signal from tissue/phantom surface reflecting off acoustically
dense structures when the illumination angle is steep and the fluency is high just beneath the US probe.
These reverberation type of reflection artifacts are visible in our results too (Figure 3 and Figure S1) and
would have impacted the CNR calculation. At lower illumination angle setups, light can scatter outside
the imaging plane, get absorbed by different features, and generate out-of-plane artifacts and this also
may have an impact in the CNR [52]. We strongly believe that it is also important to consider these
common artifacts in the CNR analysis hence we chose a region very close to the target of interest for
the calculations, instead of choosing a blank image (image generated with no light) or electronic noise.
Furthermore, we used 850 nm irradiation, a wavelength at which there is relatively high penetration
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depth in tissue. The utility of other illumination wavelengths will impact the PA signal intensity
and CNR based on the absorption properties of lesions at those wavelengths. Our future studies
will involve evaluating these observations especially in an in vivo situation with both subcutaneous
(superficial lesions) and orthotopic tumors (deep lesions).

A recent study by Agarwal et al. demonstrated that single-shot laser-based PAI and LED-based
PAI achieved the same SNR from lesions 2–3 cm deep in chicken tissue. Though high frame averaging
(2560 frames) was performed in LED-based PAI, they achieved real-time imaging due to the high pulse
repetition frequency of LED sources [53]. The utility of LED-based PAI systems has been extensively
reviewed by Zhu et al. [37] and one of the key factors currently hindering the clinical translation of
LED-based photoacoustic imaging systems regardless of demonstrated promise in multiple preclinical
and clinical imaging applications is the optical output power of the LED arrays [37,54]. It is of
paramount importance to improve the optical output power of LEDs to enhance its usage in a wide
range of deep-tissue imaging applications, and thus accelerate the clinical translation. The pulse
repetition rate of LEDs is several-fold higher than pulsed LASER systems and it is feasible to average
multiple image frames to improve SNR without compromising on real-time imaging capability.
However, averaging N frames can improve SNR by only

√
N, and thus this approach has its limitations.

Recently several developments in beamforming methodologies are made to improve the CNR and
SNR of the LED-based PA systems [55,56]. We believe that the improvement of optical pulse energy
and the development of novel image reconstruction and enhancement algorithms will be critical to
accelerate the clinical translation of LED-based PAI [54].

5. Conclusions

Our results show that the optical excitation using an LED source behaves differently than the
laser excitation due to a large source divergence of LED arrays, which we calculated to be 58◦ ± 8◦.
This in turn reduces the source direction dependency of PA signal at different depths. Our analysis in
the non-scattering medium shows a strong dependence of illumination angle vs. depth at near field
regions (−5◦/mm at ~10 mm) and weak dependence at deeper locations (−2.5◦/mm at 20 mm; −1.1◦/mm
at 30 mm). On the other hand, results from tissue-mimicking phantom in scattering media showed
significantly weaker angle dependence of PA signal intensity than the phantom in water. So, utilizing
an LED-based system (or a source with similar divergence) for either deep tissue lesions or superficial
lesions would be less cumbersome in terms of source alignment by offering the freedom to choose a
wide range of irradiation angles without losing CNR in the images. In contrast, spatially coherent
sources would require stringent alignment strategies for illuminating lesions at various depths [57,58].
The modular light delivery system and results presented in this study can serve as a priori knowledge
for future LED-based PA system designs and aid in further catapulting its utility in both preclinical
and clinical applications.

Supplementary Materials: The following are available online at http://www.mdpi.com/1424-8220/20/13/3789/s1,
Figure S1: (a) A photograph of Pencil lead array placed in water bath in the presence of PA transducer on top;
(b) Schematic of the pencil lead array; (c–h) PA image acquired at representative angles 15◦ (c,f), 45◦ (d,g), and
75◦ (e,h) in water (c–e) and 1% intralipid (f–h); Differ to Figure 2 in the main article, where the reconstructed images
are shown in a dynamic range of 30 dB, these images are shown in 40 dB to show the presence of background.
Figure S2: Pencil lead in water at different angles of illumination mentioned as in each image title. PA intensity
values are given in the bottom color bar. Figure S3: Pencil lead in intralipid at different angles of illumination
mentioned as in each image title. PA intensity values are given in the bottom color bar.
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Abstract: Vascular diseases are becoming an epidemic with an increasing aging population and
increases in obesity and type II diabetes. Point-of-care (POC) diagnosis and monitoring of vascular
diseases is an unmet medical need. Photoacoustic imaging (PAI) provides label-free multiparamet-
ric information of deep vasculature based on strong absorption of light photons by hemoglobin
molecules. However, conventional PAI systems use bulky nanosecond lasers which hinders POC
applications. Recently, light-emitting diodes (LEDs) have emerged as cost-effective and portable
optical sources for the PAI of living subjects. However, state-of-art LED arrays carry significantly
lower optical energy (<0.5 mJ/pulse) and high pulse repetition frequencies (PRFs) (4 KHz) compared
to the high-power laser sources (100 mJ/pulse) with low PRFs of 10 Hz. Given these tradeoffs
between portability, cost, optical energy and frame rate, this work systematically studies the deep
tissue PAI performance of LED and laser illuminations to help select a suitable source for a given
biomedical application. To draw a fair comparison, we developed a fiberoptic array that delivers
laser illumination similar to the LED array and uses the same ultrasound transducer and data acqui-
sition platform for PAI with these two illuminations. Several controlled studies on tissue phantoms
demonstrated that portable LED arrays with high frame averaging show higher signal-to-noise ratios
(SNRs) of up to 30 mm depth, and the high-energy laser source was found to be more effective for
imaging depths greater than 30 mm at similar frame rates. Label-free in vivo imaging of human hand
vasculature studies further confirmed that the vascular contrast from LED-PAI is similar to laser-PAI
for up to 2 cm depths. Therefore, LED-PAI systems have strong potential to be a mobile health care
technology for diagnosing vascular diseases such as peripheral arterial disease and stroke in POC
and resource poor settings.

Keywords: deep tissue imaging; hemangioma; laser; light-emitting diodes (LED); mobile health;
peripheral arterial disease; photoacoustic imaging; stroke; vascular malformations

1. Introduction

Vascular diseases are the leading cause of death worldwide. Some common vascular
diseases include cardiovascular disease, stroke and peripheral artery disease (PAD) [1–3].
Many of these vascular diseases need point-of-care (POC) diagnosis and monitoring using
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nonionizing, noninvasive and cost-effective approaches. Although Doppler ultrasound
meets all these requirements, it only maps blood flow, which is operator dependent and
influenced by motion artifacts, resulting in limited sensitivity and specificity to detect the
disease in its early stage [4]. A POC technique that provides direct label-free molecular and
functional information of vasculature is needed to reliably detect and monitor vascular
diseases [5,6].

Photoacoustic imaging (PAI) is a hybrid imaging modality that provides rich optical
spectroscopic contrast at ultrasonic penetration depths and resolutions [7]. Over the past
two decades, PAI has emerged as a promising tool for label-free imaging of individual
blood vessels [8,9], detection of angiogenesis [10] and has also helped in extracting several
physiologically relevant parameters such as blood oxygen saturation [11,12] and changes in
the blood volume [13], which are vital for monitoring disease progression [14,15]. The basic
mechanism of PAI includes a nanosecond pulsed optical excitation that illuminates the
biological subject. The light absorbing molecules inside the tissue undergo thermoelastic
expansion and generate broadband acoustic waves which are subsequently detected using
conventional ultrasound (US) detectors [7]. Biomedical PAI mainly capitalizes on the
intrinsic absorbers present in human tissue [8], such as oxy- and deoxyhemoglobin [10,11],
melanin [16], lipids [17,18], water [19], RNA and DNA [20], as each of these exhibits a
characteristic absorption spectrum. However, if the spectral contrast from these intrinsic
chromophores is not sufficient to reveal the disease, a wide range of extrinsic contrast
agents [21–25] can be functionalized to target different diseased biomarkers to increase
molecular sensitivity and specificity.

While ultrasound and certain optical technologies are available in the size of a mobile
phone [26,27], PAI systems still have to reach that level of portability. Conventional PAI
systems employ bulky class-IV laser sources (100 mJ/pulse) and data acquisition systems
to increase the peak imaging performance [28–31]. Such lasers not only increase the system
cost and footprint but also carry a high risk of class-IV exposure. However, to translate
PAI technology to POC clinical applications and to resource-limited settings, a significant
reduction in both cost and size is required. To address this challenge, several cost-effective
alternatives for both the optical excitation [32–35] and the ultrasound detection [36–39]
components have been explored, including for wearable applications [40,41].

Recently, low-power laser diodes [42,43] and light-emitting-diodes (LEDs) [44] have
been proposed as alternatives to laser sources. Specifically, pertaining to their noncoherent
nature, LEDs carry a huge potential to be the safe and cost-effective alternative illumination
sources for PAI [43,44]. However, compared to the class-IV lasers, LED arrays carry much
less optical energy (i.e., order of 100′s μJ) per pulse, and thus their PAI capabilities as a
function of imaging depth need to be studied in detail to employ a suitable optical source
for a given POC application [45,46].

To enhance the performance of LEDs, an arrayed arrangement of LED elements was
developed [47,48], thereby increasing the pulse energies from a few μJ to hundreds of
μJ. In addition to this, higher pulse repetition frequency (PRF) rates (i.e., ~4 KHz) of the
LEDs allowed a sufficient PA frame averaging which led to significant signal-to-noise ratio
(SNR) improvements for deep tissue targets [46]. These LED array B-mode PAUS [47,48]
and tomographic imaging [49,50] setups have been demonstrated using several preclinical
small animals [51,52] and in vivo human imaging studies [53–55].

To date, there is no study that quantitatively compares the PAI performance of LEDs
and laser illumination head-to-head. Given these tradeoffs between portability, cost, optical
energy and frame rate, this work systematically studies the deep tissue PAI performance of
LED and laser excitation to help select a suitable source for a given biomedical application.
First, a setup for sequentially performing PAI with these two optical illuminations has
been developed. Controlled studies on different tissue phantoms have been performed for
detailed evaluation of the imaging performance. Further, in vivo human hand vasculature
imaging in 2-D and 3-D was performed using these two optical sources. The rest of the
paper is organized as follows. Section 2 describes our proposed setup for comparing the
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two sources. Comparison studies including tissue-mimicking phantoms and the in vivo
human imaging are presented in Section 3. Section 4 provides a detailed discussion of
the results.

2. Materials and Methods

In this section, a detailed description of the experimental setup for studying the PAI
capabilities of high-power laser and LED array sources is presented. First, the commercial
LED array-based B-mode PA and ultrasound (US) imaging system (AcousticX, Cyberdyne
Inc., Ibaraki, Japan), referred to in this paper as LED-PAUS, is presented in Section 2.1 and
then the modifications performed to use the same AcousticX data acquisition system for
laser-illumination-based PA, referred to as laser-PAUS, without interrupting parameters of
the imaging system, are presented in Section 2.2.

2.1. LED Array-Based US/PA (LED-PAUS) Imaging System Description

Conventionally, a high-power and bulky laser source is employed for most B-mode PA
and US systems [28,29]. The commercial LED-PAUS system, as shown in Figure 1, consists
of a host controller (Figure 1a), data acquisition hardware (Figure 1b) and an interactive
graphical user interface shown on the display in Figure 1d. Here, a linear ultrasound probe
is sandwiched between two LED arrays to capture interleaved B-mode PA and US images,
as shown in Figure 1e. Each LED array consists of four rows of 36 LED elements (1 × 1 mm
size). The LED arrays used in this study consist of 850 nm LED elements and each array
provides an output energy of 200 μJ/pulse. The excitation pulse widths for each of these
LED arrays can be controlled with the software in the range of 30 to 150 ns. For all the
experiments in this study, a pulse width of 70 ns was used that offered optimum energy at
850 nm [56]. The optical illumination profile achieved with the two 850 nm LED arrays
operated with pulse widths of 70 ns is shown in Figure 1g. The shape of the beam falling
on skin is approximately a rectangle with an area of 9 cm2 (5 by 1.8 cm), leading to an
incident optical fluence of 0.044 mJ/cm2, considering 400 μJ total energy per pulse with the
two LED arrays. The pulse repetition frequency (PRF) of these LEDs can also be controlled
in the range of 1 to 4 KHz allowing multiple averaging options leading to different frame
rates. To assess the effect of changing the frame rate over the PA image quality, several
different combinations of PRF and frame averaging are used in this study, as discussed
in the subsequent sections. The US probe used in this study is a 128-element linear US
array with a pitch of 0.3 mm, center frequency of 7 MHz, elevational focus of 15 mm and a
measured 6 dB bandwidth of 75%. The system provides PA and US acquisition sampling
rates of 40 and 20 MHz, respectively.

2.2. Experimental Setup for Comparing LED-PAUS and Laser-PAUS

Figure 1 presents the overall experimental setup developed to compare the perfor-
mance of LED-PAUS and laser-PAUS imaging. The LED-PAUS system, described in
Section 2.1, was adapted for laser-PAUS imaging. In laser-PAUS, a portable optical para-
metric oscillator (OPO) laser source (Phocus Mobile, Opotek, Inc., Carlsbad, CA, USA),
tunable in the range of 690–950 nm, shown in Figure 1c, provided the laser illumination.
The laser has a fixed pulse width of 5–7 ns, a fixed PRF of 10 Hz and an output energy
of 140 mJ per pulse at 750 nm. For this study, 850 nm wavelength laser illumination was
used with the optical energy tuned down to 40 mJ/pulse. Light output from the laser was
coupled to a 2 m long custom designed optical fiber bundle (Fiberoptic System Inc., Simi
Valley, CA, USA). The fiber had a fused end with a diameter of 6.5 mm that entered into
the tunable output port of the laser, as shown in Figure 1c. The distal end of this fiber
was split into twenty smaller (1.45 mm inner diameter) fibers with numerical apertures of
0.55, each sharing equal optical energy. Ten out of these twenty fibers were inserted into
each of the two custom designed 3-D printed fiber holders attached each side of the US
probe, as shown in Figure 1f. This design allowed laser illumination similar to the case
of LED arrays, in terms of the illumination angle and the overall geometry around the
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US probe. Further, to achieve a uniform illumination profile on the tissue surface, two
glass diffusers (N-BK7 Ground Glass Diffuser 1500 Grit, Thorlabs Inc., Newton, NJ, USA)
were attached at the output end of the fiber holders, as shown in Figure 1f. The resulting
laser-illumination profile at 850 nm is shown in Figure 1h. The shape of the beam falling on
skin is approximately a rectangle with an area of 6 cm2 (5 by 1.2 cm), leading to an incident
optical fluence of 6.66 mJ/cm2, considering 40 mJ total energy per pulse with the laser
illumination. In our experimental setup, switching from LED arrays to a laser fiber setup
and vice versa was convenient and did not disturb the US probe as well as the imaging
subject. Figure 1i,j show the heads of LED-PAUS and laser-PAUS systems for acquiring
respective B-mode PA and US images of human hand vasculature.

 

Figure 1. Description of the experimental setup designed for comparing light-emitting diode (LED)-based and high-
power laser-based photoacoustic (PA) and ultrasound (US) imaging. The setup consists of the following key components:
Commercial B-mode LED-PAUS system (AcousticX, Cyberdyne Inc., Ibaraki, Japan) with (a) a host controller PC and (b)
data acquisition hardware. (c) A portable high-power laser (Phocus Mobile, Opotek Inc., Carlsbad, CA, USA) with its
output coupled to the input end of an optical fiber bundle. The fiber bundle is split into twenty smaller fibers at the distal
end. (d) Computer display: displays B-mode US (grayscale), PA (red scale), and coregistered US + PA (overlaid red PA
on gray US). The interface also enables switching between LED and laser operation. (e) Arrangement of two 850 nm LED
arrays around the US probe. (f) Arrangement of twenty laser fibers inserted into the two fiber holders around the US probe.
Two glass diffusers attached at the fiber output ends to provide uniform laser illumination on the tissue surface. Optical
illumination profile achieved with (g) two LED array sources and (h) laser source. (i,j) Pictures of a human wrist under
imaging with the LED and laser arrangements, respectively.

3. Validation Experiments and Results

In this section, an extensive evaluation of the imaging performance of low-power
LED-PAUS and high-power laser-PAUS systems is presented with the help of rigorous
SNR and resolution studies on several tissue phantoms, in vivo imaging of the human
wrist and in vivo 3-D vasculature mapping of the human forearm.
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3.1. Photoacoustic Imaging Comparison of LED Arrays and Laser Source Using a
Scattering Phantom

In this subsection, a controlled study evaluating the deep tissue PAI capabilities of low-
power LED arrays and a high-power laser source is presented. An acrylic tank with four
holes was fabricated and a pencil lead with a diameter of 0.5 mm was inserted into each
hole. The tank was filled with an intralipid solution to mimic an optical reduced scattering
coefficient (μ′

s) of 20 cm−1. Considering an approximate optical absorption coefficient (μa)
of 0.05 to 0.1 cm−1, the effective attenuation coefficient (μe f f ) of the intralipid phantom was
in the range of 1.73 to 2.45 cm−1 (μe f f =

√
3μa(μa + μ′

s)). Figure 2a shows the schematic
of the experimental setup with four pencil lead targets diagonally arranged along the depth
of imaging inside the intralipid solution. The measured depth of these four pencil leads
from the surface of the US transducer were 15, 23, 28, and 34 mm, respectively.

The laser-illumination setup discussed in Section 2.2 was first employed to capture
the PA images. The AcousticX data acquisition system software was synchronized to the
laser acquisition mode. Two external triggers from the system were used for driving the
laser. One trigger from the synch-1 port of the system went into the flash-lamp input
port of the OPO laser and the other trigger from the synch-2 port fed the Q-Switch IN
port of the laser, as shown in Figure 1b,c. After switching ON the 2-D B-mode RF data
acquisition, the laser flash-lamp was first turned ON followed by (after 10s delay) the laser,
from a PC connected to the laser. Once the laser was ON and synchronized with the data
acquisition, PA data could be captured at a 10 Hz frame rate (limited by the PRF of the laser).
Figure 2b shows a PA image captured with the laser illumination at 850 nm wavelength
and 40 mJ/pulse optical energy resulting in <20 mJ/cm2 optical fluence. As shown, all four
pencil lead targets generated PA signals due to their higher optical absorptions compared
to the intralipid medium.

To acquire the PA images with LED arrays, the laser arrangement was removed and
the two 850 nm wavelength LED arrays were attached to the US transducer as shown in
Figure 1e. The software of the AcousticX system was set to the LED acquisition mode. The
PRF for the LED arrays was selected as 4 KHz. Figure 2c shows a PA image captured
using the LED array setup with a frame averaging of 128. The achieved frame rate in this
configuration was 30 Hz (128 averaging at 4 KHz PRF). Further, to study the effect of frame
averaging over the LED-PA imaging performance, the averaging was increased from 128
to 256, 384, 640, 1280 and 2560 frames, leading to frame rates of 15, 10, 6, 3, and 1.5 Hz,
respectively. The corresponding PA images are shown in Figure 2d–h.

In order to perform an effective comparison of the captured PA images with the
laser and the LED array illuminations, the raw PA data were extracted and analyzed in a
local computer using MATLAB software. First, frequency domain reconstruction [57] was
performed to beamform the PA images from the raw data. All beamformed PA images
were then log-compressed, maintaining the same 70 dB scale, as presented in Figure 2b–h,
for effective comparison. Further, to quantitatively compare these PA images, the SNR
study was performed over all four pencil lead targets. For calculating the SNR, peak PA
signal at the target locations (over a circular region surrounding the targets) and the mean
noise adjacent to each target (over a similar circular region at same depth as targets) were
calculated over the linear beamformed PA images. The calculated values of peak signal,
mean noise and SNR for the four targets over the PA images corresponding to the varying
frame averaging of laser acquisition (1, 2, 4, 10, 128 frame averages leading to 10 Hz,
5 Hz, 2.5 Hz, 1 Hz, and 78 mHz frame rates when computed offline) and the LED array
acquisition at varying frame rates are presented in Table 1. The calculations at 78 mHz
with the laser system were specifically performed in order to compare the SNR of two
systems at the same frame averaging—i.e., 128 frames (LED 30 Hz). As shown, the peak PA
signal for the laser acquisition is about two log orders higher than that for the LED arrays.
However, the mean noise in the case of laser illumination is even higher (up to three log
orders), leading to a lower SNR, especially when compared at shallow imaging depths.
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Plots in Figure 2i–l present the SNR trends observed with varying frame rates of
LED array acquisitions for the four targets. The corresponding value of SNR for the laser
acquisition at 10 Hz is also marked in each of these plots. For the targets lower than 30 mm
depth, the LED-based PAI at 10 Hz frame rate continued to show a higher SNR. Target-4
at 34 mm depth was detected at a higher SNR with the laser illumination as compared
to the LED arrays at the same frame rate. However, increasing the PA frame averaging
further for the LED arrays acquisition led to a lower frame rate (<10 Hz), and helped in
boosting the SNR value for higher depth targets. Further, when maintaining same frame
averaging (128 frames) for the laser (78 mHz frame rate) and the LED arrays (30 Hz frame
rate), significantly high SNRs were observed for all four targets with the laser, sacrificing
the real-time imaging.

Figure 2. Performance evaluation of LED array-based and laser-illumination-based photoacoustic (PA) imaging in intralipid
scattering phantom. (a) Shows the schematic of a scattering phantom with four 0.5 mm diameter pencil leads placed at
15, 23, 28 and 34 mm depth from the ultrasound (US) transducer inside intralipid medium mimicking an optical reduced
scattering coefficient of 20 cm−1. (b) Shows the PA imaging results with 850 nm laser illumination at 10 Hz and 40 mJ optical
energy with <20 mJ/cm2 optical fluence on the phantom surface. (c–h) Show the PA imaging results with LED array-based
illumination at an 850 nm wavelength, a total of 400 μJ output energy from the two LED arrays and frame rates of 30, 15, 10,
6, 3 and 1.5 Hz, respectively. (i–l) Show the plots of signal-to-noise ratio (SNR) with respect to the acquisition frame rates
comparing LED array and laser-illumination-based PA imaging performance for the pencil lead targets at four depths.
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Table 1. Peak PA signal, average background noise and signal-to-noise ratio (SNR) values for four pencil lead targets located 15, 23, 28
and 34 mm deep inside scattering phantom imaged with LED array and laser illuminations at varying frame rates.

Configuration

Target-1: 15 mm Target-2: 23 mm Target-3: 28 mm Target-4: 34 mm

Signal
(a.u.)

Noise
(a.u.)

SNR
(dB)

Signal
(a.u.)

Noise
(a.u.)

SNR
(dB)

Signal
(a.u.)

Noise
(a.u.)

SNR
(dB)

Signal
(a.u.)

Noise
(a.u.)

SNR
(dB)

Laser 10 Hz 2.62E14 1.04E11 68.01 4.09E14 1.49E11 68.77 7.96E13 2.38E11 50.48 4.19E13 1.62E11 48.24
Laser 5 Hz 2.60E14 5.01E10 74.31 4.25E14 7.39E10 75.18 8.58E13 1.43E11 55.55 4.38E13 8.81E10 53.93

Laser 2.5 Hz 2.58E14 2.94E10 78.85 4.07E14 4.26E10 79.59 8.17E13 8.26E10 59.90 3.8E13 4.01E10 59.55
Laser 1 Hz 2.58E14 1.44E10 85.05 4.05E14 2.25E10 85.10 7.89E13 6.64E10 61.50 3.79E13 1.66E10 67.18

Laser 78 mHz 2.47E14 5.66E09 92.79 3.39E14 7.95E09 92.58 5.94E13 3.86E10 63.80 2.89E13 3.35E09 78.50
LED 1.5 Hz 3.62E12 8.06E07 93.06 1.95E12 9.59E07 86.17 2.06E11 8.16E07 68.04 8.59E10 5.70E07 63.55
LED 3.0 Hz 3.57E12 1.11E08 90.14 1.94E12 1.50E08 82.33 1.84E11 1.62E08 61.13 7.80E10 1.27E08 55.79
LED 6.0 Hz 3.69E12 1.84E08 86.01 1.89E12 2.65E08 77.04 2.14E11 2.72E08 57.90 8.39E10 2.39E08 50.92
LED 10 Hz 3.66E12 2.57E08 83.06 2.06E12 3.55E08 75.26 1.95E11 4.08E08 53.58 7.64E10 4.70E08 44.22
LED 15 Hz 3.56E12 3.98E08 79.03 1.86E12 5.06E08 71.31 2.07E11 6.98E08 49.45 8.36E10 6.18E08 42.62
LED 30 Hz 3.70E12 8.49E08 72.79 1.95E12 1.08E09 65.12 2.38E11 1.21E09 45.84 7.22E10 1.63E09 32.92

In order to validate the optical properties of our phantom, we calculated the μe f f
value from the experimental peak PA signal values for LED 10 Hz data. Using the Beer
Lambert’s principle, i.e., I(z) = Ioe−μe f f z, where I(z) is the PA intensity at depth (z) cm
and Io is the intensity at zero depth, and taking the ratio of two equations at two different
depths (z1 at 1.5 cm and z2 at 3.4 cm) will cancel out the Io and lead to the μe f f 2.034 cm−1.
This closely matches to the previously reported values in the range of 1.734 to 2.456 cm−1,
mentioned above in the phantom description.

3.2. Photoacoustic Imaging Comparision of LED Arrays and Laser Illuminations over Chicken
Tissue Phantom

To compare the deep tissue PAI capabilities of the low-power LED arrays and the high-
power laser illuminations, a multilayer chicken tissue phantom was designed. Figure 3a
shows the schematic of the chicken tissue phantom with five layers of chicken breast
tissue stacked inside a water tank, with an estimated optical absorption and reduced
scattering coefficients of 0.1 to 0.2 cm−1 and 1.0 to 5 cm−1, respectively, with an 850 nm
wavelength [58], leading to an effective attenuation coefficient (μe f f ) in the range of 0.575
to 1.766 cm−1 (μe f f =

√
3μa(μa + μ′

s)). Four pencil leads with diameters of 0.5 mm were
placed in between the chicken tissue layers as shown. The measured depths of these pencil
lead targets from the top layer of the chicken tissue were 11, 18, 24, and 31 mm, respectively.

With the above-described phantom, a laser-illumination setup was used to acquire the
US and PA images at 10 Hz, maintaining the same 40 mJ output energy (<20 mJ/cm2 optical
fluence on the phantom surface) and laser with an 850 nm wavelength. The captured raw
data from the AcousticX software were reconstructed in MATLAB to further perform
the quantitative comparison. Figure 3b shows the beamformed B-mode US image of the
chicken tissue phantom, at a log scale of 70 dB, clearly highlighting the chicken tissue
structure. The US image also shows the distance of the four pencil lead targets from
the top layer of chicken tissue. Similarly, the PA raw data captured from the software
were reconstructed, log-compressed and was overlaid on the US image to generate a co-
registered US + PA image of the phantom. Figure 3c shows the coregistered US and PA
image at a 60 dB scale in order to keep the noise floor at the threshold. The beamformed
PA image with 70 dB log scale is shown in Figure 3d.

Without disturbing the phantom, the PA images were subsequently acquired with the
LED arrays setup. The laser arrangement was removed and the two 850 nm LED arrays
were attached to the US probe. With the 4 KHz PRF of the LED arrays, the PA images were
captured at varying frame averaging settings, similar to the settings used for Section 3.1,
leading to the frame rates of 30, 15, 10, 6, 3 and 1.5 Hz. The captured raw data from the
AcousticX software were again extracted in the MATLAB software and reconstructed to
generate B-mode PA images for comparing with the laser PA images. All PA images were
compressed at the 70 dB log scale for effective comparison. Four representative PA images
at 30, 15, 10, and 6 Hz, respectively, are shown in Figure 3e–h.
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Figure 3. Performance evaluation of LED array-based and laser-based photoacoustic (PA) imaging in chicken tissue
phantom. (a) Shows a schematic of chicken tissue phantom with five layers of chicken breast tissue stacked inside water
tank. The positions of four 0.5 mm diameter pencil lead targets placed in between the chicken tissue layers are also shown.
(b–d) Show the B-mode ultrasound (US), coregistered US + PA and PA image, respectively, captured with laser-based
illumination at 850 nm wavelength and 10 Hz high pulse repetition frequency (PRF). (e–h) Show the PA imaging results
obtained by imaging the chicken tissue phantom using LED array-based illumination, at 850 nm illumination and frame
rates of 30, 15, 10, and 6 Hz, respectively. (i) Shows the plot of signal-to-noise ratio (SNR) with respect to the frame rate
comparing the LED array and laser-illumination-based PA imaging performance for the deepest pencil lead target (target-4).

Further, for a quantitative comparison of high-power laser versus low power LED
array-based acquisitions over the chicken tissue phantom, the SNR study was performed
over the linear beamformed images in MATLAB. For this experiment, we studied the SNR
of the shallowest target (target-1 located 11 mm) and the deepest target (target-4 located
31 mm) deep inside chicken breast tissue. For calculating the SNR, the peak signal at
target locations and the mean noise adjacent to these targets were calculated. The values
of peak PA signal, mean adjacent noise and the SNR for laser-based and LED array-based
acquisitions at varying frame rates are listed in Table 2. The peak signal as well as mean
noise for laser acquisition at 10 Hz is about two to three log orders of magnitude higher
compared to the LED arrays. However, the SNR for LEDs is still comparable to the lasers.
Figure 3i also demonstrates the trend of SNR for target-4, comparing the laser and the LED
array illuminations at varying frame rates. For a 31 mm deep target, LED arrays provide
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close to 37.51 dB SNRs, whereas laser illumination provides about 43.75 dB SNR at a 10 Hz
frame rate. When increasing the frame averaging, hence a reduction in the frame rate, LED
arrays show significant improvement of SNR for the same target, up to 54.47 dB at 1.5 Hz,
which is higher than the SNR of laser illumination at 10 Hz. These results demonstrate the
capabilities of LED arrays to image deeper inside realistic tissue medium and motivated
us to further study how they compare with high-power laser sources for imaging in vivo
human vasculature.

Table 2. Peak PA signal, average background noise and signal-to-noise ratio (SNR) values for pencil
lead targets located 11 and 31 mm deep inside chicken breast tissue imaged with LED array and laser
illuminations at varying frame rates.

Configuration

Target-1: 11 mm Target-4: 31 mm

Signal
(a.u.)

Noise
(a.u.)

SNR
(dB)

Signal
(a.u.)

Noise
(a.u.)

SNR
(dB)

Laser 10 Hz 1.4E14 1.2E11 61.63 2.1E12 1.4E11 43.75
LED 1.5 Hz 2.1E12 6.8E07 89.71 3.5E10 6.6E07 54.47
LED 3.0 Hz 2.1E12 9.2E08 87.35 3.4E10 1.4E08 47.76
LED 6.0 Hz 2.1E12 1.6E08 82.47 2.8E10 2.2E08 41.89
LED 10 Hz 2.0E12 2.8E08 77.13 3.2E10 4.3E08 37.51
LED 15 Hz 2.1E12 3.7E08 75.03 3.6E10 5.7E08 36.08
LED 30 Hz 2.1E12 7.4E08 69.06 2.9E10 1.2E09 27.98

Similar to Section 3.1, we validated the optical properties of this chicken tissue phan-
tom by calculating the μe f f value from the experimental peak PA signal values for LED
10 Hz data. The experimentally calculated μe f f (2.067 cm−1) is slightly higher than the
previously calculated range mentioned above in the phantom description. The small dis-
crepancy could be due to chicken tissue heterogeneity—prolonged imaging of chicken
tissue in water medium that increases the optical attenuation.

3.3. Photoacoustic Imaging Comparison of LED Arrays and Laser Sources: Resolution Study

In this subsection, the spatial resolutions of the two optical illumination setups, the
LED-PAUS and the laser-PAUS, are characterized. A 30 μm carbon fiber was placed in a
bath containing water mixed with intralipid to obtain a scattering medium of 3 cm−1. First,
the two 850 nm LED arrays were attached to the US probe and a B-mode PA image of the
phantom was acquired. The raw data captured were extracted in the MATLAB software
and reconstructed to generate a B-mode image. The log-compressed B-mode PA image
at a 30 dB scale is shown in Figure 4a. Figure 4b presents a sample zoomed time trace of
an A-line across the target region for the PA data acquired with LED array illumination.
To calculate the spatial resolution for this carbon fiber target, the line-spread functions of
the PA amplitudes are plotted in the lateral and axial directions, respectively, as shown in
Figure 4c,d. The obtained lateral and axial resolutions with a full-width-half-maximum
(FWHM) approach are 350 and 210 μm, respectively.

To acquire the PA data with laser-illumination, the LED arrays were removed from
the US probe and the laser fiber setup was attached without disturbing the phantom. The
captured PA data were extracted and beamformed. Figure 4e shows the B-mode PA image, at
a 30 dB scale, obtained for the same carbon fiber phantom using laser-illumination at 850 nm
with 40 mJ output energy and a 10 Hz frame rate. A sample zoomed time trace of an A-line
across the target region for the PA data acquired with the laser-illumination is shown in
Figure 4f. The line-spread functions of the PA amplitudes in the lateral and axial directions
with the laser illumination are shown in Figure 4g,h. The obtained lateral and axial resolutions
using an FWHM approach for the laser illumination are 355 and 203 μm, respectively.
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Figure 4. Resolution study for LED array-based and laser-illumination-based photoacoustic (PA) imaging. (a) B-mode
PA image obtained for a 30 μm carbon fiber placed in an intralipid-based phantom using LED illumination at 850 nm
with a frame rate of 10 Hz. (b) Shows zoomed time trace of an A-line across the target region for the PA data acquired
with LED illumination. (c,d) Show the line-spread functions of the PA amplitudes for the carbon fiber target plotted in
the lateral and axial directions, respectively, when imaged with LED setup. The obtained lateral and axial resolutions
with the full-width-half-maximum (FWHM) approach are 350 and 210 μm, respectively. (e) B-mode PA image obtained
for same carbon fiber phantom using laser illumination at 850 nm and 10 Hz frame rate. (f) Shows the time trace for the
PA data acquired with laser illumination. (g,h) Show the line-spread functions of the PA amplitudes in lateral and axial
directions with the laser illumination. The obtained lateral and axial resolutions using the FWHM approach are 355 and
203 μm, respectively.

3.4. In Vivo Photoacoustic Imaging Comparison of LED Arrays and Laser Illumination over
In Vivo Human Wrist

In this subsection, the photoacoustic vascular imaging capabilities of the LED array
and the laser illumination were compared by in vivo imaging of a healthy human volun-
teer’s wrist vasculature. The volunteer was a healthy 25-year-old European male, and the
experiment was conducted by following the internal imaging protocol of CYBERDYNE,
INC (Rotterdam, The Netherlands) for healthy-volunteer imaging studies. For this study,
the volunteer’s right hand was positioned inside a large water tank, as shown in Figure 5a.
The probe was positioned such that one of the major blood vessels, which supplies blood
to the forearm and hand, is within the field-of-view (FOV).

The hand was first imaged with the laser-PAUS setup by attaching the laser fiber
holders to the US probe, as shown in Figure 5a. The laser was operated at 850 nm wave-
length, 10 Hz PRF, and delivered output optical energy of 40 mJ. This allowed ANSI safety
limits of <20 mJ/cm2 optical fluence on the hand surface [59]. During the real-time data
acquisition, the probe was aligned such that the major blood vessel could be seen running
parallel to the skin surface in the PA images. The captured US and PA raw data using the
AcousticX software were later extracted in the MATLAB software and were reconstructed
to generate the beamformed images. The beamformed, log-compressed B-mode US, PA
and the coregistered US + PA images are shown in Figure 5b–d. The US image showed the
anatomical features along the depth of human wrist, whereas the PA image highlighted the
major blood vasculature. There was fairly strong correspondence between the locations of
the blood vessel in the PA image and the appearance of anechoic regions in the US image.
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Based on the anatomy of the vasculature in human wrist, the PA signals ~5 mm below the
skin surface may have corresponded to the radial artery that travels across the front of the
elbow, deep under the muscle until it comes to the wrist where it comes close to the skin
surface. This is also marked with a white arrow in the PA image in Figure 5c.

To compare these laser-illumination results of the human wrist with the LED arrays,
the laser-fiber attachments were gently removed without disturbing the location of the
US probe. The two 850 nm LED arrays were then attached to the US probe, as shown in
Figure 5e. With a PRF of 4 KHz and frame averaging of 384, leading to a frame rate of 10 Hz,
the US and PA frames were captured using the LED array setup. The US and PA raw data
were then reconstructed in MATLAB. Figure 5f–h show the beamformed log-compressed
B-mode US, PA and coregistered US + PA images for the human wrist. As in the case of
laser illumination, the LED array-based PA images also imaged the same vasculature below
the skin surface. The radial artery present ~5 mm below the skin was clearly visible with
the LED array-based acquisition as well.

 
Figure 5. In vivo comparison of LED array-based and laser-based PA vasculature imaging over the right-hand wrist of a
healthy 25-year-old male human volunteer. (a) Shows the experimental setup with the right-hand wrist placed inside a big
water bath for the laser-based PA imaging. (b–d) Show the obtained US, PA and coregistered US + PA images for the setup
shown in (a). (e) Shows the setup with LED arrays. (f–h) Show the obtained US, PA, and coregistered US + PA images for
the setup shown in (e).

To further compare the two setups quantitatively, an SNR comparison study was
performed for the radial artery, as marked with white arrows in Figure 5c,g. To calculate
the SNR, the peak PA signal at the artery and the mean noise adjacent to the artery region
was calculated over the linear beamformed PA images resulting from the laser-illumination
and the LED array-based acquisitions. Table 3 presents the values of peak PA signal, mean
noise and the SNR. The SNR values are also marked in the Figure 5c,g. Both the peak signal
and mean noise with the laser are up to three log orders of magnitude higher compared
to the LEDs. However, the SNR value for the laser-illumination-based PA image was
about 6 dB lower than the SNR with the LED array acquisition. This follows the trend
observed for the controlled tissue phantom studies discussed in Section 3.1, where the
shallow targets (<30 mm) inside an intralipid medium were detected with higher SNRs
using LED arrays compared to the laser illumination, maintaining the same frame rate.
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Table 3. Peak PA signal, average background noise and signal-to-noise ratio (SNR) values for blood
vessel target located ~5 mm below the skin surface of right-hand wrist of a healthy 25-year-old male
human volunteer imaged with LED array and laser illumination at 10 Hz frame rate.

Configuration
Target: Blood Vessel ~5 mm below Skin Surface of Human Wrist

Signal (a.u.) Noise (a.u.) SNR (dB)

Laser 10 Hz 3.7E13 5.7E11 36.37
LED 10 Hz 5.3E10 4.0E08 42.49

3.5. In Vivo Photoacoustic Imaging Comparison of LED Arrays and Laser Illumination: In Vivo
Human Forearm

This subsection presents in vivo 3-D mapping of the vasculature inside a human
volunteer’s forearm, using the LED array-based and the laser-based illuminations. For this
study, the volunteer was a healthy 25-year-old European male, and the experiment was
conducted by following the internal imaging protocol of CYBERDYNE, INC (Rotterdam,
The Netherlands) for healthy-volunteer imaging experiments. The forearm of the volunteer
was submerged in water. The US probe was fixed on a linear translation stage, translating
in the Y-direction, as shown in Figure 6a.

For the laser acquisition, the laser-illumination setup was attached to the US probe.
After switching ON the laser software, the RF data acquisition on the AcousticX software
were first turned ON. Note that the 3-D data acquisition feature of the AcousticX software
does not work for the laser mode. Therefore, to capture the data corresponding to the
Y-direction scan, a manual stage motion feature was used while acquiring the data in the
2-D RF acquisition mode. The linear stage was translated for 60 mm in the Y-direction while
capturing the RF data. The laser was tuned to 850 nm at 40 mJ output energy (<20 mJ/cm2

optical fluence on the hand surface) and 10 Hz PRF. The captured PA raw data were later
extracted and reconstructed in MATLAB. Initial PA frames captured prior to the stage
motion were discarded for the 3-D volumetric reconstruction. Figure 6b presents the
maximum-intensity-projection (MIP) of the 3-D PA volume for full depth, highlighting the
major vasculature present in the human forearm. To better visualize the vasculature deeper
than ~5 mm, a deep tissue MIP of the PA volume is also shown in Figure 6c. Considering
the initial 15 mm stand-off of the US probe from the human skin surface, the deep tissue
MIP fell within Z = 20 to 40 mm, where Z is the depth dimension. Since deeper blood
vessels show weak PA intensities, the MIP image in Figure 6c was scaled to 30 dB as
opposed to the full depth MIP in Figure 6b, which was scaled to 50 dB.

After the laser acquisition, the stage was manually moved back to the home position
and the laser setup was detached from the US probe without disturbing the position of the
forearm with respect to the probe. To acquire the LED array-based PA 3-D scan data, two
850 nm LED arrays were attached to the US probe. In this case, the AcousticX software
directly allows 3-D PA data acquisition using the automatic 3-D scan feature. The same Y-
direction translation stage was automatically scanned for 60 mm and the raw data captured
were extracted in MATLAB. The beamformed PA frames were stitched in the Y-dimension
to reconstruct a 3-D PA volume. Figure 6d,e present the full depth MIP and the deep tissue
MIP of the 3-D PA volume, respectively.

Qualitatively, Figure 6b,e look very similar, indicating that both laser and LED array-
based illumination are able to map the major vasculature present inside human forearm.
Minor differences in the SNR for deep vessels can be noticed when comparing the deep
tissue MIPs presented in Figure 6c,f. For example, a deeper blood vessel running parallel
to the Y-axis at around X = 20 mm (in Figure 6c,f) was detected with a better SNR with
the laser source as compared to the LED arrays. Similarly, the deep tissue MIP from laser
acquisition show other minor PA signals (at coordinates X,Y = 30 mm, 50 mm), that are
relatively weaker in the deep tissue MIP from the LED acquisitions, emphasizing the need
for a high-power laser when imaging very deep (>2 cm) vasculature.
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Figure 6. In vivo comparison of LED array-based and laser-based PA vasculature imaging over forearm of a healthy
25-year-old male human volunteer. (a) Shows the experimental setup with the right forearm placed inside big water bath for
the laser-based PA imaging. (b,c) Show the obtained full depth and deep tissue maximum-intensity-projections (MIPs) of
the reconstructed 3-D PA volume for the setup shown in (a). (d) Shows the setup with LED arrays. (e,f) Show the obtained
full depth and deep tissue MIPs of the reconstructed 3-D PA volume for the setup shown in (d).

4. Discussion

To successfully translate PAI to the POC applications and to resource-limited settings,
the cost and the overall size of the PAI systems need to be significantly cut down. LED
arrays are one of the highly explored optical sources in the PA literature that are portable
and significantly lower in cost and footprint. This study was focused on comparing the
capabilities of these LED arrays (approximately USD 15K, including driver electronics) with
a state-of-the-art high-power OPO laser (approximately USD 100K) for PAI. A commercial
LED-PAUS system, AcousticX, was first adapted to perform sequential acquisitions of
LED-PAUS and laser-PAUS. This ensured that the PA and US signals were detected by
the same ultrasound transducer array and processed by the same data acquisition system.
To further draw a fair comparison, the experimental setup shown in Figure 1 allowed for
(1) similar optical illumination on the tissue surface in terms of the geometry, angle and
aperture of illumination, and (2) a convenient, uninterrupted sequential acquisition of PA
images with the two sources. To achieve uniform laser illumination on the tissue surface,
two glass diffusers were attached to the output end of the laser fiber holders. For all the
experimental studies presented in this work, the output optical energy for the laser and
the LED arrays were maintained at 40 mJ and 400 μJ/pulse, respectively, with an 850 nm
wavelength of illumination. A constant PRF of 10 Hz for the laser and 4 KHz for the LED
arrays were used for all studies. With no frame averaging, the obtained PA frame rate
for laser was 10 Hz. For the LED arrays, the PA frame averaging was varied from 128
to 256, 384, 640, 1280, and 2560, achieving the frame rates of 30, 15, 10, 6, 3, and 1.5 Hz,
respectively.

The first comparison study presented in Section 3.1 consisted of controlled experiments
on an intralipid phantom shown in Figure 2. The four 0.5 mm pencil lead targets arranged
diagonally along the depth of the scattering phantom were imaged using both laser and
LED arrays. Detailed analysis of the SNR presented in Table 1 and plotted in Figure 2i–l
led to the following conclusions on the quantitative performance of the two sources. (1) At
similar frame rates (10 Hz), LED-PAUS imaging showed higher SNR compared to laser-
PAUS imaging for targets up to an imaging depth of 30 mm. (2) Laser-PAUS imaging
provided a better SNR for the deeper targets (>30 mm) as compared to the LED-PAUS at
10 Hz. (3) With increased frame averaging and hence a reduced overall frame rate (<10 Hz),
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the deep tissue (>30 mm) performance of LED arrays can be improved. For example, the
target-4 located 34 mm deep was imaged with a 48.24 dB SNR using laser illumination
and with 44.22 dB SNR using LED arrays, both at 10 Hz. However, with increase in PA
averaging (lower frame rates), LED arrays were able to provide an improved SNR of up
to 50.92, 55.79, and 63.55 dB, when imaged at 6, 3, and 1.5 Hz frame rates, respectively.
Further, comparison of the magnitudes of peak PA signals from the target and mean noise
surrounding the target for the two optical illuminations led to the following observations.
While higher optical energy from the laser source generates a PA signal two to three log
orders of magnitude higher compared to the lower-power LED arrays, the average noise
floor from the background regions was also observed to be up to three to four log orders
higher for the laser sources compared to LED arrays. In conclusion, the low-power LED
arrays were effective due to lower noise floor that comes from the higher frame averaging
possible with high PRF (4 KHz) of LED arrays.

Our next comparison study, presented in Section 3.2, involved a multilayer chicken
tissue phantom with four 0.5 mm pencil lead targets embedded in between the five layers
of chicken breast tissue. Figure 3 presented the qualitative comparison of laser-PAUS and
LED-PAUS, whereas Table 2 highlighted the quantitative comparison of PAI performance
for the deepest pencil lead target—i.e., target-4 at 31 mm. This study results further
confirmed our observations with the intralipid scattering phantom presented in Section 3.1.
For example: (1) both peak PA signal and mean noise from the laser illumination were up
to three log orders of magnitude higher compared to the LED array illumination. (2) For
the target-4 at 31 mm, the laser showed a ~6 dB higher SNR compared to the LED arrays at
a 10 Hz PA frame rate. (3) With the increase in the average, and hence reduced, frame rate
(<10 Hz), LED arrays show higher SNR values than laser illumination, obtaining SNRs of
54.47 and 47.76 dB at 1.5 and 3 Hz, respectively, for the same target-4 as compared to an
SNR of 43.75 dB with the laser.

The study presented in Section 3.3 compared the lateral and axial resolutions of the
two setups, LED-PAUS and laser-PAUS, by imaging carbon fiber with a 30 μm diameter
inside an intralipid-based phantom. Although the pulse widths for the laser (5–7 ns) and
the LED arrays (70 ns) in this study were not similar, the spatial resolution were shown
to be in the same ranges—i.e., ~350 μm lateral and ~205 μm axial. This confirmed the fact
that the spatial resolution here is mainly limited by the acoustic detection.

In the final study, in Section 3.4 we presented an in vivo LED-PAUS and laser-PAUS
imaging of the wrist of a healthy human volunteer. Figure 5 presents the qualitative and
quantitative comparison results for a radial artery seen ~5 mm below the wrist skin surface.
Analysis of the peak PA signal, mean noise and SNR for this radial artery is presented
in Table 3. As observed with the studies presented in previous sections, for a shallow
depth target, the LED-PAUS showed better SNR than the laser-PAUS at the same 10 Hz
frame rates. The ~5 mm deep radial artery was imaged with a 36.37 dB SNR with the laser
compared to a 42.49 dB SNR with LED arrays. This study substantiates that the LED-PAUS
imaging is an attractive choice for several preclinical and clinical applications.

Further, in Section 3.5, to test the capabilities of deep tissue in vivo vascular imaging,
we scanned the right-hand forearm of a healthy human volunteer. The 3-D vasculature
map, presented in Figure 6, demonstrated that the LED arrays could image all the vessels
that could be seen with a laser source, especially at shallow depths of up to 1.5 cm. For
deeper (>30 mm) vessels, laser sources provided better signals. However, the amount of
noise observed with the laser at those depths was also significantly high and thus limited
the imaging performance when viewing deeper vessels. With an increased frame averaging
with the LED arrays, the SNR of deeper vessels can potentially be improved.

The conclusive observations made by studying the performance of the two optical sources
bring us to the following remarks. (1) LED arrays exhibit a strong potential for translating PAI
systems to the resource-limited settings. (2) Higher frame averaging enhances the LED-PAUS
imaging performance, especially for deeper targets (>30 mm), making it suitable for deep
tissue imaging; however, this sacrifices the frame rate. To further improve the performance
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of LED-PAUS imaging, the state-of-the-art machine learning approaches can be employed
that can help in (1) further boosting the frame rates by avoiding the need for higher frame
averaging [60,61], and (2) improving the SNR for deep tissue targets [61,62].

5. Conclusions

Photoacoustic imaging capabilities of low-cost and low-power LED arrays were com-
pared head-to-head with a high-power laser source using both tissue-mimicking phantoms
and in vivo human subjects. The experimental observations on different tissue mimicking
phantom studies demonstrated (1) high PRFs of LED arrays can be leveraged for averaging
PA frames to achieve high SNR up to an imaging depth of 30 mm with 10 Hz frame rate,
(2) high-power laser sources show higher SNRs for deeper targets (>30 mm) compared to
the LED arrays at 10 Hz and (3) with increased frame averaging (<10 Hz), the SNR of a
target at 34 mm depth with LED-PAUS closely matched that of laser-PAUS. The in vivo
human hand vasculature imaging studies presented in this work also demonstrated similar
observations. (1) The ~5 mm deep radial artery was imaged with a higher SNR using LED
arrays in comparison to the laser source, and (2) for deeper vessels in the subject’s forearm,
the laser at the 10 Hz frame rate had a slightly higher SNR compared to the LED arrays
at 10 Hz. In summary, due to the low power of LED arrays, a higher frame averaging is
required to image deep tissue targets. LED-PAUS holds strong potential in point-of-care
diagnosis of vascular diseases.
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Abstract: The need for tissue contact makes photoacoustic imaging not applicable for special
medical applications like wound imaging, endoscopy, or laser surgery. An easy, stable, and contact-
free sensing technique might thus help to broaden the applications of the medical imaging modality.
In this work, it is demonstrated for the first time that remote photoacoustic sensing by speckle analysis
can be performed in the MHz sampling range by tracking a single speckle using a four quadrant
photo-detector. A single speckle, which is created by self-interference of surface back-reflection,
is temporally analyzed using this photo-detector. Phantoms and skin samples are measured in
transmission and reflection mode. The potential for miniaturization for endoscopic application
is demonstrated by fiber bundle measurements. In addition, sensing parameters are discussed.
Photoacoustic sensing in the MHz sampling range by single speckle analysis with the four quadrant
detector is successfully demonstrated. Furthermore, the endoscopic applicability is proven, and
the sensing parameters are convenient for photoacoustic sensing. It can be concluded that a single
speckle contains all the relevant information for remote photoacoustic signal detection. Single speckle
sensing is therefore an easy, robust, contact-free photoacoustic detection technique and holds the
potential for economical, ultra-fast photoacoustic sensing. The new detection technique might thus
help to broaden the field of photoacoustic imaging applications in the future.

Keywords: photoacoustic; remote sensing; endoscopy; speckle

1. Introduction

Photoacoustic imaging (PA) is a new, rising imaging technique since it combines a
high penetration depth with a good image contrast [1]. As PA is based on the absorp-
tion of a short light pulse and the subsequent acoustic signal generation, the absorption
characteristics define the imaging contrast. As the absorption coefficients for different
tissue absorbers differ greatly, it is possible to obtain a high image contrast. Hence, PA is
especially attractive for displaying blood vessels due to the high hemoglobin absorption
compared to other tissue constituents in the visible and near-infrared range [2]. This high
contrast is combined with a high penetration depth of several millimeters since the acoustic
scattering is up to a factor of 1000 less than the optical scattering [3]. Thus, higher imaging
depths than for purely optical methods can be achieved with ease.
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Since piezo element transducers, which are contact based, are the state-of-the-art de-
tection technique, PA requires tissue contact. As a consequence, PA may not be suitable for
special medical applications, such as wound imaging or laser surgery. Furthermore, trans-
ducer miniaturization is challenging, and small elements suffer from low sensitivity, which
limits their usage for photoacoustic endoscopy. Therefore, a remote and stable detection
system would be beneficial.

Air-coupled transducers could overcome this issue. However, they suffer from poor
sensitivity and are still too big for minimally-invasive medical applications [4]. For the non-
contact beam deflection technique, the deflection of a probe beam that is positioned above the
tissue is monitored by a position sensitive detector [5,6]. A small fraction of the photoacoustic
signal is transmitted to the surrounding air and deflects the probe beam. Since the probe
beam needs to be scanned above the whole tissue surface, this modality is unsuitable for
surgical usage. In addition, the detection bandwidth is limited due to the probe beam size. In-
terferometric detection methods offer non-contact sensing and a higher detection bandwidth.
Here, the surface displacement after photoacoustic signal generation is monitored for the
initial pressure reconstruction inside the object [7–10]. Nevertheless, interferometric systems
are expensive and require a complicated setup that is noise sensitive [11]. In addition, inter-
ferometric setups only monitor the surface displacement correctly, if the surface is properly
tilted, which cannot be guaranteed for clinical application. There are also non-interferometric
approaches for remote acoustic signal detection. Clark et al. detected surface acoustic waves
by tracking the movement of multiple speckles using simple diode detection systems [12,13].
For this approach, however, the speckles are imaged in the near-field, and thus, Fresnel
diffraction applies. In this case, the movement of the speckles is dependent on three types
of movement, which cannot be separated and occur simultaneously: transverse, axial, and
tilt [14]. Due to this disadvantage, the acoustic sensing approach of Clark et al. may not be
suitable for photoacoustic imaging. Hajireza et al. sensed the photoacoustic signal directly at
its origin by a non-interferometric system [15]. This system monitors the reflection of a probe
beam that is sensitive to the elasto-optic index modulation induced by the photoacoustic initial
pressure transients. This approach allows non-interferometric, non-contact photoacoustic
sensing. However, it provides only penetration depths in the mm-range due to the high optical
attenuation for the probe beam. In addition, it is only applicable for photoacoustic microscopy
and not suited for photoacoustic tomography since it does not provide temporally resolved
acquisition of the acoustic signal and thus requires depth scanning for image acquisition.

Remote speckle analysis is an easy, robust, and non-interferometric vibration sensing
technique whose potential for photoacoustic tomography we already demonstrated in
previous publications [16–18]. By tracking the movement of multiple speckles, it was
possible to remotely reconstruct the photoacoustic signal. However, in these proof-of-
concept studies, the acoustic sensing bandwidth and thus resolution were limited to the
frame rate of the expensive, high-resolution camera used at approximately 800 kHz.

In the present publication, it is demonstrated for the first time that remote photoacous-
tic sensing with a sampling rate of 8 MHz can be performed by tracking the movement of
a single speckle with only four diodes. The speckle tracking by only four diodes proves
the applicability of an economical position sensitive diode for speckle analysis. Polymer
phantoms and skin tissue samples are measured in transmission mode and reflection
mode. In addition, the capability of easy miniaturization and endoscopic usage of the
single speckle analysis is shown by fiber bundle measurements. The new technique is an
essential step for the implementation of a remote photoacoustic imaging system using
speckle analysis. Therefore, this work might help to broaden the applications of PA in
special applications like wound imaging, endoscopy, or guiding laser surgeries.

2. Materials and Methods

2.1. Speckle Sensing by Multiple Speckles’ Tracking

The speckle sensing technique is based on the time-resolved detection of the position
of a speckle pattern. It is possible to extract the tilt change of a laser illuminated surface by
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tracking the speckle pattern movement [14]. The left side of Figure 1 shows a tilting object
surface, and the right side illustrates the speckle sensing technique.

Figure 1. Speckle sensing theory: An object tilt results in a speckle pattern movement, which can be
reconstructed with an imaging system. Figure after [19].

If the observation plane distance Z for the generated objective speckle pattern ful-
fills the far-field approximation (Z > (D2

ill)/(4λ), illuminated diameter Dill), the objective
speckle pattern movement (δo) is only dependent on the surface tilt change Δα and Z.
By imaging the objective speckle pattern using an imaging system with the magnification
M, a subjective speckle pattern is created on the imaging sensor whose lateral movement
(δs) is also linearly proportional to Δα assuming small angle approximation. Equation (1)
explains the relation between the speckle movements, M and Z [19].

δs = δo · M = tan(Δα) · Z · M (1)

By acquiring a speckle pattern video sequence with the imaging system, it is thus
possible to measure the surface tilt. Correlation analysis of the image frames allows the
reconstruction of the speckle pattern movement along the sensor axes x and y, which
are representative of the surface tilts along these two axes’ directions [19]. In this article,
it is shown for the first time that speckle sensing is feasible by tracking the movement
of a single speckle in contrast to the described correlation analysis of a multiple speckle
image. Therefore, it is proven that a single speckle contains all necessary information for
photoacoustic signal detection.

2.2. Imaging Systems and Setups

Two imaging systems are established for this work and described here in detail: the
free-space setup, which is capable of far distance PA sensing, and the fiber based setup,
which is suitable for endoscopy.

2.2.1. Free-Space Single Speckle Sensing

Figure 2 shows the established diode based, free-space imaging system. The imaging
system consists of a microscope objective (10×), a beamsplitter and a lens ( f = 100 mm)
used for image magnification on a camera (DCC1545M, Thorlabs, Newton, NJ, USA), and
an avalanche-photodiode sensor (APS; APDcam, Fusion Instruments, Budapest, Hungary).
A bandpass filter for the speckle wavelength is placed after the objective in order to block
the photoacoustic excitation and room light. The magnification of the system is calculated
at 5 with a microscope test target (M = 5). The camera is used as a reference for image
calibration and alignment. The calibration is done with a multi-mode fiber (AFS105/125Y,
Thorlabs, Newton, NJ, USA) to which a halogen light source (HL-2000, Ocean Optics,
Ostfildern, Germany) is coupled. The fiber tip is then imaged on the camera and APS
(Figure 2e), and the co-alignment of the camera image and the APS can be verified. The APS
consists of a 4 × 8 avalanche-diode array (pixel size: 1.6 mm) and therefore offers 32 pixels.
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Of these 32 pixels, only the four central pixels are used for the tracking of a single speckle
in order to maximize the acquisition rate.

Figure 2. (a) Experimental setup (transmission mode) for the remote photoacoustic measurements using the diode array
sensing system. The imaging system can be moved mechanically in lateral directions, which is indicated by the red marks.
(b) Picture of the sensing system. (c) The magnification of the sensing system is calculated at 5 using a USAF 1951 Test
Target. (d,e) The camera position of the sensing system is calibrated using a multi-mode fiber. The diode signals and the
camera image are shown when an illuminated fiber is placed in their center. Figures after [20].

The speckles are generated by cw illumination (532 nm, 80 mW, diameter: 0.75 mm)
of the sample surface and imaged at Z = 20 cm. First, a convenient speckle is found
by manually moving the imaging system using mechanical stages and visually tracking
the camera image. A speckle is considered as convenient for the measurement if it is
in the center of the camera and therefore in the center of the diode array (see Figure 3).
Furthermore, the speckle size needs to be in the range of the pixel size of the diode array
(1.6 mm). This is ensured by comparing the tracked speckle size to the inner circle (diameter
1.4 mm) of the illustrated target in Figure 3, which can be displayed by the camera software.

For the photoacoustic measurements, the samples are excited with a short laser
pulse (Q-Smart 450, Quantel laser, Les Ulis, France). The laser parameters are as fol-
lows: λ = 1064 nm, pulse duration 5 ns, beam diameter 7 mm, pulse energy 90 mJ. These
parameters result in an exposure of 230 mJ

cm2 , which is above the maximum permitted

exposure (MPE) for single pulse excitation at 1064 nm (100 J
cm2 ). This, however, is desired

to achieve a high signal amplitude for the demonstrated proof-of-concept experiments.
The laser pulse triggers the acquisition start of the imaging system with a sampling rate of
8 MHz.
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Figure 3. The camera image of an exemplary speckle used for photoacoustic measurement is shown.
The speckle is placed in the center of the reference camera (blue target) and thus in the center of four
measurements diodes P1/P2/P3/P4 (red) by manually moving the complete imaging system.

In order to prove the safe applicability of the sensing system, ex vivo skin measure-
ments are performed with a total exposure below the MPE. This is achieved by replacing
the described cw laser with a temporally pulsed laser diode (IBEAM-SMART-405-S-HP,
Toptica Photonics, Gräfelfing, Germany) and by reducing the photoacoustic excitation
energy. The laser diode pulse (λ = 405 nm) is temporally triggered by the short laser pulse
for photoacoustic excitation and illuminates the tissue only for a duration of 30 μs after
photoacoustic excitation at a peak power of 35 mW with an illumination radius of 300 μm
at the tissue surface. This temporal speckle illumination together with a reduced excitation
energy of 35 mW results in a total exposure that is below the MPE for soft tissue [21].

2.2.2. Fiber-Based Single Speckle Sensing

Figure 4 shows the imaging unit and setup for the fiber based approach and camera
images of a USAF 1951 Test Target and a selected speckle.

Figure 4. Experimental setup and imaging unit for the remote photoacoustic measurements using the fiber based approach
(a). The proximal fiber bundle end can be moved in lateral directions, which is indicated by the red marks. The magnification
for the camera arm is determined at 50 using a USAF 1951 Test Target (b). A convenient speckle that is centralized inside
the photodiode measurement area is illustrated (c).

In contrast to the free-space approach, an imaging fiber bundle (30,000 fibers, imaging
resolution 1 μm, working distance 30 μm, field of view diameter 240 μm) that can be
used in endoscopy is used for speckle pattern imaging. At the proximal fiber bundle end,
the speckles are imaged by the diode based imaging system mentioned in Section 2.2.1.
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In contrast to the free-space system previously described, a 20× magnification objective
(WC95248318, Mitutoyo, Japan, 20×) is used. Furthermore, the imaging lens in the diode
array arm is changed to f = 200 mm. Together with the magnification of the imaging fiber
bundle (M = 2.5), these changes result in a magnification of M = 50 for the diode array
arm and M = 25 for the camera arm. These higher optical magnifications allow speckle
sensing at a near imaging distance of Z = 2 mm, which is desired for endoscopic usage.

The speckles are generated by focused cw illumination (532 nm, 100 mW, Dill = 50μm)
of the sample surface and imaged by the fiber bundle and APS system at Z = 2 mm.
A convenient speckle is found and automatically centered inside the measurement area
of the four photodiodes by analyzing the camera image and moving the proximal fiber
bundle end in lateral directions. For the photoacoustic measurements, the phantoms are
excited with a short laser pulse (Q-Smart 450, Quantel laser, Les Ulis, France), and the laser
parameters are the following: λ = 1064 nm, pulse duration 5 ns, beam radius 7 mm, pulse
energy 110 mJ. These parameters result in an exposure dose of 285 mJ

cm2 , which is above the

MPE for single pulse excitation at 1064 nm (100 J
cm2 ). This, however, is desired to achieve a

high signal amplitude for the proof-of-concept experiments. The laser pulse triggers the
acquisition start of the APS with a sampling rate of 8 MHz.

2.3. Measurement Modes and Samples

Using the described free-space and fiber based imaging systems, the samples are mea-
sured in transmission mode and reflection mode. For transmission mode, the photoacoustic
excitation and speckle sensing take place at opposite sample sides, whereas they are on the
same side for reflection mode.

The phantoms used in this work are made of the soft polymer PVCP (polyvinyl chloride
plastisol; Standard Lure flex (medium), Lure Factors, Great Britain) and consist of two parts:
absorber and scattering matrix. In order to adjust the optical properties for these parts, additives
are used during the plastisol preparation process. A black plastic color changes the absorption
coefficient μa, and TiO2-particles (titanium(IV)-oxide, Sigma Aldrich, Taufkirchen, Germany)
adjust the reduced scattering coefficient μ′

s. In this work, a color concentration of 7-vol-%
and a TiO2-concentration of 4 mg

mL(PVCP) is used for the absorbing and scattering phantom
parts, respectively. The optical properties for these concentrations were determined at the
excitation wavelength 1064 nm using spectrophotometric measurements and inverse adding
doubling. The absorption coefficient for the absorbing phantom part is 106 cm−1, and the
reduced scattering coefficient for the scattering part is 21 cm−1. The scattering coefficient for
the absorbing part and the absorbing coefficient for the scattering part can be neglected.

For the measurements using the free-space setup, three different PVCP phantoms
(PhAT1, PhAT2, PhAT3) with increasing distances between the absorber surface and
detection surface (d) are measured in transmission mode. The “Ph” in the phantom
name stands for phantom, “A” for the free-space setup, and “T” for transmission mode.
Two PVCP phantoms are measured in reflection mode (PhAR4, PhAR5). The “R” in the
sample name stands for reflection mode. Two skin tissue samples (skinAT1, skinAT2p)
are measured in transmission mode. The “p” in the sample name stands for the pulsed
speckle illumination, which ensures a total exposure below the MPE for the experiments
with the skin tissue. The skin tissue was obtained from bisected pig heads, which were
obtained from the local slaughterhouse (Unifleisch GmbH, Erlangen, Germany). Therefore,
the approval of the Ethics Committee was not necessary. The tissue sample was prepared
manually using a scalpel. For skinAT1, a PVCP-absorber was placed at the sample bottom
by cutting out a hole in the tissue. For skinAT2, a PVCP-absorber was placed between a fat
layer, which was obtained from a local supermarket, and a skin layer. In order to ensure
good contact between the sample constituents, ultrasound gel was used, and for skinAT2p,
a metallic sample holder gently pressed the tissues.

The speed of sound for the prepared skin sample was measured at 1300 m
s and for

the PVCP phantoms at 1330 m
s with an ultrasound thickness measurement device (Mini

110



Sensors 2021, 21, 2109

Test 430, Elektro Physik, Germany). For each sample measured with the free-space setup,
fifteen measurements were analyzed in order to ensure statistical relevance.

For the measurements using the fiber based imaging setup, two PVCP phantoms (PhBT1,
PhBT2) were measured in transmission mode. The “B” in the sample name stands for the
fiber based setup. The speed of sound for these samples were measured at 1349 m

s with an
ultrasound thickness measurement device (Mini Test 430, Elektro Physik, Germany). For these
two phantoms, ten measurements were analyzed in order to ensure statistical relevance.

The density ρ of all PVCP phantoms was measured by the volume displacement of
ethanol at 1200 kg

m2s . The resulting acoustic impedance (Zac = ρc) of the used phantoms

in this work was therefore in the range of 1.60 × 106 kg
m2s –1.62 × 106 kg

m2s , which is in good

agreement with the values of soft tissue: the impedance of fat tissue is 1.4 × 106 kg
m2s and for

muscle 1.62 × 106 kg
m2s [22].

Figure 5 sketches the phantom position in regard to the excitation and illumination
laser for the two measurement modes and shows the corresponding detection distances d
of all samples. The absorber thickness is 3 mm for all samples, and d is varied by adjusting
the thickness for the scattering sample part. For all samples, the mean detection times
by automated single speckle analysis and their standard deviations are compared to the
theoretical detection time.

Figure 5. The transmission setup (T) is sketched, and the phantom parts are marked (a). The reflection setup (R) is illustrated
(b). Pictures of the two skin tissue samples are shown: skinAT1 with an absorber at the bottom (c) and skinAT2p with an
absorber between skin and fat (d). The corresponding detection distances, theoretical detection times, and measurement
modes are summarized in the table (e).

2.4. Data Analysis for Single Speckle Analysis

Figure 6 shows a speckle, which is initially in the center of the four measurement
diodes P1, P2, P3, and P4 and moves to a different position due to the PA signal.

111



Sensors 2021, 21, 2109

Figure 6. A perfectly round speckle, which is initially in the center of the measurement diodes is
shown (a). The diode signals (P1, P2, P3, P4) can be used to compute its center of gravity Csp(xsp, ysp)

and its total vector length L in order to detect speckle movements (b).

By using the temporal signals of the four diodes, it is possible to compute the tem-
poral center of gravity of the speckle Csp (xsp, ysp) and its total vector length L by using
Equations (2)–(4), similar to a four quadrant position sensitive diode [23]. Since the speckle
moves if the surface tilts, this center of gravity is related to the photoacoustic signal, and it
is possible to reconstruct the absorber depth d.

xsp =
(P1 + P3)− (P2 + P4)
(P1 + P2 + P3 + P4)

(2)

ysp =
(P1 + P2)− (P3 + P4)
(P1 + P2 + P3 + P4)

(3)

L =
√

x2
sp + y2

sp (4)

In order to prove the usability of the sensing system for remote photoacoustic detection,
the detection times of xsp, ysp, and L are shown for the free-space approach. For L, the mean
detection time tmean and its standard deviation σ are computed for all samples and verified
to ttheo for the acoustic signal, which is calculated using d and c.

2.5. Sensing Parameter Evaluation for Single Speckle Analysis
2.5.1. Sensitivity

The sensitivity in terms of minimal detectable tilt Sd,α is limited by the noise floor σn f of
the PA measurements. The noise level σn f is computed by taking the standard deviation of
a PA measurement data set before excitation. For this standard deviation computation, one-
hundred fifty data points before PA excitation are used. By determining the noise floor σn f
and taking into account the relevant imaging parameters (Z, pixel size dpx, magnification
M, illumination diameter Dill), Sd,α can be determined. The minimal detectable speckle
shift δs,min is equal to the multiplication of dpx and σn f . By considering Equation (1), it is

then possible to compute the minimal detectable tilt Sd,α: tan(Sd,α) =
δs,min
ZM . Under the

assumption that the investigated speckle pattern or single speckle consists of reflections
from the complete illuminated surface area with the diameter Dill , the minimal detectable
axial surface deformation is estimated by Sd,nm = tan(Sd,α) · Dill . The minimal detectable
pressure Sd can be determined according to Equation (5) [24].

Sd = πZacSd,nm f (5)

The parameter f defines the frequency of the acoustic wave that should be detected,
and Zac is the acoustic impedance. For the established system here, the maximum detectable
frequency is half the frame rate. For the established free-space and fiber based sensing
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system, the described sensitivities are computed and compared to the literature and to
contact ultrasound transducers.

2.5.2. Sensing Range

The sensing range, i.e., the tilt interval that is covered by the remote speckle analysis,
is dependent on the sensitivity, speckle size, and sensor size. The sensitivity defines the
minimal detectable tilt as treated in the previous section. The maximal detectable tilt αmax
is defined by the sensor and speckle size. The sensing range for the single speckle analysis
is discussed.

2.5.3. Linearity

Simulations were carried out in order to evaluate the linearity and robustness against
neighboring speckles, meaning speckles that are not situated inside the original image, but
appear in the shifted speckle image. Four speckle patterns with a centralized speckle were
analyzed. Figure 7 shows these speckle patterns. The images are moved in the horizontal
direction with a shift amplitude of −0.26 to 0.26 (xsp,real) of the diode pixel size with a
shift resolution of 0.025. For each shifted image, the horizontal center of gravity xsp for
the fixed sensing diodes region, which is indicated in Figure 7, is computed according to
Equation (2). The values of xsp are computed for all shifts and speckle images, compared
to xsp,real and compared to linear behavior.

Figure 7. Speckle images (A–D) that are evaluated for their single speckle sensing capability. The diode sensing regions are
indicated by the red rectangles.

3. Results and Discussion

3.1. Photoacoustic Measurements

Figure 8 shows measurement results in transmission mode of the three phantoms
PhAT1, PhAT2, and PhAT3. They illustrate the speckle vector length L, which represents
the temporal vibration profile of the surface under investigation. The detection time
of the first peak in these profiles is marked with a black circle, because this time point
corresponds to the photoacoustic signal. The surface expansion after the photoacoustic
excitation results in a surface tilt change and thus in a speckle movement, which can be
seen in L. For the phantoms PhAT1-PhAT3, the acquisition times increase as expected with
increasing acoustic travel distance d. Considering tsp, the acquisition time increases as
follows: 3.13μs, 3.63μs, and 4.38μs. By using the speed of sound (1330 m

s ), the following
acoustic travel distances are calculated: 4.163 mm, 4.828 mm, and 5.825 mm. Thus, for each
phantom, the acquisition time of the photoacoustic signal by speckle analysis corresponds
to the geometrical phantom dimensions (d: 4 mm, 5 mm, 6 mm), taking into account the
phantom production uncertainty.
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Figure 8. The speckle vector length tsp is illustrated for measurements of phantoms PhAT1–PhAT3. For the three samples,
the detection times of the initial generated photoacoustic signal are noted, and the corresponding signal peaks are marked.

Table 1 summarizes tmean for all photoacoustic acquisition times of all samples con-
sidering L, their σ, and the theoretical acoustic transit time ttheo. For illustration purpose,
these results are also plotted in Figure 9.

Table 1. The mean value tmean for all photoacoustic acquisition times of all samples considering, its
standard deviation σ, and the theoretical acoustic transit time ttheo are listed.

Sample tmean (μs) σ (μs) ttheo (μs)

PhAT1 3.19 0.06 3.01

PhAT2 3.71 0.09 3.76

PhAT3 4.48 0.17 4.51

PhAR4 2.15 0.16 2.26

PhAR5 2.99 0.06 3.01

skinAT1 7.72 0.22 7.69

skinAT2p 2.93 0.25 3.04

PhBT1 5.91 0.057 5.56

PhBT2 3.53 0.093 3.71

It is clearly visible that the speckle analysis mean detection times increase with bigger
phantom dimensions and that they match the acoustic transit times. The small differences
between the mean and theoretical detection time can be explained with inaccuracies for the
phantom manufacturing and measuring process. The low standard deviations prove the
repeatability and the fact that single speckle sensing allows precise photoacoustic sensing
compared to the previous high-speed camera experiments. The standard deviation is in
the range of approximately 0.1μs, which results in a precision of 0.13 mm considering the
speed of sound.

Based on the repeatability and successful verification with the theoretical transit time
ttheo of the transmission mode and reflection mode measurements, it can be concluded that
free-space and fiber based single speckle sensing is a reliable technique for the photoacous-
tic detection on phantoms and on skin tissue samples. Furthermore, the less expensive
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low-resolution diode sensor, in contrast to the previously used high-speed camera, reaches
a high sampling rate of 8 MHz, which allows precise photoacoustic sensing.

Figure 9. Mean detection times (tmean) and their standard deviation σ for the photoacoustic measurements. The sample
names can be explained as follows: Ph stands for a phantom, A for the free-space setup, B for the fiber based setup, T for
transmission mode, R for reflection mode, and p for pulsed speckle illumination below the MPE. The theoretical transit time
of the photoacoustic signal is used for verification.

3.2. Sensing Parameters
3.2.1. Sensitivity

Table 2 summarizes the relevant parameters for the determination of Sd,nm and Sd for
the established sensing systems. For the purpose of comparison, f is selected at 1 MHz and
4 MHz, which represents the maximal detectable acoustic frequency for the established
sensing system in this work.

Table 2. Relevant parameters for the determination of Sd,nm and Sd for the established sensing systems.

Free-Space Fiber-Guided

PVCP skin PVCP

σn f 0.006 0.007 0.0057

dpx in μm 1600 1600 1600

M 5 5 50

Z in cm 20 20 0.2

Sd,α in 10−5◦ 55.0 64.2 522

Dill in mm 0.75 0.75 0.05

Sd,nm in nm 7.2 8.4 4.56

Zac in 106 kg
m2s 1.4 1.99 1.4

Sd,1 MHz in kPa 31.67 52.52 20.06

Sd,4 MHz in kPa 127 210 80

With the systems developed in this work, axial deformations of approximately 5 nm
can be detected, which results in a pressure sensitivity of approximately 20 kPa for a 1 MHz
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acoustic wave. Horstmann et al. reached the following sensitivity parameters with a full-
field speckle interferometry approach: Sd,nm = 1 nm and Sd,1MHz = 1.5 kPa with a sensing
bandwidth of 80 MHz [10]. These values, however, were achieved for measurements on
silicone, which has a lower impedance (0.94 × 106 kg

m2s ) than PVCP, which results in low Sd.
Piezoelectric contact transducers that are especially designed and optimized for broadband
PA detection achieve high sensitivities, which are dependent on the size and detection
bandwidth. For a detection of acoustic frequencies in the range of 10 MHz to 50 MHz with
an element size of 30 mm2, Sd can be estimated to lie between 1.5 Pa and 3.5 Pa [25]. Arrays
have a smaller active area per detector element and thus lower sensitivity. An optimized
ultrasonic line array can have a sensitivity of 110 Pa for a single element [26]. These
sensitivities are better than the sensitivity for the established sensing system in this work.
However, as explained in the Introduction, the interferometric setup is more complicated
than the speckle analysis applied in the present investigation, and in comparison to the
transducer, the single speckle analysis is contact-free. In addition, the speckle analysis
sensitivity might even be improved by the usage of smaller photodiodes, tighter focusing
of the cw illumination, or new data analysis techniques.

3.2.2. Sensing Range

The single speckle analysis tracks the center of gravity of a single speckle that is
positioned in the center of the four measurement diodes (Equations (2) and (3)). In general,
the maximal detectable center of gravity coordinates (xsp,max, ysp,max) are defined by the
single speckle diameter ls and the diode size (dpx) by Equation (6). For a larger speckle shift
in regards to the sensor center, the single speckle would not be on the sensor completely,
which leads to measurement errors. The maximum allowable speckle diameter is defined
by twice the diode size. When assuming a speckle diameter of the pixel size, the maximum
detectable center of gravity coordinates (xsp,max, ysp,max) are thus half the diode size.

x/ysp,max = (1 − ls
2dpx

)dpx (6)

Table 3 gives an overview of the maximal detectable tilts in the horizontal and vertical
direction (αmax,x, αmax,y). For the single speckle analysis, x/ysp,max can be determined
according to Equation (6) with ls = 0.6dpx.

Table 3. Overview of the sensor size and surface tilt sensing ranges for the single speckle sensing ap-
proach.

Single Speckle Analysis

dpx in μm 1600

x/ysp,max in μm 1120

αmax,x/y in ◦ 0.0642

The detectable tilt interval can be defined at [55 × 10−5◦; 0.0642◦] for the diode system.
These intervals can be converted according to the computations from Table 2 to pressure
interval [31.67 kPa; 3690 kPa] for a PVCP surface and a 1 MHz acoustic wave. These values
result in a dynamic range factor for the pressure detection of approximately 116, which is
convenient for PA sensing.

3.2.3. Linearity

Figure 10 illustrates the computed value for xsp for all shifts and speckle images and
compares the results to linear behavior.

116



Sensors 2021, 21, 2109

Figure 10. The computed values for xsp are shown over the xsp,real without (a) and with zero offset correction (b).

Though we tried to centralize the speckle inside the camera image, xsp is not zero
for a zero shift (see Figure 10a). This can be explained by the speckle surrounding sig-
nal, which also falls into the diode sensing regions. Due to this effect, there is an off-
set for the computed xsp compared to linear behavior. This offset can be corrected, al-
though there is still a clear difference between the computed xsp and linear behavior (see
Figure 10b), which depends on the central speckle size and intensity distribution. Fur-
thermore, the connection between xsp,real and xsp might be surjective. This means that
there can be multiple values of xsp for one xsp,real . This effect occurs for Speckle Image
B, as neighboring speckles that are shifted into the diode sensing region lower the signal
strongly for higher shift magnitudes. The non-linearity problem can be corrected since
each extracted shift can be mapped to a real shift when assuming a non-surjective behav-
ior for the connection between xsp and xsp,real . This could be assured by an automated
speckle finding software that analyzes the camera image and potential values for xsp,real
and identifies a suitable speckle automatically.

4. Conclusions and Outlook

In previous studies, we already demonstrated the feasibility of remote photoacoustic
sensing by multiple speckles analysis [16–18,20]. However, in these previous works,
expensive detector systems were used and multiple speckles were analyzed, which limits
the achievable sensing rate and thus also the resolution. Furthermore, the detection systems
used were not fiber based and thus not suitable for endoscopic applications.

This study reports on a new, purely optical, non-interferometric modality for PA signal
acquisition in the MHz range by analyzing a single speckle with four diodes and demon-
strates its suitability for endoscopy. Based on the repeatability and successful verification
of the transmission mode and reflection mode measurements, it can be concluded that a
single speckle provides the information required for reliable PA detection on phantoms
that mimic the optical and mechanical properties of tissue and skin samples. The successful
fiber based measurements demonstrate the usability of the approach for endoscopic appli-
cations. These results are essential steps toward the future application of the technique in a
potential imaging device or as a smart feedback system for laser procedures.

However, several challenge arise for the implementation of a future imaging system.
Higher sensing rates need to be achieved in order to provide better sensing resolutions.
For this work, the frame rate was limited to 8 MHz by the APS, which could be replaced
by an economical four quadrant position sensitive diode [27]. With appropriate hardware,
this PSD allows higher acquisition rates and thus better sensing resolutions. An array of
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four quadrant diodes could be developed, and a measurement would be started if speckles
were in a convenient position. Therefore, this sensor array would make a positioning unit
obsolete and lower the costs of the sensing system significantly since a standard camera
could be used for speckle position and shape tracking. Furthermore, the sensing sensitivity
needs to be improved, which could be achieved by new hardware and a more precise
speckle shift extraction algorithm [23]. This improved sensing sensitivity would reduce
the required PA excitation exposure, which was above the MPE for soft tissue in most of
the experiments for this investigation. A scan pattern of 10 × 10, which is considered to
be sufficient for imaging, and a single photoacoustic measurement time of 10 μs result
in a total measurement time of 1 ms per image, thus allowing imaging rates of 1 kHz.
These mentioned steps together with appropriate reconstruction algorithms will allow PA
imaging in the future [28].

Author Contributions: Conceptualization, B.L. and F.K.; formal analysis, B.L.; investigation, B.L.
and D.S.; methodology, B.L., M.H., and Z.Z.; supervision, M.S. (Michael Schmidt), Z.Z., and F.K.;
visualization, B.L.; writing—original draft, B.L.; writing—review and editing, M.H., M.S. (Moritz
Späth), D.S., M.W., S.J.R., M.S. (Michael Schmidt), Z.Z., and F.K. All authors read and agreed to the
published version of the manuscript.

Funding: This work was funded by the Deutsche Forschungsgemeinschaft (DFG, German Research
Foundation)—Project Number 397972545. In addition, funding of the Erlangen Graduate School
in Advanced Optical Technologies (SAOT) by the DFG in the framework of the German excellence
initiative is gratefully acknowledged.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data that supports the findings of the study are provided within
the article.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

APS avalanche-photodiode sensor
MPE maximum permitted exposure
PA Photoacoustic
PhAT phantom Setup A transmission mode
PhAR phantom Setup A reflection mode
PhBT phantom Setup B transmission mode
PVCP polyvinyl chloride plastisol
skinAT1 skin sample Setup A transmission mode
skinAT2p skin sample Setup A transmission mode pulsed illumination

References

1. Yao, J.; Xia, J.; Wang, L.V. Multiscale functional and molecular photoacoustic tomography. Ultrason. Imaging 2016, 38, 44–62.
[CrossRef]

2. Jacques, S.L. Optical properties of biological tissues: A review. Phys. Med. Biol. 2013, 58, R37. [CrossRef]
3. Yao, J.; Wang, L.V. Photoacoustic microscopy. Laser Photonics Rev. 2013, 7, 758–778. [CrossRef]
4. Kolkman, R.G.; Blomme, E.; Cool, T.; Bilcke, M.; van Leeuwen, T.G.; Steenbergen, W.; Grimbergen, K.A.; den Heeten, G.J.

Feasibility of noncontact piezoelectric detection of photoacoustic signals in tissue-mimicking phantoms. J. Biomed. Opt. 2010,
15, 055011. [CrossRef] [PubMed]

5. Barnes, R.A.; Maswadi, S.; Glickman, R.; Shadaram, M. Probe beam deflection technique as acoustic emission directionality
sensor with photoacoustic emission source. Appl. Opt. 2014, 53, 511–519. [CrossRef] [PubMed]

6. Johnson, J.L.; van Wijk, K.; Caron, J.N.; Timmerman, M. Gas-coupled laser acoustic detection as a non-contact line detector for
photoacoustic and ultrasound imaging. J. Opt. 2016, 18, 024005. [CrossRef]

7. Carp, S.A.; Guerra, A., III; Duque, S.Q., Jr.; Venugopalan, V. Optoacoustic imaging using interferometric measurement of surface
displacement. Appl. Phys. Lett. 2004, 85, 5772–5774. [CrossRef]

118



Sensors 2021, 21, 2109

8. Hochreiner, A.; Bauer-Marschallinger, J.; Burgholzer, P.; Jakoby, B.; Berer, T. Non-contact photoacoustic imaging using a fiber
based interferometer with optical amplification. Biomed. Opt. Express 2013, 4, 2322–2331. [CrossRef]

9. Rousseau, G.; Gauthier, B.; Blouin, A.; Monchalin, J.P. Non-contact biomedical photoacoustic and ultrasound imaging. J. Biomed.
Opt. 2012, 17, 061217. [CrossRef] [PubMed]

10. Horstmann, J.; Spahr, H.; Buj, C.; Münter, M.; Brinkmann, R. Full-field speckle interferometry for non-contact photoacoustic
tomography. Phys. Med. Biol. 2015, 60, 4045. [CrossRef]

11. Wissmeyer, G.; Pleitez, M.A.; Rosenthal, A.; Ntziachristos, V. Looking at sound: Optoacoustics with all-optical ultrasound
detection. Light. Sci. Appl. 2018, 7, 1–16. [CrossRef] [PubMed]

12. Clark, M. Optical detection of ultrasound on rough surfaces using speckle correlated spatial filtering. J. Phys. Conf. Ser. IOP Publ.
2011, 278, 012025. [CrossRef]

13. Sharpies, S.; Light, R.; Achamfuo-Yeboah, S.; Clark, M.; Somekh, M.G. The SKED: Speckle knife edge detector. J. Phys. Conf. Ser.
IOP Publ. 2014, 520, 012004. [CrossRef]

14. Zalevsky, Z.; Beiderman, Y.; Margalit, I.; Gingold, S.; Teicher, M.; Mico, V.; Garcia, J. Simultaneous remote extraction of multiple
speech sources and heart beats from secondary speckles pattern. Opt. Express 2009, 17, 21566–21580. [CrossRef]

15. Hajireza, P.; Shi, W.; Bell, K.; Paproski, R.J.; Zemp, R.J. Non-interferometric photoacoustic remote sensing microscopy. Light. Sci.
Appl. 2017, 6, e16278. [CrossRef]

16. Lengenfelder, B.; Mehari, F.; Hohmann, M.; Heinlein, M.; Chelales, E.; Waldner, M.J.; Klämpfl, F.; Zalevsky, Z.; Schmidt, M.
Remote photoacoustic sensing using speckle analysis. Sci. Rep. 2019, 9, 1–11. [CrossRef] [PubMed]

17. Lengenfelder, B.; Mehari, F.; Hohmann, M.; Löhr, C.; Waldner, M.J.; Schmidt, M.; Zalevsky, Z.; Klämpfl, F. Contact-free endoscopic
photoacoustic sensing using speckle analysis. J. Biophotonics 2019, 12, e201900130. [CrossRef]

18. Lengenfelder, B.; Mehari, F.; Hoppe, L.; Klämpfl, F.; Tenner, F.; Zalevsky, Z.; Schmidt, M. Remote photoacoustic tomography
using speckle sensing with a high-speed camera. In Optics and the Brain; Optical Society of America: Washington, DC, USA, 2016;
p. JM3A–16.

19. Lengenfelder, B.; Hohmann, M.; Röhm, M.; Schmidt, M.; Zam, A.; Zalevsky, Z.; Klämpfl, F. Image reconstruction for remote
photoacoustic tomography using speckle analysis. Tissue Opt. Photonics 2020, 11363, 113631F.

20. Lengenfelder, B.; Jarkas, H.; Shabairou, N.; Hohmann, M.; Schmidt, M.; Zalevsky, Z.; Klämpfl, F. Remote photoacoustic
tomography using diode-array and speckle analysis. Tissue Opt. Photonics 2020, 11363, 1136308.

21. Horstmann, J. Kontaktlose Photoakustische Tomographie: Realisierung und Evaluation einer Optisch-Holographischen Detektionsmethode;
Infinite Science Publishing: Lübeck, Germany, 2016.

22. Culjat, M.O.; Goldenberg, D.; Tewari, P.; Singh, R.S. A review of tissue substitutes for ultrasound imaging. Ultrasound Med. Biol.
2010, 36, 861–873. [CrossRef]

23. Wu, J.; Chen, Y.; Gao, S.; Li, Y.; Wu, Z. Improved measurement accuracy of spot position on an InGaAs quadrant detector. Appl.
Opt. 2015, 54, 8049–8054. [CrossRef]

24. Shabairou, N.; Lengenfelder, B.; Hohmann, M.; Klämpfl, F.; Schmidt, M.; Zalevsky, Z. All-optical, an ultra-thin endoscopic
photoacoustic sensor using multi mode fiber. Sci. Rep. 2020, 10, 1–8. [CrossRef] [PubMed]

25. Winkler, A.M.; Maslov, K.I.; Wang, L.V. Noise-equivalent sensitivity of photoacoustics. J. Biomed. Opt. 2013, 18, 097003. [CrossRef]
[PubMed]

26. Wang, X.; Fowlkes, J.B.; Cannata, J.M.; Hu, C.; Carson, P.L. Photoacoustic imaging with a commercial ultrasound system and a
custom probe. Ultrasound Med. Biol. 2011, 37, 484–492. [CrossRef] [PubMed]

27. Position Sensitive Diode, First Sensor. Available online: https://www.first-sensor.com/en/products/optical-sensors/detectors/
quadrant-apds-qa/ (accessed on 31 August 2020).

28. Huang, C.; Wang, K.; Nie, L.; Wang, L.V.; Anastasio, M.A. Full-wave iterative image reconstruction in photoacoustic tomography
with acoustically inhomogeneous media. IEEE Trans. Med. Imaging 2013, 32, 1097–1110. [CrossRef] [PubMed]

119





sensors

Letter

An Automatic Unmixing Approach to Detect Tissue
Chromophores from Multispectral
Photoacoustic Imaging

Valeria Grasso 1,2, Joost Holthof 1 and Jithin Jose 1,*
1 FUJIFILM VisualSonics, 1114 AB Amsterdam, The Netherlands; valeria.grasso@fujifilm.com (V.G.);

joost.holthof@fujifilm.com (J.H.)
2 Institute for Animal Science, Hannover Medical School, 30625 Hannover, Germany
* Correspondence: jithin.jose@fujifilm.com

Received: 29 April 2020; Accepted: 4 June 2020; Published: 6 June 2020
��������	
�������

Abstract: Multispectral photoacoustic imaging has been widely explored as an emerging tool
to visualize and quantify tissue chromophores noninvasively. This modality can capture the
spectral absorption signature of prominent tissue chromophores, such as oxygenated, deoxygenated
hemoglobin, and other biomarkers in the tissue by using spectral unmixing methods. Currently,
most of the reported image processing algorithms use standard unmixing procedures, which include
user interaction in the form of providing the expected spectral signatures. For translational research
with patients, these types of supervised spectral unmixing can be challenging, as the spectral signature
of the tissues can differ with respect to the disease condition. Imaging exogenous contrast agents
and accessing their biodistribution can also be problematic, as some of the contrast agents are
susceptible to change in spectral properties after the tissue interaction. In this work, we investigated
the feasibility of an unsupervised spectral unmixing algorithm to detect and extract the tissue
chromophores without any a-priori knowledge and user interaction. The algorithm has been optimized
for multispectral photoacoustic imaging in the spectral range of 680–900 nm. The performance of the
algorithm has been tested on simulated data, tissue-mimicking phantom, and also on the detection
of exogenous contrast agents after the intravenous injection in mice. Our finding shows that the
proposed automatic, unsupervised spectral unmixing method has great potential to extract and
quantify the tissue chromophores, and this can be used in any wavelength range of the multispectral
photoacoustic images.

Keywords: photoacoustic; optoacoustic; spectral imaging; blindsourceseparation; unsupervisedunmixing

1. Introduction

The accurate detection and quantification of tissue chromophores is vital in molecular imaging,
as it can facilitate the early detection, prediction, and monitor the disease conditions. In recent
years, multispectral photoacoustic imaging has emerged as a noninvasive tool to visualize the tissue
chromophores [1–4]. The underlying principle of photoacoustic (PA) imaging is based on the conversion
of absorbed nanosecond laser pulses into acoustic waves that can be detected just as conventional
ultrasound [5,6]. Based on this approach, PA images combine the peculiar optical absorption contrast of
the tissue chromophores and the spatial resolution of ultrasound imaging (US). Being a hybrid imaging
modality of ultrasound and optical, this multimodal imaging technology can provide anatomical,
functional, and molecular information several centimeters deep in the tissues with a resolution up
to tens of micrometers. The potential of PA imaging has been demonstrated in various preclinical
applications, such as tumor progression and the prediction of tumor recurrence, therapy monitoring,
imaging of vasculature, and the biodistribution of the contrast agents [7–13].
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Apart from the preclinical applications, PA imaging is also used in clinical research. In addition to
breast cancer monitoring [14,15] and sentinel lymph node imaging [16,17], the PA approach is also used
to examine inflammatory bowel disease (IBD) [18] and the temporal arteries in patients with suspected
giant cell arteritis (GCA) [19]. To expedite the clinical applications of PA imaging, recently, there has
been a lot of focus on developing affordable light sources and the use of this technology in low-resource
settings. Xia et al. demonstrated the feasibility of a Light-Emitting Diode (LED) based PA imaging
system for the visualization of superficial vasculatures and needle guidance for minimally invasive
procedures [20]. Zhu et al. used the LED-based approach to explore more clinical applications, such as
diagnosing inflammatory arthritis and assessing peripheral microvascular function in patients [21–23].

Although there has been a lot of emphasis on PA hardware development, in the field of affordable
settings, data analysis and reconstruction algorithms also play a crucial role in increasing the utility of
the technology. Multiwavelength acquisition and spectral image processing is one of the commonly
used techniques in PA. Since the optical absorption coefficient of the tissue chromophores varies over
the spectrum, multispectral image processing approach can be applied to distinguish and characterize
the molecules present in the tissues [24].

In general, the pixel intensity of the multispectral photoacoustic image is proportional to the
absorption value of the respective tissue at a specific wavelength. In reality, due to the finite dimension
of the pixel (partial volume effect) and the presence of instrumental noise, each spectrum can be
a combination of different tissue chromophores. Therefore, it is a challenging task to unmix these
signals spectrally and estimate their concentrations. The most common solution to detect the tissue
chromophores from multispectral PA imaging is the supervised unmixing [25]. Although this technique
yields acceptable results, it requires user interaction to provide the expected source spectral curves
as an input to unmix the signals. For translational research with patients, these types of supervised
spectral unmixing can be challenging, as the spectral signature of the tissues differs with respect to the
disease condition. Imaging exogenous contrast agents and accessing their biodistribution can also be
problematic, as some of the contrast agents are susceptible to change in spectral properties after the
tissue interaction; thus, the algorithm can forfeit the sensitivity and specificity of imaging.

Hence, an unsupervised unmixing algorithm that can automatically detect the tissue chromophores,
without any a-priori knowledge and user interaction, will be optimal, as this can facilitate and improve
sensitivity and specificity. Generally, this class of algorithms is referred to as blind source separation
(BSS) algorithms, as no a-priori information is required. The study reported by Glatz et al. [26]
demonstrated the potential of these approaches to “blindly” extract the oxygenated and deoxygenated
hemoglobin absorption spectra from the multispectral photoacoustic images. In the study, they
evaluated different unsupervised algorithms, such as multivariate curve resolution analysis (MCR),
principal component analysis (PCA), and independent component analysis (ICA) [27–31]. PCA yields
an orthogonal transformation that decorrelates the variables. This approach relies upon the hypothesis
that the source components are uncorrelated. On the other hand, ICA is based on a different assumption
that the source components are maximally independent and non-Gaussian. Recently, Arabul et al. [32]
used a similar approach to explore human carotid plaques, in which the ICA blind unmixing approach
was constrained non-negatively. Although these approaches demonstrated the potential to detect
the tissue chromophores, they suffer from limitations related to the interpretability of the mixed-sign
values of their outcomes. Indeed, these aim to fit the training data well but often do not generalize the
real and positive data sets.

In this paper, we investigated the possibility of using another blind source separation approach,
which is based on non-negative matrix factorization (NNMF) [33]. The concept of NNMF has been
widely used in a variety of applications, such as image recognition [34], text classification [35,36],
and recommender systems [37]. This approach uses only the non-negative matrices to estimate the
prominent components and their spatial distribution, from a linear mixture model. Montcuquet et al. [38]
used this approach for in-vivo fluorescent imaging and demonstrated that the positivity condition
enhances the convergence and, thus, improves the sensitivity of spectral unmixing [39].
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Here, we examine the performance of non-negative matrix factorization (NNMF) to unmix tissue
chromophores from multispectral PA images. The algorithm has been optimized to extract the tissue
chromophores in the wavelength range of 680–900 nm. We tested the NNMF on synthetic data
and on experimental data that mimic the blood vessels. Further, we validated the potential of the
approach on an in-vivo study to detect and quantify the endogenous absorbers and exogenous contrast
agent accumulation. To our knowledge, this is the first time the NNMF algorithm has been used for
PA imaging.

2. Non-Negative Matrix Factorization (NNMF)

NNMF is a data decomposition approach, and it is based on the linear mixing model [40]. In this
algorithm, the acquired mixed pixel spectra are differentiated into a collection of constituent spectra
(called endmembers) and a set of fractional abundance maps. The endmembers represent the pure
molecule absorption spectra present in the imaged sample, and these are extracted from the mixed
pixel spectra. The maps of abundance at each pixel represent the percentage of each endmember
present in that pixel.

Since the acquired spectral images are known, and the rest has to be estimated, the mixed data
(multispectral PA images) can be arranged as a matrix X ∈ Rn×m, where n represents the number of
observations (pixels), and m corresponds to the number of variables per object (different wavelengths).
In particular, the unmixing problem can be formulated as a matrix factorization:

X ≈WS (1)

where X represents the mixed multispectral PA images, W the abundance maps, and S the source
spectra. The dimensions of the matrices W and S are n × k and k ×m, respectively, where k is the
hyperparameter which represents the number of prominent components.

The NNMF constrained cost function of the optimization problem can be formulated as follows:

[W, S] = min
W,S

1
2
‖ X −WS ‖2F (2)

Wij ≥ 0, Sij ≥ 0 (3)

where, in Equation (2), the defined cost function considers a Frobenius distance between the acquisition
X and the model WS [33]. W and S are iteratively obtained until both matrices satisfy Equation (1),
where the distance defined in the cost function (2) is constrained non-negatively (3). The NNMF learns
a parts-based representation of the data, and the whole image is formed as a combination of additive
components. The non-negativity constraint is computationally expensive to implement but it can lead
to more interpretable data.

To solve the iterative optimization, the multiplicative update rules [41] can be used, and the steps
can be defined as:

S (p + 1) = S(p) ⊗
(
WT·X

)
(WTW·S) (4)

W(p + 1) = W(p) ⊗
(
X·ST

)
(W·S·ST)

(5)

where p is the iteration step, and the operations of ⊗ and division in (4) and (5) are considered element
by element. Each component is estimated only up to a multiplying scale factor. Hence, the factorization
problem does not have a unique solution, where WS is a lower-rank approximation of X.
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3. Experimental Methods

3.1. Simulated Multispectral PA Images

To evaluate the performance of the NNMF algorithm, simulation studies were performed by
using a synthetic data set. The synthetic data set contains implemented photoacoustic spectral images
within the wavelength range of 680–900 nm, with a step size of 5 nm. Each image at the respective
wavelength contains 400 × 600 pixels. From the photoacoustic signal generation, it is evident that the
PA signal is not only proportional to the absorption coefficient but also depends on the local fluence.
The light fluence generally decreases with depth, and thus degrades the image uniformity, causing
spatial fluence variations within the tissue. Consequently, the fluence compensation is significant
for quantitative spectral imaging. Since the main focus of the simulation was to test the unmixing
algorithm and its accuracy to detect the spectral signature of the prominent components, in this study,
the local fluence was assumed to be constant.

Figure 1a depicts the schematic of the 2-dimensional (2-D) data set with six homogeneous
inclusions. The inclusions mimic the cross section of blood vessels with different concentrations of
oxyhemoglobin and deoxyhemoglobin. The inclusions 1, 2, and 3 contain oxyhemoglobin at 100%, 70%,
and 30% of the intensity, respectively. Conversely, the inclusions 4, 5, and 6 include deoxyhemoglobin
at 30%, 70%, and 100% of the intensity. Figure 1b shows the theoretical absorption spectra [42] expected
from these inclusions, in addition to the background tissue absorption. To mimic the experimental
conditions, a positive Gaussian distribution of noise (mean = 0.04; std = 0.1% ; SNR = 30 dB) was
also added to the respective data set.

Figure 1. (a) Schematic representation of the simulated multispectral photoacoustic (PA) images with
six inclusions, (b) ideal spectral curves of the inclusions.

3.2. Experimental Set-Up and Tissue-Mimicking Vessel Phantom

In addition to the simulation studies, experiments were performed by using Vevo LAZR-X
photoacoustic image technology (FUJIFILM VisualSonics, Inc., Toronto, ON, Canada), as described
elsewhere [43]. Vevo Phantom (FUJIFILM VisualSonics, Inc., Toronto, ON, Canada) containing two
capillary tubes filled with Indocyanine Green (ICG, PULSION Verwaltungs, GmbH) and Methylene
Blue (MB, Sigma-Aldrich), was used to mimic the blood vessels in the tissue. Transparent polyethylene
(PE) tubes (SAI Infusion Technologies, Lake Villa, IL, USA), with an inner diameter of 15 μm and
an outer diameter of 33 μm, were used. The tubes were positioned at a reciprocal distance of 6 mm
and fixed at the same depth of 14 mm from the surface of the transducer. Demineralized water
was used as a coupling medium, and the multispectral PA images were obtained in the wavelength
range of 680–900 nm, with a step size of 5 nm. Figure 2a shows the schematic of the phantom and
the experimental set-up. A 256-element linear array transducer with a central frequency of 21 MHz
(MX250), including the integrated light delivery fibers from the sides of the transducer, was used
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to acquire the PA images. The transducer was aligned perpendicular to the capillary tubes, and the
cross-sectional image of the tubes was acquired throughout the wavelength range. 3-Dimensional
(3-D) data sets were also collected by linearly translating the transducer with a stepper motor over the
capillary tubes while capturing cross-sectional 2-D slices. Figure 2b shows the photoacoustic spectra
measured from the capillary tubes by using the Spectro-Mode in the VevoLab software (FUJIFILM
VisualSonics, Inc., Toronto, ON, Canada). In the measurement tool, the system allows the user to select
the region of interest (ROI) and calculate the average intensity of the photoacoustic signal at different
wavelengths. Although this is not quantitative and the values are in arbitrary units, it can provide the
spectral absorption trend of the agents in the respective wavelength range.

Figure 2. (a) Schematic of the tissue-mimicking vessel phantom. (b) The PA absorbance spectral graph
of the agents measured by using VevoLab.

3.3. In-Vivo Study

Further, in-vivo animal experiments were performed to evaluate the feasibility of the NNMF
data analysis on multispectral PA Imaging. The animal experiments were performed at the FUJIFILM
Sonosite/VisualSonics facility in Amsterdam. The animal protocols used in this work were evaluated
and approved by the Animal Use and Ethics Committee (CEUA) of The Netherlands (Protocol
AVD2450020173644). They are in accordance with FELASA guidelines and the National Law for
Laboratory Animal Experimentation (Law No. 18.611). The experiments were performed by using
the same apparatus (Vevo LAZR-X) used for the phantom studies. A CD-1 female mouse model
(Envigo, Horst, the Netherlands) was used for the experiments. The animal was anesthetized with
isoflurane and placed on the animal imaging platform of the Vevo LAZR-X system, where temperature,
heart rate, and respiration rate were monitored in real time. During the experiments, anesthesia
was maintained using a vaporized isoflurane (1 L/min of oxygen and 0.75% isoflurane) gas system.
The animal was positioned in right lateral recumbency, and the transducer was aligned perpendicularly.
The kidney–spleen area of the animal was imaged before and after the intravenous injection of
ICG. To obtain a concentration of 800 μM, 25-mg vial of ICG (PULSION Verwaltungs, GmbH) was
resuspended in sterile water. With the help of an infusion pump (flowrate of 15 μL/sec), 80 μL of ICG
was injected into the tail vein, and multispectral PA images were acquired in the wavelength range of
680–900 nm.

4. Results and Discussion

4.1. Simulated Multispectral PA Images

Figure 3 shows the main component spectra (a) and the respective abundance maps (b, c, and d)
extracted from the synthetic PA data set by using the NNMF algorithm. The obtained spectral
graphs (Figure 3a) show that the prominent absorbers present within the inclusions consist of two
different endmembers: oxyhemoglobin and deoxyhemoglobin. As expected from the synthetic data,
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the oxyhemoglobin is mainly distributed on the first row of inclusions, with decreasing intensity from
left to right (Figure 3c). The deoxyhemoglobin is present in the second row of inclusions, with increasing
intensity from left to right (Figure 3b). Figure 3d displays the spatial distribution of the detected third
component (named as background in Figure 3a), which is principally present in the region around
the inclusions.

Figure 3. (a) Source spectra of oxyhemoglobin, deoxyhemoglobin, and background extracted by the
non-negative matrix factorization (NNMF) algorithm. Abundance maps of (b) deoxyhemoglobin,
(c) oxyhemoglobin, and (d) background.

NNMF appears to be an accurate method, yielding an explicit unmixing of specific tissue
biomarkers, such as oxyhemoglobin and deoxyhemoglobin, and extracting the respective spectral
signatures. The calculated Pearson correlation coefficient between the ideal spectra of the oxy and
deoxyhemoglobin, and the extracted spectra was equal to 1 (Table 1). This confirms that NNMF can
provide encouraging results on extracting tissue chromophores from multispectral PA images.

Table 1. Correlation values between the extracted source components by using the NNMF unmixing
approach, and the respective absorption spectral curves used as a reference.

Data Set-Up Chromophores Correlation Value

Synthetic data Oxyhemoglobin 1
Deoxyhemoglobin 1

Vessel mimicking phantom ICG 0.9943
Methylene Blue 0.8344

Further, we investigated the performance of the NNMF approach to quantify the extracted
prominent components. Figure 4a shows a graph with the quantitation of the source components
(oxyhemoglobin, deoxyhemoglobin) per each circular inclusion of the synthetic data. Considering the
synthetic data: inclusions 1, 2, and 3 present approximatively a decreasing content of oxyhemoglobin,
and the regions 4, 5, and 6 present an increasing content of deoxyhemoglobin. In the graph, the
variations are in the range of zero to one, and it is evident that these normalized intensities are
matching the expected proportion of the components. Figure 4b shows the overlapped abundance
maps of oxyhemoglobin and deoxyhemoglobin, and it also confirms the expected distribution of the
prominent components.
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Figure 4. (a) Quantitative evaluation of the prominent source components (oxyhemoglobin and
deoxyhemoglobin), per each circular region of the synthetic phantom. (b) Overlapped abundance
maps of oxyhemoglobin and deoxyhemoglobin.

4.2. Tissue-Mimicking Vessel Phantom

Figure 5 shows the prominent spectral curves (a) and the abundance maps of the dyes in the
capillary tubes, obtained by using the NNMF algorithm. The abundance maps overlapped in Figure 5b
correspond to the 2-D spatial distribution of the contrast agents (ICG in green and MB in blue). Figure 5c
shows the unmixing of the capillary tubes in 3-D, where the total imaged range was 6.5 mm with a
step size of 200 μm. The Pearson correlation coefficient was evaluated between the extracted spectral
curves, by using the NNMF, and the spectra measured by using the Spectro-Mode in the VevoLab.

Figure 5. (a) Spectral absorption curves of the detected source components by NNMF, from 2-D spectral
PA images of the tissue-mimicking vessel phantom. The overlapped abundance 2-D maps (b) and 3-D
maps (c) of the detected source components: ICG and MB.

Table 1 reports the correlation coefficients measured for the ICG and methylene blue.
The correlation value obtained for the methylene blue was 0.8344, and it was comparatively lower to
the value obtained for the ICG, which was 0.9943. This could be due to the experimental conditions,
as the tubes are located adjacently, into the phantom chamber. Hence, due to the short distance, the
ICG that has an absorption peak at around 880 nm could influence the absorption spectrum of the MB.
The graph reported in Figure 2b supports this assumption, as the MB spectrum shows an additional
peak at around 880 nm. This may entail that measured spectral curves in Figure 2b are not the pure
agent spectra. On the other hand, the spectra extracted by using NNMF are in accordance with the
expected spectral signatures, and it shows promising unmixing performance.

4.3. In-Vivo Study

Figure 6a shows a high-resolution ultrasound (US) image of the kidney–spleen region and (b) is
the PA image obtained at 880 nm. Figure 6c shows the oxygen saturation (SO2) map, obtained before
the contrast agent injection. To obtain the oxygen saturation map, we have followed the algorithm
reported by Needles et al. [5], where the pixel values of the image are in the range of 0% (lower
oxygenation) to 100% (higher oxygenation).
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Figure 6. Pre-injection conditions: (a) ultrasound (US) image of the kidney–spleen view; respectively
(b) photoacoustic (PA) image obtained at 880nm, and (c) SO2 map.

Figure 7 shows the post-ICG injection condition. Figure 7a displays the source absorption spectra
extracted by the NNMF approach. As expected, in the post-injection condition, the NNMF extracted
the typical absorption spectral curve of the ICG, in addition to the endogenous chromophores such as
oxy and deoxyhemoglobin spectra. The extracted spectrum of the ICG appears slightly different than
the vessel mimicking phantom. Although the peak absorption was at 880 nm, the ICG spectrum at the
lower wavelengths was altered. This could be due to the ICG interaction with other chromophores
within the tissues. Figure 7 also shows the abundance maps of deoxyhemoglobin (b), oxyhemoglobin
(c), and ICG (d). In the ICG map, it is evident that the dye is mostly accumulated in the spleen region.
This is in accordance with the biodistribution of the ICG, as the kinetic of the kidney is much faster
than the spleen [44].

Figure 7. Post-injection conditions: (a) spectral signature of the endmembers obtained by using NNMF
and abundance distribution maps of (b) deoxyhemoglobin, (c) oxyhemoglobin, and (d) ICG.

5. Conclusions

In summary, we investigated the spectral decomposition of various tissue biomarkers from
multispectral PA images. In particular, we have explored the performance of an unsupervised spectral
unmixing algorithm, NNMF, in the wavelength range of 680–900 nm. Considering the evidence
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obtained from the initial results, the NNMF can extract both endogenous and exogenous agents from
the multispectral PA data. The unmixing results obtained from the simulation studies performed on
synthetic data revealed a high correlation with the expected spectra, and also yielded the quantification
of the chromophores. The experiment performed on the tissue-mimicking phantom also supported the
results obtained on the synthetic data. Indeed, the NNMF showed promising unmixing performance,
allowing the accurate detection of ICG and MB, by eliminating the spectral influence of the other
dyes. The in-vivo experiments in the animal model showed the detection of a contrast agent signature,
accounting for the spectral variations that may ensue due to tissue–dye interactions. The NNMF can
also provide the maps of abundance distribution of contrast agents in different anatomical targets,
facilitating in-vivo biodistribution and kinetics studies. Since the algorithm facilitates the automatic
unmixing of the tissue chromophores, without any a-priori knowledge about the source components
and user interactions, it is easy to adapt, and promising for data-driven studies in multispectral
photoacoustic imaging.

In the current algorithm, we have used the time gain compensation (TGC) approach to overcome
the PA signal attenuation through depth. Although the approach is not quantitative, it gives improved
results. Recent studies demonstrate that taking into account the fluence variance [45,46] can overcome
the quantification limits of photoacoustic imaging. Therefore, in future studies, we will investigate the
corruption effects of the fluence variation, the finite size, and band-limited frequency response of the
detectors, to consider the respective changes on the absorption spectra. Besides, we will expand the
current wavelength range of 680–900 nm to the far infrared (FIR), as this may entail the detection of
less prominent tissue chromophores, such as melanin, lipids, and collagens.

In conclusion, to the best of our knowledge, this would be the first time that NNMF was used
for unmixing multispectral PA imaging. The obtained results confirmed that the NNMF algorithm
automatically and accurately detects the component spectra. This proves that the imposed positivity
constraints, to the source spectra and abundance distribution maps, are appropriate requirements to
unmix tissue chromophores from multispectral PA images.
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Abstract: Photoacoustic imaging (PAI) combines optical contrast with ultrasound spatial resolution
and can be obtained up to a depth of a few centimeters. Hand-held PAI systems using linear array
usually operate in reflection mode using a dark-field illumination scheme, where the optical fiber
output is attached to both sides of the elevation plane (short-axis) of the transducer. More recently,
bright-field strategies where the optical illumination is coaxial with acoustic detection have been
proposed to overcome some limitations of the standard dark-field approach. In this paper, a novel
multiangle long-axis lateral illumination is proposed. Monte Carlo simulations were conducted to
evaluate light delivery for three different illumination schemes: bright-field, standard dark-field,
and long-axis lateral illumination. Long-axis lateral illumination showed remarkable improvement
in light delivery for targets with a width smaller than the transducer lateral dimension. A prototype
was developed to experimentally demonstrate the feasibility of the proposed approach. In this
device, the fiber bundle terminal ends are attached to both sides of the transducer’s long-axis and
the illumination angle of each fiber bundle can be independently controlled. The final PA image
is obtained by the coherent sum of subframes acquired using different angles. The prototype was
experimentally evaluated by taking images from a phantom, a mouse abdomen, forearm, and index
finger of a volunteer. The system provided light delivery enhancement taking advantage of the
geometry of the target, achieving sufficient signal-to-noise ratio at clinically relevant depths.

Keywords: photoacoustic imaging; illumination scheme; in vivo; mouse; Monte Carlo; linear array

1. Introduction

Photoacoustic imaging (PAI) is a technique based on the photoacoustic (PA) effect, which consists
of pressure waves generation due to the absorption of light [1–5]. Currently, laser-based PAI
systems use short-duration laser pulses (i.e., ~10−9 s) ensuring thermal and stress confinement.
As pulsed-light propagates within the target material, its absorption increases the local temperature,
causing a thermal-elastic expansion [6] and generating a pressure wave. Thus, PAI encodes the optical
absorption information into pressure waves, therefore combining optical contrast with ultrasound
spatial resolution [4].

PAI can provide physiological and anatomical information of tissues by accessing their optical,
thermal, and mechanical proprieties [5,7]. Since PA signal magnitude is temperature-dependent,
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PAI has been used, for example, to map temperature variation within tissues during hyperthermia
procedures [8–11]. Moreover, PA magnitude is proportional to the optical absorption of a chromophore;
therefore, multi-wavelength PAI is capable of identifying structures with different optical absorption
profiles [12,13]. In this context, a typical application of multispectral PAI is to estimate blood oxygen
saturation (sO2) from the relative concentrations of oxyhemoglobin (HbO2) and deoxyhemoglobin
(Hb) [14–19]. In addition, exogenous contrast agents, for example, nanoparticles and organic dyes,
can be accessed to obtain molecular PAI and for drug delivery studies [20]. PAI is frequently combined
with clinical ultrasound arrays. This approach allows simultaneously displaying conventional
ultrasound images of different modalities (e.g., B-mode and Doppler) with PAI. Different preclinical
and clinical, e.g., breast cancer [21] and joint arthritis [22,23], applications of PAI integrated with
ultrasound scanners are under investigation.

Hand-held PAI systems usually operate in reflection mode (also known as epi-mode),
where illumination and PA wave detection are arranged on the same side [24–28]. For linear
array transducers, it is common to illuminate the tissue using a rectangular optical fiber output, which
is attached to both sides of the elevation plane (short-axis) of the transducer, see Figure 1a (here
this strategy will be referred to as standard dark-field illumination, following the terminology used
in [29–32]). For this dark-field illumination scheme, when the transducer face is in contact with the
skin, light is delivered obliquely and relies on light scattering within the target to illuminate the whole
field-of-view (FOV) of the transducer. In addition, light absorption outside the imaging plane generates
PA waves that can reach the ultrasound transducer. These signals are a source of clutter, which is also
an important limiting factor to obtain PA images at deeper regions [33–35]. Different studies have
investigated, for this standard dark-field illumination scheme, light delivery optimization to enhance
PA image contrast and signal-to-noise ratio (SNR) by varying the distance between the fiber output and
the transducer and incidence angle between the light beam and the imaging plane [30,33,36–38]. In [39],
the authors verified, through Monte Carlo simulations, that the optimal illumination configuration
depends on the optical properties of the tissues under investigation. They observed that thickness and
optical scattering of skin play a major role for this optimization. Another possible strategy to optimize
light delivery is to accommodate an optically transparent spacer between the transducer and target’s
surface to deliver light directly to the tissue underneath the transducer [25,27,28,32]. Improvements
in light delivery could also be achieved by using a concave-shaped light catcher that redirects the
light reflected by the skin surface back to the tissue, improving the PA signal magnitude at higher
depths [40,41]. The aforementioned studies evaluated laser-based PAI systems. More recently, pulsed
light-emitting diodes (LED)-based PAI technique has been proposed as an interesting and cost-efficient
option [42,43]. LED-based PAI with linear array usually operates using a similar setup as shown in
Figure 1a [42,44]. The study [44] suggested that the high divergence of LED illumination decreases the
source direction dependency on PA signal compared to laser.

Since optimal light delivery to the tissue is essential to increase image depth and SNR,
custom transducers, new materials, and new strategies have been developed to explore different
illumination geometries to improve the quality of the PA image. For example, an ultrasonic transducer
fabricated on a glass substrate has an improved transparency allowing the laser beam to propagate
through the transducer’s material with low absorption, resulting in overlapped optical excitation
and acoustic detection [45]. An ultrasound transducer with a hollow central bore [46] or an optically
transparent acoustic transducer [47] could be other options to provide reflection mode illumination.
However, these approaches require an extensive redesign of the ultrasound probe and cannot be easily
integrated into standard clinical scanners. In epi-mode PAI using standard linear array transducers,
optical and acoustic fields can be coaxially arranged (see Figure 1b) by redirecting the laser beam using
an optical/acoustic coupler [48] or by using a single or double acoustic reflector to redirect the acoustic
waves [29,31,49]. Another strategy for coaxial illumination consists of a custom linear array transducer
where the optical fiber outputs and piezoelectric elements are linearly and alternately arranged [50].
These studies [29,31,48–50] showed that this illumination strategy improved light delivery when
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compared with the standard dark-field approach. In the present paper, this strategy will be referred to
as bright-field illumination, following the terminology used in [30–32,49].

An alternative illumination approach, not yet investigated in the literature, would consist of
attaching the fiber bundle terminal ends to both sides of the transducer’s long-axis (from now on we will
refer to this technique as long-axis lateral illumination), see Figure 1c. In the present paper, we propose
a long-axis lateral illumination scheme as a new epi-mode PAI strategy, where the light is delivered
within the imaging plane similarly to the coaxial arrangement. In the first part of the paper, Monte Carlo
simulations of photon propagation were used to compare light delivery for different illumination
strategies; i.e., standard dark-field, long-axis lateral, and bright-field illumination. A transparent spacer
positioned between the transducer and the tissue surface was considered for all cases. Tissues with
three different geometries were simulated; i.e., targets larger and smaller than the lateral dimension of
the imaging plane simulating the human forearm and index finger, respectively and an intermediate
situation simulating the cross section of a mouse torso where the abdomen was smaller than the image
width and the lower limbs fitted the transducer FOV. The simulations demonstrate that the lateral
illumination strategy can provide remarkably improved fluence distribution for targets smaller than
the imaging plane.

 

Figure 1. (a) Standard dark-field illumination scheme to acquire photoacoustic (PA) image in reflection
mode; a rectangular optical fiber terminal illuminates the surface of the target. (b) Bright-field
illumination where the laser beam and the acoustic field are coaxially aligned. (c) Proposed long-axis
lateral illumination architecture; the variation of light incidence angle provides wide illumination to
the surface of the target.

In the second part of this paper, the development of a simple and easy way to construct a device
for long-axis lateral illumination PAI is described. This device employed a nonexpensive commercially
available bifurcated optical fiber bundle for light delivery, where no other optical components were
required. Since the setup, as shown in Figure 1c, would irradiate only a limited area within FOV,
the optical fiber bundle outputs were mounted on movable sockets arranged parallel to the imaging
plane to provide multiangle long-axis lateral illumination. The final PA image, covering the full
scan area, is then obtained by combining the PA sub-images acquired at different angles. This is a
similar strategy as described in [51], where a narrow laser beam scanning approach was proposed for a
combined real-time PA-ultrasound imaging system. Then the final PA image was the summation of
the sub-images obtained at each laser beam scanning position.

Therefore, this paper presents a novel PAI light delivery where light and sound are coaxially
illuminated. Different from other approaches with similar capability [29,31,48,49], the proposed
technique does not require an acoustic/optical coupling device. This is an advantage because these
coupling modules usually induce important phase distortion to the PA wavefront which can reduce
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image quality [32]. The light delivery device was prototyped to provide freedom to independently
choose the illumination angle, at each side of the transducer, allowing multiangle illumination planning.
To show the feasibility of the multiangle long-axis lateral illumination PAI device, images taken from
phantom, mouse abdomen, forearm, and index finger of a volunteer were analyzed.

2. Materials and Methods

2.1. Monte Carlo Simulation of Illumination Schemes

The spatial energy deposition may vary depending on the illumination scheme and target shape.
To evaluate the performance of the illumination schemes depicted in Figure 1, light transport was
simulated using the MCXLAB Matlab toolbox, which is a 3D voxel-based Monte Carlo model [52],
for three different target geometries: (i) a cylindrical target shape simulating a situation similar
to what was observed for the human index finger (lateral dimension smaller than transducer’s
width); (ii) geometry similar to the human forearm (lateral dimension larger than transducer’s width);
(iii) mouse torso as an intermediate case, i.e., part of the target was smaller (mouse abdomen), while
the lower limbs of the animal was larger than the transducer’s width.

The standard dark-field illumination scheme shown in Figure 1a, based on the setup described
in [53], was composed of two optical fiber terminals (38 mm × 1.25 mm) with the same width as the
ultrasound linear array used in the experiments of the present paper. Each terminal was positioned
so that the light beam incident angle was 20◦ and the light beams overlapped at the upper surface of
the target. For all three illumination schemes, an optically transparent spacer of 19.5 mm (i.e., water)
was positioned between the transducer and the target. For the bright-field illumination scheme
shown in Figure 1b, the laser beam was coaxial with acoustic detection. In this case, the illumination
dimension hitting the target was 38 mm × 5 mm, which is in accordance with [48]. For the long-axis
lateral illumination, Figure 1c, the fiber optic bundle terminals were circular in shape with 5 mm
diameter. To illuminate the entire transducer FOV, the same multiangle illumination strategy used
for the experiments (see next sections for a detailed description) were adopted in the simulations.
We verified that at least 5 laser beam incident angles were necessary to ensure a complete illumination.
In this case, all simulation parameters were the same as the experimental setup. A total of (5.0 × 106)
photons were used to simulate each situation.

The volume dimension for all simulations was 89 mm × 60 mm × 30 mm with a voxel size of
0.25 mm. The volume consisted of two different materials, the background (water) and an inclusion
(target) to simulate the tissue. The optical proprieties of the background were: absorption coefficient
μ

bkg
a = 3.5640× 10−5 mm−1, scattering coefficient μbkg

s = 1.0 mm−1, gbkg = 1, and ηbkg = 1.37; where g
denotes the anisotropic factor and η denotes the refraction index. For the target, the optical scattering
and optical absorption coefficients were chosen for a generic tissue, following the equations [54]:

μ′s = a(λ/500nm)−b, (1)

μa = BOμHbO2
a + B(1−O)μHb

a + Wμwater
a + Faμ

lipid
a (2)

where μ′s denotes the reduced scattering coefficient, μa denotes the absorption coefficient, B denotes
the average blood volume fraction, O is the oxygen saturation of blood, W is the water content, and Fa

is the fat content. Selecting a generic tissue composed of 15% of blood at 75% of oxygen saturation,
20% of water, and 10% of fat results in μtissue

a = 0.062 mm−1 at 800 nm. The a and b values were
chosen as the mean values estimated for soft tissues (a = 1.89 mm−1, b = 1.286) [54] resulting in
μ′tissue

s = 1.033 mm−1 at 800 nm. The anisotropic factor (gtissue) and the refraction index (ηtissue) were
0.95 and 1.37, respectively.
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2.2. Device for Multiangle Long-Axis Lateral Illumination

The PA system is composed by an Nd:YAG Laser (Brilliant B, Quantel Laser, Les Ulis, France)
and an Optical Parametric Oscillator (MagicPRISM OPO, Opotek, Carlsbad, CA, USA) connected to a
trifurcated optical fiber bundle (Oriel Glass Fiber Optic Bundle; numerical aperture 0.56; core diameter:
7.9 mm (common), 5.5 mm (legs); fiber length 36 in; Newport, Irvine, CA, USA). One terminal end of
the optical fiber bundle was connected to the sensor of an energy meter (FieldMax II-TOP, Coherent,
Santa Clara, CA, USA) providing the measurement of laser fluence in real-time. The other two terminals
were used to illuminate the sample. PA and ultrasonic radiofrequency (RF) data were acquired using a
commercial ultrasound system (SonixOP, Ultrasonix Medical Corp., Richmond, BC, Canada) connected
to a parallel acquisition receiver module (SonixDAQ, Ultrasonix Medical Corp., Richmond, Canada),
operating at a sampling frequency of 40 MHz.

The device for multiangle long-axis lateral illumination was developed using a new architecture
that differs from most used configurations presented in previous studies [9,23–26,33–38]. The optical
fiber bundle terminal ends were attached to movable sockets placed on the lateral sides of the
transducer’s long-axis (see Figure 1c), so that different focal illumination spots within the transducer
FOV could be obtained by varying the incident laser beam angles (see Figures 2 and 3).

Figure 2. (a) Three-dimensional model and (b) prototype of the multiangle long-axis lateral illumination
device attached to a linear array ultrasound transducer.

 

Figure 3. Depiction of the experimental setup used to acquire the multiangle long-axis lateral
illumination PA images. The distance of 19.5 mm between the transducer and the phantom surface
forces the focal illumination region to be at the phantom surface for θi = 0◦.

The device consists of three main parts: the ultrasound transducer support, the motion transmission
system, and two motors. The support and the motion transmission system were designed using the
FreeCAD open-source parametric modeling software, see Figure 2a, and printed with Acrylonitrile
Butadiene Styrene (ABS) plastic using a 3D printer (ZMorph 2.0 SX, ZMorph, Wroclaw, Poland),
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as shown in Figure 2b. The angle of the movable sockets is controlled by the servo motors (MG996R,
Tower Pro, Shenzhen, China) connected to the motion transmission systems and controlled by an
open-source microcontroller (Arduino UNO, Arduino, Turin, Italy).

A linear L14-5/38 ultrasound transducer (Ultrasonix Medical Corp., Richmond, Canada) with 128
piezoelectric elements and a nominal center frequency of 7.2 MHz, was positioned inside the support,
which was then attached to the 3D linear stage (HSC-103, Sigmakoki, Tokyo, Japan). A LabVIEW
virtual interface (National Instruments Corp., Austin, TX) was developed to control the position of the
device as well as the illumination angles. The timing sequence of the synchronous RF data acquisition
and multiangle illumination consists in acquiring a pair of PA and B-mode images for each laser pulse
(laser repetition rate is 10 Hz). After K laser pulses (K·100 ms) the illumination angle is incremented, the
process is then repeated for n illumination angles. A 3D volume is obtained by moving the transducer
along the elevation axis with a 3-axes translational stage.

2.3. Coherently Summing the PA Subframes

The RF data were acquired intercalating the laser pulse with the pulse-echo transmission for
obtaining a prebeamformed PA subframe and then a prebeamformed B-mode frame. The PA sub-image
and B-mode image were generated with the delay and sum technique. In PA images, the RF signal s(xi, t)
represents the pressure waves generated by the light absorbers and detected by the i-th transducer
element. The PA wave time of flight from the absorber position to each element of the array is

δ(x, xi, y) =
√

y2 + (x− xi)
2/c (3)

where x and y are the lateral and axial position of the pressure wave source, respectively, while xi
denotes the lateral distance of the i-th element of the array to the central element. The delay and sum
technique for PA subframe reconstruction consists in applying a delay δ(x, xi, y) to the RF signal s(xi, t)
detected by the elements of the transducer and adding coherently [51]

S(x, y) =
∑x+α

x−α s(xi, δ(x, xi, y)) (4)

where α is the aperture of receive beamforming, i.e., the number of adjacent elements summed.
The coherent sum of reconstructed PA subframes acquired using each illumination angle,

without other processing steps, is equivalent to a reconstructed PA image acquired using a wide
illumination due to the linear behavior of the delay and sum operation (Huygens–Fresnel principle) [51].
Thus, PA signals reconstructed using the delay and sum technique can be coherently added to gather
the contribution of each illumination angle as:

SC(x, y) =
∑θn

θ0
Sθi(x, y), (5)

where Sc(x, y) is the reconstructed RF signal coherently summed (PA final image), Sθi(x, y) is the
reconstructed RF signal acquired at the i-th illumination angle (PA subframe), θn is the maximum
illumination angle.

2.4. Phantom Experiments: Evaluation of Multiangle Long-Axis Lateral Illumination PAI

A cubic phantom with a homogeneous distribution of light absorbers (magnetic nanoparticles)
was used to evaluate the multiangle illumination and the PA images. The phantom dimensions were
8.0 cm × 8.0 cm × 3.5 cm, and it was manufactured using a mixture of gelatin (Bloom 250, Gelita,
Eberbach, Germany) and agar powder (RM026; Himedia Laboratories-LLC, Kennett Square, USA),
diluted at dry-weight concentrations of 4% and 2% of water mass, respectively. Iron oxide nanoparticles
(Fe3O4) with dimensions ranging from 20 nm to 30 nm (Nanostructured and Amorphous Materials Inc.,
Houston, TX, USA) in the concentration of 0.1% of water mass were added to act as light absorbers.
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Formaldehyde in a weight concentration of 0.5% of gelatin mass was added to increase stiffness and
melting temperature. The phantom was manufactured according to the description in [55,56].

To avoid any coupling issues, the experiments were performed using targets immersed in water
to guarantee that the gap between the ultrasound transducer and the target was completely filled by an
optically transparent coupling medium. However, we believe it would be possible to acquire images
using a matching layer. For example, this layer could be ultrasound imaging gel (see, for example, [57])
or a gel pad (see, for example, [58]). This is a topic of ongoing research and should appear in
future publications.

The phantom was immersed in a water tank with its surface 19.5 mm from the transducer face.
For this condition, the focal illumination region was at the phantom surface for θi = 0

◦
, considered as

the smallest possible angle (see Figure 3). Then, for each illumination angle, two PA subframes were
acquired and the angle was varied n times in steps of Δθ until the n-th angle was achieved

θn = θmin + nΔθ. (6)

The device moved across the elevation axis to obtain a volume (Table 1), resulting in a total of 360
frames. The PA images were acquired at 720 nm with an average fluence of 15 mJ/cm2 at the phantom
surface. This wavelength was selected for the phantom experiment because one of the energy peaks of
the laser is observed at 720 nm; in addition, iron oxide nanoparticles present higher optical absorption
at lower wavelengths within the near infrared spectrum region [59]. For the in vivo experiments,
800 nm was selected because it is the isosbestic point of blood [60].

Table 1. Multiangle illumination and acquisition parameters.

Parameters Phantom Finger and Forearm Balb/C Mouse

Angle step 2◦ 4◦ 4◦
Elevation step 2 mm 2 mm 2 mm

Image axial 45 mm 35 mm 35 mm
Image lateral 38 mm 38 mm 38 mm

Number of angle steps (n) 9 4 4
Number of elevation steps 19 9 5

Number of frames per angle (K) 2 2 2
Wavelength 720 nm 800 nm 800 nm

The phantom was assumed to have a homogeneous distribution of light absorbers; the optical
attenuation coefficient was calculated measuring the fluence of transmitted light through the layers
of the phantom with different thickness. The estimated light attenuation of the phantom was
μatt

phantom = (0.133± 0.011) mm−1. Therefore, an analysis of the light delivery was performed by
evaluating the PA signal as a function of axial and lateral directions of an averaged PA image taken
over the elevation axis. Since the magnetic nanoparticles at low concentration, which is the case of the
present experiment, mainly absorb the light energy, optical scattering was considered negligible for
this analysis [59].

We defined image depth as the axial distance between the position of a RF signal inside the target
and the target surface, therefore not considering the distance between the transducer face and target
surface. The average RF signal of the PA subframes at depths and in lateral direction were evaluated
using distinct regions of interest (ROI). Based on the number of elements of the transducer (i.e., 128
elements), we defined a central ROI-1 within FOV, which included the five central elements (62–66)
and extended from the phantom surface to the maximum depth, with dimensions 1.5 mm × 25.5 mm.
Also, peripheral ROIs (ROI-2 and ROI-3) were defined including two sets of five elements positioned
at opposite sides of transducer elements: 5–9 (ROI-2) and 119–123 (ROI-3). ROI-2 and ROI-3 had the
same dimensions as ROI-1. In addition, the average PA signal magnitude, in the lateral direction from
0 mm to 2 mm of depth, was calculated for all elements (1–128).
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Since the phantom had a homogenous distribution of light absorbers, the PA signal amplitude
was related to the amount of light delivered. The quantitative analysis of illumination, in the ROI-1
region, as a function of illumination angle was performed using the mean square root of the RF signal
amplitude (ARMS) calculated in each PA subframe:

ARMS(θ) =

√√√∑xb
j=xa

∑yb
i=ya

(
Sθ

(
xj, yi

))2

(yb − ya)(xb − xa)
(7)

where xa, xb, ya, and yb are the limits of the ROI-1.
The spatial light delivery information, in the central region of the final PA image, was estimated

taking the mean axial position of the RF signal (y ) as a function of illumination angle in ROI-1

y(θ) =

∑xb
j=xa

∑yb
i=ya

(∣∣∣∣Sθ(xj, yi
)∣∣∣∣yi

)
∑xb

j=xa

∑yb
i=ya

(∣∣∣∣Sθ(xj, yi
)∣∣∣∣) (8)

Thus, ARMS provides information about the mean amount of light delivered per illumination
angle in the central region of the transducer while y provides spatial information about the mean axial
position of generated pressure waves.

The final multiangle PA image SNR was calculated taking the envelope-detected image
amplitude [61]:

SNR =
∑

i

∑
j

[
SH

(
xi, yj

)
− SnH

]
/σnH (9)

where SH is the Hilbert transform modulus of the RF signal (SH = |H{SC}|), SnH and σnH are the average
and standard deviation of the background noise in SH, respectively.

2.5. In Vivo Experiments: Human (Finger and Forearm) and Animal (Balb/C Mouse)

The index finger of the left hand and left anterior forearm of a human volunteer were
photoacoustically imaged using multiangle PAI with illumination parameters according to Table 1.
Figure 4a shows photographs of the index finger and forearm where the dashed lines indicate the
position and orientation of the transducer. The volunteer immersed his hand and forearm in a water
tank; the distance between the transducer face and the skin was chosen so that the laser beams were
focused at the skin surface when illumination angle was minimum (θi = 0◦). The experiments were
performed using an average fluence of 9.0 mJ/cm2 at 800 nm, obtaining a total of 90 frames.

 

Figure 4. (a) Photographs of the index finger and forearm of the volunteer. The dashed lines indicate
the position and orientation of the transducer. (b) Depiction of the experimental setup used to acquire
in vivo PA images of Balb/C mouse.
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A male Balb/C mouse, at the age of ten weeks, was anesthetized using vaporized isoflurane
(1.0–1.5% isoflurane, Vetflurano, Virbac, São Paulo, Brazil). The animal was positioned in a ramp
platform immersed in water with a controlled temperature of 36 ◦C, as shown in Figure 4b. Using
the same wavelength and fluence of the human experiment, PA images of the animal abdomen
were acquired.

The experiments involving humans and animals used controlled fluence lower than 20.0 mJ/cm2,
considering the limit for short-pulse lasers at the skin, which is defined by the American National
Standards Institute (ANSI). The animal procedures were approved by the Animal Ethical Committee
of Ribeirão Preto Medical School, University of São Paulo (process No. 005/2017-1). The experiments
with the volunteer were conducted according to the procedure approved by the Research Ethical
Committee of Faculty of Philosophy, Science, and Letters of Ribeirão Preto, University of São Paulo
(CAAE: 08860819.4.0000.5407).

3. Results and Discussion

3.1. Comparison of Illumination Schemes for Different Target Shapes Using Monte Carlo simulation

Monte Carlo simulations were conducted to analyze the influence of the target shape and
illumination scheme on light delivery. Figure 5 shows the normalized fluence maps obtained for all
illumination strategies. Figure 5a–c,e–g show the results for the cases where the target is larger and
smaller than the image width, respectively. Figure 5i–k show an intermediate situation representing a
mouse torso. In this case, the geometry was obtained by segmenting an experimental B-mode image
which will be shown in the next sections. Figure 5a,e,i show the results obtained for multiangle
long-axis lateral illumination, while in Figure 5b,f,j, the results for the bright-field illumination coaxial
with acoustic detection are shown. Finally, Figure 5c,g,k show the results obtained using the standard
dark-field illumination scheme. In these images, ROIs were used to compare the light fluence for
different spatial locations (white square is ROI-A; black square is ROI-B and magenta square is ROI-C).
Figure 5d,h,l show bar graphs comparing the average fluence estimated within ROIs A, B, and C.

In the central region, all illumination schemes presented similar relative fluence at a shallow depth
(ROI-A); yet, to some extent it was consistently higher for the bright-field illumination independent of
the target shape. For targets with a nonflat surface, the focus region of the two laser beams used in the
standard dark-field arrangement can be partially outside of the material and imaging plane as can
be seen on the left side of Figure 6. The light delivered outside of the imaging plane contributes less
to the PA image generation and can be a clutter source [62]. In this case, both situations, bright-field
and long-axis lateral illumination, have the advantage of delivering light inside the imaging plane
even when the target’s surface is not flat. For this reason, the average fluence within ROIs B and C,
located at higher depths, was consistently lower for the standard dark-field illumination scenario. It is
important to recall that the light beams used for the standard dark-field were overlapping at the tissue
surface. Other studies have shown that light delivery can be increased at higher depths, by using
a deeper located illumination focus [30,37,38,53]. However, this strategy can dramatically decrease
light delivery at shallow depths. For example, the study [48] showed that by positioning the focus at
13.5 mm depth, the simulated fluence estimated for the standard dark-field optical illumination was
considerably lower than what was estimated for the bright-field illumination scheme at depths lower
than 10 mm.

For targets smaller than the images’ lateral dimension, the long-axis lateral illumination can deliver
light to the sides of the target, increasing the penetration of light inside the material, which is depicted
at the right side of Figure 6 and can be observed in the Monte Carlo simulation results. Moreover,
the long-axis lateral illumination redirects the light to the target while part of the bright-field and
standard dark-field illumination schemes do not contribute to PA signal generation. The simulations
show that the relative fluence obtained with multiangle long-axis lateral illumination was dramatically
improved for the case of a cylindrical geometry with a diameter smaller than the width of the
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ultrasound probe, which is a similar situation as the human finger as will be described in the next
sections. Figure 5h shows that the average fluence for the long-axis lateral illumination scheme,
measured within ROI-C, was four times higher than fluence delivered by the bright-field illumination
and one order of magnitude higher compared to the dark-field illumination scheme.

For a target that combines parts smaller and parts larger than image width, as the mouse’s
torso, both long-axis lateral and the bright-field illumination schemes provided a relatively uniform
light delivery to the entire target surface. On the other hand, the light delivered by the standard
dark-field illumination was considerably higher at the top surface. For this situation, the long-axis
lateral illumination provided a little increment of fluence within ROI-C compared to the bright-field
illumination scheme.

The next two sections aim to evaluate the feasibility of generating PA images using the long-axis
lateral illumination scheme. First, the device and the multiangle imaging strategy are evaluated with a
phantom experiment; then the possibility of generating the PA images, in vivo, of targets with similar
geometries adopted for the simulations are verified.

Figure 5. Normalized fluence maps obtained by Monte Carlo simulation for targets larger (a–c) and
smaller (e–g) than the image width. An intermediate situation representing a mouse torso was also
considered (i–k). All cases were simulated for the bright-field, standard dark-field, and long-axis lateral
illumination schemes. Average fluence values were estimated within regions of interest (ROIs) A, B,
and C for all cases (d,h,l).
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Figure 6. Comparison between the standard dark-field illumination scheme and the multiangle long-axis
lateral illumination. For targets larger than the image width with a nonflat surface, the long-axis lateral
and the bright-field illumination schemes have the advantage of delivering light within the imaging
plane. For targets smaller than the transducer width, the long-axis lateral illumination scheme can
deliver light to the sides of the target.

3.2. Analysis of Illumination Angles Contribution to the PA Image of the Phantom

The homogeneous phantom with a flat surface is useful for the characterization of light delivery
using different illumination angles. To evaluate the light delivered to the phantom, each PA subframe
at θi is represented as the average of the 19 PA subframes acquired at different positions of elevation
axis (slice) using the same i-th illumination angle. The averaged PA subframes in Figure 7 shows the
light propagation along depth. The blue arrows indicate the PA signal generated beyond the laser focal
region for the illumination angles 0◦, 2◦, and 4◦. This observation can be understood as an advantage
of providing illumination from the laterals of the transducer, therefore generating PA signals within
FOV for regions not only at the focus. However, the amplitude of the PA signal is a function of the
illumination angle, because the laser focus region moves towards higher depth, while the light path
increases, reducing the fluence due to light attenuation.

PA signal magnitude increased for depths greater than 10 mm and illumination angles higher than
8◦, as it can be seen in Figure 8a. Although illumination along the peripheral areas of the transducer
is mostly achieved by just one of the optical fiber outputs, the incident angle of the laser beam in
this region decreased relative to the normal surface, delivering light at higher depths, as shown in
Figure 8a,b. Moreover, the average PA signal showed the separation of laser beams along the lateral
direction; see Figure 8c.

 

Figure 7. PA subframes of the homogeneous phantom for increasing illumination angles in the range
0◦–18◦. Each subframe is an average of the phantom’s elevational dimension (i.e., 3.8 cm). Blue arrows
indicate the generation of PA signals beyond the laser focal region.
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Figure 8. Average PA signal as a function of the illumination angle, along the axial direction at (a) central
(ROI-1) and (b) peripheral ROIs (ROI-2 and ROI-3); (c) average PA signal magnitude along lateral
direction for depths ranging from 0 mm to 2 mm.

The analysis of the ARMS at the central region revealed a proportional decrease in the amount
of light delivered for angles higher than 4◦, which is probably related to light attenuation within the
phantom (Figure 9a). Besides, a peak of maximum ARMS could be observed for θi = 4◦, showing that
the maximum light delivery to the central area occurred when the laser focus region was completely
inside the phantom, where the light was less attenuated (shallow depths). These results show the
contribution of illumination using θi < 4◦ was less significant for the image of the phantom. In addition,
the mean depth of the PA signal increased as a function of the illumination angle (Figure 9b), which
could be qualitatively inferred from the plots in Figure 8a.

The final PA image was obtained from the summation of the PA subframes at different illumination
angles. For example, a PA image of a single image slice of the phantom is shown in Figure 10a.
The average PA signal calculated at depths ranging from 0 mm to 25.5 mm for all elements of this PA
image showed the contribution of all illumination angles; see Figure 10b. Figure 10c shows SNR as a
function of depth demonstrating the multiangle long-axis illumination PA imaging could be used to
perform studies at relevant imaging depths.

 
Figure 9. (a) Mean square root of PA signal and (b) mean depth of PA signal as a function of
illumination angle.
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Figure 10. (a) Final PA image of a single image slice of the phantom, (b) PA signal profile of this PA
image shows the contribution of all illumination angles to generate PA signal at depths greater than
10 mm, and (c) SNR as a function of image depth.

3.3. In Vivo PA Images

Different in vivo experiments were conducted to evaluate the multiangle long-axis lateral
illumination PAI. The first in vivo PA images were acquired from a human forearm. In this case, the
shape of the surface was larger than the long-axis dimension of the transducer, providing similarities
with the flat surface of the phantom and the simulation study. The anatomical structures of the human
forearm such as palmaris longus tendon, subcutaneous blood vessels, and epithelial tissue could be
identified in the B-mode image as well as in the PA image, as it can be seen in Figure 11a,b. SNR was
calculated within two ROIs of 2.4 mm × 1.6 mm in the axial and lateral dimensions, respectively. For the
in vivo evaluation, noise ROIs, with the same dimensions, were positioned within 5 mm distance from
the structure under analysis. At a tissue depth of 7.3 mm, ROI overlaid the tendon of flexor digitorum
superficialis [63] and provided SNR = 14 dB (green rectangle in Figure 11a), while another ROI overlaid
a subcutaneous blood vessel and provided SNR = 25 dB at a 2.5 mm tissue depth (cyan rectangle in
Figure 11a). Differences in the SNR values between deep and shallow regions were mostly due to light
attenuation; the tendon (collagen) also presents an optical absorption coefficient lower than those for
melanin or hemoglobin at 800 nm [64], which reduced its SNR on the PA image.

The second acquisition of PA images was obtained from the human index finger, which has a
cylindrical-like shape that differs from the forearm or phantom’s surface and has a maximum lateral
extension of approximately 20 mm. However, the finger cross-section lateral dimension is smaller than
the lateral FOV, allowing illumination from laterals to be more efficient. Consequently, the laser focus
becomes deeper while the light path within the tissue is shortened, reducing the light attenuation.
SNR was analyzed within ROIs of 2.0 mm × 3.0 mm in the axial and lateral dimensions, respectively.
Those ROIs were placed over the location of the dorsal and palmar digital arteries at 3.4 mm (cyan
rectangle in Figure 11c) and 10.3 mm tissue depths (green rectangle in Figure 11c), resulting in SNR of
22.5 dB and 22 dB, respectively.

Lastly, a challenging combination of both aforementioned surface shapes was observed when
acquiring the PA image of the cross-section of the mouse abdomen. The abdomen had a lateral
dimension smaller than the lateral length of the transducer, while the lower limbs fit FOV. In this case,
illumination angles provided light delivery to the sides of the mouse abdomen and hit the surface of
lower limbs obliquely. Furthermore, the mouse skin has an average thickness of 0.5 mm and optical
absorption lower than human skin [65], increasing light penetration. In the B-mode image of the mouse,
the bladder, femoral artery, and a branch of the abdominal aorta can be identified [66]. PA signals from
the femoral artery were evaluated at 1.3 mm (cyan rectangle in Figure 11e) and the aortic branch at
10.5 mm of depth (green rectangle in Figure 11e) presenting SNR = 21.5 dB for the femoral artery and
SNR = 17.5 dB for the aortic branch (ROIs of 2.0 mm × 2.8 mm).

For three among the most studied PA targets in biomedical applications, the multiangle long-axis
lateral illumination was able to provide PA images with high SNR at a depth of 10.5 mm for target
shapes with lateral extension smaller than the lateral length of transducer (mouse and index finger).
In the human forearm, a tendon at depth of 7 mm generated PA signal with sufficient SNR for good
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visualization of the structure. However, it should be mentioned that the in vivo PA images were
acquired using a measured laser fluence of 9 mJ/cm2, which is much lower than the limit for short-pulse
laser at the skin. Increasing the laser fluence to values close to the safety limit can improve SNR of PA
images at greater depths.

 
Figure 11. In vivo multiangle long-axis lateral illumination PA and B-mode images. (a) PA image and
(b) B-mode image of the human forearm, anatomical structures such as tendons and subcutaneous
blood vessels can be identified; (c) PA image and (d) B-mode image of the human index finger, the
cylindrical shape allows light delivery by the laterals promoting the visualization of the palmar digital
artery at depth of 10.3 mm. (e) PA image and (f) B-mode image of the Balb/Cmouse abdomen, PA signal
from an aortic branch at 10.5 mm of depth can be visualized.

Figure S1 shows the subframes acquired at each illumination angle for the in vivo experiments
and plots with the corresponding SNR for ROIs positioned at the selected structures (vessels and
tendon). The pronounced variation in the SNR values across the subframes acquired at different angles
is evident. Clearly, SNR, at each ROI, observed for the final PA image is similar (only slightly higher)
to that subframe with the highest SNR where the illumination area comprised the structure of interest.
In the case of combining N PA images at the same illumination angle, it is expected that the SNR will
be increased by

√
N, which would be higher than SNR obtained with the multiangle approach for a

particular ROI. A more concentrated illumination in the proposed approach, when compared to the
techniques illustrated in Figure 1a,b, can also help improve SNR at specific locations of the image.
This concept has been also explored in other studies [51,53].

Multiangle long-axis lateral illumination could be a useful approach to improve the quality of
PA images in preclinical studies with mice, since important anatomic structures are smaller than the
FOV. Even for higher frequency linear arrays with a width smaller than the probe used here, murine
tumor models still fit in this category [53]. In [53], the authors demonstrated that improving light
delivery for this situation can greatly improve PA image quality. Since PA images taken from the
human finger joint has shown great potential to evaluate inflammatory arthritis [22,23], it is a possible
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clinical application where the proposed technique could be beneficial. Future studies will include:
(i) evaluating multi-wavelength PA images and fluence correction strategies [57] to monitor blood
oxygen saturation and (ii) evaluate the feasibility of using a high divergent source like LED [44] to
reduce the number of illumination angles.

Since the pulse repetition frequency of the laser (LPRF) is 10 Hz, the in vivo images of the present
study were acquired at a frame rate of 1 frame per second. Each image was composed of two subframes
per angle and five different angles were used. The maximum frame rate for this configuration is two
frames per second if a single frame was acquired per angle. To acquire the full transducer FOV, a few
subframes acquired at different angles are needed; therefore, the frame rate for the proposed technique
will be lower than that obtained for the configurations shown in Figure 1a,b. This is a limitation of
the proposed approach, especially for the cases where the illumination source operates at low PRF as
the laser used in the present study (LPRF = 10 Hz) and monitor fast-changing dynamics is the goal.
However, for lasers working at higher repetition rate (LPRF ~ 100 Hz), see, for example, [67]) this
limitation can be minimized and the frame rate can be increased. The maximum LPRF supported by
the setup depends of the angular velocity of servomotors (ωs), and the step angle (Δθ): LPRF = ωs/Δθ.
The servomotors used in the setup can take 0.2 s to rotate the fibers output from 0◦ to 60◦, resulting in
a maximum angular velocity of ωs = 5.2 rad·s−1 when operating at 5 V. In this case, the setup could
acquire PA subframes using = 75 Hz with Δθ = 4◦ and provide 15 frames per second when five
illumination angles are used.

The present paper introduced and evaluated the feasibility of the multiangle long-axis lateral
illumination to generate PA images, contributing to the development of new illumination strategies in
PAI. An advantage of the setup presented here is that it could be additive to other existing illumination
schemes. Light delivery by the laterals of the target could be used together with more conventionally
used illumination schemes to improve light delivery to targets with lateral dimension smaller than the
transducer’s width. The concept of PA images acquired using multiangle illumination can also be
applied to setups with similar design as described in [37,38], where the angle of incident light delivered
by transducer’s short-axis can be controlled.

4. Conclusions

This paper demonstrated the feasibility of using a novel multiangle long-axis lateral illumination
PAI. Monte Carlo simulations compared light delivery to tissue for three different illumination
schemes: bright-field, standard dark-field, and long-axis lateral illumination. Illumination schemes
performance were evaluated for three preclinical and clinically relevant cases for PAI. The shape of the
target influenced light delivery for all illumination schemes. Long-axis lateral illumination provided
substantial improvement when targets smaller than the lateral width of the transducer were evaluated.
The prototype developed to produce multiangle long-axis lateral illumination was evaluated with
phantom and in vivo experiments. PA images of good quality were generated from mouse abdomen,
forearm, and index finger of a volunteer. Based on the results presented here, a novel PAI system
was proposed for preclinical and clinical research. In addition, long-axis lateral illumination could be
used together with more conventional illumination schemes to improve light delivery in reflection
mode PAI.

Supplementary Materials: The following are available online at http://www.mdpi.com/1424-8220/20/14/4052/s1,
Figure S1: Subframes acquired at each illumination angle used to generate the in vivo PA images shown in
Figure 11 of the main article for the (a) forearm, (c) index finger, and (e) mouse abdomen. SNR as a function of
illumination angle for each subframe of selected structures located at the (b) forearm, (d) index finger, and (f)
mouse abdomen.
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Abstract: Use of portable and affordable pulse light sources (light emitting diodes (LED) and laser
diodes) for tissue illumination offers an opportunity to accelerate the clinical translation of photoa-
coustic imaging (PAI) technology. However, imaging depth in this case is limited because of low
output (optical) power of these light sources. In this work, we developed a noninvasive technique for
enhancing strength (amplitude) of photoacoustic (PA) signal. This is a photothermal-based technique
in which a continuous wave (CW) optical beam, in addition to short-pulse (∼nsec) laser beam, is em-
ployed to irradiate and, thus, raise the temperature of sample material selectively over a pre-specified
region of interest (we call the process as pre-illumination). The increase in temperature, in turn
enhances the PA-signal strength. Experiments were conducted in methylene blue, which is one of the
commonly used contrast agents in laboratory research studies, to validate change in temperature and
subsequent enhancement of PA-signal strength for the following cases: (1) concentration or optical
absorption coefficient of sample, (2) optical power of CW-optical beam, and (3) time duration of
pre-illumination. A theoretical hypothesis, being validated by numerical simulation, is presented.
To validate the proposed technique for clinical and/or pre-clinical applications (diagnosis and treat-
ments of cancer, pressure ulcers, and minimally invasive procedures including vascular access and
fetal surgery), experiments were conducted in tissue-mimicking Agar phantom and ex-vivo animal
tissue (chicken breast). Results demonstrate that pre-illumination significantly enhances PA-signal
strength (up to ∼70% (methylene blue), ∼48% (Agar phantom), and ∼40% (chicken tissue)). The
proposed technique addresses one of the primary challenges in the clinical translation of LED-based
PAI systems (more specifically, to obtain a detectable PA-signal from deep-seated tissue targets).

Keywords: photoacoustic imaging; signal enhancement; pre-illumination; photo-thermal effect;
heat capacity

1. Introduction

Photoacoustic imaging (PAI) has been proven as a promising technology for nonde-
structive recovery of vital patho-physiological parameters (functional, structural, hemo-
dynamics, mechanical, and molecular distribution [1–6] of biological tissues with a micro-
scopic resolution at an unprecedented penetration depth (~cm) [7]. On the other hand,
LED-based systems hold great potential in clinical translation because of their portability
and affordability [8–10]. In LED-based PAI systems, the pulsed laser source is replaced
by LEDs and, thus, the optical power of LEDs is insufficient to induce detectable pho-
toacoustic (PA)-signal at higher penetration depths, which is the major drawback of the
system [9]. Similar is true for the cases of laser diode based PAI systems [11]. In this context,
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enhancement of the achievable PA-signal strength is a longstanding problem in low energy
light source based PAI systems and temperature dependent PA-signal enhancement is one
of the most focusing areas of research studies in the past few years [12–23]. Enhancement
in signal strength enables not only to improve obtainable imaging depth but also to in-
crease accuracy in the quantitative measurement of physiological parameters by improving
signal-to-noise-ratio (SNR) [12]. In this regard, an injection-based technique—in which
exogenous contrast agents or target specific biomarkers are introduced to tissue sample
of interest externally through injection—has been proven successful and remains the only
standard technique [13,24,25]. Unfortunately, the technique suffers from serious drawbacks:
(1) limited studies of patho-physiological activities due to limited availability or selection
of target-specific biomarkers [24,25], (2) bio-compatibility, (3) bio-toxicity, and (4) invasive
in nature because of the introduction of exogenous dyes—which are foreign substances—to
body as well as breakage of the intervening tissues including skin. To our best knowledge,
experimental studies on noninvasive techniques for enhancement of the PA-signal strength
(or amplitude) are limited to the articles reported in Refs. [12–23]. In all of these reported
studies for enhancement of PA-signal strength, imaging sample was immersed inside a
heating bath filled with water that controls the thermodynamic equilibrium temperature
(with an exception of the study [20] that controls the temperature of the imaging target by
connecting an electrically conducting wire to imaging target of interest). Thus, all of the
reported (experimental) techniques are not suitable for the end applications being targeted
to clinical settings. Refs. [21,26,27] reported studies on theoretical aspects of the generation
of PA-waves and its contribution from thermodynamic equilibrium temperature (T) and
temperature raise (ΔT) induced by transient optical illumination. In our present article,
we report a unique photothermal-based technique for enhancing the achievable PA-signal
strength. Experimentally, enhancement is facilitated by pre-illumination of the sample
with a continuous wave (CW)-optical beam (in addition to irradiation of the sample with
short-pulse laser (with pulse-width ~ nsec)), thereby raising (thermodynamic equilibrium)
temperature (T) of the imaging sample selectively over a pre-specified region of interest.
Shortly, enhancement of PA-signal strength is achieved by control of thermodynamic prop-
erty of imaging sample over a particular region of interest (unlike controlling temperature
of entire sample or background as it is the case for the above mentioned or reported tech-
niques). In this way, our proposed technique is noninvasive (without introducing contrast
agents) and nondestructive (without damaging tissues).

With a close similarity to our proposed technique, in PAI-guided phototherapy or
photothermal therapy [28–30], a CW-optical beam is employed to irradiate target-specific
contrast dyes (being introduced to tissue targets), and the subsequent temperature raise
(ΔT) is imaged by PAI modality. In the study [16], a CW-laser beam was used for inducing
interstitial tissue coagulation while heating of the imaging targets was facilitated by hot
air blow from a heat gun or conducting heating. Introduction of photo-absorbing contrast
agents—like gold nanoparticles, nano-shells, and plasmonic nanoparticles—in the target
region facilitates enhancement in contrast and photoacoustic signal [31–33]. This is an
invasive procedure. On the other hand, recovery of the temperature distribution (T(

→
r )) of

tissue samples with PA-imaging modality has been studied for more than a decade of years
or so [12,14–16,23,34]. However, experimental techniques (including CW-irradiation) for
enhancement of PA-signal strength from endogenous signal contrasts of (imaging) tissue
sample and its clinical applications are not yet reported in literature. In this article, we
propose a theoretical (analytical) hypothesis that derives a mathematical relationship of
explicit dependence of PA-signal strength on ambient temperature (T) of the given physical
system (tissue sample, in our case). This proposed theoretical hypothesis is validated with
numerical simulation studies. For the simulation studies, we adopted k-wave (MATLAB)
platform [35–37], which is widely employed as a standard numerical simulation tool for
photoacoustic imaging. The experimental results, with experiments being performed in
tissue-mimicking Agar phantom, as well as chicken breast, sample, demonstrate that the
proposed photothermal-based technique can be adapted for clinical applications. In other
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words, the proposed technique was validated with experiments being conducted in tissue-
mimicking phantom (Agar, in our case) as it is done conventionally in (biomedical) research
laboratory settings [3–5,12,15,18] while the feasibility of clinical translation of the proposed
technique was validated with experiments being conducted in tissues (chicken breast).

2. Materials and Methods

2.1. Theory

In PA-imaging, a beam of short laser pulses (pulse width ~ nsec) is delivered to the
sample surface so as to irradiate a particular target of interest. Thermoelastic expansion
occurs [38] due to rapid heating and subsequent cooling of the irradiated sample material.
This results in the generation of pressure waves in the sample, which are known as
initial photoacoustic pressure waves. One may consider the photoacoustic effect as a
thermodynamic process [38]. The initial PA-pressure can be expressed as [3,38]:

P0 =
β

κ

1
ρcV

μaφ = Γμaφ. (1)

where Γ = β
κ

1
ρcV

is a dimensionless physical quantity, commonly referred as Grüeisen
parameter, and it is a measure of thermoelastic efficiency of a given material. Here, in
the case of PAI, Γ gives the measure of conversion efficiency from pulse optical energy to
acoustic energy. We know that optical absorption coefficient (μa) is characterized by optical
extinction coefficient (ε) that can be expressed as:

μa = ε[C], (2)

where [C] is the concentration.
For a physical system or medium including solution of low concentration (methylene

blue solution, as it is the case for our present study) and biological tissue, one can deduce
Equation (1) as (a detailed derivation is provided in Appendix A):

P0 =
β(water)

κ(water)
1

ρ(water)c(water)
V

ε(methy)[C](methy)φ (3)

Equation (3) implies that photoacoustic wave generation is dictated by the thermody-
namic properties of the surrounding (background) medium/fluid (water, in our study). It
is similar to the studies [21–23,26,27,39] that demonstrated PA-wave generation is dictated
by thermodynamic properties of the fluid in which optical absorbing targets of vanish-
ingly small size (point source or nanoparticles) were immersed. In view of the arguments
(discussed in Appendix A), the above Equation (3) holds true for the case of Agar gel
phantom where superscripts, (water) and (methylene blue) are replaced by (agar gel) and
(ink), respectively. We adopt mathematical representation corresponding to methylene
blue solution.

The reported study [40] gives the variation of thermodynamic parameters with (ambi-
ent) thermodynamic equilibrium temperature (T) (as it is given in Table 1). From Table 1,
one can conclude that, in the temperature range (∼20 ◦C to 40 ◦C), β(water) changes linearly
with T, which can be represented by a straight line (β(water) = a + bΔT, where ‘a’ and ‘b’ are in-
tercept and slope, respectively). This assumption is in agreement with Taylor expansion of
β close to equilibrium temperature (T0) given by β(T0) → β(T0 + ΔT) ≈ β(T0) + ΔT dβ

dT =

βequil + ΔT dβ
dT , as it is done in Refs. [21,26,27], where ΔT is the differential change in tem-

perature. βequil (≡ β(T0)) is the thermal expansion coefficient under thermodynamic
equilibrium temperature (T0), which is again dependent on T. For water, thermal expan-
sion coefficient (β) vanishes at T ~ 3.98 ◦C, i.e., β(T) = 0 for T ∼ 3.98 ◦C [13,17]). At this
zero-crossing temperature, from Equation (3), one can conclude that PA-waves cannot
be generated under any circumstances (including increasing optical absorption coeffi-
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cient (μa) and/or optical fluence (φ)), which was validated by experimental studies in the
past [21,26,41]. In our present study, we conducted experiments with T ∼ 20–30 ◦C, which
is far above the zero-crossing temperature (∼4 ◦C) and the equilibrium term (βequil) cannot
be neglected [21]. In this temperature range of interest (∼20–30 ◦C) for laboratory as well
as clinical studies, from Table 1, we estimated ‘b’ to be ∼9.64 ◦C and relative change of β is
found to be ∼46.63%. However, other thermodynamic parameters give negligible relative
changes compared to β. Under these circumstances, we assume that κ(water), ρ(water), and
c(water)

V are independent of T or constant in comparison to the dependence of β(water) on
T [13,42]. Specific heat capacity (cV) is independent of temperature (for soft tissue) over
temperature range < 50 ◦C [16,43]. From Equation (3), we can obtain the explicit expres-
sion for P0 at an arbitrarily chosen temperature (T) in the neighborhood of thermodynamic
equilibrium temperature (T0), i.e., P0 at T0 → T = T0 + ΔT can be expressed as:

P0(T0) → P0(T = T0 + ΔT) = P0(T0)
[C](methy)

α(water)

⎛
⎝(ε(methy)

(
∂β(water)

∂T

)
T0

ΔT + βwater

(
∂ε(methy)

∂T

)
T0

ΔT

⎞
⎠φ (4)

where α(water) (=κ(water)ρ(water)c(water)
V ) and [C](methy) are considered as independent of T.

Equation (4) shows that the strength of initial PA-pressure waves (P0) is characterized by
the ambient temperature (T = T0 + ΔT) of the medium in addition to μa and φ. In our
present study, the differential raise in thermodynamic equilibrium temperature (ΔT) is
facilitated by the pre-illumination of the sample with a CW-laser beam.

Table 1. Dependence of thermodynamic parameters on thermodynamic equilibrium temperature (T)
for water.

Temperature
(◦C or K)

β(water)

(10−6 K−1)
κ(water)

(10−10 Pa−1)
ρ(water)

(kg m−3)
CP

(water)

(kJ kg K−1)
CV

(water)

(kJ kg K−1)

20 or 293 206.80 4.5891 998.21 4.1818 4.1545
30 or 303 303.23 4.4770 995.65 4.1784 4.1159
40 or 113 385.30 4.4240 992.22 4.1785 4.0826

Equation (4) gives an explicit representation of P0 in integral form, into two separate
thermal terms. The first term attributes to thermodynamic equilibrium temperature (T0),
while the second term corresponds to transient changes in thermal expansion coefficient
(β) and optical extinction coefficient (ε) that are resulted due to thermal perturbation in
the physical (imaging) system by an external agency and its associated heating [44]. In
our present study, we employed a CW-laser beam to raise the thermodynamic equilibrium
temperature T0 → T0 + ΔT and, thus, the second term in the generation of PA-signals (in
Equation (4)) while pulse laser beam, which is contributing to the enhancement from the
two terms, is kept fixed. Equation (4) shows that enhancement of strength of initial PA-
pressure waves, being generated in mechanical medium (by transient optical illumination),
can be achieved (experimentally) by control of ambient temperature (a) directly through
heating of the imaging sample or by thermal technique and (b) indirectly through photo-
illumination of the specimen raising incident optical power or photo-thermal technique.
Direct method demands heating of the imaging specimen as a whole and, thus, it is not of
much clinical importance (as it is discussed in Section 1). Indirect method facilitates to raise
the temperature (T) of deep-seated tissue targets selectively over a pre-specified region
of interest and, thus, this technique is of significant clinical impacts. Here, we focus on
the indirect technique where we employed the CW-laser beam (for photo-illumination) in
addition to the pulsed-laser beam that is adopted for transient illumination and subsequent
generation of initial P0.
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2.2. Enhancement of PA-Signal Strength

One can express relative enhancement in PA-signal strength, due to a raise in thermo-
dynamic equilibrium temperature T0, as:

P(enh)
0 =

P0(T = T0 + ΔT)− P(T = T0)

P0(T = T0)
× 100 (in %) (5)

2.3. Numerical Simulation

A circular target of radius ∼3 mm having contrast in μa in comparison to that of the
background is situated at the center of the background of area 21.6 × 21.6 mm2. This
numerical sample represents the deep-seated inhomogeneous target illuminated with
CW-laser (to raise the temperature) in the background tissue medium. A circular sensor (di-
ameter ∼20 mm) of 145 identical detectors is collecting the PA-waves for reconstruction as
it is done in our previous study [45]. Figure 1a presents a representative image of the distri-
bution of initial PA-pressure waves (P0) at a temperature T0 (say, room temperature), while
Figure 1c presents the same at a temperature T′ = T0 + ΔT where ΔT is the temperature
raise due to pre-illumination. The values of ΔT corresponding to different concentration
[C], absorption coefficient (μa), and optical power are taken from experiment. Figure 1b,d
present the reconstructed images corresponds to Figure 1a,c. Variation of PA-signal along
the marked lines, which are indicated in Figure 1b,d, plotted in Figure 1e. We estimate the
strength of initial PA-pressure waves, for the reconstructed pressure distribution, as the
average value over full width at the 75% of the maximum of the line plots and it is found to
be 130 Pa at room temperature (T0) and 193 Pa at a temperature T′ = T0 + ΔT. (Here, ΔT
is the temperature raise corresponding to a concentration of ∼7 mM). From these values,
PA-signal enhancement due to temperature raise is calculated as 51%. In similar ways, we
study variation PA-signal strength with change in temperature due to the changes in the
physical parameters of the targets, and the results are plotted in Section 3.

2.4. Experimental Set-Up

For experiments, we employed a home-built acoustic resolution photoacoustic mi-
croscopy (AR-PAM) imaging system in transmission configuration. Figure 2a depicts a
schematic diagram of the experimental set-up. A train of short duration pulses of optical
beam—beam diameter ~2.3 mm, power ~25 mW, pulse width ~6 nsecs, pulse repetition
frequency ~100 Hz, and wavelength ~670 nm—from a tunable pulsed OPO laser source
(SpitLight OPO Evo 150–532, Innolas Lasers, Krailling, Germany) was coupled by an opti-
cal fibre (diameter ~6 mm) so as to irradiate tissue sample of interest. A tightly focusing
ultrasound transducer (V375-SU, Olympus, Shinjuku City, Tokyo, Japan)—focal spot size
~154 μm (calculated using, BD = 1.02 F∗v

f ∗D [46], where F is focal length; v is speed of
sound; f is operating frequency; D is the diameter of US transducer), operating frequency
~30 MHz, and focal length ~19.10 mm—was employed to pick-up transient light-induced
PA-signals (P0) selectively from its narrow focal zone.

The detected PA-signals were amplified using a pulser-receiver (Part No.: 5073PR-
40-P, Olympus, Shinjuku City, Tokyo, Japan) and, then, acquired using a data acquisition
card (Part No.: 779745-02, NI PCI-5114, 250 MS/s, National Instruments, Austin, Texas,
USA) being attached to a computer system. From time-resolved A-scan, depth-resolved
data is obtained (as it was done in previous studies [3,5]). We obtained 2D or 3D data
representative of PA-signals by raster scanning. We employed a high precession translation
stage (Newmark NSC-G series, Newmark Systems Inc., Rancho Santa Margarita, CA, USA)
for raster scanning of the transducer with step-size (~100 μm) while the optical pulse beam
and the sample was kept fixed in a position. For a scanning area of ~4.8 × 3 mm2—that
can be achieved by ~48 × 30 raster scanning steps—we can acquire an image at the frame
rate ~0.69 Hz (~4 frames per min). In addition to pulse (nsec) laser beam, as it is shown
in Figure 2a, the imaging sample is illuminated with a collimated optical beam (diameter
~3 mm) from a CW-laser source (Stradus-642-110, VORTRAN Laser Technology, Roseville,
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CA, USA; wavelength, 642 nm) in such a way that the CW-beam and pulse-laser beam inter-
sect each other at a pre-specified region of interest. Optical wavelengths of CW-illumination
(for enhancement of PA-signal strength) and PA-excitation (to induce PA-signals) can be
selected independently. CW-laser is continuously switched on during the experiments to
maintain the temperature. The entire AR-PAM imaging system is controlled by a LabVIEW-
based software. Figure 2b gives a typical 1D PA-signal acquired by our AR-PAM imaging
system, while Figure 2c depicts a photograph of the sample holder (transparent cuvette).
During experiments, the cuvette filled with sample material (say, methylene blue solution)
is completely immersed inside an acoustic-coupling medium (water, in our case) for proper
coupling of acoustic signals. We employed AMIRA software for the generation of 3D
images from a sequence of 2D images, which are, in turn, reconstructed by using MATLAB.

Figure 1. Representative images of initial pressure distribution of the tissue-mimicking numerical
sample with a circular target being embedded in the background and sensor array distributed over a
circular ring (a,c). Numerical samples with circular targets at a temperature T0 (a), and temperature
T′ = T0 + ΔT (c). The corresponding reconstructed images (b) for target at a temperature T0 and
(d) for target at temperature T′ obtained using k-wave MATLAB toolbox. (e) Variation of PA-signal
strength along the marked lines shown in (b,d).
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Figure 2. Schematic diagram of the experimental set-up (a). A typical 1D PA-signal acquired by our acoustic resolution
photoacoustic microscopy (AR-PAM) imaging system (b). (c) Photograph of transparent cuvette (inner thickness ~1 mm)
that is employed as holder for imaging sample (methylene blue solution).

3. Experimental Results and Discussion

3.1. Enhancement of PA-Signal from Methylene Blue

Figure 3 gives the experimental results to compare PA-signal strengths (P0) with and
without pre-illumination of CW-laser beam. Experiments were conducted with methylene
blue solution (concentration of ∼7 mM using water as a solvent) as an imaging sample.
Figure 3a,b present 3D image representatives of P0 with and without pre-illumination,
respectively, while Figure 3c,d give 2D images corresponding to a randomly selected plane
(at z = 7). For quantitative analysis, the variation of P0 along the marked lines, which
are indicated in Figure 3c,d, are plotted in Figure 3e. In Figure 3c,d, yellow spot appear-
ing in blue background corresponds to P0 acquired from pulse laser-irradiated spot in
sample while the background corresponding to un-illuminated region, which gives no
PA-signal. The size and shape of the image, which is characterized by pulse-laser spot, are
in agreement with that of cross-section (FWHM) of pulse-laser beam. From Figure 3c,d,
it is observed that maximum P0 achievable with pre-illumination is 0.60 V against 0.40 V
(without pre-illumination). Average P0 over full-width at 75% of maximum is estimated to
be 0.50 V (for pre-illumination) against 0.35 V (without pre-illumination) and enhancement
(P(enh)

0 ), corresponding to the plane z = 7, is found to be 46%. In the similar fashion, P(enh)
0

for the planes (corresponding to z = 6 and z = 8) were obtained as 40% and 38%, respec-
tively. The average value of the measurements from the three consecutive planes (41%) is
considered as the P(enh)

0 with pre-illumination for a particular power and concentration.
The results demonstrate that pre-illumination with CW-optical beam provides a signifi-
cant enhancement in P0, which is due to enhancement in temperature change following
optical illumination of CW-beam (as it is given by Equation (5)). Similar experiments were
conducted for empty cuvette and water (filled in cuvette) being employed as imaging
sample. The experimental results, presented in supplementary figures (Figures S1 and S2),
demonstrate that cuvette and water give no significant PA-signal for both of the two
cases (with and without pre-illumination). These experimental results imply that P(enh)

0 is
not contributed from sample holder (cuvette) and acoustic-coupling medium (water), or
enhancement is contributed only from the sample (methylene blue, in our case).
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Figure 3. 3D image representatives of P0 without (a) and with (b) pre-illumination for methylene blue
while 2D image corresponding to a randomly selected plane (at z = 7) ((c), without pre-illumination
and (d), with pre-illumination). (e) Variation of P0 along the marked lines depicted in (c,d). Arrow-
heads in both sides of scale bar (being included in (a,c)) indicate measure of the entire length of the
image along x-axis. Arrowheads, marked in (e), indicate the points of observations for estimation of
size of the illuminated spot.

From Figure 3d, the size of the illuminated spot was estimated—for pre-illumination as
well as without pre-illumination—from two different aspects: (a) measuring the full width
at half maximum (FWHM) using four cross-sectional profiles (or line plots) (as it is shown
in Figure S3). The profile along the x-axis is given in Figure 3e and FWHM corresponding
to without (blue color arrow) and with (red color arrow) pre-illumination are estimated
to be ∼2.3 mm and ∼2.6 mm, respectively. The average value of the measured FWHM
from all profiles is calculated as ∼2.3 mm (with) and ∼2.2 mm (without), respectively. This
shows that, by our proposed pre-illumination technique, the effective resolution is reduced.
(b) Measuring the change in object size across the baseline, i.e., the distance between two
points indicated in Figure 3e by arrowheads (grey color and violet color (without pre-
illumination); grey color and green color (with pre-illumination)). The width of the spot
was found to be ∼4.3 mm (without pre-illumination) and ∼4.7 mm (with pre-illumination)
and the increment in width is obtained as 9.5%. This implies that the obtainable spatial
resolution of the imaging system is slightly reduced (∼9.5%) by the proposed optical
pre-illumination technique. This may be because of thermal excitation and diffusion
of heat (resulted from pre-illumination of CW-laser beam) [18,22], thereby enhancing
strength of PA-signal from the immediate background of the (pulse-laser) illuminated
spot. More elaborately, transient heat generation, which results from transient pulse-laser
excitation, is localized [47] (under the physical condition of thermal and stress confinement)
while (ambient) temperature raise (and its heat generation) induced by CW-optical beam
illumination is diffused (i.e., not localized over the illuminated region perfectly). In this
way, the effective size of the illuminated spot becomes wider due to pre-illumination with
CW-optical beam.

3.1.1. Variation of PA-Signal Enhancement with Variation in Different Parameters

Figure 4a presents the variation of P0 with concentration ([C]) of sample for both of
the two cases (with pre-illumination and without pre-illumination) where P0 is measured
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as an average over full-width at 75% of maximum as it is done in the previous case (shown
in Figure 3e). In the experiments, we employed CW-laser with power (P) ∼ 60 mW
and time duration of pre-illumination (t) ~20 min. Figure 4b depicts the variation of P0
with respect to μa (which is estimated from [C]), where P = 60 mW and t = 20 min
being employed as the experimental parameters. Variation in P(enh)

0 with pre-illumination,

which is estimated using Equation (5), is also depicted. It is observed that P0 and P(enh)
0

increases linearly with concentration. The observed linearity may be because of an increase
in deposition of optical energy as well as mechanical coupling of constituent particles
with an increase in [C]. Variation in P0 and P(enh)

0 with CW-optical power used for pre-
illumination is shown in Figure 4c, (where [C] = 7 mM and t = 20 min being employed
as the experimental parameters), while P(enh)

0 with time interval (t) of pre-illumination of
CW-optical beam is depicted in Figure 4d (where [C] = 7 mM, P = 60 mW). Without
pre-illumination, the optical power of incident pulse-beam remains the same so that P0
remains unchanged (which are depicted by blue-color dotted lines in Figure 4c,d). In this
case, P0 and P(enh)

0 increases non-linearly, which is followed by saturation at a particular
time-point t ∼ 20 min. This is due to saturation in the deposition of optical energy and,
thus, thermo-elastic expansion. Saturation in P(enh)

0 suggests that, for practical applications,
selection of stability point of signal enhancement is demanded. In our validation study,
with experiments being conducted in tissue-mimicking Agar phantom and chicken tissue,
pre-illumination of the sample with t = 20 min was performed.

Figure 4. (a) Variation of measured P0 and P(enh)
0 with concentration ([C]) of sample solution. In the

experiments, we employed a continuous wave (CW)-laser of power (P) ∼ 60 mW and time duration

of pre-illumination (t) ∼ 20 min). (b) Variation of measured P0 and P(enh)
0 with optical absorption

coefficient (where P = 60 mW and t = 20 min). (c) Variation of measured P0 and P(enh)
0 with optical

power of CW-optical beam (where [C] = 7 mM and t = 20 min), (d) Variation of P0 and P(enh)
0 with

time-interval of pre-illumination (where [C] = 7 mM, P = 60 mW). In all of the experiments, we
employed pulsed laser beam of wavelength, λ ∼ 670 nm.

3.1.2. Variation of Temperature Raise with Variation in Different Parameters

Figure 5 presents the experimental results for characterization studies of the variation
of temperature-rise (ΔT) with various physical parameters of interest. A detailed descrip-
tion of the experimental set-up employed for this study is provided in supplementary
(see Figure S4). Figure 5a depicts the variation of ΔT with respect to the time interval
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of pre-illumination (t) of the CW-optical beam where concentration ([C]) of methylene
blue is considered as an experimental parameter. Meanwhile, the variation of ΔT with t,
where optical power of CW-optical beam is considered as an experimental parameter, is
shown in Figure 5b. In these figures, it is observed that the temperature raise increases
non-linearly and attains saturation at a certain point of the time interval of pre-illumination
(∼20 min). Inset in Figure 5b shows a curve-fit, for 80 mW power of CW-laser, using
ΔT = ΔTsat

(
1 − e−γt) (where ΔTsat is the maximum temperature raise attained at satura-

tion and γ is a constant that characterizes the growth rate) and it is found that maximum
temperature raise is 9.13 ◦C while growth rate, γ ∼ 0.3909 sec−1. From the figures, it
is observed ΔTmax and γ are dependent on [C] and optical power of incident CW-beam.
Figure 5c shows the variation of temperature raise with [C], which are obtained from
Figure 5a with t = 20 min. From Figure 5c, we obtained variation of ΔT with μa and it
is shown in Figure 5d. Similarly, the variation of ΔT with optical power of CW-beam at
t = 20 min is given in Figure 5e. In the figures (Figure 5a–e), P(enh)

0 , which is presented in

Figure 4, is also presented for comparison of ΔT and P(enh)
0 . This linearity in ΔT—which

is due to increase and subsequent saturation in the absorption of optical energy—is in
agreement with that for P(enh)

0 . From these results (Figures 4 and 5), one may conclude that

P(enh)
0 is dominantly contributed from ΔT due to CW-optical pre-illumination in support of

our theoretical hypothesis given by Equation (4). This is in agreement with the (simulation
and experimental) study, reported by Mahmood et al. [20], that demonstrated Γ and, thus,
P0 are dependent on temperature. The time duration for achieving the saturation point of
signal enhancement is characteristic of samples, and it can be considered as a preparatory
requirement for imaging.

Figure 5. (a) Variation of temperature-raise (ΔT) with respect to time-interval (t) of pre-illumination of CW optical beam
(with concentration as experimental parameter (for P = 60 mW)). (b) Variation of ΔT against t with optical power (P) of CW
laser beam as an experimental parameter (for [C] = 7 mM), (c) Variation of ΔT against concentration (where P = 60 mW,
t = 20 min were employed), (d) Variation of ΔT against optical absorption coefficient (where P = 60 mW and t = 20 min
were employed), and (e) Variation of ΔT against optical power of CW beam for pre-illumination (where [C] = 60mW and
t = 20 min were employed).

3.2. Variation of Optical Extinction Coefficient of Methylene Blue with Temperature

Figure 6 gives the experimental results for the characterization study of variation of
optical extinction coefficient (ε) with temperature. For this study, we employed a UV-VIS as
spectrum analyzer (PerkinElmer, Lambda 750) and ε is estimated from absorbance spectrum
using ε = Absorbance

d [C] where d is the (inner) thickness of sample holding cuvette (∼1 cm)
where methylene blue solution is filled in. The sample is heated before introduction
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to the UV-VIS spectrum analyzer. Temperature (T) is measured before and after the
experiments, and its mean value is considered as the temperature measurement for the
particular spectrum analysis experiment. Figure 6a depicts the variation of ε against
wavelength (λ) while Figure 6b gives the variation of ε against T. From the figure, it is
observed that ε varies linearly with T where intercept and slope of the linear curve are
characteristics of λ. From this experimentally estimated ε, for a given T, we estimated the
contribution of optical absorption to the enhancement of photoacoustic signal strength
(given in Equations (4) and (5)). However, thermal expansion coefficient at any given
temperature T was estimated using a linear fit of β with T given in Table 1. Using these
measurements of ε and β (in Equations (4) and (5)), we estimated P(enh)

0 , which we consider
as analytical calculation (in Figure 7), wherein thermal perturbation (ΔT) is adopted from
the measurements corresponding to Figure 5.

Figure 6. Variation of extinction coefficient (a) with respect to optical wavelength (λ) (at various
thermodynamic temperature (T)). (b) Variation of optical extinction coefficient (ε) against (T) for
different λ. Inset in (b) presents variation of ε against T for λ = 670 nm, which is the optical
wavelength of pulsed laser beam used for imaging (in our present study). In the experiments, we
used methylene blue solution with [C] ∼ 2 μM.

3.3. Comparison of Numerical Simulation and Experimental Results, and Validation of
Theoretical Hypothesis

Figure 7 presents the results of numerical simulation studies—for validation of our
proposed theoretical hypothesis (presented in Section 2.1)—in comparison to the experi-
mental results (given in Figure 4). In the meantime, P(enh)

0 , which is estimated theoretically

or analytically using Equations (4) and (5), is also included. Variation of P(enh)
0 with re-

spect to [C], μa, optical power of CW-beam (used for pre-illumination), and ΔT are shown
in Figure 7a–d. We estimate the slopes for variation of P(enh)

0 with: (i) concentration as
6.24/mM (from experiments) against 5.52/mM (from analytical calculation) and 5.92/mM
(from simulations), (ii) optical absorption coefficient as 0.103 cm (from experiments) against
0.091 cm (from analytical calculation) and 0.098 cm (from simulations), (iii) optical power of
CW-beam as 0.439/mW (from experiments) against 0.406/mW (from analytical calculation)
and 0.442/mW (from simulations), (iv) temperature raise (due to concentration or optical
power) as 5.97 ◦C−1 (from analytical calculation) and 6.37 ◦C−1 (from simulations). In the
figures, it is observed that slopes of the variation of P(enh)

0 with the physical parameters
of interest, obtained from experiments and numerical simulations, are in good agreement.
This demonstrates that the proposed hypothesis of the dependence of P0 and P(enh)

0 on T
(as it is given in Equations (4) and (5)) is validated. A deviation in absolute measurements
of enhancement, as it is observed in Figure 7, may be due to lower in measurement of tem-
perature of the imaging sample at a pre-specified region of interest—over which CW laser
beam illuminates—resulting from tips of the (thermocouple) temperature sensor not being
situated exactly at the point of illumination while attempting to prevent direct exposure of
the tips to the incident light beam. To note, direct exposure of light to thermocouple tips
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results in the heating of the tips, which gives inaccurate measurements of the temperature
of the medium.

Figure 7. Comparison of the results obtained from experiments, theoretical hypothesis, and numerical

simulation. (a) Variation of P(enh)
0 with concentration (we employed P = 60 mW and t = 20 min),

(b) Variation of P(enh)
0 with optical absorption coefficient (P = 60 mW and t = 20 min were employed).

(c) Variation of P(enh)
0 with optical power (where [C] = 7mM and t = 20 min). (d) Experimental

measurements in P(enh)
0 with respect to temperature raise (ΔT), with ΔT being obtained from variation

of optical power as well as concentration. The wavelength of the pulsed laser used for experiment is
670 nm.

3.4. Validation of the Proposed Technique for Pre-Clinical/Clinical Studies

To validate the proposed technique for enhancement of PA-signal strength, in preclini-
cal and/or clinical studies, experiments were conducted in tissue-mimicking Agar-phantom
as well as biological tissue (chicken breast collected from supermarket). Experimental
results are depicted in Figure 8 (for Agar phantom) and Figure 9 (for chicken tissue).
Figure 8a,b give 3D images representative of P0 obtained without and with pre-illumination.
Figure 8c,d depict 2D images (corresponding to y = 3 in 3D images). Line plots, showing
the variation of P0 and P(enh)

0 along marked lines indicated in Figure 8b,c, are depicted in

Figure 8d. P(enh)
0 is found to be 48%, which is in agreement with ∼1.5% ◦C−1 increase in the

Grüneisen parameter with temperature (for biological tissue) [8,20]. It is observed that the
measured P0 is significantly enhanced with pre-illumination of CW-laser beam. Figure 8f
gives a photograph of Agar-sample where a target (1.2 × 0.5 × 2.2 mm3(xyz)) was embed-
ded in a background phantom (24× 1.5× 10 mm3). Similar to reported studies [3,5], optical
and elastic properties were tailored such that the target has only contrast in μa with respect
to background (0.02 mm−1 (target) against 0.01 mm−1 (background)). Figure 9a,b gives
3D images, while Figure 9c,d give 2D images, representative of P0 obtained without and
with pre-illumination. Line plots, showing the variation of P0 and P(enh)

0 along the marked

lines indicated in Figure 9b,c, are depicted in Figure 9d. P(enh)
0 is estimated and found

to be ∼40%, which is a significant enhancement with pre-illumination of CW-laser beam.
Figure 9f gives a photograph of the chicken breast tissue sample where a transparent (glass)
tube of inner diameter (∼1 mm) is inserted through the chicken breast sample at depth
∼2.5 mm. The tube was filled with methylene blue, whereby mimicking deep-seated blood
vessels in (chicken breast) tissue sample. In Figure 8, one observes that PA-representative
image of the rectangular-shaped target appears to be circular (against appearing as a line in
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Figures 8c and 9c). This is because of the pre-illumination of CW-laser beam, which is cir-
cular in cross-section. These results, with experiments being conducted in (chicken) tissue
sample, demonstrate the practical applicability of the proposed photo-thermal technique
to pre-clinical and/or clinical studies.

Figure 8. 3D images representative of P0 obtained without (a) and with pre-illumination (b), while

(c,d) give corresponding 2D images for plane (at y = 3). (e) Variation of P0 and P(enh)
0 along marked

lines indicated in (c,d). Photograph of tissue-mimicking Agar-sample (f) where marked line indicates
region for raster scanning. Arrowheads in both sides of the scale bar (being included in the figure)
indicate measure of entire length of the image along x -axis.

3.5. Discussion

The enhancement of PA-signal strength can be contributed from various factors (in-
cluding change in specific heat capacity and isothermal compressibility), which are ne-
glected in view of the argument described in Section 2.1. In our study, we assume that
signal strength enhancement is contributed from a raise in thermodynamic equilibrium
temperature (T) and, thus, thermal expansion coefficient (β) and optical extinction coeffi-
cient (ε) of the tissue target. Moreover, the CW-laser beam enhances (but does not induce
itself) PA-signal strength induced by pulse-laser excitation. Even though the CW-laser
illumination increases the optical energy being irradiated to sample, the total optical energy
is restricted within this safety limit (∼ 20 mJ/cm2, FDA, Silver Spring, MD, USA [48]).
Experiments were carried out to compare efficiency in the enhancement of PA-signal
strength with CW-laser pre-illumination and pulse-laser excitation. Experimental results
demonstrate that it is more efficient (46% (for CW-laser pre-illumination) against 98% (for
pulsed-laser excitation)) to increase PA-signal strength with an increase of pulsed-laser
energy in comparison to a similar amount of increase in CW-laser energy, which is in agree-
ment with the reported study [27]. Even though pulse-laser is more efficient to enhance
PA-signal strength, the price of pulse-laser increases drastically as the output pulse energy
increase, which then leads to an increase in the overall cost of the PAI system. In this way,
the proposed technique paves a cost-effective way to improve PA-signal strengths. Again,
from our study, it is observed that a temperature raise due to illumination of CW-optical
beam is ∼10.5 ◦C, which is very low in comparison to temperature increase as in the case of
photo-therapy (where targeted temperature measures ∼40 ◦C [28,43,49]), which remains as
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a standard clinical therapy. To the best of our knowledge, this pre-illumination technique
may not impose any significant side effects in tissue (in in-vivo study and its applications).

Figure 9. 3D images representative of P0 obtained without (a) and with pre-illumination (b), while

(c,d) give corresponding 2D images for plane (at y = 3). (e) Variation of P0 and P(enh)
0 along marked

lines indicated in (c,d). Photograph of chicken breast tissue (f) in which transparent glass of inner
diameter (∼1 mm) filled with methylene blue, thereby, mimicking deep-seated blood vessels is
inserted at depth ∼2.5 mm (as it is observed from attached scale). Marked line indicates region
for raster scanning. Arrow heads in both sides of scale bar (being included in the figure) indicate
measure of entire length of the image along x -axis.

Refs. [14,15] demonstrated that with an increase in temperature ∼37 ◦C (from ∼33 ◦C to
∼70 ◦C), PA- signal strength is enhanced by ∼120% (from ∼5 mV to ∼11 mV) for soft
tissue (chicken breast) and ∼116% (from ∼6 mV to ∼13 mV) (for porcine liver) [14,15].
For porcine muscle, enhancement in PA-signal strength is ∼42% corresponding to change
in temperature ∼9 ◦C [28]. The enhancement of PA-signal strength we achieved in our
study is relatively high in comparison to that of Refs. [14–16]. This may be because of
different experimental conditions. In our study, a deep-seated target of interest is selec-
tively illuminated by CW-laser beam and, thus, the target is selectively heated while in
Ref. [14], the entire sample is immersed inside a heating bath, and the temperature is raised
as a whole including background (that also generate PA-waves), i.e., the difference in the
enhancement of PA-signal strength may be due to reduce in the obtainable SNR resulted
from the increasing background signal [12]. In Ref. [21], an optical fluence ∼5 mJ/cm2 was
employed against ∼15 mJ/cm2 in our present study that gives a difference of 6 times in
enhancement of signal strength.

One of the drawbacks of our proposed photo-thermal technique is that enhancement
of PA-signal strength is at the cost of degradation in the obtainable spatial resolution.
However, the degradation in spatial resolution is ~9%, which is much lower than the
enhancement in PA-signal strength (~70% (methylene blue), ∼48% (Agar phantom)), and
~40% (chicken tissue)). Our study suggests that one can employ a CW-optical beam to
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perform pre-illumination specifically over a certain point deep inside the tissue without
disturbing the intervening tissue medium so as to further enhance the PA-signal strength
from a specific deep-seated target reducing the noise from the background or surroundings.
LED-based PAI is recently gaining popularity in a wide range of superficial imaging
applications, and it holds greater potential in clinical translation because of its portability
and affordability. The proposed technique is a promising method to image deep-seated
tissues with LED-based systems and accelerates its clinical translation. Strengthening the
intensity of boundary measured signals—for improving signal detectability—is a critical
factor in imaging (in general) and PA-imaging (in particular). In addition, the obtainable
signal contrast between targets (including contrast agents) and the background is more
relevant to the improvement of imaging quality. Our proposed photo-thermal technique
offers improvement in signal contrast and, thus, the image quality.

4. Conclusions

In conclusion, we demonstrate an optothermal-based technique for enhancement of
obtainable PA-signal strength that is, experimentally, facilitated by pre-illumination with
CW-optical beam (in addition to pulse-optical beam) in imaging sample. We propose
a theoretical hypothesis and it is validated by numerical simulation studies being per-
formed using k-wave toolbox. Experimental studies were conducted in tissue-mimicking
Agar phantom and ex-vivo animal tissue (chicken breast) samples. Experimental results
demonstrate that a significant enhancement (up to ∼70% (methylene blue), ∼48% (Agar
phantom), and ∼40% (chicken tissue)) in the measured PA-signal strength can be achieved
by our proposed photo-thermal technique. This unique (non-invasive and non-destructive)
technique for enhancement of PA-signal strength will have a significant impact in PA-
imaging while improving not only achievable penetration depth but also SNR and, hence,
accuracy in quantitative measurement of vital patho-physiological parameters. Particularly,
this technique can address the pertaining challenge associated with weak PA-signal from
deep-seated tissue regions, which is the major issue associated with the clinical translation
of the LED-based PAI systems.

Supplementary Materials: The following are available online at https://www.mdpi.com/1424-822
0/21/4/1190/s1, Figure S1: 2D images representative, for empty cuvette as sample specimen for
imaging, of PA-signal strength obtained without and with pre-illumination, Figure S2: 2D images
representative, for water (filled in cuvette) as sample specimen for imaging, of PA-signal strength
obtained without and with pre- illumination, Figure S3: 2D images (corresponding to Figure 3) and
line plots along different direction for the calculation of FWHM, Figure S4: A schematic diagram of
experimental set-up for the study of variation of temperature rise.
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Appendix A. Dependence of Initial Pressure Waves on Thermodynamic Parameters

for Low Concentration Materials

For a physical system or medium (including solution and biological tissue), that is

constituted by various individual components, its mass density is given by ρ ≈ ∑N
i=1 mi

∑N
i=1 Vi

(where mi and Vi are mass and volume of ith component, and N is the total number of
individual components). Under physical condition of low concentration, as it is the case of
our present study (methylene blue solution with concentration of methylene (∼mM) being
dissolved in water (as a solvent) and tissue-mimicking Agar phantom with concentration of
India ink (∼3–5 μl) in Agar gel (∼100 gms) [3–5]), one can approximate ∑N

i=1 mi ≈ m(water)

and ∑N
i=1 Vi ≈ V(water) (for methylene blue solution), i.e., ρ ≈ ρ(water) (for methylene blue

solution) and ρ ≈ ρ(agar) (for tissue-mimicking Agar phantom added with India ink as an

optical absorber). Similarly, specific heat capacity can also be approximated as cV = ∑N
i=1 Qi

∑N
i=1 mi

≈ Q(water)

mwaterΔT = c(water)
V (where Qi is the heat absorbed by ith components of the medium). In

the meantime, optical properties of the system is given by collective effects of the individual
components as linear combination [50], i.e., μa = ∑N

i=1 μi
a = ∑N

i=1 εi[Ci] (where εi and
[Ci] are extinction (optical absorption) coefficient and concentration of ith component, re-
spectively). For methylene blue solution, we can approximate that μa = μ

(water)
a + μ

(methy)
a

= μ
(water)
a + ε(methy)[C(methy)] ≈ μ

(methy)
a (for μ

(water)
a 	 μ

(methy)
a [37]). Similarly for Agar

phantom, one can approximate μa = μ
(agar)
a + μ

(ink)
a = ε(agar)[C(agar)] + ε(ink)[C(ink)]

≈ ε(ink)[C(ink)] ≈ μ
(ink)
a (for ε(agar) 	 ε(ink) [51]). Again, from Dalton’s law of partial

pressures, total pressure of a thermodynamic system is given by an algebraic sum of
partial pressures imparted by the individual components, i.e., P = ∑N

i=1 Pi (where Pi is
the partial pressure of ith component) and it can be approximated as P ≈ P(water) (for
low concentration methylene solution) or P ≈ P(agar) (for Agar phantom). Further, under
thermodynamic equilibrium condition, there exists a uniform distribution of temperature
(T) at any arbitrarily chosen (spatial) point (

→
r ) over the entire space of the thermodynamic

system, i.e., T is independent of spatial position (
→
r ) and, thus, measurements of T for all

of the individual constituent components are the same. From the thermodynamic relations
of κ and β, we can approximate κ = − 1

V

(
∂V
∂P

)
T
≈ − 1

V(water)

(
∂V(water)

∂P(water)

)
T
= κ(water) and

β = − 1
V

(
∂V
∂T

)
P
≈ − 1

V(water)

(
∂V(water)

∂T(water)

)
P
= β(water) (for methylene blue solution) while

κ = − 1
V

(
∂V
∂P

)
T

≈ − 1
V(water)

(
∂V(agar)

∂P(agar)

)
T

= κ(agar) and β = − 1
V

(
∂V
∂T

)
P

≈
− 1

V(agar)

(
∂V(agar)

∂T(agar)

)
P
= β(agar) (for Agar phantom). Now, for the case of low concentration,

we can write Equation (A1) as:

P0 =
β(water)

κ(water)
1

ρ(water)c(water)
V

μ
(methy)
a φ (A1)
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Abstract: Small animals are widely used as disease models in medical research. Noninvasive
imaging modalities with functional capability play an important role in studying the disease state and
treatment progress. Photoacoustics, being a noninvasive and functional modality, has the potential
for small-animal imaging. However, the conventional photoacoustic tomographic systems use pulsed
lasers, making it expensive, bulky, and require long acquisition time. In this work, we propose the
use of photoacoustic and ultrasound tomographic imaging with LEDs as the light source and acoustic
detection using a linear transducer array. We have demonstrated full-view tomographic imaging of a
euthanized mouse and a potential application in liver fibrosis research.

Keywords: tomography; photoacoustic; ultrasound; small animal; liver; fibrosis

1. Introduction

Studying different diseases and developing new drugs in a controlled environment is vital in
biomedical research. Small animals are widely used for this purpose, as they allow for controlled
disease staging and evaluating the performance of drugs through histopathological validation [1].
Longitudinal monitoring of disease progression and treatment response to drugs can improve the
outcome of preclinical studies and can reduce the number of laboratory animal deaths. Imaging
modalities can be used for longitudinal monitoring of small animal models. However, there are
limitations in using conventional imaging modalities such as MRI, CT, and ultrasound for small animal
imaging [2]. Micro MRI is costly and has a slow data acquisition. Micro CT and PET, on the other hand,
use ionizing radiation, which hinders longitudinal observations [2]. Ultrasound (US) is a noninvasive
and real-time imaging modality but, being a structural imaging modality, in most cases it cannot
quantify disease state. Photoacoustic (PA) imaging is a new modality that has functional and molecular
capability while being noninvasive and real-time. Thus, PA is considered to be ideal for small animal
imaging [3].

PA imaging utilizes pulsed light excitation to induce a temperature rise in optical absorbing
structures inside the tissue resulting in thermoelastic expansion and acoustic wave generation. These
acoustic waves are detected for imaging [4]. The advantage of PA imaging is that with optical excitation
and acoustic detection it combines optical contrast at ultrasound resolution. Additionally, the use of
ultrasound transducers enables us to combine PA imaging with conventional US imaging providing
co-registered structural and functional imaging of the tissue. Several PA and US imaging systems
were successfully demonstrated for small-animal whole-body imaging [3,5,6]. However, the use of
a pulsed laser source in these systems not only makes them expensive but demands laser safe small
animal labs, eye safety goggles, and additional manpower to operate the system. Therefore, for the
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wide use of PA imaging in small animal labs, there is a requirement for low cost, compact, safe to use
tomographic systems which can be operated by a non-expert. Recent developments in LED-based
PA imaging, being compact, low-cost, and safe to use, offer promising avenues to fill this gap [7].
LED-based handheld PA systems were used previously for small animal studies for imaging superficial
structures such as tumors [8], wounds [9], and knee joints [7,10]. A limitation of the hand-held PA
system using a linear transducer array is the limited view of the target tissue due to the directional
sensitivity of the transducer. Additionally, with a small number of LED elements arranged on either
side of the transducer, the imaging depth is shallow. We have recently developed a tomographic
imaging configuration using a linear transducer array and four LED arrays, to overcome the limited
view and to improve the imaging depth [11,12]. The system was originally developed for imaging
finger joints for diagnosis and monitoring of rheumatoid arthritis [11].

In this study, we propose the application of our tomographic US and LED-based PA system for
preclinical research. First, we demonstrate full-view tomographic imaging of the abdominal region of
a mouse. We also compare the results with B-scan images obtained using a handheld probe. Further,
we present a potential application of the system in liver fibrosis research. A large number of preclinical
studies are currently being performed in small animals to develop antifibrotic therapies. However,
the outcome of the preclinical study relies on endpoint histopathological analysis. A noninvasive
imaging technique can provide longitudinal monitoring of animals and can improve the study outcome.
We present the use of noninvasive and low-cost US and PA tomographic imaging system for liver
imaging and compared the outcome with histology images.

2. Materials and Methods

An LED-based photoacoustic and ultrasound imaging system, AcousticX (Cyberdyne Inc., Japan),
was used in this work. Four LED arrays having 576 elements (36 × 4 array) were used as the light
source. We used LEDs having a wavelength of 850 nm, and each array has a pulse energy of 200
μJ with a pulse duration of 70 ns. We used a linear transducer array (128 elements) with a center
frequency 7 MHz with 80% bandwidth for acoustic detection. A tomographic imaging configuration
with four LED arrays and transducer scanning around the sample was used in this study.

PA imaging using a linear transducer array suffers from low image quality due to incomplete
acoustic detection. To overcome the limited view problem in linear array-based imaging, we recently
developed a tomographic imaging configuration [11]. The system consists of an imaging probe with
a linear transducer array and four LED arrays as shown in Figure 1a. Two LED arrays were placed
parallel to the long axis of the transducer, geometrically pointing towards the focus of the transducer
(20 mm depth). The other two LED arrays were placed on either side of the transducer along its
short axis at an angle of 105◦ with the transducer surface. These two LED arrays were also placed
at an angle of 5◦ with the imaging plane to minimize the acoustic reflections being detected. In this
way, the object to be imaged is illuminated from three sides. The probe is then scanned around the
object for tomographic imaging. Based on a simulation study, we have estimated that 16 angular
views with an angular step of 22.5◦ is sufficient to form a full-view tomographic image [11]. The
illumination configuration was also developed to provide a significant overlapping region between
two angular scans. Interested readers can refer to the work in [11,12] for more details. A 3D printed
holder encompassing the transducer and LED arrays to form the imaging probe is shown in Figure 1b.
For small animal imaging, the probe was mounted on a motorized linear and circular scanning system,
installed on top of a water tank as shown in Figure 1c. A 3D printed small animal holder was used to
keep the mouse in place for imaging (Figure 1c).

Male Balb/c mice (8 weeks old) were used in this study. All the animals used in the study received
ad libitum normal chow diet and normal water, and were housed with 12h-light/12h-dark cycle. All
the animal experiments were carried out strictly according to the ethical guidelines for the Care and
Use of Laboratory Animals (Utrecht University, The Netherlands). A proof-of-concept study was
performed whereby liver fibrosis was induced in one mouse by a single injection of 1ml/kg of carbon
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tetrachloride (CCl4), and the control animal received olive oil. Mice were euthanized and imaged
immediately using the PA and US tomographic system. The hair with the outer skin layer of the animals
was removed around the abdominal region before imaging. After the imaging experiments, the livers
of the animals were collected and fixed with cryomatrix in isopentane. Fixed livers were sectioned
into 5 μm sections and immunohistological analysis using collagen I (fibrosis marker) antibody was
performed.

Figure 1. Small animal tomographic imaging system. (a) Schematic of the set-up with the imaging
probe scanning around the mouse in a water tank. (b) Imaging probe with linear transducer array and
four LED arrays in a 3D printed holder. (c) Photograph of the imaging set-up showing mouse holder,
imaging probe and the scanning stages.

Two scanning techniques were used in this study, involving a combination of circular and linear
scans. To obtain a complete tomographic image, a circular scanning of the entire 360◦ was performed.
Combined PA and US imaging were performed at each angular step. Typically, a circular scan takes
42.5 secs. However, due to memory limitations of the system, the RF data was saved after each 180◦

scan and combined in the postprocessing stage. Multiple tomographic images of the abdominal area
were obtained by translating the probe to a different location and repeating the circular scan. In the
second experiment, the liver region was considered as the region of interest. Here, a limited view
tomographic imaging was performed by spatial compounding of B-scan images from three angles
(20◦ steps). In this case, linear scans were performed for the entire length (15 mm length) of the liver at
each angular step. Each linear scan took 8.5 secs and the 20◦ circular scan took 2.5 secs. The US and
PA B-scan images were formed by delay and sum algorithm. For speckle reduction and to improve
the contrast of the US image, Bayesian mean filtering using an open source software was used [13].
To form tomographic images, the B-scan images from both US and PA imaging were rotated to the
acquired angle and spatially compounded using a custom developed MATLAB program [14].

3. Results and Discussion

In Figure 2a–c, co-registered ultrasound and photoacoustic B-scan images of a mouse abdomen,
obtained from three different angles, have been presented. The images demonstrate the limited view
problem in small animal imaging using a linear transducer array. The limited view arises from the
directional sensitivity of the transducer resulting in structures oriented away from the transducer
being undetected. The tomographic images obtained from spatial compounding of the B-scan images
are shown in Figure 2d–f. The ultrasound image shows the capability of the tomographic system to
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image major abdominal organs such as the liver, kidney, spleen, stomach, and intestines. Additionally,
anatomical structures such as skin and spinal cord are also imaged in this mode. Kidney and lobes of
the liver can be seen as hypoechogenic regions, while the stomach, spleen, and intestine are visible as
hyperechogenic regions. In PA images major blood vessels are visible beneath the skin and around
the spinal cord. In addition to that, high PA signals were also observed from the liver, kidney, and
spleen. For the imaging configuration used in this work, it was estimated that PA signal strength drops
to 30% at a depth of 9.7 mm in soft tissue [11]. This finding also holds in this study, as most of the
structures visible in PA images are within the 10 mm depth from the skin surface. Illumination from
three sides and spatial compounding from several angles enable PA tomographic imaging to visualize
most of the absorbing structures in the small animal. The abdominal diameter of Balb/c mice is mostly
less than 30 mm and most of the organs of interest are within the 10 mm depth from the skin surface,
making the system useful for small animal studies. However, there is indeed a region at the center
where the signal to noise ratio is low, which can only be improved with better illumination methods.
Another challenge in PA imaging is reflection artifacts from multiple structures inside the small animal
body. There are several methods proposed to solve reflection artifacts in PA images [15]. Methods for
improving the imaging depth and removing artifacts will be considered in the future. In this study, we
have imaged a euthanized animal; however, imaging a live animal in this set-up is also possible by
positioning the scanning stages such that the snout of the animal is above the water while the rest of
the body immersed and/or using a breathing mask. Imaging speed is another factor that needs to be
considered while imaging a live animal. The current scanning time is 42.5 secs, which is longer when
compared with the state-of-the-art system using a full ring transducer [3]. However, it is possible to
synchronize the breathing cycle of the animal with the acquisition and by using postprocessing to
reduce image distortion due to motion while acquisition [16].

Figure 2. Tomographic photoacoustic and ultrasound imaging. (a–c) Co-registered ultrasound and
photoacoustic B-Scan images of mouse abdomen, acquired from three different angles. Tomographic (d)
ultrasound, (e) photoacoustic, and (f) co-registered ultrasound and photoacoustic image. Several organs
in the abdominal region indicated by Sc-spinal cord, K-kidney, L-liver, Sp -spleen, St-stomach, and
I-intestine. Dashed lines are used to mark the organs in the photoacoustic image.

In Figure 2, the liver is visible in both US and PA. Being a superficial organ, small animal liver
imaging is one of the potential applications where the proposed system can be used. To demonstrate
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this aspect, tomographic imaging of a control and a fibrotic mouse was performed. Figure 3a,h shows
five tomographic slices of control and fibrotic mouse, respectively, with the liver in the top region of
the image. Remarkable differences can be observed between control and fibrotic liver in both US and
PA images. To analyze this difference, let us consider a pair of US and PA images of the liver from
both control and fibrotic mouse shown in Figure 3b,c,e,f. The liver is marked with a green boundary.
Two lobes of the liver are visible in the US images. In the US image, the difference in control and
fibrotic liver is evident with the difference in echogenicity. Echogenicity can be characterized by the
brightness level or the mean value of the region of interest. The mean pixel value was calculated
with the liver as the region of interest. For the control animal, the calculated mean value was 0.13 ±
0.02, while it was 0.25 ± 0.03 for the fibrotic case. Additionally, heterogeneity computed using the
variance was found to be 0.52 ± 0.11 for the control liver and 0.85 ± 0.10 for the fibrotic liver. These
metrics were computed over the liver region with multiple tomographic slices stacked and normalized
with the maximum value. The difference in structure evidenced in the US image is due to the hepatic
nodularity developed due to scar formation in fibrotic liver [17]. In addition to the differences in US
images, the PA images in Figure 3c,f show a difference in contrast between control and fibrotic liver.
The contrast value computed for the liver region for the control animal was 0.48 ± 0.08 and 0.69 ±
0.08 for the fibrotic case. The primary reason for the high PA contrast in the fibrotic liver is due to the
neovasculature in hypoxic liver cells [18]. Angiogenesis or neovascularization plays a crucial role in
the progression of liver fibrosis and is also considered as an early indicator of fibrosis thus PA imaging
can be used for monitoring the disease progression, while heterogeneity observed with US imaging
reflects scar formation at a later stage of the disease [18]. The liver fibrosis was further confirmed using
histopathological analysis. Figure 3d,g show histology images of control and fibrotic liver respectively
with Collagen I immunostainings. The fibrotic liver (Figure 3g) shows an increased level of collagen
bridges resulting from an accumulation of the extracellular matrix protein. These results are also in
line with our previous small animal liver fibrosis study [19]. The main improvement we achieved in
this work is the superior image quality from the tomographic system and the use of LED-based PA
and US imaging. Further works will focus on including more animals in the study and developing a
facility to image live animals.

The advantage of using an LED-based PA system is primarily the cost-effectiveness of the system.
Nanosecond pulsed lasers and laser diodes are commonly used for tomographic imaging. The cost
for a pulsed laser is approximately 70–200k$, and for laser diodes, with drivers, the cost ranges from
10–25k$. For LEDs with driving electronics, the cost is as lower as 10–15k$ [20]. Another benefit is
that LED arrays can be integrated within the imaging probe, hence the system can be compact and
suitable for small animal labs. Additionally, there is no requirement for a laser-safe imaging facility.
However, the limitations are the low pulse energy resulting in low imaging depth, to an extent, this
can be addressed using LED arrays with a large number of elements and frame averaging. The longer
pulse duration (30–100 ns) achieved with driving circuits for LEDs is sufficient for stress confinement
in tomographic imaging applications where the expected resolution is 1mm. However, unlike lasers,
wavelength tuning is not possible with LED-based illumination. LED arrays with elements having
multiple wavelengths were tested for oxygen saturation imaging compromising pulse energy and
imaging depth. Importantly, for different imaging applications, a wide choice of LEDs is available
ranging from visible to near-infrared wavelengths (470–980nm). Custom-developed power LED arrays
arranged around the small animal along with ring US transducer can be an ideal configuration for
small animal imagers in the future.
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Figure 3. Tomographic imaging of the liver. (a) Tomographic photoacoustic and ultrasound images of
a control mouse showing the liver at a scanning step of 2 mm. (b) Ultrasound image of the liver and (c)
corresponding photoacoustic image. The green line markers the liver region. (d) Histology image of
the control liver stained with Collagen I (fibrosis marker). (e) Ultrasound image of a mouse liver with
fibrosis (CCl4-treated) and (f) corresponding photoacoustic image. (g) Histology image of the fibrotic
liver stained with collagen I (fibrosis marker). (h) Tomographic photoacoustic and ultrasound images
of the fibrotic mouse showing liver at a scanning step of 2 mm.

4. Conclusions

In this work, a tomographic ultrasound and LED-based photoacoustic system was demonstrated
for small animal imaging. Results show that the tomographic ultrasound imaging can be used to
distinguish major organs in the abdominal region of a small animal. The tomographic photoacoustic
imaging is capable of imaging an approximate depth of 10 mm from the surface of the skin, allowing
imaging of blood vessels and major organs. Limited imaging depth and artifacts are some of the
hurdles for photoacoustic imaging in this proposed configuration. The applicability of the proposed
imaging system is demonstrated in small animal liver imaging in a fibrotic mouse model. An increase
in photoacoustic contrast and ultrasound echogenicity was observed in the fibrotic liver compared to
that of the control mouse. The proposed tomographic ultrasound and photoacoustic imaging system
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offer a cost-effective, compact, and eye-safe alternative for the expensive laser-based system for small
animal research.
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Abstract: Photoacoustic (PA) imaging has shown tremendous promise for imaging tumor vasculature
and its function at deeper penetration depths without the use of exogenous contrast agents. Traditional
PA imaging systems employ expensive and bulky class IV lasers with low pulse repetition rate,
due to which its availability for preclinical cancer research is hampered. In this study, we evaluated
the capability of a Light-Emitting Diode (LED)-based PA and ultrasound (US) imaging system for
monitoring heterogeneous microvasculature in tumors (up to 10 mm in depth) and quantitatively
compared the PA images with gold standard histology images. We used a combination of a 7 MHz
linear array US transducer and 850 nm excitation wavelength LED arrays to image blood vessels in a
subcutaneous tumor model. After imaging, the tumors were sectioned and stained for endothelial
cells to correlate with PA images across similar cross-sections. Analysis of 30 regions of interest in
tumors from different mice showed a statistically significant R-value of 0.84 where the areas with
high blood vessel density had high PA response while low blood vessel density regions had low PA
response. Our results confirm that LED-based PA and US imaging can provide 2D and 3D images of
tumor vasculature and the potential it has as a valuable tool for preclinical cancer research.

Keywords: LED; photoacoustic imaging; ultrasound; tumor imaging

1. Introduction

The critical role of vasculature for tumor growth and metastasis is undisputed. Tumor
aggressiveness and the extent of the aberrant tumor vascular structure and function are highly correlated.
To meet the increasing needs for oxygen and nutrients, cancers induce neovascularization, one of the
hallmarks of cancer [1]. The heterogeneity in tumor vasculature [2] affects drug distribution [3,4] and,
as a result, impact treatment outcomes. Indeed, many anti-angiogenic agents or therapies that can
prune these blood vessels and prevent nutrients from reaching the tumors have been developed [5].
Monitoring the dynamic changes in tumor vasculature post therapy is key for prognosis [6]. Several
imaging modalities have been used to study changes in tumor vasculature both at structural and
functional level. More recently, photoacoustic (PA) imaging has gained tremendous popularity for
imaging tumor vasculature [7–10]. PA imaging involves detection of acoustic waves generated when
the optical absorbers such as hemoglobin in the blood are irradiated with nanosecond pulsed light
and undergo thermo-elastic expansion and contraction [11]. The acoustic waves are picked up by the
ultrasound (US) transducer and processed to generate a PA image [11,12]. Notably, two features of
PA imaging that make it highly suitable to image vasculature are: 1. ability to image blood vessels
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without exogenous contrast agents and 2. ability to complement US imaging that provides structural
information of the tumor.

Traditionally PA imaging systems use lasers (typically Nd: YAG pumped optical parametric
oscillator lasers) for exciting the optical absorbers and employ a US transducer (array or single element)
to receive the generated acoustic wave. These lasers are expensive, bulky with large spatial occupancy,
and often have low repetition rate which leads to low image frame rate and acquisition speed. These
limitations hinder the wide adaption of PA imaging systems in both preclinical and clinical applications.
Advances in semiconductor industry have led to the creation of powerful Light-Emitting Diodes (LED)
which are compact, portable, affordable, and energy-efficient. AcousticX by Cyberdyne Inc. (Tsukuba,
Japan) is a LED-based system that can perform PA and US imaging at high frame rates. These LEDs can
be fired with a pulse repetition frequency (PRF) from 1 to 4 kHz. Despite generating low optical output
(400 μJ/pulse when using two 850 nm arrays), the high PRF of LEDs offers the possibility of averaging
several frames which results in generating real-time PA images with reasonable signal-to-noise ratio
(SNR) [13–17]. Furthermore, the spatial resolution and SNR provided by LED-based PA imaging
is very similar and comparable to laser-based PA systems [13]. Due to the inherent advantages of
the LED-based PA system, several research groups have explored its ability for various potential
applications [15,16,18–21]. None of these studies provide validation of the generated PA image with
histology. In this study, for the first time to the best of our knowledge, we report the LED-based PA
imaging system’s ability to image microvasculature in subcutaneous murine tumor xenografts and
validate the results using histology.

2. Materials and Methods

2.1. LED-Based PA Imaging System

An AcousticX system integrated with a 7 MHz US transducer (128 elements, −6 dB bandwidth is
80%) and two 850 nm LED arrays (for deeper light penetration) attached on either side of the transducer
at a 30◦ angle was used for in vivo imaging (Figure 1A–C). The mean lateral and axial resolutions
of AcousticX when using a 7 MHz transducer are 460 and 220 μm, respectively [14,19]. Each LED
array had height, length and width dimensions of 12.4, 86.5, and 10.2 mm, respectively, and had
144 individual LEDs arranged in 4 rows (36 elements/row). The PRF of the LED array could be varied
between 1, 2, 3, and 4 kHz. In this study, we operated the LED arrays at a PRF of 4 kHz to acquire and
save PA images of the tumor vasculature at a frame rate of approximately 10 Hz i.e., 384 PA frames
were continuously averaged to generate one display image. For offline MATLAB analysis, a higher
number of frames (12,800) was averaged to enhance the PA image SNR. The SNR was defined as SNR
= S/σ, where S is the mean of the image amplitude in a signal region, and σ is the standard deviation of
the image amplitude in a noise region. The signal region was empirically chosen as a rectangular region
(4 by 4 pixels) near a feeding blood vessel on the tumor surface where the PA signal was apparent; the
noise region was manually chosen to correspond to a rectangular region outside the tumor region.
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Figure 1. (A) Schematic of our experimental setup in which the Light-Emitting Diode (LED)-based
photoacoustic (PA) system was utilized for imaging subcutaneous tumors in a mouse. (B,C) LED array
used for illumination and the angle at which the LEDs are connected to the ultrasound transducer.
(Scale bar = 2 mm).

2.2. Animal Model

All animal experiments were performed in compliance with the Institutional Animal Care and
Use Committee (IACUC) of Massachusetts General Hospital (MGH). Swiss nu/nu female mice (aged
6–8 weeks, body weight 20–25 g) were raised in aseptic conditions in the institution’s animal facility
with a 12 h light and dark cycles. We used human hypopharyngeal squamous cell carcinoma (FaDu)
xenograft model because these are highly vascularized tumors [22,23]. FaDu cells were cultured in
Eagle’s Minimum Essential Medium supplemented with 10% fetal bovine serum and 1% antibiotics
(Penicillin and Streptomycin 1:1 v/v) in a T75 flask and maintained at 37 °C and 5% CO2. At 80–90%
confluency, cells were trypsinized and centrifuged to remove the supernatant. The cells were then
suspended in a mixture of matrigel (BD Bioscience, CA) and phosphate buffered saline in 1:1 v/v at a
density of 1 million cells per 100 μL and injected subcutaneously into mice.

2.3. In-Vivo Photoacoustic Imaging

A total of 3 mice were imaged using the AcousticX system when the tumors reached 6–8 mm
in diameter as measured with a digital caliper (VWR 62379-531, Radnor, PA, USA). The mice were
anesthetized using 2% isoflurane and placed in a warm water bath to achieve optical coupling with the
US transducer as shown in Figure 1A. The LED arrays were positioned at a 30◦ angle (Figure 1B) to the
US transducer to colocalize the light with the transducer focus. The US transducer was then vertically
positioned such that the tumor was approximately at the focal region of the transducer (~20 mm depth).
Radio frequency (RF) data and US/PA images for several cross-sections of the tumors were acquired
and saved for further analysis. Motion artifacts in the tumor region due to mouse breathing were
minimal as shown in Video S1 (captured at 10 Hz frame rate, see Supplementary materials). In the
post-acquisition image analysis, frames with breathing motion were not included. The RF data was
processed with previously reported algorithms [24–27] using custom written MATLAB code to obtain
US/PA images of tumor vasculature. Three-dimensional imaging was performed by moving the US/PA
transducer linearly across the XY plane with the aid of an in-built translation stage and the sequence
was rendered in ImageJ.

2.4. Histology

Post imaging mice were sacrificed, and tumors were surgically removed without skin. The tumors
were embedded and frozen in optical cutting temperature (OCT) compound in the same orientation
as the US/PA image with the aid of fiducial markers placed prior to euthanasia. The frozen tumors
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were cryosectioned (5 μm) in the same plane as the US/PA images based on previously published
methodology [28] and stained for platelet endothelial cell adhesion molecule-1 (or CD31). Tissue
sections were incubated with anti-CD31 primary antibody (1:50 dilution; Rabbit polyclonal anti-CD31,
Abcam) overnight at 4 °C, washed, and incubated with fluorescently tagged secondary antibody (1:100
dilution, Donkey Anti-Rabbit IgG NL637 Affinity Purified Ab, R&D systems) for one hour. The sections
were mounted using slowfade gold antifade mountant with 4′,6-diamidino-2-phenylindole (DAPI,
Invitrogen, Carlsbad, CA, USA) and sealed with coverslips. A whole-slide scanning fluorescence
imaging system (Hamamatsu NanoZoomer 2.0-HT) was used to image the slides at 40 x magnification
and images were saved in Hamamatsu Nanozoomer Digital Pathology Image (NDPI) format.

2.5. Image Processing

A 5x magnification of the fluorescence image was extracted from the NDPI file using ImageJ,
rotated to match the PA image orientation and saved for further analysis in MATLAB (Figure 2).
Several 1.25 × 1.85 mm2 regions of interest (ROI) were chosen from the immunofluorescence (IF) and
PA images for correlation analysis. This corresponds to 679 × 1005 and 5 × 50 pixels in IF and PA
images, respectively. The background from a similar ROI area was calculated from a region outside
the tumor area for both IF and PA images and subtracted from the tumor ROI values. The CD31
intensity from the ROI in IF images were summed and compared to the total PA signal intensity from
the corresponding ROI in the PA image. Linear regression analysis was performed using GraphPad
Prism software.

Figure 2. Flowchart describing the image processing methodology to correlate CD31 signal intensity
with PA signals. (Scale bar = 2 mm).

3. Results

3.1. SNR Enhances with Frame Averaging

The PA image of a representative tumor acquired and processed at different frame rates (0.31–60 Hz)
is shown in Figure 3A. To enhance the SNR and improve image quality, subsequent PA frames were
averaged resulting in lower frame rate. This relationship between the frame rate and SNR of the PA
image is displayed in Figure 3B, where low frame rate offers better SNR as expected. The low SNR of
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the image at higher frame rates may be attributed to the low output power of the LED, however, due to
the high pulse repetition rate of LED excitation for PA data acquisition, more PA frames can be acquired
and averaged to increase the SNR (Figure 3C). A frame rate of 10 Hz was chosen for data acquisition
(2D and 3D acquisition) during the experiment as it provided the best possible SNR for near real-time
combined US/PA imaging. To quantitatively compare the 2D images with IF images, the acquired PA
images were further averaged to a final frame rate of 0.31 Hz to enhance the SNR by 20 dB, i.e., overall
12,800 frames were averaged to obtain an SNR of ~40 dB (Figure 3C). The enhanced SNR facilitated
accurate comparison with histology images without the involvement of background noise.

Figure 3. The signal-to-noise ratio (SNR) is enhanced by averaging several frames in the LED-based
PA imaging system. (A) PA images of a tumor acquired and processed at different frame rates.
(B) Relationship between the frame rate and SNR. (C) Plot detailing the SNR change with respect to the
averaging of frames. (Scale bar = 2 mm).
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3.2. Tumor Vascular Imaging with AcousticX

Figure 4A shows the overlay of the US image (in grayscale) with the PA image of two representative
tumors (offline reconstructed). The B-mode US image depicts the shape and structure of the tumor
(~6 to 10 mm in diameter and depth), and the PA image provides the blood vessels location inside
and around the tumor. The PA image is displayed on a pseudo-colored hot map where low and high
signals are represented by black and white, respectively. Subcutaneous tumors are fed by large blood
vessels usually originating from the skin tissue above or the muscle tissue lying beneath the tumor,
as visualized in Figure 4A. AcousticX can detect the PA signal not only from the surface of the tumor but
also from the deep edge (~10 mm) of the tumor. The Hematoxylin and Eosin (H&E) stain is a standard
histology stain to showcase tissue microanatomy. Figure 4B showcases the H&E image of the tumor at
the same cross-section as the US/PA image where the tumor structure is analogous to the shape and size
observed in the US image. Figure 4C shows the IF image of the tumor cross-section with CD31 stain
for blood vessels (yellow) and DAPI for cell nuclei (blue). DAPI staining was performed to visualize
the tumor structure and aided in selecting corresponding ROIs as the US/PA image. Qualitatively we
noticed regions of the high PA signal have high vessel density on the IF images as displayed by the
yellow arrows in Figure 4. The blood vessels on the top of the tumor (particularly Figure 4A top panel)
are not strongly visualized in the IF image as these vessels were part of the skin above the tumors
which was removed during the histological processing of the tissue.

Figure 4. Evaluation of AcousticX on subcutaneous tumor xenografts in mice. (A) Ultrasound and
photoacoustic image overlay of the tumor vasculature of two mice. Images of the Mouse 1 tumor
acquired at a frame rate of 10 Hz are shown in Video 1. Motion due to breathing was minimal and
only frames that did not have motion artifacts were used for image analysis. (B) H&E stain of the
tumor cross-section. (C) Immunofluorescence stain for blood vessels in yellow and cell nuclei in blue.
(Scale bar on all images = 2 mm, Video S1, MP4, 1.7 MB).
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3.3. Correlation of PA Signal with Histology

The correlation plot between the PA signal from blood vessels and CD31 intensity from the IF
image is displayed in Figure 5. As expected, we observed that larger blood vessels or areas with
high blood vessel density had a high PA signal while the micro vessels or low blood vessel density
regions had a low signal. The overall R-value for correlation was 0.84 and individual R-values for
the three tumors used in the study were 0.65, 0.91 and 0.91. The differences in the R-values among
the tumors were due to the inter-tumor heterogeneity in the vasculature and biological variations
across different animals. The results obtained here with the LED-based PA imaging system are on par
with reports using traditional laser-based PA imaging systems. For example, Mallidi et al. [28] and
Bar-Zion et al. [29] qualitatively demonstrated good spatial co-registration between tumor vascular
oxygenation maps obtained from PA imaging and hypoxia markers such as pimonidazole or carbonic
anhydrase IX. Gerling et al. [30] observed an excellent R-value of 0.95 when quantitatively correlating
oxygenation saturation measurements from PA imaging to the intensity of pimonidazole in the tumor,
however, there were only six points in this correlation. Furthermore, the PA signals were averaged
over the entire tumor underplaying the intra-tumor heterogeneity. In our study we divided the
tumor region into several ROIs to consider both high and low vascular regions. In addition, these
studies [28–30] utilized higher frequency transducers with limitations in imaging depth. It is obvious
that some microvascular structures inside the tumors may be not within the detection limits of the
7 MHz transducer used in our study, which would have resulted in slightly lower correlation between
PA signals and CD31 intensity in certain regions of the tumor. Nevertheless, we clearly demonstrate a
good correlation between histology and PA images generated using an LED source with comparatively
less optical output energy.

Figure 5. Correlation between background subtracted signal intensity from PA images and CD31
immunofluorescence (IF) image. Each color represents data from different mice. A total of 30 ROIs
from three mice were used in our analysis. The R-value for correlation based on Pearson’s coefficient
was calculated between the CD31 intensity from the IF image and PA signals from blood vessels.

3.4. 3D Tumor Imaging with AcousticX

An LED-based photoacoustic imaging system can also be used to visualize vasculature in 3D.
Figure 6 shows the overlay of a US/PA image of tumor acquired by AcousticX at a frame rate of 10 Hz
and reconstructed in 3D using ImageJ. A corresponding video showcasing the 3D rendering of US/PA
images of the tumor is shown in Video S2. Figure 6C shows the structure of the tumor in different
cross-sectional planes. The measurements obtained from AcousticX images have good agreement with
the caliper measurements for the tumor size (length, width, and depth). Two LED arrays on either side
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of the US transducer delivered a total optical energy output of 400 μJ/pulse on the skin surface. In the
absence of optical scattering, the irradiation area at the US focus will be approximately 50 × 7 mm
in the YX-plane, with a maximum radiant exposure of 0.11 mJ/cm2, which is orders of magnitude
lower than the ANSI safety limit and the radiant exposure in laser-based PA imaging systems. It is
encouraging that the system used in this study could visualize tumor vasculature in vivo at an imaging
depth of 10 mm, considering the low pulse energies provided by the LED arrays.

Figure 6. (A) Overlay of ultrasound and photoacoustic images of tumors reconstructed in 3D (Video
2) and (B) in orthoslice view. (C) Tumor images displayed in different 2D planes. (Scale bar = 2 mm,
Video S2, MOV, 779 kB).

4. Discussion

In preclinical cancer research, rodent models are widely used to study the complex physiological
process involved in tumor formation and therapy response. The tumor is grown either subcutaneously
or orthotopically at the site of the origin of tumor cells. The maximum size for subcutaneous tumors
is less than 1–2 cm in diameter, and orthotopic tumors depending on the organ can vary between 3
and 6 mm in diameter. The length of the LED array in AcousticX is 8.65 cm [14] and is significantly
larger than that of the tumors generally seen in preclinical research. Hence most of the light from the
LED arrays is delivered outside of the tumor. Considering this, the imaging depth of ~10 mm we
achieved demonstrated the high sensitivity of the system, which is commendable. Better light delivery
strategies to illuminate tumors efficiently may help in improving the imaging depth and SNR further.

Currently the AcousticX system is integrated with a 7 MHz ultrasound transducer that has
limitations in spatial resolution. Higher frequency transducers offer better resolution and our future
work involves integrating these transducers with LED arrays to enhance image resolution. In addition
to improvements in spatial resolution, image SNR can be enhanced through novel beamforming
algorithms. Traditional beamforming algorithms are based on “delay and sum” and “delay-multiply
and sum” methodology. Although they are simple to implement in imaging systems, they generate low
quality images with low contrast, especially when the data is noisy. Recent studies have shown that the
“double stage delay-multiply and sum” algorithm improves lateral resolution and offers high contrast
for an LED-based PA imaging system [31,32]. Moreover, in this study we used a single wavelength
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(850 nm) LED array that provides deeper light penetration to image tumor vasculature. The availability
of high-power multi-wavelength LED arrays will enable imaging blood oxygen saturation levels in the
tumor vasculature [33,34]. This information is key for monitoring treatment response and predicting
recurrence. These multi-wavelength LED arrays can also enable the imaging of tumor via receptor
targeted exogenous contrast agents [15,18,25,27], as previously demonstrated by us and others with
traditional pulsed laser sources [9,35–41]. With the availability of low-cost multi-wavelength PA
imaging systems, our future studies will aim at developing and monitoring various targeted therapies
guided by multi-wavelength PA imaging that can provide vascular information with information on
the localization of targeted contrast agents.

5. Conclusions

In summary, we demonstrate the capability of an LED-based PA imaging system for monitoring
tumor vasculature in vivo. The PA images obtained are in good correlation with the gold standard IF
images. With the widespread rise of PA imaging technology, new improved reconstruction algorithms,
high frequency transducers, better illumination strategies, and multi-wavelength LED arrays, we can
expect LED-based PA imaging to become a promising tool and play a highly significant role in both
preclinical research and clinical applications.

Supplementary Materials: The following are available online at http://www.mdpi.com/1424-8220/20/16/4503/s1,
Video S1: Visualization demonstrates that the motion artifacts in the tumor region caused due to mouse breathing,
while acquiring the RF data for Figure 4 in the manuscript, is minimal. Video S2: Visualization demonstrating the
3D rendering of US/PA images of the tumor acquired by AcousticX.
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Abstract: Oxygen saturation imaging has potential in several preclinical and clinical applications.
Dual-wavelength LED array-based photoacoustic oxygen saturation imaging can be an affordable
solution in this case. For the translation of this technology, there is a need to improve its accuracy
and validate it against ground truth methods. We propose a fluence compensated oxygen saturation
imaging method, utilizing structural information from the ultrasound image, and prior knowledge
of the optical properties of the tissue with a Monte-Carlo based light propagation model for the
dual-wavelength LED array configuration. We then validate the proposed method with oximeter
measurements in tissue-mimicking phantoms. Further, we demonstrate in vivo imaging on small
animal and a human subject. We conclude that the proposed oxygen saturation imaging can be used
to image tissue at a depth of 6–8 mm in both preclinical and clinical applications.

Keywords: oxygen saturation imaging; LED; photoacoustics; ultrasound; fluence compensation; in
vivo; hypoxia

1. Introduction

Blood oxygen saturation (sO2) is the ratio of oxygen saturated hemoglobin to the total
hemoglobin concentration [1]. sO2 is a key physiological marker for detection, diagnosis,
and treatment of several devastating diseases like cancer [1,2]. Hypoxia, reduction in
sO2 is one of the early biomarkers for all tumors and inflammatory diseases [3,4]. A fast-
growing tumor is expected to have abnormal vasculature growth (angiogenesis) in and
around it, resulting in hypoxia [5]. Detecting hypoxia at an early stage has a profound
impact in early diagnosis and better treatment planning. In addition, sO2 deviations inside
the brain and its detection is important in the diagnosis of cerebrovascular diseases [6,7].
Hence, sensitive detection of changes in sO2 is useful in early diagnosis and can help plan
better treatment strategies.

In both preclinical and clinical settings, it is required to measure the changes in sO2
with high spatial and temporal resolution without compromising on the imaging depth.
Currently, point sO2 measurement using commercial pulse oximeter is widely used to
obtain an average sO2 value. However, the spatial distribution of sO2 is important in sev-
eral applications, including tumor analysis. Non-invasive functional Magnetic Resonance
Imaging (fMRI) is capable of imaging sO2 changes with spatial resolutions ranging from
1–6 mm [8,9]. However, fMRI systems are too expensive and are not suitable in a point-of-
care resource-limited setting. Another imaging modality that is suitable for sO2 imaging is
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positron emission tomography (PET). The PET involves ionizing radiations and can offer
far lower spatial resolution when compared to other techniques [10]. Purely optical imag-
ing techniques can detect changes in sO2 at reasonable imaging depth. However, the spatial
resolution offered by optical-techniques is not sufficient for most clinical applications [11].
Photoacoustic imaging (PAI) has shown potential in multiple preclinical and clinical appli-
cations [12,13]. PAI or optoacoustic imaging is a modality that combines the advantages
of ultrasound (US) and optical imaging techniques [12]. In PAI, nanosecond pulsed light
excitation of optical absorbers in the tissue results in US signal generation [12]. These US
signals can be detected using US transducers. Further, the signal can be used to recon-
struct an image proportional to the optical absorption of the tissue. PAI is one of the
fastest-growing imaging modalities of recent times, offering high-resolution images and
optical contrast in deep tissue. Since acoustic detection hardware can be shared between
US and PAI, it is straightforward to implement a dual-mode US and PAI system capable
of offering structural, functional, and molecular contrast from a single measurement [14].
Hemoglobin is an excellent optical absorber with well-defined absorption spectra in the
near-infrared wavelengths. Hence, measurement of sO2 is undoubtedly the most inter-
esting application of PAI [15,16]. By carefully selecting the light wavelengths (NIR range
is commonly used because of its tissue penetration and high absorption in hemoglobin),
one can measure deep-tissue sO2 with unprecedented spatio-temporal resolution using
PAI [17]. Conventionally, PAI utilizes bulky, slow, and expensive class IV lasers for tissue
illumination [18], a key factors hindering the clinical translation of this imaging modal-
ity [19]. In recent years, there have been advancements in solid-state device technology
leading to the development of laser diodes (LD) and light-emitting diodes (LED), which are
suitable for PAI [20–22]. High power LEDs have shown potential in PAI-based superficial
and sub-surface (skin and <10 mm imaging depth) imaging in both preclinical and clinical
applications [23–28]. LED-PAI is portable, affordable, and energy-efficient, for that reason
it may have an easy clinical acceptance. These advantages of LED-PAI will be also useful
in a preclinical setting, where it is of great importance to improve small animal study out-
come by monitoring disease and treatment progress [29,30]. Further, we have reported an
affordable LED-based tomographic system by imaging an object from multiple angles and
demonstrated it in finger joint and small animal imaging [30,31]. In this work, we propose
the use of US image information for fluence compensation to improve the accuracy of sO2
in dual-wavelength LED-based handheld PAI.

Fluence variations in the tissue hinder the possibility of quantitative sO2 imaging [16].
It is important to develop fluence-compensation methods that are accurate, fast, and easy-to-
implement in real-time PAI systems. Guo et al. utilized the acoustic spectra of PA signals to
compute sO2 in the tissue [32]. Deep learning-based methods were also used for sO2 [33,34].
Xia et al. utilized the dynamics in sO2 to correct for the fluence. Tzoumas et al. modeled
the fundamental optical absorption spectra (eigenspectra) in the tissue, with the consider-
ation of unknown optical fluence and demonstrated improvement in sO2 imaging [35].
Hussain et al. used acoustically tagged photons (acousto-optics) for fluence compensation
in sO2 imaging [36]. All the above-mentioned works were focused on improving the
quantitative nature of sO2 imaging in laser-based PAI, with either algorithmic or optical
methods. As most PAI systems can also perform US imaging, using US image information
and the prior knowledge of tissue for fluence compensation can be a potential direction for
quantitative sO2 imaging in practical applications. US information was previously used for
fluence estimation using Beer’s law in tissue [37]. Even though sO2 imaging using LED-
based PAI system was previously reported by the authors [29,38] and by Zhu et al. [25],
depth-dependent fluence variation was not considered in these works. Assumption of ho-
mogeneous light distribution or simple fitting using Beer’s law is not suitable in handheld
LED-PAI probes, with a gap between tissue and US probe surface caused by LED arrays
placed at an angle to maximize light in the imaging plane.

In this work, we utilized the information offered by conventional US imaging to
segment the tissue and used Monte-Carlo simulations of the LED probe to estimate the
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fluence map in the imaging plane. For the first time, we characterized the sO2 imaging
capability of commercially available LED-based PAI system using human blood in vitro
and compared the results with oximeter readings. Further, we thoroughly tested and
validated our proposed US-assisted fluence compensation method and its efficacy in
improving LED-PAI based sO2 imaging using tissue-mimicking phantoms with human
blood at different depths and mice in vivo. Finally, we applied our proposed method in a
real-time experiment showing clear differentiation between a vein and pulsating artery in
a human wrist.

2. Materials and Methods

In this work, we used a US and LED-based PA imaging system, AcousticX (Cyber-
dyne Inc., Tsukuba, Japan). For oxygen saturation imaging, we used a dual-wavelength
approach with an LED array having 750 nm and 850 nm elements. Figure 1e shows the
probe with LED array with elements having two wavelengths. Two LED units were used
in the probe on either side of the transducer (Figure 1e). The 850 nm array has pulse energy
of 200 μJ and 750 nm array has 100 μJ, with a pulse duration of 70 ns. The LED array unit
consists of two rows of 36 element 850 nm arrays and two rows of 24 element 750 nm
arrays arranged alternately. A 128 element, 7 MHz linear US transducer with a bandwidth
of 80% was used in the probe (Figure 1e). In this section, we present the proposed fluence
compensation method and the details of our experimental studies.

Figure 1. Algorithm and experimental setup. (a) Fluence compensation algorithm using ultrasound information. Schematic
of the imaging plane in the photoacoustic oxygen saturation (PA sO2) characterization experiments (b–d). (b) PA sO2

imaging of tube 1 (T1) having constant sO2 against T2 with varying sO2. (c) PA sO2 imaging in soft tissue-mimicking
medium with tube T3 imaged at four different depths. (d) PA sO2 imaging in medium with two optical properties, water on
the top and soft tissue-mimicking medium at the bottom. (e) LED-based photoacoustic probe with an ultrasound transducer
and LED arrays of two wavelengths (750 and 850 nm). (f) In vivo imaging of a mouse with cyclically changing oxygen
concentration in the breathing air. (g) In vivo imaging of an artery and a vein in the wrist of a human volunteer.
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2.1. Oxygen Saturation Imaging Using Linear Unmixing

An overview of PA oxygen saturation using linear unmixing with fluence compensa-
tion is presented in this section for completeness [17,39]. PA initial pressure resulting from
pulsed light excitation of optical absorber with the assumption of stress confinement can
be expressed as,

p0(r, λi) = Γμa(r, λi)Φ(r, λi). (1)

Grüneisen parameter Γ is the thermal to pressure conversion efficiency and μa is optical
absorption coefficient and Φ is light fluence (integrated radiance). The optical absorp-
tion coefficient can be written as the product of the molar extinction coefficient (ε) and
concentration (c). Thus the reconstructed PA image can be written as,

p(r, λi) = Φ(r, λi)[εHbR(λi)cHbR(r) + εHbO2(λi)cHbO2(r)] (2)

Let the two wavelengths used in this study be λ1 = 750 nm and λ2 = 850 nm. Further,
let b(r, λi = p(r, λi)/Φ(r, λi) be the fluence compensated PA images given by

b =

[
b(r, λ1)
b(r, λ2)

]
. (3)

The molar extinction coefficient of HbR and HbO2 for both wavelengths can be
combined into a matrix,

A =

[
εHbR(λ1) εHbO2(λ1)
εHbR(λ2) εHbO2(λ2)

]
. (4)

The molar concentration of HbR and HbO2,

x =

[
cHbR(r)
cHbO2(r)

]
, (5)

can be retrieved by solving the linear equation Ax = b. The most common method to solve
this linear equation is using the least square solution given by,

x = (AT A)−1 ATb. (6)

Oxygen saturation image can then be obtained from the molar concentrations,

sO2(r) =
cHbO2(r)

cHbO2(r) + cHbR(r)
× 100% (7)

2.2. Fluence Compensation

Using LED arrays in the PA probe introduces some constraints. First, it is near
impossible to have the transducer touching the tissue surface due to the inclined position
of the LED array. Thus, a medium such as water or a gel pad is required to fill this gap for
acoustic coupling. Second, with multiple LED element arrays in the unit, the light source
has several mm width and cannot be assumed as a line source with both wavelengths of
light originating from the same location. Further, with the large opening angle and low
power of LEDs, it is not possible to assume a homogeneous illumination in the imaging
plane. In this section, we present a method to estimate the fluence map inside the tissue
utilizing the information from the US image. The following steps were performed to obtain
a fluence compensated sO2 image (Figure 1a).

1. US and PA images were reconstructed offline using a Fourier based algorithm [40]
2. The US image was segmented to obtain a binary mask of the tissue boundary.
3. The binary mask and the optical properties of the tissue were used in the light

propagation model to obtain fluence maps at the imaging plane for two wavelengths.
4. PA images at two wavelengths were normalized using the fluence maps.
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5. Linear unmixing was used to obtain oxygen saturation images from the fluence
normalized PA images.

Characterization of the proposed approach was performed in three sets of experiments.
In the first experiment, a validation of oxygen saturation imaging using the linear unmixing
algorithm using the two-wavelength LED array was performed. Next, the effect of fluence
compensation on oxygen saturation imaging was studied by imaging tubes carrying blood
at four different depths in a soft tissue-mimicking medium. Finally, the US-assisted fluence
compensation was tested on a two slab phantom and in vivo imaging.

2.2.1. Ultrasound Segmentation

The tissue boundary was obtained by segmenting the US image. First, a median filter
was applied to smoothen the speckles in the US image. Next, a binary image was obtained
by thresholding the grayscale US image. The threshold value was manually selected for
different tissue types. The binary image was then processed to obtain the tissue boundary
using the Sobel edge detection operator. Further, the speckle created holes were coved
using morphological operator, filling. The largest connected component was identified
and used as the mask for the target tissue area. All image processing operations were
performed using MATLAB (MathWorks, MA, USA) imaging processing toolbox. For the
liquid phantom used in the experiment, the US information about the separating film was
obtained and the water region was set to zeros.

2.2.2. Light Propagation Model

A binary mask from the US segmentation and prior optical properties of the tissue
was used as input to the model. We used a Monte Carlo based light propagation model
(MCXLAB) for the simulations [41]. The LED-based PA probe consists of a US transducer
and LED units with two-wavelength arrays. The positions of LED elements in the array,
its opening angle, and pulse energy were used to define the light source. Measured optical
properties of the phantom and values from the literature for the in vivo experiments at
the two wavelengths were used as medium properties. The imaging plane was defined
as the center slice in a three-dimensional grid and the fluence map was retrieved after the
simulation from the same location.

A three dimensional geometry 55 mm (x-axis) × 55 mm (y-axis) × 37.9 mm (z-axis)
(744 × 744 × 512 pixels) with uniform grid size of 74 μm was used for the simulation.
The acquired images (PA and US) had a dimension of 40.32 mm (x) ×37.9 mm (z) resulting
from a transducer with 128 elements with a pitch of 0.315 mm and 1024 time samples at
40 MHz sampling rate. The PA and US images were then interpolated to 545 × 512 pixel
images with a uniform spacing of 74 μm in both dimensions. The input binary mask to
the model was also the same size (545 × 512). The LED units have a length of 50 mm and
a width of 10 mm. The LED units were placed at an angle of 41.4◦ with respect to the
transducer surface and 0.15 mm in front of it. The LED units were placed on either side
of the transducer with a distance of 9.56 mm between them. Four LED element arrays,
two arrays from two wavelengths (750 nm and 850 nm) are present in each LED unit.
The 750 nm arrays have 24 elements and the 850 nm arrays have 36 elements. The elements
were placed with a spacing of 1.4 mm within the array and the spacing between the arrays
was 1.72 mm. An opening angle of 120 degree for each element was used in the model.
The two wavelengths LED elements have a power ratio of 2:1 for 850 nm and 750 nm,
respectively. This power ratio was incorporated in defining the light source.

The length of the input US mask (545 pixels) was smaller than the length of the LED
array (744 pixels) along the x-axis. Hence, the first and the last pixels were replicated
to fill the entire length of the grid, with the US mask at the center. Further, the mask is
two dimensional, and to define the medium properties in the third dimension, 744 copies
of the same mask were stacked along the y-axis. Two phantom experiments and two in
vivo experiments were performed in this study (Figure 1). More details are provided in
Sections 2.3. The optical properties used in the simulation are provided in Table 1 below.
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The tubes used in the experiments were assumed to be transparent in the wavelengths
used and hence not considered in the light propagation model.

Table 1. Optical properties used in the simulations, optical absorption coefficient (μa) and reduced
scattering coefficient (μ′

s) (anisotropy, g = 0.9).

Medium Wavelength [nm] μa [cm−1] μ′
s [cm−1]

Soft tissue phantom [42] 750 0.101 10.5
850 0.089 9

Mice thigh muscle [43] 850 0.76 5.3
850 0.64 4.8

Human forearm [44] 750 0.41 7.2
850 0.3 6.5

2.3. In Vitro Characterization in Phantoms
2.3.1. In Vitro Validation of Oxygen Saturation Imaging

The goal of the experiment is to check the accuracy of two-wavelength PA sO2 imaging
against the ground truth method, oximeter sO2. Fluence compensation was not considered
in this case. However, the pulse energy of both wavelengths were used to normalize the
PA images. Figure 1b shows imaging plane, where two tubes were placed in a water tank
at 15 mm from the transducer surface. Both the tubes were placed at the same depth with a
small distance between them so that the fluence variations are minimal. Polythene tubes
(Smiths Medical, USA) with an inner diameter of 0.5 mm and an outer diameter of 0.84 mm
filled with human blood were used for imaging. In the first tube (T1), blood with a constant
oxygen saturation of around 65% was maintained. In the second tube (T2), different levels
of blood oxygen were introduced. In this way, we also aim to see the relative difference in
PA estimated sO2. The blood (9 mL with heparin as an anticoagulant) for the experiment
was obtained by TechMed Centre donor services, University of Twente, from a human
volunteer after completing an ethical approval, adhering to the Dutch Medical Research
involving human subjects Act (WMO). One part (4 mL) of the blood was used for tube T1.
To obtain deoxygenated blood, 17 mg of sodium hydrosulfite (Sigma Aldrich, Darmstadt,
Germany) was added to 5 mL of blood. The deoxygenated blood was then exposed to
atmospheric oxygen to obtain different levels of oxygen concentration. Blood oxygen
saturation was measured in both tubes before and after the imaging using an oximeter
(AVOXimeter 4000, ITC, Munich, Germany). PA images at both 750 nm and 850 nm were
performed by toggling between two-wavelength arrays. PA sO2 images were obtained
using the linear unmixing method mentioned above. The oxygen saturation in the tube
was estimated by averaging 20 PA frames, with each frame generated by averaging 64
frames on-board in the system. A region of interest of 0.6 × 0.6 mm was selected for each
tube and the mean PA sO2 value was used for the analysis. The PA estimated sO2 values
were then compared against the oximeter measured sO2 values.

2.3.2. Imaging a Homogeneous Phantom

In the second experiment, the effect of fluence compensation on sO2 imaging at
different depths was studied. Figure 1c shows the imaging plane where the same tube (T3)
carrying blood was arranged such that it crosses the imaging plane at four different depths.
An absorbing and scattering medium was used with soft tissue optical properties [42].
The optical properties of the medium are given in Table 1. Intralipid and Indian ink
were used to prepare the phantom. Five liters solution was prepared in which 275 mL
of 20% intralipid (Fresenius Kabi, Bad Homburg Germany) was used and 71.8 μL Indian
ink (Talens, The Netherlands) was added from a stock solution (dilution factor 69,642).
Using the light propagation model, fluence maps for both the wavelengths were computed.
The fluence maps were used to compensate for the non-uniform illumination in the PA
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images. The fluence compensated PA images were used to compute the PA sO2. PA sO2
images with and without fluence compensation were compared with the measured blood
oxygen saturation from the oximeter.

2.3.3. Imaging a Two Slab Phantom

In a realistic scenario, the transducer cannot touch the tissue surface because of the
LED arrays placed on both sides of it in an angle. In most cases, water or a gel pad is
used as a coupling medium. Oxygen saturation imaging in such a scenario is studied
in this experiment with a two slab phantom. Water was used for the top slab and a soft
tissue-mimicking medium for the bottom slab Figure 1d. The two mediums were separated
by polyurethane US film (Protection Cover Ultrasound B. V., The Netherlands) with a
thickness of 140 μm. The optical properties of the soft tissue phantom are given in Table 1.
The tube arrangement used in the previous experiment at four different depths was used
in this experiment as well. With the same blood in the tube, constant oxygen saturation
was expected at all four depths. B-mode US imaging was performed and used to identify
the two mediums. Light propagation was modeled in the two slab medium and the fluence
maps were used to correct the PA images before estimating the oxygen saturation.

2.4. In Vivo Imaging

Two in vivo imaging experiments were performed. In the first experiment, fluence
compensated oxygen saturation imaging was performed on a mouse. In the second experi-
ment, in vivo oxygen saturation imaging was performed in the wrist of a healthy volunteer.

2.4.1. Small Animal Imaging

For tracking the changes in the oxygen saturation of the blood in vivo, we conducted
a small animal study. The animal (BALB/c nude mice) was anesthetized with Isoflurane
vapor added to the breathing air through a nose cone (Figure 1f). The transducer as well as
the lower part of the mice body were immersed in a warm water bath for acoustic coupling
(Figure 1f). The flank region closer to the thigh was aligned to the imaging plane using
US imaging. A combination LED array (750 nm and 850 nm) was used at a repetition
rate of 4 kHz, and the resulting PA signal was averaged 640 times to display PA image
with a frame rate of 6 Hz. At first, the animal was allowed to breathe in normal air (21%
oxygen) and the oxygen saturation images were acquired. Then the breathing gas was
changed to 100% oxygen and the animal was allowed to stabilize to the oxygen level for
two minutes. US and PA raw RF files were saved for the entire duration. The US image was
used to identify the tissue boundary. Optical properties of mouse tissue used in the light
propagation model are given in Table 1. Fluence compensated oxygen saturation images
were computed. The oxygen levels were compared for both levels by selecting three blood
vessels as regions of interest.

2.4.2. Human Imaging

In the final experiment, the wrist of a human volunteer with brown skin was imaged.
An artery and vein were identified and imaged in real-time (30 Hz) using both the B-mode
US and two-wavelength PA imaging. US-assisted fluence compensation was performed,
and oxygen saturation images were computed. From the PA sO2 image, the artery and
vein regions were analyzed to estimate the mean sO2 values by computing the mean over
a region of interest.

3. Results

3.1. In Vitro Validation of PA sO2

Validation of PA sO2 imaging is presented in this section to analyze the accuracy of the
two-wavelength PA sO2 against a ground truth method. Figure 2a shows two tubes having
blood with three different levels of oxygen. Oximeter readings are marked next to the
tubes, and the difference in oxygen saturation is visible in the PA sO2 images. To quantify
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the changes in oxygen saturation and validate it with oximeter readings, PA sO2 in a region
of interest of the tubes are compared in Figure 2b. The graph shows the PA estimated
sO2 against the measured oxygen saturation. sO2 readings before and after imaging are
indicated by the error bar in the measured sO2. A linear fit to the data is shown with the
dashed line. The correlation coefficient (r) between measured sO2 and PA estimated sO2 is
0.893 (p < 0.001), which shows that the two measurements are linearly correlated. The error
in the PA estimated sO2, given by the difference between the two methods is plotted in
Figure 2c. A mean error of 0.18% and a standard deviation of 10.33% was observed. Most
of the error values are around the mean, and 94% of the values are within the Mean ± 2SD
region, indicating that the variations are from the noise in the PA measurements.

Figure 2. Photoacoustic Oxygen saturation (PA sO2) validation. (a) PA sO2 images from three blood oxygen levels with
oximeter reading marked in the image. (b) PA sO2 plotted against measured sO2 from oximeter readings. (c) Error plot
showing average sO2 from oximeter values and PA sO2 plotted against difference in sO2 between the two methods.

3.2. Fluence Compensated PA sO2

In the second experiment, a homogeneous phantom was considered with soft tissue
optical properties (Table 1). Fluence for both 750 and 850 nm is shown in Figure 3. The
peak fluence can be observed at the LED locations in Figure 3a,b. Due to the advanced
position (9.2 mm) of LED arrays on the sides of the transducer, this region in the imaging
plane cannot be used for imaging tissue. We only considered the imaging plane below
the LED position as the region of interest (ROI). Figure 3c shows a normalized line profile
through the fluence map for the entire imaging plane and in the ROI. Figure 3d,h shows
fluence map at 750 and 850 nm, respectively. Figure 3e,i shows the PA images of the same
tube with blood at different depths at 750 and 850 nm, respectively. Figure 3f,j shows
fluence compensated PA images. PA images show the signal from the tube located at three
depths. With fluence compensation an enhancement in the PA signal from deeper locations
is visible. Figure 3g shows the PA sO2 image before fluence compensation and Figure 3k
shows PA sO2 image after fluence compensation.

Fluence drop of 1/e was observed at a depth of 3.6 mm for 750 nm and 4.2 mm for
850 nm. The maximum depth obtained in the system with the denoising filters was 10.5 mm
and using the offline program it was 6 mm. The measured oximeter readings of the blood
in the tube before imaging was 95.9% and after imaging it was 96.6%. The PA estimated
sO2 at three tube locations (mean value) before fluence compensation were 85.8%, 83.9%
and 81.7% and after fluence compensation were 99.1%, 99.3% and 99.6%. In the offline
reconstruction, the fourth location of the tube was not visible. However, all four tubes were
visible in the system.
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Figure 3. Fluence compensation in a homogeneous medium. Fluence map at the imaging plane from (a) 750 nm and
(b) 850 nm. (c) Line profile showing normalized fluence in the depth direction and the zoomed-in region showing fluence
decay in the Region Of Interest (ROI), marked with dashed lines. Fluence map in the ROI with (d) 750 nm and (h) 850 nm.
Uncompensated photoacoustic (PA) images at (e) 750 nm and (i) 850 nm and corresponding fluence compensated PA images
(f,j). Photoacoustic oxygen saturation images (PA sO2) (g) before fluence compensation and (k) after fluence compensation.

In the third experiment, a two-slab phantom was considered. The upper region
was water and the lower region a soft tissue-mimicking phantom. Figure 4a is the US
image showing the film separating the two mediums. Figure 4b is the segmented image
with ones for soft tissue region and zeros for water. Figure 4c shows the fluence in the
medium at 850 nm. The PA image of the tube at three different depths is shown in Figure 4d.
The fluence compensated PA image in Figure 4e shows the enhancement at deeper locations.
Figure 4f shows the sO2 image before fluence compensation overlaid on the US image and
Figure 4g is sO2 image after fluence compensation. The enhancement in the PA sO2 is
visible in Figure 4g. The PA sO2 estimated by taking the mean value for the tube locations
before fluence compensation were 82.4%, 76.9% and 77.7%, and fluence compensation it
was 91.8%, 89.5%, and 92.1%. The oximeter readings before and after imaging were 96.8%
and 97.4%, respectively.

3.3. In Vivo PA sO2 Imaging

Results from in vivo PA sO2 imaging on mice thigh muscle is shown in Figure 5.
The animal was given two levels of oxygen, switching between normal air and 100%
oxygen. Figure 5a shows the US image of the thigh muscle of the mice. The fluence map at
850 nm utilizing the US segmented image is shown in Figure 5d. Figure 5b,e show fluence
compensated PA sO2 images corresponding to the normal air (low cycle) and 100% oxygen
(high cycle), respectively. The zoomed-in region from both low and high cycle is shown
in Figure 5c,f, respectively. The difference in sO2 images is clear between normal air and
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100% oxygen. To quantify the change, three regions marked by 1, 2, and 3 in Figure 5c,f
were analyzed for the mean PA sO2 values. During the low cycle PA sO2 values were
72.9%, 67.8% and 67.3%, respectively, for regions 1, 2, and 3 and it changed to 93.4%, 89.2%
and 85.4% during high cycle.

Figure 4. Ultrasound-assisted fluence compensation. (a) Ultrasound image of the two-layer phantom. (b) Binary mask
obtained by segmenting ultrasound image. (c) Fluence map at 850 nm. (d) Photoacoustic (PA) images before fluence
compensation at 850 nm and corresponding (e) fluence compensated image. Photoacoustic oxygen saturation (PA sO2)
images (f) before fluence compensation and (g) after fluence compensation overlaid on the ultrasound image.

Figure 5. In vivo small animal imaging. (a) Ultrasound image of the thigh muscle of a mouse. (b) Fluence compensated
photoacoustic oxygen saturation (PA sO2) during the low sO2 cycle overlaid on the ultrasound image. (c) Zoomed-in region
of the PA sO2 image from the low sO2 cycle. (d) Fluence map at 850 nm obtained using segmented ultrasound image.
(e) Fluence compensated PA sO2 during the high sO2 cycle, overlaid on the ultrasound image. (f) Zoomed-in region of the
PA sO2 image from the high sO2 cycle.

In the final experiment, an in vivo imaging on the wrist of a healthy volunteer was
performed. Figure 6a shows fluence compensated PA sO2 image overlaid on US image.
An artery on the right side and a vein on the left side of the PA sO2 image is visible,
along with the skin signal. An artery is characterized by higher sO2 while a low sO2 for the
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vein. The estimated PA sO2 by selecting a region of interest in the artery was 92.6% and
that of the vein was 78.7%. The difference in the sO2 between artery and vein is evident in
Figure 6a. Mean PA signal acquired real-time (30 Hz) from the artery at 850 nm is presented
in Figure 6b, which shows the pulsation due to the heart rate. The estimated heart rate
of the subject from the PA signal was 84 beats per minute. Figure 6c shows the real-time
(without fluence compensation) PA sO2 images from the system. Figure 6c shows the
pulsating artery, demonstrating the real-time PA sO2 imaging capability of LED-based PA
sO2 imaging.

Figure 6. In vivo imaging on a human wrist. (a) Fluence compensated photoacoustic oxygen saturation (PA sO2) image of
the human wrist overlaid on an ultrasound image. (b) Normalized photoacoustic (PA) signal from artery showing pulsation.
(c) PA sO2 frames showing pulsating artery. (Video S1).

4. Discussion

In recent years, LED-PAI has shown potential in various clinical and preclinical
applications. However, depth-dependent fluence variation was not considered for PA sO2
calculation. An accurate fluence compensated PA sO2 for LED-PAI is expected to accelerate
the clinical translation of LED-PAI. In this work, we characterized the accuracy of PA
sO2 imaging by using in vitro human blood and compared the PA sO2 with conventional
oximeter readings. A good correlation of 0.893 (p < 0.001) was achieved between measured
sO2 and PA sO2. We utilized the structural information offered by US images for tissue
segmentation. Further, the segmented tissue information was used in the light propagation
model using Monte-Carlo simulations to compensate for fluence variations to improve the
sO2 imaging accuracy. The fluence compensation was validated using two different tissue-
mimicking phantoms with human blood-filled tubes at different depths. The sO2 values
were compared before and after the fluence compensation step. In both phantoms, blood
with the same oxygenation level was present at different depths. It is evident from our
results (decreasing sO2 values with depth) that it is important to account for light fluence
variations to estimate sO2 accurately. After applying the fluence compensation algorithm,
the PA sO2 imaging accuracy improved by 12% in the two slab phantom and 15% in the
homogeneous phantom studies. The best enhancement was achieved for deeper locations
in comparison to the uncompensated PA sO2 imaging. An error of 15% (when no fluence
compensation was performed) is not acceptable in a clinical scenario, especially when one
has to differentiate an artery and a vein (difference in sO2 for arterial and venous blood is
less than 15–20%). To demonstrate the potential of fluence compensated PA sO2 imaging
in vivo, we performed a small animal study in which the thigh muscle of a live mouse
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was imaged. First, the mouse was set to breathe normal air (21%) and then switched to
(100%) oxygen and PA sO2 was monitored to see the dynamic imaging capability. Our
approach yielded expected results showing differences in sO2 values of different blood
vessels (67–73% sO2 during normal air-breathing and around 85–94% during 100% oxygen
breathing) with an imaging depth of approximately 6 mm. Finally, we also performed a
fluence-compensated PA sO2 measurement on the wrist of a human volunteer and imaged
a vein and a pulsating artery for which a difference of 14% sO2 was observed.

We foresee that the implementation of this idea in the imaging system will open up the
possibility of improving the sO2 imaging capability. Since US imaging is already available
in the system, this data can be used for tissue segmentation and consequently compute
a fluence map specific for the tissue and compensate the PA data for sO2 estimation. We
believe that our approach is suitable for any PAI system with US imaging capability. In
this work, we were able to achieve a penetration depth of around 10 mm in phantom
experiments when sO2 imaging was performed along with conventional US imaging in
the AcousticX system. For the in vivo experiments, we achieved an imaging depth of
6 mm, which is good enough for small animal imaging and human wrist imaging that we
have demonstrated. However, it is critical to improve the imaging depth to explore a wide
range of clinical applications. Improving the LED array packaging, pulse repetition rate,
and coded-excitation schemes may be some aspects to be considered in this direction [45].
Further, novel deep learning and image processing methods are also expected to have an
impact in improving spatial resolution and imaging depth of LED-PAI [46–48]. In this
work, we used a combination LED array of 750 nm and 850 nm with a pulse energy of
around 200 μJ and 100 μJ per pulse, respectively. As one can see, pulse energy of 750 nm
is just 100μJ, which is half of that of 850 nm, and this is the main factor hindering the
imaging depth in this work. The higher amount of background noise present in the 750 nm
images (when compared to 850 nm) may very well be the reason for the slight inaccuracies
(especially in deeper features) in our sO2 estimates [49]. Our future work will include the
design and development of new LED arrays with optimal wavelengths and improved
optical energy.

Even though we achieved promising results in this proof-of-concept study, there is
a lot of scope in improving the quantitative nature of PA sO2 imaging. In our proposed
fluence compensation model, we segmented the phantom and tissue as two layers (water
and soft tissue layer in phantom, water and muscle in mouse imaging, and water and soft
tissue in human wrist imaging), which is not an optimal approach. In our future work,
we consider using the US images to segment different tissue types [50] and then perform
a more accurate fluence compensation for quantitative sO2 imaging. In the Monte-Carlo
light propagation model, the reflection of light at different tissue layers was not considered,
which will be considered in our future work. Another factor to consider in future studies is
the band-limited frequency response of the detectors and its impact on the accuracy of sO2
imaging. PA sO2 is limited in predicting the absolute sO2 values, as imaging depends on
multiple factors, and it is difficult to calibrate the method in live tissue. However, relative
sO2 imaging is still useful in clinical applications. We foresee several applications including
monitoring hypoxia in the tumor microenvironment in the future.

In summary, for the first time, we characterized and validated fluence-compensated
LED-PAI based sO2 imaging using in vitro, phantom and in vivo small animal and human
volunteer studies. Our results show the importance of accounting for fluence variations in
tissue when performing sO2 using an LED-PAI system. Further, our results demonstrate the
potential of LED-PAI in obtaining sO2 information dynamically along with conventional
pulse-echo imaging. We believe that combined US and sO2 information in such high
temporal and spatial resolution may be useful for diagnosis and treatment monitoring of
several inflammatory and cancer-related diseases.
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5. Conclusions

Through our results, we have demonstrated that oxygen saturation imaging using a
dual-wavelength LED-based photoacoustic system has potential in pre-clinical and clinical
applications. The proposed fluence compensation method utilizing structural information
of the tissue from the US images was found to improve the oxygen saturation imaging
accuracy by 12–15%. Within the limited power of the LEDs, an imaging depth of 6–8 mm
was achieved in soft tissue. We have demonstrated imaging different levels of oxygenated
blood in vivo in both small animal and a healthy human subject and found it to be within
the expected range, showing the accuracy of the proposed approach. Further research
on improving the pulse energy of LED sources to enhance imaging depth and accurate
segmentation of different tissue types for fluence compensation can potentially translate
this technology for pre-clinical and clinical applications.

Supplementary Materials: The following are available online at https://www.mdpi.com/1424-822
0/21/1/283/s1, Video S1: Real-time ultrasound and photoacoustic oxygen saturation imaging of a
human wrist, showing a pulsating artery, vein, and skin layer.
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Abstract: Follicular unit extraction (FUE) and follicular unit transplantation (FUT) account for 99% of
hair transplant procedures. In both cases, it is important for clinicians to characterize follicle density
for treatment planning and evaluation. The existing gold-standard is photographic examination.
However, this approach is insensitive to subdermal hair and cannot identify follicle orientation. Here,
we introduce a fast and non-invasive imaging technique to measure follicle density and angles across
regions of varying density. We first showed that hair is a significant source of photoacoustic signal.
We then selected regions of low, medium, and high follicle density and showed that photoacoustic
imaging can measure the density of follicles even when they are not visible by eye. We performed
handheld imaging by sweeping the transducer across the imaging area to generate 3D images via
maximum intensity projection. Background signal from the dermis was removed using a skin tracing
method. Measurement of follicle density using photoacoustic imaging was highly correlated with
photographic determination (R2 = 0.96). Finally, we measured subdermal follicular angles—a key
parameter influencing transection rates in FUE.

Keywords: LED-based photoacoustic imaging; hair follicles; FUE; FUT

1. Introduction

Follicular unit extraction (FUE) and follicular unit transplantation (FUT) are the gold standard
surgical interventions for androgenic alopecia and account for >99% of transplant procedures [1,2].
Both of these techniques involve transplantation of healthy hair follicles from a safe donor area to
a low-density region of thinning/balding [3,4]. The procedures differ in how the donor follicles are
collected. In FUE, follicles are individually extracted using a handheld punching device. In FUT, a strip
of scalp is resected and then dissected to obtain individual follicles [5,6]. Consequently, FUE results
in less severe scarring than FUT, and is more commonly requested by patients for this reason [7].
However, FUE is a more technically demanding procedure and has a higher risk of follicle transection;
in some cases, it can also lead to cyst formation or a “moth-eaten” appearance of the donor region [8].

One important element for both of these procedures is characterization of the follicular units both
at the donor and implant site (pre- and post-operatively). Factors such as graft size, angle, and grafting
density have a significant effect on follicular unit survival rates [9,10]. Beyond implant survival,
these metrics also have implications for potential complications such as the development of subdermal
cysts or telogen effluvium (“shock loss”) [11,12]. Finally, variations in graft density and angle can have
major impacts on cosmetic satisfaction.

Sensors 2020, 20, 5848; doi:10.3390/s20205848 www.mdpi.com/journal/sensors207
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Photography and/or visual inspection is the current gold-standard means of characterization
during treatment planning and evaluation of results [1]. However, this practice neglects the subdermal
orientation/depth of follicles, which is the primary factor governing undesirable transection rates in
FUE [13]. Furthermore, these optics-based inspections cannot evaluate the follicle below the skin
surface or during the “shock loss” period after transplant [14]. Indeed, subdermal characterization of
the follicles at the donor and implant sites could inform the clinician on the best donor sites as well
as the risk and status of downstream complications such as telogen effluvium and cysts. Therefore,
we propose the use of a non-invasive imaging modality for gleaning both supra- and subdermal
information about the density and orientation of follicles.

Ultrasound is a widely deployed imaging modality across medical specialties with applications
in dermatology for melanoma, inflammatory diseases, and lipoablation [15]. These applications
are currently being expanded as photoacoustic imaging (PAI)—an augmented form of ultrasound—
continues to gain clinical traction [16,17]. PAI uses pulsed light to generate ultrasound waves from the
imaging target. This shifts the mechanism of imaging contrast from differences in acoustic refraction to
optical absorption. When performed simultaneously with ultrasound (routine practice for commercially
available systems), the modality is capable of real-time imaging with anatomical and molecular contrast
through many centimeters of tissue. PAI has experienced tremendous research growth in the past
decade as a diagnostic platform and is currently being investigated for a number of dermatological
conditions [18–24]. Recently, a laser-based PAI system was proposed for volumetric imaging of a single
follicular unit [25]. In this work, we introduce an LED-based photoacoustic imaging method for fast
and non-invasive characterization of follicle density and subdermal angle with an emphasis on its
diagnostic value in FUE and FUT.

2. Materials and Methods

2.1. Photoacoustic Imaging System

In this work, we used a AcousticX CYBEDYNE LED-based photoacoustic imaging system from
CYBERDYNE Inc. (formerly Prexion) (Tokyo, Japan) [26]. The system is equipped with a 128-element
linear array ultrasound transducer with a central frequency of 10 MHz and a bandwidth of 80.9% fitted
with two LED arrays. The imaging equipment could be used with a variety of wavelengths. We used
both 690 and 850 nm LED arrays in this study. We found that 690 nm provides more information about
the skin layer and 850 nm shows more penetration depth.

The repetition rate of these LEDs is tunable between 1, 2, 3, and 4 KHz. The pulse width can
be changed from 50 to 150 ns with a 5-ns step size. The transducer can be scanned to generate
three-dimensional (3D) data using a maximum intensity projection (MIP) algorithm. The lateral and
axial resolution of this imaging system is ~550 and 260 μm, respectively. This system can detect blood
vessels to a depth of ~1.5 cm [26].

2.2. Imaging and Data Collection

The study enrolled a single adult healthy Caucasian male; the subject provided written informed
consent. All work was conducted with approval from the UCSD Institutional Review Board and was in
accordance with the ethical guidelines for human subject research set forth by the Helsinki Declaration
of 1975. In order to maintain a sterile imaging environment, we used sterile CIV-Flex probe cover
(CIVCO Medical Solution, Coraville, IA, USA) on the photoacoustic transducer.

The images were acquired using acoustically transparent coupling gel (clear image singles
ultrasound scanning gel, Next medical product company, Somerville, NJ, USA), and we evaluated
several regions of the body with varying follicle density. First, we imaged the nape of the subject’s
neck to include both skin and hair in the same field of view. We then imaged the parietal region of the
scalp after trimming the hair with clippers (Wahl Clipper Corporation, Sterling, IL, USA). We used
both ultrasound and photoacoustic mode to image the follicle density on the scalp.
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In order to show that this technique can image hairs that are not visible (subdermal hairs),
we imaged the abdomen at baseline, trimmed to leave a residual ~1 mm of hair (Wahl trimmer),
and shaved with a razor (Gillette Mach 3, Boston, MA, USA). To further evaluate the capacity of the
imaging technique to evaluate follicle density, we also imaged the subject’s arm (little hair; no trimming
or shaving) and face (freshly shaved). These various regions of the body were also photographed
while protecting the subject’s anonymity.

The imaging experiments used both 690 and 850 nm excitation wavelengths. The scanner was
swept by hand at ~1 cm/s across the skin collecting both ultrasound and PA data for subsequent 3D
visualization via maximum intensity projection (MIP)—a volume rendering that projects the voxels
with maximum intensity in the correspondence plane [27,28]. Photographs were also taken at each
imaging site for comparison of hair density.

2.3. Data Analysis

All imaging data were recorded as rf data and reconstructed using Fourier transform analysis
(FTA) [29]. Images were exported and analyzed as bmp files types. The ImageJ 1.48 v toolbox was
used to analyze all the data [30]. We used both B-mode cross-sections [15,31] and MIP volumes [23] to
evaluate the capabilities of our LED-based photoacoustic imaging system for this application. In all
images, ultrasound pixel intensities are shown in 8-bit grayscale, and photoacoustic pixel intensities
are shown as hot color maps. In order to measure follicle densities, we compared the region of interest
(ROI) for a photoacoustic MIP image to a photograph (2 × 2 cm2 for both). To identify the follicles,
we combined two metrics: photoacoustic intensity and morphology of the image. We evaluated the
background photoacoustic intensity histogram, and we found that the background had a mean 8-bit
pixel intensity lower than 35. Therefore, if intensity values are higher than 35, we set a threshold to
define those data to be a feature—i.e., vein or follicle. Next, we could visually distinguish between vein
and follicle structures. Each photoacoustic image and photograph were divided into four quadrants,
and the number of follicles was counted manually. Subdermal follicular angles were measured with
respect to the dermis using the angle tool function in ImageJ.

2.4. Statistical Analysis

Follicle densities for each region were quantified by averaging the counts for each quadrant of the
ROI, and error bars represent the standard deviation across these four areas. We used a Student’s t-test
to assess statistical differences between the measurement techniques.

3. Results

The main goal of this study was to evaluate photoacoustic ultrasound as a diagnostic and
staging tool for hair transplant procedures including FUE. Figure 1 shows the current and potential
clinical workflow for the implementation of photoacoustic imaging to evaluate follicular organization.
Figure 1A illustrates the value of photoacoustic imaging in pre-surgical staging in FUE: the images could
be used to measure subdermal follicular angles (alpha and beta). Since these angles affect transection
rate and can lead to more hair loss [32], a threshold angle could be established such that follicles below
this value are not chosen for extraction. Follicle characterization steps are detailed in Figure 1B–E.
These steps demonstrate that hair trimming and shaving followed by photoacoustic imaging can detect
individual hair follicles, subdermal roots, and follicular angles. Future applications in follicular unit
extraction and transplantation (FUE and FUT) are detailed in Figure 1F–J highlighting the value of
imaging at the short and long-term post-implantation stages. Specifically, the implanted follicles can be
visualized prior to eruption from the dermis immediately post-implantation (Figure 1G), during telogen
effluvium to verify the presence of the residual papilla (Figure 1E), or periodically long-term (over
12–24 months) to monitor the formation of cysts from improper implantation (Figure 1J).
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Figure 1. Photoacoustic imaging of follicular organization. The upper panel shows current work.
(A) The follicular angle under the skin can be determined using photoacoustic imaging (PAI). (B) Hair
trimming, (D) shaving, and subsequent (C,E) PA imaging to detect individual hair follicles, subdermal
roots, and follicular angles. Future applications in follicular unit extraction and transplantation (FUE
and FUT). (F) Hair follicles are excised from a safe donor area. (G) Extracted follicles are implanted in the
donor spot. (H) Original hair shaft sheds while the dermal papilla is retained in a process called telogen
effluvium (“shock loss”). PAI can quickly confirm successful implantation by imaging hair growth
within the papilla before the follicle is visible on the skin surface. (I) Hair growth from successfully
transplanted follicles. (J) Follicles implanted too deep can result in cyst formations 1–2 years after the
procedure. PA imaging can monitor this cystic growth.

3.1. Hair Follicle Imaging Using PAI

We first used 690 nm LED light source and did some positive (hair area) and negative (skin area)
control experiments to confirm that hair produced PA signal (Figure 2). We then used PAI to image
below the skin, measure follicle angle, and determine follicle density (Figures 3–6). Figure 2A shows a
photograph of the nape of the neck with unshaved and shaved hair. The corresponding PA image is
presented in Figure 2B taken along the dashed line in Figure 2A. The PA intensity of unshaved hair in
this area was 4.23-fold higher than shaved scalp. These data show that the PA signal corresponds to
hair volume. Our subject had gray-brown hair color. Ford et al. demonstrated that gray and blond
color generate significantly lower photoacoustic signal than black hair due to the higher melanin
content in black hair [25].
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Figure 2. Hair imaging using PAI. This experiment contains positive and negative controls to validate
the imaging technique using 690 nm light source. (A) Photograph of unshaved and shaved portions of
the scalp. Red dashed line represents the imaging plane. (B) Photoacoustic image of dashed line in A
which includes the skin and full hair. Photoacoustic intensity of hair in full hair area is 4.23-fold higher
than shaved skin. (C) Photograph of the nape with lower hair density than the scalp. Red dashed line
represents the imaging plane in D. (D) Photoacoustic image along red dashed line in C. Photoacoustic
intensity in this area was 2.8-fold higher than the surrounding skin. Blue dashed squares are the region
of interest (ROI) used to measure the PA intensity on the skin and hair.

We further confirmed this approach by imaging an area with varying hair density. The nape of
the neck has decreasing hair density along a plane moving down the spine (Figure 2C). This subject
also had recent sun exposure and with red skin in areas not covered by hair. Figure 2D shows a
photoacoustic image collected in the red dashed line in Figure 2C. We note the low signal for the bare
skin relative to the area with hair. The freshly shaved skin has a lower signal than the nape of the neck
because the nape had been exposed to sun and had more pigmentation (Figure 2D). The intensity of
hair on the nape was 2.8-fold higher than the surrounding skin. We used the photoacoustic intensity
line profile of the hair and measured the average full width at half maximum (FWHM) for the width of
the PA profile in Figure 2B,D to be 1.02 ± 0.19 and 0.37 ± 0.09 mm, respectively.

This shows that the width of PA signal can also be an acceptable metric to quantify the hair
density. Scanning a 2 × 2 cm2 area took 10 s to collect the raw data, 15 s to reconstruct the data, and up
to 5 min to process. Future work can integrate automated image-processing tools to streamline the
workflow [33]. It is also important to mention that, since the width of transducer is small (4 cm), we are
easily able to perform multiple scans from multiple directions and surfaces such as flat and curved.

Figure 3A shows the absorption spectra of melanin, oxyhemoglobin, deoxyhemoglobin, and water.
All data were downloaded from http://omlc.ogi.edu/spectra/. For hemoglobin, we used molar
extinction coefficient (e) from [34], and the absorption coefficient was measured using the following:

μa =
(2.303)e

(
150 gHb

liter

)
66,500 gHb/mole . For melanin’s μa correspondence to skin, we used μa = 1.70× 1012 λ−3.48, where,

λ is the wavelength [35]. Using the same imaging setup, we performed PAI and ultrasound on the
trimmed (with no guard) region of the scalp (see Figure 5G for exact region imaged). Figure 3B–D show
the photoacoustic, ultrasound, and overlay of photoacoustic and ultrasound, respectively. With PAI,
individual hair follicles are seen as discrete spots on the scalp Figure 3B. Ultrasound imaging was used
to measure skin thickness of 3.78 ± 0.28 mm which is within reported values of 2–6 mm for normal
adult humans [36]. The skull thickness was measured to be 6.05 ± 0.64 mm which is consistent with
literature values ~6.5 mm for adult men [37,38].
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Figure 3. Trimmed scalp imaging. (A) Absorption spectra of melanin, oxyhemoglobin, deoxyhemoglobin,
and water. Data from http://omlc.ogi.edu/spectra/. (B) Photoacoustic image of trimmed scalp. Individual
hair follicles are represented by discrete spots on the scalp. (C) Ultrasound image from same plane of A
including measurements of skull thickness from the ultrasound data. The skull thickness for this subject
was 6.05 ± 0.64 mm. (D) Photoacoustic and ultrasound overlay allows us to locate hair follicles with
respect to the anatomical features of the skull.
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Figure 4. Subdermal imaging. Photoacoustic image of (A) unshaved and untrimmed, (B) trimmed, and
(C) shaved abdominal skin using both wavelengths (690 and 850 nm). We could detect individual roots
and subdermal hair strands using PAI after trimming and shaving. (D) We used a skin tracer algorithm
to remove the photoacoustic contribution from the skin. (E) Photoacoustic image of shaved area after
removing the photoacoustic signal of the skin via digital image processing. Photoacoustic image of the
shaved region using (F) 690 and (G) 850 nm. Melanin in the skin absorbs strongly at 690 nm limiting
depth penetration. Imaging at 850 nm allows deeper penetration allowing visualization of both the
roots and subdermal strands.
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Figure 5. Follicular density images. (A,D,G) photograph; (B,E,H) cross-sectional photoacoustic image
along the red dashed line. (C,F,I) maximum intensity projection (MIP) photoacoustic images of
biceps, shaved stomach, and trimmed scalp using 850 nm LED light source within the 2 × 2 cm2 area
marked by red dashed rectangles, respectively. PAI shows the absence of hair on the biceps whereas
subdermal hair follicles can be seen in the stomach and scalp regions. Vasculature close to the skin
surface can also be imaged due to hemoglobin that absorbs at near-infrared wavelengths and produces
photoacoustic signal.

Figure 6. Quantification of follicle density. (A,B) Photograph of 2 × 2 cm2 of medium-density
(abdomen) and high-density (scalp) areas. (C) Correlation between follicle density measurement using
photoacoustic data and photograph images. High correlation (R2 = 0.97) is observed between these
two techniques.
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3.2. Subdermal Imaging

Next, we evaluated the utility of this technique for hair that was not visible as a model for the
subdermal papilla that might be present after shock loss during transplant (Figure 1E) and used the
abdominal region as a model. Figure 4A shows a photoacoustic image (690 and 850 nm as wavelength)
of unshaved stomach with multiple hair follicles present above the skin surface. We next removed an
increasing amount of hair and first trimmed the region for a residual ~2 mm of hair present on the skin
surface (Figure 4B). While the photoacoustic signal present on the skin surface decreases, the signal
from the root remains. We next shaved the skin to remove all hair protruding from the skin surface
while leaving the subdermal region intact. Figure 4C shows that PAI can image and detect hair follicles
and their roots under the skin surface.

Previous studies show that skin surface generates strong photoacoustic signal [39]. This is because
it is the first region to encounter the optical pulse and thus has the highest fluence. Skin with high
amounts of melanin also has strong photoacoustic signal because melanin absorbs infrared wavelengths
of light [40,41] (Figure 3A). Regardless of the source, the strong signal from skin can make detecting
follicles under the skin surface challenging. Thus, we used a skin tracing technique (digital image
processing) to remove signal from the skin surface to facilitate improved image formation [42,43].
Figure 4D shows the skin trace from Figure 4C. We removed the photoacoustic contribution from the
skin surface to obtain Figure 4E. Figure 4F,G show the shaved stomach imaged at 690 and 850 nm,
respectively. We observed that most of the 690 nm light is absorbed by melanin in the skin; hence,
we cannot image the follicle under it. However, with 850 nm illumination, light is able to penetrate
deeper allowing us to image the root and the follicle. The literature shows that absorption for melanin
at 690 nm is ~2.07 times higher than 850 nm [44] (Figure 3A).

Some individual hair strands can be seen germinating from the roots, whereas others show discrete
spots with no strands. This is expected because not all follicles are perfectly aligned to the plane of
the transducer. Our transducer can cover a 3.5-cm field-of-view. The field-of-view in linear array
transducers is a function of the number and the distance between the elements (pitch size). Additionally,
the pitch size is ~ 1

2 fc
, where fc is defined as the center frequency of the ultrasound transducer [45].

Therefore, the field of view is a function of the center frequency and number of elements. Higher center
frequencies with a constant number of elements will have a smaller field-of-view.

3.3. Follicle Density

Follicular density (number of follicles/cm2) is important in scouting for donor areas and assessing
transplant success [8]. We evaluated the ability of the PAI technique to quantitate follicle density in
various regions. For humans, the follicular density varies widely in different areas. For example,
the scalp has a higher follicular density than the biceps. The average follicular units and hair density
per square centimeter is 65–85 and 124–200, respectively [10]. We identified three areas with varying
hair density: the biceps, (Figure 5A), shaved stomach (Figure 5D), and trimmed scalp (Figure 5G) as
low, medium, and high-density areas, respectively. We imaged a 2 × 2 cm2 area represented by the red
dashed rectangle in Figure 5A–C. Figure 5B,E,H show the cross sectional photoacoustic image along
the red dashed line from the biceps, shaved stomach, and trimmed scalp, respectively. Figure 5C,F,I
represent the MIP photoacoustic map of biceps, shaved stomach, and trimmed scalp, respectively.
These MIP maps show both hair and blood vessels. Indeed, the superficial vasculature can also be
detected using photoacoustic imaging due to the light absorption from hemoglobin [46]. For PA follicle
density evaluation, we used the 850 nm LED light source (longer wavelength, higher penetration
depth). These maps are similar to previous studies that showed vascularity using PAI [47–49].

Figure 6 further processes this raw data in Figure 5 and quantifies the follicular density along
with the fourth data point from the face/beard of the same subject (photographs not included in
Figure 5 for anonymity). We plotted the follicles/cm2 for both photographs and photoacoustic MIP
maps for the four regions and show that the follicular densities change with skin region (Figure 6C).
There was good correlation (R2 = 0.97) between follicular density measured using PAI and visual
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counting from photographs. These results show that PAI can quantify hair follicle density across
different regions—including in regions where the hair is not visible above the skin surface.

3.4. Follicle Angle

The transection rate in FUE can impact outcomes, and one key variable here is the follicle angle:
The rate of transection increases when the angles point toward the nuchal lines [32]. We utilized PAI
to measure the angle of multiple follicles (n = 25) relative to the skin surface on the shaved stomach.
The follicular angle (β) was measured to be 18.62 ± 5.281◦ in this area (Figure 4C). To the best of our
knowledge, no other study has reported the follicle angle on the stomach; values reported on the scalp
vary from 10◦ to 40◦ depending on the location on the scalp [50–52].

4. Discussion

There are several error sources unique to photoacoustic imaging in this application. First, hair and
skin color are key parameters here. Lighter hair and lighter skin color can generate less photoacoustic
signal relative to darker skin. Darker skin has higher melanin content, absorbing more light and
reducing depth penetration. Second, scanning is performed manually using a hand-held transducer,
and the risk of shaking and instability can vary between operators but could be minimized with
training. Image processing algorithms can also resolve and remove these artifacts [53,54]. Third,
the resolution of our photoacoustic system could limit scanning of very fine hair. The resolution of
our imaging system depends on the center frequency of the ultrasound transducer. As we mentioned
before, our LED-based imaging system has an axial resolution of 260 μm. If the hair width is too
small (lower than resolution range), then our imaging system may not able to resolve it. Similarly,
if two follicles are separated by less than ~550 μm (lateral resolution) we cannot resolve both follicles.
We could overcome these limitations by increasing the center frequency of the ultrasound transducer.

Previously, Ford et al. demonstrated the structural and functional analysis of hair follicles using
volumetric multispectral optoacoustic tomography [25]. That work offered higher resolution images
than this work, but we believe that our LED-based photoacoustic imaging system has important
advantages in terms of a ~7-fold larger field of view and the use of LED light sources that are more
compact, safe, cheap, and rugged.

In future work, we will image follicular features such as density and subdermal angle with
the LED-based photoacoustic imaging technique and validate their prognostic value for in vivo
models of FUE and FUT. We will also evaluate the technique in patients with a range of skin
tones to better understand and study the limitations of the technique. We will also develop an
image-processing algorithm to segment the photoacoustic images and measure the follicle density in a
more automatic fashion.

5. Conclusions

In this study, we evaluated the application of photoacoustic imaging for the fast and non-invasive
characterization of follicular density and subdermal angles with an emphasis on its diagnostic value
for FUE and FUT. We showed that a portable, inexpensive, and low fluence LED-based imaging system
has potential value for these procedures.
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