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Preface to “Water Optics and Water Colour Remote 
Sensing” 

Available water resources, including rivers, reservoirs, lakes, coastal waters, and oceans, are 
emerging as a limiting factor—not only in quantity, but also in quality—for human development and 
ecological stability. Declining water quality has become a global issue of significant concern as 
anthropogenic activities expand and climate change threatens to cause major alterations to the 
hydrological cycle. Thus, monitoring the physical, chemical, and biological status of those waters is of 
great importance. Remote sensing has the potential to provide an invaluable complementary source of 
data at local to global scales. However, accurate, cost-effective, frequent, and synoptic retrieval 
algorithms of in-water optical and biogeochemical parameters, as well as information on the 
biophysical properties of the monitored waters, face several challenges. This book is intended to 
expand our understanding of these relationships and processes.  

Along with the journal’s announcement of an open call for papers, invitations were issued to 
experts working in this field. The robust response and strong interest in this Special Issue is evidenced 
by a total of 50 submissions and the excellent work being undertaken. The resulting 21 papers, plus our 
editorial paper, were subject to peer review by at least two reviewers. We encourage you to read the 
papers, which, as explained in our editorial paper, we have grouped into five categories: (1) bio-optical 
properties; (2) atmospheric correction and data uncertainties; (3) remote sensing estimation of 
chlorophyll-a; (4) remote sensing estimation of suspended matter and chromophoric dissolved organic 
matter (CDOM); and (5) water quality and water ecology remote sensing. This Special Issue presents 
much of the recent progress in this rapidly growing research area including a variety of applications at 
the global scale (with case studies in Europe, Asia, South and North America, and the Antarctic), 
achieved with different remote sensing instruments, such as hyperspectral field and airborne sensors, 
ocean colour radiometry, geostationary platforms, and the multispectral Landsat and Sentinel-2 
satellites.  

We sincerely thank the excellent authors and peer reviewers, as well as the journal’s staff, for 
their contributions to this Special Issue. 

Yunlin Zhang, Claudia Giardino and Linhai Li 
Special Issue Editors 
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Abstract: The editorial paper aims to highlight the main topics investigated in the Special Issue (SI)
“Water Optics and Water Colour Remote Sensing”. The outcomes of the 21 papers published in the SI
are presented, along with a bibliometric analysis in the same field, namely, water optics and water
colour remote sensing. This editorial summarises how the research articles of the SI approach the
study of bio-optical properties of aquatic systems, the development of remote sensing algorithms, and
the application of time-series satellite data for assessing long-term and temporal-spatial dynamics
in inland, coastal, and oceanic waters. The SI shows the progress with a focus on: (1) bio-optical
properties (three papers); (2) atmospheric correction and data uncertainties (five papers); (3) remote
sensing estimation of chlorophyll-a (Chl-a) (eight papers); (4) remote sensing estimation of suspended
matter and chromophoric dissolved organic matter (CDOM) (four papers); and (5) water quality
and water ecology remote sensing (four papers). Overall, the SI presents a variety of applications
at the global scale (with case studies in Europe, Asia, South and North America, and the Antarctic),
achieved with different remote sensing instruments, such as hyperspectral field and airborne sensors,
ocean colour radiometry, geostationary platforms, and the multispectral Landsat and Sentinel-2
satellites. The bibliometric analysis, carried out to include research articles published from 1900 to
2016, indicates that “chlorophyll-a”, “ocean colour”, “phytoplankton”, “SeaWiFS” (Sea-Viewing Wide
Field-of-View Sensor), and “chromophoric dissolved organic matter” were the five most frequently
used keywords in the field. The SI contents, along with the bibliometric analysis, clearly suggest that
remote sensing of Chl-a is one of the topmost investigated subjects in the field.

Keywords: water optics; water colour remote sensing; bibliometric analysis; popular study topics;
chlorophyll-a

1. Water Optics and Water Colour Remote Sensing from a Bibliometrics Perspective

Bibliometrics, which was first introduced by Pritchard [1], has been widely used to quantitatively
and qualitatively analyse scientific production and research trends at the decade to century scale with
a large amount of data [2]. Using the Science Citation Index-Expanded (SCI-Expanded, where SCI
is the multidisciplinary database of the Institute for Scientific Information, Philadelphia, PA, USA)
database of the Web of Science and “bibliometric analysis” as the topic, 1502 papers could be searched
by the end of 2016. The bibliography of all articles related to water optics and water colour remote
sensing from 1900 to 2016, was compiled by searching, in the online version of SCI-Expanded, the
following keywords: TS (Topic) = (“inherent optical propert *” or “apparent optical propert *” or
“bio-optical propert *” or “remote sensing reflectance *” or “absorption coefficient *” or “scattering
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coefficient *” or CDOM) or ((“suspended matter *” or “particle matter *” or CDOM or chlorophyll
or phycocyanin or “water colour *” or bloom * or macrophyte *) and “remote sensing *”)) and TS =
(lake * or reservoir * or ocean * or coastal * or estuary * or bay *). Keywords contain the most critical
information in most papers whose frequency was used to discover study hotspots. Notably, only
author keywords, not KeyWords Plus, were used for this analysis [3,4].

The total publication number was 4809 when the aforementioned search strategy was used.
We presented the 20 most frequently used keywords of water optics and water colour remote sensing
research (Figure 1). “chlorophyll-a” (Chl-a), “ocean colour”, “phytoplankton”, “SeaWiFS” (Sea-Viewing
Wide Field-of-View Sensor), and “chromophoric dissolved organic matter (CDOM)” were the five
most frequently used keywords of the study subject after excluding, for obvious reasons, the keyword
“remote sensing”. In particular, the frequency of “Chl-a” was as high as 532, which was much higher
than the second frequently used keyword “ocean colour” (86). The result of SeaWiFS indicated the
role played in the past from this sensor, while for recent years sensors such as Moderate Resolution
Imaging Spectroradiometer (MODIS), Medium-Resolution Imaging Spectrometer (MERIS), and OLCI
might be considered as improved successors. This result indicated that Chl-a-related study was the
popular study topics in the field of water optics and water colour remote sensing.

Figure 1. Co-word network of high-frequency keywords in water optics and water colour remote
sensing research. The size of lines represents the number of co-occurrences. The colour of lines
represents the group of the co-occurrences number: red ≥ 50; 25 ≤ magenta < 50; black ≤ 25. The size
of nodes represents the keyword frequency; the colour of nodes represents the group of the number of
connections to other nodes: red = 20; 15 ≤ green < 20; 10 ≤ blue < 15.

2. Overview and Scope of the Special Issue

Available water resources, including rivers, reservoirs, lakes, coastal waters, and oceans, are
emerging as a limiting factor, not only in quantity, but also in quality, for human development
and ecological stability. Declining water quality has become a global issue of significant concern
as anthropogenic activities expand and climate change threatens to cause major alterations to the
hydrological cycle. Thus, monitoring the physical, chemical, and biological status of those waters
is immensely important. Remote sensing has the potential to provide an invaluable complementary
source of data at local to global scales. However, accurate, cost-effective, frequent, and synoptic
retrieval algorithms of in-water optical and biogeochemical parameters, as well as information on the
biophysical properties of the monitored waters, have several challenges.
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This Special Issue (SI) focusing on “Water Optics and Water Colour Remote Sensing” is specifically
aimed at addressing: (1) issues on water optics including the characterisation of optical properties
among rivers, reservoirs, lakes, coastal waters, and open sea, modeling the relationships between
apparent optical properties (AOPs) and inherent optical properties (IOPs); and (2) challenges on
retrieval algorithm developments, validation, and applications of remote sensing of rivers, reservoirs,
lakes, coastal waters, and open ocean. This SI presents many of the recent progresses in this rapidly
growing research area.

3. Highlights of Research Articles

The main topics of this SI concentrate on: (1) bio-optical properties (three papers); (2) atmospheric
correction and data uncertainties (five papers); (3) remote sensing estimation of Chl-a (eight papers);
(4) remote sensing estimation of suspended matter and CDOM (four papers); and (5) remote sensing
estimation of other water qualities and water ecological parameters (four papers). Overall, Chl-a
estimation-related study is a major topic in this SI, which is consistent to the previously described
bibliometrics analysis.

There are three papers on bio-optical properties in this issue. Ma et al. [5] reported the spatial
distribution of the diffuse attenuation coefficient of photosynthetic active radiation (PAR) (Kd(PAR))
and its main regulating factors in 26 lakes and reservoirs in Northeast China. The results showed that
total suspended matter was the dominant factor in determining Kd(PAR) values and best correlated
with Kd(PAR). Zhou et al. [6] presented a model to describe the polarisation patterns of celestial
light, when refracted by wavy water surfaces. Scattering skylight dominates the polarisation patterns,
while direct solar light is the dominant source of the intensity of the underwater light field. Wind speed
has an influence on disturbing the patterns under water. To optimise atmospheric correction and
bio-optical algorithms for the wide variety of lake optical conditions, Eleveld et al. [7] proposed two
water type classification schemes through a cluster analysis of in situ hyperspectral remote sensing
reflectance spectra collected around the world.

There are five papers on atmospheric correction and data uncertainties in this issue. In each
of the three atmospheric correction papers, one or more atmospheric correction strategies were
evaluated. The commercial ATCOR4 code was applied to airborne imagery [8], a series three of
methods (i.e., ACOLITE NIR, ACOLITE SWIR, and MACCS) based on the use of short-wave infrared
(SWIR) spectral bands was applied to satellite data of turbid coastal waters [9], and again three
atmospheric correction methods (ACOLITE, 6SV, and Sen2Cor) were applied to Sentinel-2 images
of lakes [10]. Two data uncertainties papers discussed the impact of the Signal-to-Noise Ratio of
sensor design on the Chl-a and total suspended matter algorithms in four lakes located at Mamirauá
Sustainable Development Reserve (Amazonia, Brazil) [11], and sensors selection, near-coincident data
determination, and potential limitations of remote sensing measurements for surface and near-surface
conditions [12].

There are eight papers on the remote sensing estimation of Chl-a in this issue. These papers
presented Chl-a remote sensing estimation models including the height of the 810 peak of remote
sensing reflectance [13], the comparison of four empirical models (Blue-Green Ratio Model, Two-Band
NIR-Red Ratio Model, Three-Band NIR-Red Model, and Four-Band NIR-Red Model) [14], a coupled
atmosphere-hydro-optical model [15], the combination of AisaFENIX sensor and ATCOR4 in
image-driven parametrisation [8], iterative stepwise elimination partial least squares regression
based on field hyperspectral [16], and an improved baseline fluorescence approach [17]. In addition,
long-term spatial and temporal variabilities of Chl-a from MODIS and SeaWiFS observations in the
Bohai Sea (2000–2012) [18] as well as from MERIS images in Lake Erie (2004–2012) [19] were elucidated.

There are five papers on the remote sensing estimation of suspended matter and CDOM in this
issue. Kutser et al. [13] found that the height of the 810 peak was in good correlation with suspended
matter and assessed the application of this finding on Landsat 8 and Sentinel-2 images. Wang et al. [20]
developed an algorithm using the slope of Rrs(490) and Rrs(555) to estimate particle cross-sectional area
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concentration from the Geostationary Ocean Colour Imager (GOCI). An iterative stepwise elimination
partial least squares regression based on field hyperspectral was used to estimate water total suspended
matter concentration in irrigation ponds in Japan [16]. Campanelli et al. [21] developed an empirical
band ratio model using Rrs(667)/Rrs(488) to estimate CDOM using MODIS ocean colour sensor images
and data collected on the North-Central Western Adriatic Sea (Mediterranean Sea).

Lastly, there are four papers on the remote sensing estimation of other water qualities and water
ecological parameters in this issue. Turbidity climatology over an eight-year period (2004–2011)
in Apalachicola Bay was investigated based on remote sensing estimation from Landsat 5 TM and
Landsat 8 OLI imagery using a single-band empirical relationship of band 3 [22]. Deng et al. [23] tested
the applicability of the Vertically Generalised Production Model (VGPM) to estimate phytoplankton
primary production by comparing the model-derived and the in situ results, investigated the long-term
temporal-spatial variations in primary production using MODIS data, and further discussed the
potential affecting factors in Lake Taihu. Liang et al. [24] developed a new cyanobacteria and
macrophytes index (CMI) based on a blue, a green, and a shortwave infrared band to separate
waters with cyanobacterial scums from those dominated by aquatic macrophytes. Deng et al. [25]
employed 1375 seasonally continuous Landsat TM/ETM+/OLI data scenes to evaluate the lake water
area changes from 1987 to 2015, and found a loss of 241.39 km2 (10.67%) from 1987–2002 to 2005–2015
in Wuhan Urban Agglomeration, China.

4. Conclusions

This SI presents the state-of-the-art and represents the progress in the field of “Water Optics
and Water Colour Remote Sensing”. The 21 papers published in this SI present a variety of studies
mainly related to bio-optical properties measurement and modeling, atmospheric correction and
data uncertainties, remote sensing algorithms for Chl-a, suspended matter and CDOM, as well
as water quality and water ecology applications. The SI covers a variety of applications at the
global scale (with case studies in Europe, Asia, South and North America, and even the Antarctic),
with different remote sensing instruments, ranging from hyperspectral field and airborne sensors,
to ocean colour radiometry, geostationary platforms, and multispectral sensors such as Landsat and
Sentinel-2. In particular, both the bibliometric analysis and a major number of articles in the SI suggest
a popular and important research topic in the field—remote sensing of Chl-a, a parameter with a
global relevance (phytoplankton is a prolific primary producer occurring in oceans and the world’s
freshwater sources) and one of primary interest for water quality authorities.
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Abstract: Light availability in lakes or reservoirs is affected by optically active components (OACs)
in the water. Light plays a key role in the distribution of phytoplankton and hydrophytes, thus, is a
good indicator of the trophic state of an aquatic system. Diffuse attenuation of photosynthetic active
radiation (PAR) (Kd(PAR)) is commonly used to quantitatively assess the light availability. The PAR
and the concentration of OACs were measured at 206 sites, which covered 26 lakes and reservoirs
in Northeast China. The spatial distribution of Kd(PAR) was depicted and its association with the
OACs was assessed by grey incidences(GIs) and linear regression analysis. Kd(PAR) varied from
0.45 to 15.04 m−1. This investigation revealed that reservoirs in the east part of Northeast China
were clear with small Kd(PAR) values, while lakes located in plain areas, where the source of total
suspended matter (TSM) varied, displayed high Kd(PAR) values. The GIs and linear regression
analysis indicated that the TSM was the dominant factor in determining Kd(PAR) values and best
correlated with Kd(PAR) (R2 = 0.906, RMSE = 0.709). Most importantly, we have demonstrated that
the TSM concentration is a reliable measurement for the estimation of the Kd(PAR) as 74% of the
data produced a relative error (RE) of less than 0.4 in a leave-one-out cross validation (LOO-CV)
analysis. Spatial transferability assessment of the model also revealed that TSM performed well
as a determining factor of the Kd(PAR) for the majority of the lakes. However, a few exceptions
were identified where the optically regulating dominant factors were chlorophyll-a (Chl-a) and/or
the chromophroic dissolved organic matter (CDOM). These extreme cases represent lakes with
exceptionally clear waters.

Keywords: light attenuation coefficient; optically active constituents; Northeast China; total
suspended matter; water transparency

1. Introduction

Diffuse attenuation of photosynthetic active radiation (PAR), expressed as Kd(PAR), indicates
the ability of solar radiation to penetrate a water column. The distribution of algae and hydrophytes,
which contribute greatly to the lake’s primary production, is mainly influenced by the availability
of light as well as other factors, for example, temperature and nutrition [1,2]. Euphotic zone depth
(zeu), an important input parameter for ecological models that estimate primary production of inland
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waters [3,4], defined as the depth where 1% of the PAR just beneath the water surface remains [5], can be
calculated using the equation zeu = 4.6/Kd(PAR) [5] provided that a water column is homogeneous.
The Kd(PAR) is also an important variable to research the heat transfer of lakes [6]. Global climate
change and anthropogenic impacts have strong effects on a lakes’ ecosystem and this may be depicted
by changes in Kd(PAR). Therefore, research of Kd(PAR) and further understanding of its effects can
significantly contribute to the development of new approaches for the management and protection
of lake environments [7]. Although water transparency, measured with Secchi disk depth (SDD) by
human eyes, can also represent the light properties of lakes [8], Kd(PAR) provides a more objective
depiction as it is measured with advanced electro-optical instruments [9].

Kd(PAR) can be obtained by fitting the profile of PAR values measured at different depths of the
water versus the corresponding depths, according to Lambert–Beer’s law [10–12]. Although portable
instruments, such as the Li-cor 191, are capable for accurate measurements to estimate Kd(PAR),
there are limitations in their application on large scale regions [12] as frequent in situ sampling is
costly, labor-intensive and time-consuming. Optical remote sensing imagery is a cost-efficient method
to obtain Kd(PAR) values at large regional scale due to the correlation between Kd(PAR) and water
leaving radiance, and also due to its spatial and temporal resolution. Numerous remote sensing data
such as Landsat/TM/OLI [13], Sea-viewing Wide Field-of-view Sensor (SeaWiFS) [14], the Moderate
Resolution Imaging Spectroradiometer (MODIS) [15], the Medium Resolution Imaging Spectrometer
(MERIS) [12,16,17] and the Geostationary Ocean Color Imager (GOCI) [18] have been applied to
retrieve Kd(PAR) or Kd(490) (which is often used as an agent of Kd(PAR)).

Semi-analytical models [15,19–22] for Kd(PAR) or Kd(490) inversion emphasized the importance
of inherent optical properties (IOPs) and improved the accuracy of the Kd(PAR) estimation in both
open ocean waters (case-I) and coastal or inland waters (case-II). However, large uncertainties still
existed in this type of algorithms for turbid and optically complex inland waters [15,19,21]. Though the
applications may be confined to specified regions or seasons, empirical models have been widely used
to derive Kd(PAR) from remote sensing data for both case-I and case-II waters [12,23–25]. The models
were built by calibrating in situ Kd(PAR) with remote sensing reflectance at blue-green [14,24], red [12]
or Near-infrared (NIR) [26] bands so the Kd(PAR) can be directly mapped from remote sensing images.
Kd(PAR) is governed by the properties of natural water that include both dissolved and particulate
organic as well as the inorganic material [2,5,27]. Therefore, the Kd(PAR) can be expressed as a
function of the dominant one or some optically active components (OACs) whose concentrations
can be estimated from remote sensing data empirically or semi-analytically. Thus, Kd(PAR) can be
mapped indirectly from remote sensing images. Chl-a plays a significant role in optical property
of case-I water so it is rational to estimate Kd(PAR) by the concentration of Chl-a that derived from
satellite images [9,28]. Dominant factor of case-II water’s optical property varied dramatically from
Chl-a [27] to TSM [10,29] or CDOM [1,30]. Sometimes, there were multiple dominant factors [31] and
they changed by seasons [32]. Thereby, comprehensive analysis of the relationships between Kd(PAR)
and OACs with in situ data was necessary before indirectly deriving Kd(PAR) from remote sensing
data for inland waters. Models to estimate Kd(PAR) from OACs can be built with in situ data [33–35].
Factors that play a significant role in the variance of Kd(PAR) can be identified through the analysis [2]
and further used as a guidance for the policy making in the protection of limnology environments.

Northeast China lake zone, with 882 lakes whose area was greater than 1 km2 in 2010 [36], is one
of the five lake zones of China [37]. Some of the lakes and reservoirs in Northeast China are featured
with high TSM and CDOM due to the strong wind and shallow water depth, combined with rich soil
organic matter that supply much terrigenous dissolved organic matter (DOM) into waters [38–41].
Thus, the optical property and their influence on Kd(PAR) may be different from other lake zones of
China. Remote sensing may be the most suitable method to monitor environmental parameters for
the widely distributed lakes. Investigations on Kd(PAR) in lakes of East China zone have been carried
out [2,7,12,26,31]. Comparatively, much less research on Kd(PAR) in Northeast China lakes have been
conducted. Thus, the analysis of dominate OACs of Kd(PAR) could provide a guidance for future

7



Remote Sens. 2016, 8, 964

investigating of Kd(PAR) by remote sensing. The objectives of this paper are: (1) to depict the spatial
distribution pattern of Kd(PAR) of lakes and reservoirs, which represents the trophic state of waters in
Northeast China well; (2) to determine the dominant OACs of Kd(PAR) in waters of Northeast China
using data collected from 26 lakes and reservoirs with three types of grey incidences (GIs); and (3) to
build a relationship between Kd(PAR) and OACs that is meaningful for indirectly mapping Kd(PAR)
from remotely sensed imagery.

2. Materials and Methodologies

2.1. Study Area

Northeast China is an important base of agriculture, forestry, energy and heavy industry.
The region which extends from 38◦N to 54.0◦N and 116◦E to 136◦E, includes all of the Heilongjiang,
Jilin and Liaoning Provinces, and parts of Inner Mongolia Province. Its topography is characterized
by mountains to the east, north and west that surround the Sanjiang, Songnen, and Liaohe Plains
(Figure 1a). The region has a temperate continental monsoon climate which is controlled by the East
Asian monsoons. This climate is characterized for its cool and short summers and for its cold and long
winters with the lakes being frozen in winters. The annual average temperature ranges between −4
and 12 ◦C with a gradual increase from north to south. Precipitation is generally higher in the summer
and autumn seasons and decreases from 1100 mm in the southeast to 250 mm in the west [42].

Forests are predominantly distributed in mountainous areas where the soil erosion is weak.
Grasslands are mainly distributed in the Inner Mongolia plateau where the precipitation is generally
less than 400 mm (Figure 1b). A large amount of lakes and reservoirs with various features are
distributed in Northeast China. Reservoirs are mainly located in mountainous areas and are very deep
with long-narrow shapes. Unlike reservoirs, most of the lakes are generally shallow and are located
in plain areas, particularly in Western Songnen Plain. Due to the character of environmental factors
like unevenly distributed precipitation, high evaporation and geomorphology of terminal-flow areas,
many fresh and saline water bodies are distributed in the Songnen Plain [39].

Figure 1. Study area map: (a) Digital elevation model (DEM) and sampling lakes with corresponding
lake ID; and (b) type of vegetation and spatial distribution of the Kd(PAR) derived from in situ
measurements, combined with isotherm and isohyets in Northeast China.

2.2. In Situ Data Collection and Analysis

In total, 206 stations with measurement of PAR collected in six field experiments were used.
The stations covered 26 lakes and reservoirs in Northeast China. Details about the distribution of the
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sample points are shown in Figure S1 (Supplementary Materials). There are only two lakes with areas
less than 10 km2. The water approximately 0.5 m below the surface was collected in the acid-washed
HDPE bottles for laboratory analysis. The location of each station was recorded with a UniStrong G3
GPS uint. Water transparency (Secchi disk depth, SDD) was measured with a 30 cm diameter black and
white quadrant (Secchi) disk. PAR was measured by the Li-Cor 193SA underwater spherical quantum
sensor on the sunny side of the boat to avoid any shadow effects. After posing the sensor at one depth
in the water, PAR value was continuously recorded for 15 s and output an averaged value by the data
logger. This value was regarded as the PAR value at this depth. The PAR measurements were taken at
no less than five point’s depth for each station. Kd(PAR) was determined by applying the exponential
regression model which utilizes Equation (1) [33], provided that the water column was homogeneous.
The results were accepted only if the coefficient of determination (R2) was no less than 0.95 [7] and the
number of depth points was no less than 4. In Equation (1), the PAR(Z) represents the PAR value at
depth Z and PAR(0−) represents the PAR value just beneath the surface of the water.

PAR (Z) = PAR
(
0−

)× exp [−Kd (PAR)× Z] (1)

2.3. Water Quality Parameters

To determine the water quality, we calculated the concentrations of TSM and Chl-a, and the
absorption of CDOM, phytoplankton and non-algal particles (NAP), as follows.

TSM concentration: For all samples, the concentration of TSM was determined gravimetrically.
Whatman GF/F glass fiber filters (47 mm in diameter, 0.7 μm in average pore size) were initially
combusted at 400 ◦C for 4 h to remove any organic matters on the filters. After cooling, they were
weighed before proceeding to filtration. The volumes of water samples to be filtered were determined
by their turbidity. The used filters were stored at 4 ◦C and re-weighed after drying for 4 h at 105 ◦C.
The concentration of the TSM was calculated by dividing the difference of weight by the volume of the
corresponding water sample.

Chl-a concentration: Chl-a was determined spectrophotometrically [43,44]. A certain volume (V)
of water sample was filtered through GF/F cellulose acetate membrane filters with 47 mm in diameter
and 0.47 μm in pore size. The filters were frozen at −20 ◦C and stored under dark conditions until
further analysis. Pigments were extracted by soaking the mashed filters in 10 mL of 90% acetone
solution for 24 h under dark conditions. The supernatant was collected after centrifugation (5000 r/min,
20 min) and its absorbance at 630, 647, 664 and 750 nm was measured by the Shimadzu UV-2600
PC spectrophotometer. Concentration of Chl-a was calculated by Equation (2) [45], where OD(630),
OD(647), OD(664) and OD(750) represented the absorbance at 630, 647, 664 and 750 nm, respectively.
The number 10 is the volume of the acetone solution. V is the volume of water sample in liter. L is the
cuvette path length in cm. The cuvette with path length of 1 cm was used in this study.

Chl − a = {11.85 × [OD (664)− OD (750)]− 1.54 × [OD (647)− OD (750)]
− 0.08 × [OD (630)− OD (750)]} × 10/ (V × L)

(2)

CDOM absorption: The generally high concentration of particles in inland waters results in the
difficulties in collecting enough filtrate for measurement by solely filtering water samples through
0.22 μm filters as the particles block the pore easily. Thus, water samples were initially filtered through
0.7 μm (pore size) Whatman GF/F glass fiber filters (pre-combusted at 400 ◦C for 4 h in a Muffle
furnace) and then through 0.22 μm (pore size) nuclepore filters (Whatman) [2]. Then spectrophotometer
(Shimadzu UV-2600) was used to measure the CDOM absorbance spectra (OD(λ)) between 200 and
800 nm at 1 nm intervals with the filtrate in 1 cm quartz cuvette and Milli-Q water as reference.
The absorption spectrum (aCDOM(λ)) was calculated from the absorbance using Equation (3) [46],
where L is the cuvette path length (0.01 m) and 2.303 is the conversion factor. Some fine particles may
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have remained in the filtrate so backscattering caused by them should be corrected with absorption of
CDOM was assumed to be zero at λ0, where λ0 equals to 700 nm [2].

a′CDOM(λ) =
2.303

L
× [OD (λ)−OD (λ 0)× (λ/λ 0)] (3)

The absorption coefficient at 355 nm (aCDOM(355)) was selected to represent the CDOM
concentration [47,48].

Absorption coefficients of phytoplankton (aph) and NAP (aNAP) were measured by the
quantitative filter technique (QFT). A certain volume of each water sample was filtered through
Whatman GF/F filter with a nominal pore size of 0.7 μm. Absorption of total particles (ap) on the filter
was measured by spectrophotometer (Shimadzu UV-2600), and then aNAP was measured after the
filter was bleached by sodium hypochlorite solution to remove the pigment. As for phytoplankton
absorption, aph was calculated by subtracting aNAP from ap. The details can be found in [40,49]. Due to
the artificial factors during the experiment, only ap of each sample point were measured for Baishan
Reservoir (BSR number 4, Table 1).

Table 1. Summaries of sample points and average values of optical parameters of the sampling lakes.
N: counts of sample points; SDD: Secchi disk depth; TSM: total suspended matter; aCDOM(355):
the absorption coefficient of chromophroic dissolved organic matter (CDOM) at 355 nm; Chl-a:
chlorophyll-a concentration.

Water Name a Abbreviation
(Number)

Area
(km2) Date N Kd(PAR)

m−1
SDD
(m)

TSM
(mg/L)

aCDOM(355)
m−1

Chl-a
(μg/L)

Shanmen R. SMR(1) 1.5 21 April 2015 4 0.77 1.543 3.17 7.86 5.88
Xiasantai R. XSTR(2) 1.3 21 April 2015 4 2.73 0.703 18.75 10.56 32.84
Xinmiaopao XMP(3) 26.6 24 April 2015 8 2.53 0.506 26.01 3.51 7.66
Baishan R. BSR(4) 90.0 4 May 2015 24 1.11 1.283 6.29 5.08 28.02

Xiaoxingkai L. XXKL(5) 162.1 15 August 2015 13 3.65 0.362 34.77 4.43 6.21
Daxingkai L. DXKL(6) 1062.4 17 August 2015 8 5.43 0.226 55.17 1.85 6.58
Qingnian R. QNR(7) 41.1 18 August 2015 4 13.93 0.113 174.50 5.14 4.31
Lianhua L. LHL(8) 111.7 19 August 2015 14 1.80 1.284 8.12 4.30 16.89
Jingbo L. JBL(9) 88.8 20 August 2015 11 1.22 1.520 4.61 4.84 23.00

Songhua L. SHL(10) 216.2 21 August 2015 7 0.68 2.599 1.48 2.41 5.41
Kulipao KLP(11) 11.6 6 September 2015 4 4.32 0.328 22.10 10.56 3.74

Nanyin R. NYR(12) 96.4 7 September 2015 3 5.35 0.253 34.17 3.22 40.04
Lamasipao LMSP(13) 47.9 8 September 2015 7 2.81 0.440 16.10 6.03 59.80
Longhupao LHP(14) 126.9 9 September 2015 10 4.11 0.280 36.33 4.69 12.27

Talahongpao TLHP(15) 67.5 10 September 2015 2 5.63 0.240 56.00 6.49 20.62
Xihulupao XHLP(16) 57.9 10 September 2015 7 6.23 0.254 50.00 4.71 21.25

Huoshaolipao HSLP(17) 64.3 10 September 2015 8 4.00 0.371 27.18 4.53 9.02
Hulun L. HLL(18) 2050.2 14 September 2015 28 3.54 0.402 28.38 5.23 7.37
Nierji R. NEJR(19) 429.6 16 September 2015 16 1.56 1.678 4.24 6.53 4.46

Shankou R. SKR(20) 64.9 17 September 2015 3 1.27 1.847 1.99 7.59 6.88
Nanchengzi R. NCZR(21) 10.7 14 April 2016 4 0.85 1.80 1.98 2.45 2.97

Qinghe R. QHR(22) 17.3 15 April 2016 3 1.49 1.24 8.61 1.98 5.03
Chaihe R. CHR(23) 12.1 15 April 2016 3 1.00 1.17 4.00 1.83 8.12
Tanghe R. THR(24) 18.1 18 April 2016 4 0.92 1.85 4.47 1.07 3.25

Huanren R. HRR(25) 69.6 19 April 2016 2 0.47 2.74 2.63 1.92 3.58
Shuifeng R. SFR(26) 165.7 20 April 2016 5 0.97 1.45 8.85 1.98 3.94
a denotes that L. = Lake; R. = Reservoir; pao means lakes in Northeast China; LHL, JBL and SHL are actually
reservoirs but their Chinese names are called lakes.

2.4. Grey Incidences (GIs) Analysis

The grey system theory is a method of processing and analyzing systems with incomplete
information [50]. It has been used in remote sensing applications [51]. GIs provide a quantitative
description of the system and dominant factor which influences the system’s development can be
determined with GIs. Given a system contains m factors and one output, for k times of tests of the
system, it generates a data sequence with k values of the output as Equation (4). This data sequence
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is defined as systematic behavior. The corresponding factors compose m data sequences that each
contains k values (Equation (5)). This data sequences are defined as factor’s behavior.

X0 = {x0(k), k = 1, 2 . . . n} (4)

Xi = {xi(k), k = 1, 2 . . . n} (i = 1, 2, 3 . . . m) (5)

In Equations (4) and (5), X0 and Xi represent the data sequences, x0(k) is the system output at kth
test, and xi(k) is system factor value of ith factor at kth test. GIs describe the developmental trends of
behaviors and factors in a system by analyzing the similarity of geometric patterns between systematic
behavior and factor’s behavior data sequences [50]. By calculating and comparing GIs between X0 and
Xi, the most influential factors could be identified.

In this research, Kd(PAR) of the sample points was regarded as the systematic behavior meanwhile
corresponding Chl-a, TSM, and CDOM were regarded as factor’s behavior. Three types of GI were
calculated. The first one (GI1) was proposed by Deng [52] and the details about calculation can be
found in [53]. GI1 was the first model proposed in grey system theory. It measured the trend of system
behaviors and factors by the distance between corresponding points of the data sequences. The second
one (GI2) was the improved generalized absolute grey incidence model proposed by Cao and the
details about its calculation can be found in [50]. GI2 is the modification of the GI proposed by Liu [53].
It measured the trend of system behaviors and factors by the area of the region that surrounded
by the curves of the data sequences. Finally, the third one (GI3) was the absolute degree of grey
incidence proposed by Mei [54]. According to GI3 model, data sequences X0 and Xi were converted to
Y0 = {y0(k), k = 1, 2, . . . ,n − 1} and Yi = {yi(k), k = 1, 2, . . . ,n − 1}, respectively, using Equation (6).
This conversion calculates the slopes of the adjacent data points in each data sequence.

y(k) = x(k + 1) − x(k) k = 1, 2, 3, . . . ,n − 1 (6)

GI (X0, Xi) =
1

n − 1

n−1

∑
i=1

1
1 +

∣
∣y0 (k)− yi (k)

∣
∣ (7)

The GI of two data sequences (GI(X0,Xi)) was calculated from Equation (7). As shown above,
the GI3 measured the trend of system behaviors and factors by the slope of the data sequences.

In order to eliminate influence of dimension, the data sequences were standardized to values
ranging from 0 to 1 according to Equation (8) before calculating the three kinds of GIs.

x′i(k) =
xi (k)− min (X)

max (X)− min (X)
(8)

2.5. Linear Regression between Kd(PAR) and OACs

GIs provided the means to identify which of the OACs acts as the dominant factor in determining
Kd(PAR), however it does not provide a relationship to quantitatively derive Kd(PAR) from the factor.
Therefore, a linear regression analysis was performed to establish the quantitative relationship between
Kd(PAR) and the concentration of the OACs. In some researches the regression analysis was also
used to identify the dominant factor of Kd(PAR) [2,7] so it can also be used to validate the result
of GIs analysis in this paper. In order to further evaluate the applicability of the predicting model,
we first used the leave-one-out cross validation (LOO-CV) method and then accessed the model’s
spatial transferability. For the LOO-CV analysis, n − 1 samples were used to calibrate Kd(PAR) and the
sample left out was used to validate the model. Similarly, leave one lake out cross validation was used
for the assessment of spatial transferability, sample points from n − 1 lakes were used to calibrate the
Kd(PAR) and the sample points of the lake that was left out were used for validation. The prediction
error sum of squares (PRESS) was used to derive the root-mean-square error of cross-validation
(RMSECV) of the LOO-CV. Moreover, the relative error (RE), the mean relative error (MRE), and the
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root-mean-square error (RMSE) were used to assess the accuracy of the model. The details on how to
calculate these indicators can be found in [12,44].

2.6. Relationship between Kd(PAR) and SDD

Water transparency is an easily measured indicator of water quality and is used to calculate the
trophic state index [55]. SDD is correlated with Kd(PAR) as they are both influenced by the absorption
and scatter characteristics of the OACs; in effect, both measurements represent the penetration of light
in the water [56]. The difference between them is the varied contributions of the extent of spectral
bands as SDD is related to the visible domain (410–665 nm) [57,58] and Kd(PAR) is 400–700 nm [5,33].
Kd(PAR) and SDD are inversely correlated since higher Kd(PAR) values indicate lower water clarity.
The relationship of SDD and Kd(PAR) as defined by Holmes [8] is:

Kd(PAR) = f × SDD−1 (9)

where f has the value of 1.44 for turbid coastal waters [8]. However, other studies have reported
different values of f, ranging from 1.7 to 2.3 [59,60]. In this paper, f was determined by linear regression
with a fixed intercept at 0. With the relationship Kd(PAR) can be estimated from SDD.

3. Results and Discussion

3.1. Water Quality Characteristics

Due to the different geographical environments, the sampled area included a large diversity
of inland waters with varying concentration of OACs (Table 1). The concentration of Chl-a
(average: 15.16 ± 15.78 μg/L) varied from 1.20 (sample point number 10 of NEJR, number 19, Table 1) to
67.15 μg/L (sample point number 1 of LMSP, number 13, Table 1). BSR (number 4, Table 1) exhibited
the largest variation of Chl-a ranging from 6.36 to 60.94 μg/L (average: 28.02 ± 20.35 μg/L) attributed
to its long-narrow shape. Upstream regions contained high concentration of Chl-a. As the water
depth becomes deep and flow velocity becomes slow from upstream to downstream regions, the
suspended components sunken so concentration of Chl-a gradually decreased in the up layer of the
water. The TSM concentration ranged from 0.83 (sample point number 3 of SHL, number 10, Table 1) to
184 mg/L (sample point number 4 of QNR, number 7, Table 1), with an average of 4.55 ± 28.25 mg/L.
The highest concentration appeared in QNR (average: 174.5 ± 8.85 mg/L) and the lowest was in SHL
(average: 1.48 ± 0.97 mg/L). XMP (number 3, Table 1) had the largest variation in the concentration
of TSM (range: 10.75 to 64 mg/L, average: 26.01 ± 17.32 mg/L). This variation resulted from one
particular sample point with very high TSM concentration (64 mg/L). It was collected in a site with high
water turbulence as it located at the junction of a river and the lake. The absorption coefficient of CDOM
at 355 nm was high both in XSTR (10.56 ± 0.25 m−1, number 2, Table 1) and KLP (10.56 ± 0.44 m−1,
number 11, Table 1) due to their grayish yellow water color.

The SDD ranged from 0.1 to 4.32 m (Table 1). QNR (number 7, Table 1) had the lowest water
clarity (0.11 ± 0.01 m), while HRR (number 25, Table 1) was the clearest (2.74 ± 0.34 m). The coefficient
f fitted from all sample points was equal to 1.38 (R2 = 0.97) (Figure 2a). This result was closer to the
one reported by Holmes [8] indicating that the equation proposed therein can be used to predict the
Kd(PAR) from the SDD measurements.

3.2. Spatial Distribution of Kd(PAR)

The mean Kd(PAR) of each lake and their corresponding geographical distribution are shown
in Figure 1b. In general, the reservoirs displayed low Kd(PAR) values. The reason might be due to
the fact that they are located in mountainous areas, which are covered by forests that prevent soil
erosion, hence, resulting in low concentrations of TSM. Lakes distributed in the Songnen Plain overall
displayed high Kd(PAR) values. The soil erosion around these lakes was strong, the lakes were shallow,
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and the re-suspension caused by strong winds in the area also contributed to high turbidity [39].
These findings were in agreement with the research conducted by Olmanson [61], which revealed that
lakes of Minnesota that were located in forest regions were clearer than those located in plain regions.

 
Figure 2. Correlation between Kd(PAR) and the concentration of the water’s quality parameters: (a) water
transparency (SDD); (b) total suspended matter (TSM); (c) chlorophyll-a (Chl-a); and (d) absorption
coefficient of chromophroic dissolved organic matter (CDOM) at 355 nm (aCDOM(355)).

3.3. Grey Incidences between Kd(PAR) and OACs

According to previous studies [48], absorption coefficient at 355 nm of CDOM (aCDOM(355))
was regarded as a representative measure of the concentration of CDOM. GIs were calculated with
TSM, Chl-a and aCDOM(355) as the factor’s behavior data sequences while Kd(PAR) as the systematic
behavior data sequence. The factor with higher GIs score indicates a relative bigger influence on
Kd(PAR). The GIs of all the sample points were calculated and the results (Table 2) showed that the
highest GIs were obtained by comparing between TSM and Kd(PAR). These results indicated that
TSM had a higher contribution to Kd(PAR) than Chl-a and CDOM, which is consistent with previous
studies in Lake Taihu in China [7,12] and UK marine waters [10]. Furthermore, in order to assess the
difference of the relationships across various waters, lakes with more than 10 sampling points were
also selected to calculate GIs individually. The results (Table 2) indicated that the dominant factors of
Kd(PAR) varied according to lakes. For example, Kd(PAR) of BSR may largely influenced by TSM and
Chl-a as the GIs of two materials did not vary significantly.
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Table 2. GIs between the OACs and Kd(PAR) of all the sample points and of lakes whose number of
sampling points were greater than 10. The bigger the GI the larger the influence of OACs on Kd(PAR).

Name OACs GI 1 GI 2 GI 3 Name OACs GI 1 GI 2 GI 3

All points
TSM 0.82 0.81 0.97

Jingbo L.
TSM 0.73 0.73 0.94

aCDOM(355) 0.51 0.69 0.86 aCDOM(355) 0.63 0.87 0.92
Chl-a 0.63 0.66 0.85 Chl-a 0.58 0.81 0.83

Baishan R.
TSM 0.77 0.91 0.92

Longhupao
TSM 0.73 0.65 0.86

aCDOM(355) 0.47 0.78 0.82 aCDOM(355) 0.66 0.45 0.63
Chl-a 0.73 0.87 0.91 Chl-a 0.71 0.53 0.82

Xiaoxingkai L.
TSM 0.83 0.77 0.88

Hulun L.
TSM 0.73 0.54 0.78

aCDOM(355) 0.57 0.47 0.76 aCDOM(355) 0.68 0.45 0.76
Chl-a 0.73 0.74 0.74 Chl-a 0.65 0.30 0.75

Lianhua L.
TSM 0.86 0.93 0.92

Nierji R.
TSM 0.72 0.71 0.89

aCDOM(355) 0.55 0.71 0.89 aCDOM(355) 0.62 0.56 0.81
Chl-a 0.66 0.72 0.77 Chl-a 0.57 0.46 0.87

L. = Lake; R. = Reservoir.

3.4. Kd(PAR) Model Calibration and Validation

In this study, TSM was revealed to be the major impact factor for the determination of Kd(PAR).
The linear regression analysis provided the means to predict Kd(PAR) by utilizing the OACs data.
The results indicated that Kd(PAR) was strongly correlated to TSM, while there was no obvious
relationship between Kd(PAR) and Chl-a or CDOM (Figure 2). The mean value of Kd(PAR) and OACs
of each lake were determined by averaging all the sample points collected from the corresponding lakes.
The coefficient of determination (R2) was improved when averaged value of each lake, rather than all
the single point values, was fitted in the linear model. This is because experimental error may exist in a
single sample point, which leads to the dispersion of the data. The average of the data can eliminate the
error to some extent and result in a stable performance. The slope of the linear model between Kd(PAR)
and TSM in the current study was slightly higher than results in [7] (slope = 0.0626, intercept = 1.6068)
and [12] (slope = 0.0563, intercept = 1.52). Considered that our research covered a larger number of
lakes than those earlier studies, such a difference was acceptable. The results of linear regression
also indicated that the dominant factor of Kd(PAR) for lakes of Northeastern China is TSM as the GIs
indicated. This result provides a guidance in band selection to derive Kd(PAR) from remote sensing
image that the bands well correlate to TSM may perform well in deriving Kd(PAR) [12]. The model
estimating Kd(PAR) from TSM may be applied in mapping Kd(PAR) indirectly from remote sensing
image. The dominant factor of Kd(PAR) for lakes in Northeastern China was same to Lake Taihu, a large
shallow lake in Eastern China [2,7,12]. However, the coefficients of the linear relationship indicated
there was difference in optical properties between Lake Taihu and lakes in Northeastern China.

A multivariate linear regression analysis was also performed with Kd(PAR) as dependent variable
and TSM, Chl-a and aCDOM(355) as independent variables. A slight better fit was obtained as the R2

was 0.916 for all sample point values and 0.960 for lake specified mean values. The result was similar
to those of Zhang [2] and Devlin [11], demonstrating that slight improved models were achieved when
fit Kd(PAR) with all three explanatory variables rather than solely TSM for waters that Kd(PAR) was
mainly influenced by TSM.

The simple linear model may be suitable for predicting Kd(PAR) from TSM as it produced low
error rates (RMSE: 0.689 for lake averaged values, and 0.709 for single point values). The RMSECV
of the LOO-CV analysis was 0.709 and the MAPE was 0.315. The RE which was used for validation
ranged from 0.0016 to 2.2 (Figure 3). The relative error of 61% of the samples was below 0.3 and of
74% of the samples was below 0.4. Altogether our results indicated that the TSM performed well in
estimating Kd(PAR). However, care should be taken when applying this model to some cases as TSM
might not always represent the major determining factor of Kd(PAR). This could be the case of eight
sample points in our study which displayed RE values larger than 1.0 in LOO-CV.
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Figure 3. Frequency distribution and cumulative percentage of the relative errors (RE) derived from
the leave-out-one cross validation (LOO-CV) of the regression model that had been used to calibrate
the Kd(PAR) from the concentration of TSM.

To investigate this further, 32 points, whose RE of LOO-CV was greater than 0.6, were selected
to analyze the relationship between Kd(PAR) and OACs. For the 32 sample points, the averaged
Kd(PAR) was 0.727 ± 0.150 m−1 and the large RE value was mainly caused by the overestimation of
the model (see Figure S2). The linear regression analysis (see Figure S3) indicated that Kd(PAR) had
a better correlation with the concentration of TSM (R2 = 0.60) than with Chl-a and CDOM (R2 < 0.1).
However, when compared to the model built by all sample points, the slope and intercept decreased
to 0.06 and 0.522, respectively. This explained why the model built with all sample points lead to
overestimation of Kd(PAR) for the 32 sample points. However, the GIs revealed that the correlation
between the OACs (TSM, Chl-a, CDOM) and Kd(PAR) did not vary significantly (GI1: 0.70, 0.65, 0.68),
(GI2: 0.55, 0.67, 0.72) and (GI3: 0.91, 0.80, 0.80),which indicated that the dominant factors of Kd(PAR)
may not solely TSM for this 32 sample points. The R2 of multivariate linear regression analysis was
0.64, which implied an improved fit with TSM, Chl-a and CDOM.

The integration of the absorption coefficient curves between 400–700 nm were used to calculate
the relative contribution of phytoplankton, NAP and CDOM to the total absorption of the samples
(Figure 4). Due to the absorption spectra of phytoplankton and NAP in the BSR were not measured,
therefore, six data points from BSR were not analyzed further. Nonetheless, the absorption spectra of
the total particulate matter showed an obvious peak at 675 nm (see Figure S4), which indicated that
the contribution of the phytoplankton to the total absorption is strong. The total absorption of HRR
was dominated by CDOM and phytoplankton which might cause the large error observed by solely
estimating Kd(PAR) from TSM. Though NAP contributed more than phytoplankton and CDOM to the
total absorption of QHR1, CHR1, THR and SFR, high RE were observed when predicting Kd(PAR)
solely from the TSM. This might be attributed to the extremely clear water which makes the model
unsuitable for this type of environment; therefore, a separate analysis should be done for this lake.
For JBL and SHL, the CDOM was the main contributor to the total absorption, thus, the Kd(PAR) may
have a good correlation with it, as discussed in Section 3.5.
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Figure 4. Relative contribution of phytoplankton (aph), NAP (aNAP) and CDOM (aCDOM) to the total
absorption of the sample points with relative errors (RE) greater than 0.6 (based on LOO-CV analysis).
Sample points are represented on the x-axis with the abbreviations of the location’s name.

3.5. Spatial Transferability

The MRE and RMSE of each lake were calculated in the spatial transferability assessment (Figure 5).
QNR (LakeID: 7), KLP (LakeID: 11), NYR (LakeID: 12), and XHLP (LakeID: 16) all had high RMSE
values but relatively low MRE values due to their high Kd(PAR). Unlike the RMSE values, which were
low for HHR (LakeID: 25), SFR (LakeID: 26), SHL (LakeID: 10) SMR (LakeID: 1), THR (LakeID: 24),
JBL (LakeID: 9) and BSR (LakeID: 4) (Figure 5), the MRE (MRE: 1.794, 0.862, 0.860, 0.726, 0.694, 0.641
and 0.532, respectively) indicated that there were large errors in predicting Kd(PAR) in this lakes.
These lakes commonly had low levels of TSM, so the relative contributions of Chl-a and CDOM could
not be eliminated from the analysis as they may also have large influence on Kd(PAR). Otherwise, it may
cause the high MRE values in predicting Kd(PAR) solely with TSM.

In order to identify the differential contribution of OACs to the estimation of Kd(PAR) across
different lakes, a separate analysis was undertaken for lakes with more than 10 sample points.
Although only six sample points were obtained from SHL, it was still selected because it was the second
clearest lake in this study, and it had RE greater than 0.4 in the LOO-CV analysis. The GIs for the
lakes were calculated respectively and linear regression between OACs and Kd(PAR) was performed.
The lake specified averaged absorption spectra were used to calculate the relative contribution of
phytoplankton, NAP and CDOM to the total absorption of each lake. The R2 of linear regression and
the relative contribution were shown in Figure 6.

GIs of the lakes are shown in Table 2. For SHL, the GIs between the OACs (TSM, Chl-a, CDOM)
and the Kd(PAR) are (GI1: 0.62, 0.81, 0.67), (GI2: 0.77, 0.90, 0.80) and (GI3: 0.77, 0.89, 0.83). The GIs
of SHL showed that Chl-a and CDOM displayed a higher correlation than TSM with the Kd(PAR),
and this was consistent with the results obtained by linear regression analysis. The contribution of
CDOM and phytoplankton to the total absorption was larger than NAP and this could explain why
Kd(PAR) was mainly influenced by Chl-a and CDOM. The R2 of the correlation analysis revealed
that the Kd(PAR) of BSR was highly related to both TSM and Chl-a, and that there was only a minor
variation in the GIs of TSM and Chl-a. The Kd(PAR) of NEJR was greatly correlated to both TSM
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and CDOM, and CDOM and NAP contributed more to the total absorption. This was similar to the
analyzing results of XXKH. Overall, the count of dominant factors for determining Kd(PAR) were
two rather one in the cases of the lakes/reservoirs described above. This results is consistent with the
findings in Danjiangkou Reservoir (averaged Kd(PAR) was 0.726 m−1) in Hubei Province, China [32].
That study revealed that TSM and Chl-a dominated Kd(PAR) during the wet season while Chl-a and
CDOM were the major determinants of Kd(PAR) in the dry season in the reservoir.

Figure 5. The mean relative error (MRE) and root-mean-square error (RMSE) of the Kd(PAR) regression
models for each lake for the evaluation of the spatial transferability of the model. LakeID was
corresponding to Table 1 and was represented on the x-axis.

Figure 6. The bars represent the determination coefficients (R2) of the linear regression analysis
between the OACs and the Kd(PAR). The lines represent the relative contribution of phytoplankton
(aph), non-algal particles (aNAP) and CDOM (aCDOM) to the total absorption. Abbreviations of the lakes
correspond to those in Table 1 and are represented on the x-axis.

The TSM and CDOM concentrations were well correlated to Kd(PAR) for JBL. Similarly, Chl-a
also had a modest correlation with Kd(PAR). In contrast to JBL which displayed similar contributions
of each constituent to the total absorption, the Kd(PAR) of LHL was mainly correlated to the TSM.
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The reason may be that the TSM was more varied in LHL (range: 2.83–22.6 mg/L, StDev: 6.33)
than in JBL (range: 2.14–10.2 mg/L, StDev: 2.3), while the Chl-a was more varied in JBL (range:
9.94–61.67 μg/L, StDev: 14.61) than in LHL (range: 6.81–43.11 μg/L, StDev: 10.43). Though NAP
contributed the most to the total absorption in LHP and HLH, Kd(PAR) had a weak correlation with
the TSM. Taking into account that these two lakes are vast in shape and relative shallow in depth
(5.92 m for HLH and 2.7 m for LHP) [37], it is possible that the OACs are uniformly distributed in the
water causing a little variation in the calculation of Kd(PAR) across different sample points. This might
have produced low standard deviations in the values of the dependent and the independent variables,
in effect, lowering the significance of the linear correlation. In addition, the measurement of PAR
was easily influenced by waves in these lakes which could induce large errors to the calculation of
Kd(PAR). These errors could contribute to the reduction of the correlation between the Kd(PAR) and
the OACs in HLH and LHP. There was an inconformity that a factor showed a high contribution to
the total absorption might not be best correlated to the Kd(PAR). This inconformity was also observed
by Shi [29] in Bosten Lake in Xinjiang Province, China. In his study, both CDOM and phytoplankton
contributed more than NAP to the total absorption, however, the Kd(PAR) was best correlated to the
TSM concentration.

4. Conclusions

Based on the data collected in Northeast China, the relationships between Kd(PAR) and OACs
were studied. The optical properties of water bodies were diverse and complex. Kd(PAR) was
significantly correlated to the water transparency (SDD) and the coefficient was in agreement with
previous studies [8]. According to GIs and linear regression analysis of the data of all the sampled
points, it was found that TSM was the most dominant component of the OACs in regulating Kd(PAR).
As a systemic analysis method, GIs were effective in identifying the dominant factors of Kd(PAR).
The TSM accounted for the most variation of the Kd(PAR) as the R2 of the linear model only increased
0.01 when TSM, Chl-a, and CDOM were the explanatory variables rather than solely TSM was the
explanatory variable. The investigation of the simple linear model demonstrated that it was an
effective tool to predict Kd(PAR) from TSM data as it produced small RE in a LOO-CV analysis.
However, the dominant regulating factors of Kd(PAR) varied among some of the sample points and
lakes, especially for some clear waters, in which the dominant factors may be a combination of two
or three kinds of OACs. This variation can be attributed to their distinct geographical environments.
Lakes that are open in shape and shallow in depth and distributed in plain areas, where soil erosion is
relatively strong, show high Kd(PAR) values. Therefore, the major determining factor of Kd(PAR) in
these types of lakes is the concentration of TSM. However, for very clear water bodies, for example
in deep and narrow reservoirs, which are distributed in mountainous areas where soil erosion is
weak, the concentration of the TSM is low. In such cases, the contribution of the concentrations of
Chl-a and/or CDOM to the estimation of Kd(PAR) is also significant. There was a discrepancy in the
results derived from correlation analysis and from absorption spectra analysis. The material which
contributed the most to the total absorption may not be well correlated to the Kd(PAR) due to the
scattering of phytoplankton and TSM also affect Kd(PAR) [29]. In general, reservoirs in the east part of
Northeast China had low Kd(PAR) values, while lakes located in plain areas showed high Kd(PAR)
values. These differences in the Kd(PAR) could reflect variations in the composition of TSM in these
distinct geographical locations.

Supplementary Materials: The following are available online at www.mdpi.com/2072-4292/8/11/964/s1,
Figure S1: Distribution of sample points of each lakes or reservoirs. The color represents the average Kd(PAR),
the number and abbreviation were listed in Table 1; Figure S2: The estimated Kd(PAR) by TSM and in situ
Kd(PAR) for sample points that had relative error (RE) greater than 0.6 in LOO-CV. Eight sample points had RE
greater than 1 and they were HRR1 (RE: 2.20), JBH1 (RE: 1.59), JBH3(RE: 1.54), SHH7(RE: 1.50), SFR5(RE: 1.49),
HRR2(RE: 1.36), SHH5(RE: 1.15) and QHR1(RE: 1.06); Figure S3: Linear regression analysis between OACs and
Kd(PAR) for sample points that had relative error (RE) greater than 0.6 in LOO-CV. (a) total suspended matter
(TSM); (b) chlorophyll-a(Chl-a); (c) absorption coefficient of chromophroic dissolved organic matter (CDOM) at
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355 nm (aCDOM(355)); Figure S4: Absorption coefficient of total particulate materials of BSR. Only the absorption
coefficients of total particulate materials were measured during the experiment but the phytoplankton and
non-algal particles were not measured. The obvious absorption peak at 675 nm indicated the pigment absorption
was dominant in the total particulate absorption.
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Abstract: This paper presents a model to describe the polarization patterns of celestial light, which
includes sunlight and skylight, when refracted by wavy water surfaces. The polarization patterns and
intensity distribution of refracted light through the wave water surface were calculated. The model
was validated by underwater experimental measurements. The experimental and theoretical values
agree well qualitatively. This work provides a quantitative description of the repolarization and
transmittance of celestial light transmitted through wave water surfaces. The effects of wind speed and
incident sources on the underwater refraction polarization patterns are discussed. Scattering skylight
dominates the polarization patterns while direct solar light is the dominant source of the intensity of
the underwater light field. Wind speed has an influence on disturbing the patterns under water.

Keywords: wavy water; polarized refraction; skylight polarization; oceanic optics

1. Introduction

Polarization is one of the fundamental properties of underwater light fields. Its study can provide a
deeper understanding of the nature of hydrologic optics [1], water color remote sensing [2] and other
relative applications [3]. However, polarization is typically ignored in previous studies on underwater
environments partly because of difficulties in field measurements and the lack of scientific driving.
Many of the hydro-ecological processes are assumed to be independent of the polarization of the light
field [4]. As the polarization in nature is realized that it can be utilized by many animals to determine
geographic direction [5,6], which gives great inspiration to explore underwater polarization and the
polarization response of aquatic animals [7]. The occurrence and pattern of light polarization in aquatic
environments becomes a subject of wide potential relevance to various problems in oceanography and
limnology. Especially in recent years, a tremendous amount of progress has been made in the exploitation
of polarization of light in the water column and exiting the sea surface to improve our capacities of
observing and monitoring coastal and oceanic environments [8–12]. Kattawar et al. [13] have made a
thorough review of polarized light scattering in the atmosphere and ocean. Harmel [14] comprehensively
reviewed the recent developments in the use of light polarization for marine environment monitoring
from space and discussed the potentialities of polarimetric remote sensing of marine biogeochemical
parameters. One of the interesting potentialities is that chlorophyll fluorescence signal could be retrieved
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from the polarization discrimination technique because the elastically scattered component is partially
polarized while the fluorescence signal is totally unpolarized [15]. The polarization-based techniques
could play their own part in furthering remote sensing of the marine and inland water environment [14].
Since the Nobel Prize winner Frisch discovered that bees can orient themselves by means of the
polarization pattern of skylight [16], which drew great attention of scholars to polarization vision [17]
and promoted the development of the research in polarized skylight, reflected off the water surface and
underwater fields [18–21]. Refraction of light is associated with polarization according to the Fresnel
formulae. Unpolarized sunlight becomes partially linearly polarized after it penetrates through the water
surface and the partially polarized skylight will change its state of polarization after transmits from
air to water. Research on polarized transmitted light under water is mainly focused on measurement
and numerical simulation. The pioneering measurements can trace back to Waterman [5]. He outlined
the major characteristics of submarine polarization and discovered that submarine light is substantially
polarized in all directions, most linearly but with some ellipticity just beyond the edge of Snell’s
window [22]. This was followed by Ivanoff and Waterman, who further analyzed the factors that
influence the degree of polarization of light under water [23]. The application of Stokes vectors and
Mueller matrix makes it easy to describe the polarized light. Voss group contribute greatly to promote the
further deep understanding the polarization of underwater by innovative instrumentation development
and modeling [24]. Voss and Fry obtained the unified expression of Mueller matrix of seawater [25].
Bhandari and Voss built an imaging system with fisheye lens and measured patterns of full Stokes
parameters and polarized light under water accurately [26]. You et al. [27] measured the polarized
light field in coastal waters using a hyperspectral and multiangular instrument and discussed the
impact of atmospheric conditions and water compositions on underwater degree of linear polarization.
Underwater polarization properties have drawn a great attention in the experimental biology community.
For example, Cronin investigated the polarized light field in natural marine waters, sampling the
spectrum of partially linearly polarized light throughout the celestial light field throughout the day [28].
In a theoretical study, Kattawar numerically simulated the polarization of transmitted light under water
with Rayleigh scattering approximation [29]. Horvath computed the polarization pattern of the Rayleigh
scattering skylight refracted from a flat water surface without taking the wave water and the intensity
distribution of skylight into account [7]. Horvath and his colleagues confined their investigation to the
flat water surface; their calculation might be instructive as a first order approximation of the real refracted
polarization pattern. Sabbah synthetically described the characteristics of polarized light and explained
the polarization phenomenon under water in detail [30]. He also predicted polarization patterns of
skylight transmitted through the Snell’s window and validated this with experimental results [31]. In the
following years, there was a fruitful of series of discoveries on the nature of underwater polarization.
For example, Mishchenko and Travis [32] developed a vector radiative model for the atmosphere–ocean
system to theoretically simulate several types of satellite retrievals over the ocean with no contributions
due to the scattering from within the ocean body. Recently, a 3-D Monte Carlo method has been applied
in the simulation of radiative transfer in a dynamic air–water system, which promotes the study of the
polarization pattern of light transmitted through the Snell’s window [27,33,34]. Mobley [35] proposed a
state of the art sea surface model to deal with the polarized reflection and transmission. Wave variance
spectral and Fourier transform was used to generate the random sea surface and Monte Carlo polarized
ray tracing method was used to compute effective Mueller matrices for reflection and transmission
of polarized radiance across the air–water surface. Hieronymmi [36] used polarized ray tracing to
investigate air-incident and whitecap-free reflectance and transmittance distributions with high angular
resolution subject to sea-characterizing parameters. Though much progress has made on the polarized
light propagating through the atmosphere–ocean system, most of the relevant models are not public
available. Fortunately, Chami et al. [37] developed a powerful vector radiative transfer model of coupled
atmosphere–ocean system for a rough sea surface (OSOAA model) with a friendly graphical user
interface shared for the community. More recently, Foster and Gilerson [38] developed a hybrid approach
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combining vector radiative transfer simulations and the Monte Carlo method is used to determine the
transfer functions of polarized light for wind-driven ocean surfaces.

The polarization of water surfaces depends not only on illumination but also to a high degree
upon the presence or absence of waves [24]. The existing models in the early stage did not take
the polarization characteristics of illumination and the effect of waves into account simultaneously,
which depart from the real states. In many cases, the water is assumed to be flat. Realistically,
however, water surfaces virtually always have dynamic waves which causes the edges of Snell’s
Window to be ragged.

The patterns of intensity and polarization under a wave surface are quite complex, and in
addition, the measurement of polarization distribution of transmitted light is highly difficulty [4,39].
The existing limited measurements have been explored in specific locations, time and depth [40].
At present, the overall polarization characteristics of the underwater light field are still poorly
understood. Thus, it is necessary to develop an effective model to describe the actual distribution
of linear polarization underwater. Simulating and extensive modeling of polarization distribution
of transmitted light under the wave surface in theory is of great significance to reveal the general
rules of transmitted light under wavy water surface in view of the near future launch of polarimetric
Earth-observing satellite missions.

The objective of this work is to develop a relatively simple and efficient model to describe the
polarization patterns of refracted light under wavy water surfaces which considers the polarization of
incident sunlight and skylight and explore the impacts of illumination and ocean state. We confine
our investigation to the downwelling celestial light in the vicinity below the wave water surface
in clear water. We focus on the dynamic light field as close as about half a meter depth below the
water surface. Thus, the scattering effect of water components and reflection from the water bottom
and other parameters are omitted in this paper since it is so complex to quantitatively consider all
possible influences in a single paper. First (Section 2), a quantitative description of the physics of
repolarization of skylight transmitted through the water surface is given. Then the scattering model
to simulate the polarization pattern of the skylight is introduced. Then, in Section 3, the polarization
model for transmitted light is introduced. The simulation of polarization pattern under various
incident conditions and wind speed is presented in Section 4. Finally, the model is validated by the
measurements and the feasibility and the limitation of the model is also described.

2. Materials and Methods

2.1. Polarization Characteristics of Refracted Light

Reflection and refraction occur when light passes through the interface between two different
mediums, which not only influence the output light intensity, but also change the vibration direction
of the E-vector (i.e., plane of polarization). In general, the E-vector of a beam of incident light
can be divided into Ep and Es, which are parallel and vertical to the incident plane, respectively,
and the incident plane is determined by incident direction and normal direction of the interface,
as demonstrated in Figure 1.

The variations in E-vector of reflected light and refracted light can be expressed by reflectance
and transmittance. The reflection coefficients rs and rp, transmission coefficients ts and tp are all related
to the incident angle θ1, and the vertical components and parallel components are not equal in water
medium [41]. When considering the solar incidence, the amplitudes of the electromagnetic waves
distribute evenly in all directions perpendicular to the propagation way, so the solar irradiance is
unpolarized. The degree of polarization (DOP) of reflected light and transmitted light can be expressed
as Equation (1), and the transmittance is shown in Equation (2), where R is the reflectance of the
water surface. {

Dopr =
(
rs

2 − rp
2)/

(
rp

2 + rs
2)

Dopt =
(
tp

2 − ts
2)/

(
tp

2 + ts
2) (1)
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T = 1 − R = 1 −
(

rp
2 + rs

2
)

/2 (2)

Figure 2a illustrates that how the reflectance and transmittance change with the incident angle,
where the refractive index of air na equals 1 and the index of water nw equals 1.33. The intensity of
reflected light increases with the increasing incident angle, and the amplitude of E-vector vertical
component is bigger than that of the parallel component, consequently the E-vector’s direction of
vibration turns to vertical when reflection occurs. On the contrary, with the increasing of incident
angle, both the vertical and parallel components of the transmitted light E-vectors decrease and then
the intensity weakens too. Moreover, the attenuation of the vertical component is higher than that of
the parallel component, so that the refracted E-vector’s direction of vibration tiles to the horizontal.
All of the above accords with energy conservation.
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Figure 1. E-vector of an incident beam is reflected and refracted by the interface, Er is the reflected
component, Et is the refracted component, and Es and Ep are vertical and parallel component, respectively.
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Figure 2. (a) The relation curves between reflection coefficients rs, rp, transmission coefficients ts, tp and
incident angle θ; and (b) the relation curves between the DOP of reflected and transmitted light and
the incident angle.

In Figure 2b, we can find that the curve between DOP of reflected light and incident angle has an
extreme point. When the incidence zenith angle is equal to the Brewster angle, the DOP is maximal,
and the reflected beam only has the vertical component (Figure 2a). Thus, the reflected beam is linearly
polarized at the Brewster incident angle, and the polarization direction is perpendicular to the incident
plane. However, the DOP of transmitted light rises as the incident angle increases constantly, and the
two E-vector components decrease simultaneously. For the direct light incidence, the refracted light
beams in all directions under water are partially polarized, and the DOP is much lower than that of
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reflectance especially in the Snell’s window. The DOP of transmitted light steadily increases with the
increasing of the incident angle and the maximum is no more than 0.3 for water surface.

To quantitatively describe the polarization of partially polarized incident light refracted by the
water surface and simplify the model, we use the Stokes parameters to describe the light beam.

S = (I, Q, U, V)T , (3)

The DOP and the angle of polarization (AOP) can be represented by Stokes parameters as
Equations (4) and (5).

DOP =
√

Q2 + U2 + V2/I (4)

AOP =
1
2

tan−1(U/Q) (5)

Then, we can describe the variation of the polarization when light passes through the air–water
interface using the Mueller matrix, and the Mueller matrix of refraction at an interface can be derived
using Fresnel’s formulas and is shown in Equation (6) [7].

M =
1
2

n2 cos θ2

n1 cos θ1

⎛

⎜
⎜
⎜
⎝

t2
s + t2

p t2
s − t2

p 0 0
t2
s − t2

p t2
s + t2

p 0 0
0 0 2tstp 0
0 0 0 2tstp

⎞

⎟
⎟
⎟
⎠

(6)

where n1 and n2 stands for the refractive indexes of incident and refractive medium. Thus, the Stokes
parameters of refracted light can be expressed, as below.

St = M · Si (7)

where St and Si are the Stokes vectors of the refracted light and incident light, correspondingly.
The reference direction of the matrix is parallel to the incident plane. Thus, the polarization of the
refracted light under the calm surface can be computed directly using Equation (7).

2.2. Intensity and Polarization of Skylight

The skylight transmitted into the ocean is the source of all subsequent radiation which
redistributed by the scattering processes occurring from both the fluctuation scattering and the
scattering from the hydrosols [3]. The Rayleigh atmosphere model is the simple and effective method
to describe clear skylight. According to the Raleigh scattering law, the intensity of the scattering light
changes inversely with the fourth power of the wavelength. However, the intensity is not only related
to wavelength, but also the scattering angle. To properly compute the distribution of skylight intensity
in different directions, this paper adopts a clear skylight radiance distribution model built by Harrison
and Coombes [42], the expression is shown in Equation (8).

N(γ, θs, θv) = (A + Be−mγ + C cos2 γ cos θs)(1 − e−ρ secθv)(1 − e−τ secθs) (8)

where N (γ, θs, θ) is skylight radiance, θs is the solar zenith angle (SZA), θv is the incidence zenith angle,
γ is scattering angle, ρ is a regression coefficient, and τ and m are the optical thickness and mass of
atmosphere, respectively. The data are also given by Harrison and Coombes: A = 1.63, B = 53.7, C = 2.04,
m = 5.49, ρ = 1.90, τ = 0.53.

The polarization characteristics of skylight are determined by the scattering of the atmosphere
molecule and aerosol. Coulson indicated that the single Rayleigh scattering model can effectively
describe the polarized skylight in theory [43]. However, considering the atmospheric disturbances
such as multiple scattering, ground reflection, aerosol and the anisotropic of molecules, we compute
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the skylight polarization patterns using the semi-empirical Rayleigh scattering model [7,43], which is
expressed as below.

DOP = DOPmax
sin2 γ

1 + cos2 γ
(9)

where DOPmax is an empirical number which is related to the SZA and it equals to 100% in Rayleigh
scattering model. When the solar zenith angle θs is 0◦, 30◦, 60◦ and 90◦, the DOPmax equals to
56%, 63%, 70% and 77%, respectively. Based on geometrical relationship, then we can compute the
scattering angle.

cosγ = cos θs cos θv + sin θs sin θv cosϕ (10)

where θv is the view zenith angle, and ϕ is the relative azimuth angle.
The skylight in any direction is all partially polarized except for the overcast sky and the four

neutral points in the vicinity of the sun and anti-sun, positioned along the solar and anti-solar meridian.
The polarization characteristics of skylight were described by the semi-empirical Rayleigh model,
which can be considered a good approximation [7,21,43].

2.3. Polarization of Refracted Light under Wavy Water Surface

The Snell’s window is the angular extent of the sky above the water’s surface after refraction at
the air–water interface, which is illustrated in Figure 3a. When observing upward in the water, one can
see light rays from a full 180◦ field-of-view above the water surface. However, those rays are bent and
compressed into a field-of-view that is about 97◦ due to refraction. The shrunken celestial hemisphere
seen by submerged observers is called Snell’s window [44]. However, the edge of the Snell’s window
becomes ragged due to the surface waves.

The model to describe the wind-driven ocean waves surface we chose is the classical Cox-Munk
model [45], which has been extensively used for ocean color remote sensing studies. In the model,
wave surface is considered as collections of wave facets, on which the Snell’s refraction law is followed
strictly. The wave slope distribution is the function about wind speed and wind direction [45,46].
For every incident sampling point in the celestial hemisphere, the research calculates its Stokes
parameters after it is refracted by wavy water surface based on the wave slope distribution, and then
gets a weighted average of each Stokes parameter of transmitted beams in all directions.

z

n

sθ

rθ

rϕ
sϕ

s

r

x

y

Figure 3. (a) Snell’s window for flat water; and (b) the coordinate sketch of the refracted process under
the wavy water surface.

Figure 3b illustrates the geometrical process of refraction under the wavy water surface, where θs

is the angle between the incident light and zenith, ϕs is the incident azimuth angle, and θr and ϕr

denote the refracted zenith angle and azimuth angle, respectively. The vectors s and r represent the
incident and outgoing direction, n is normal to the wave facet. β is the angle between n and zenith.
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The wind direction is opposite to the y-axis. The edge of the Snell’s window is 48.5◦ to the zenith.
Thus, the vectors s and r can be derived with the space geometrical relationship, and as follows.

{
s = (sin θs sinϕs, sin θs cosϕs, cos θs)

r = (sin θr sinϕr, sin θr cosϕr, cos θr)
(11)

For the refraction, s, r and n satisfy the following equation.

{
nas − nwr = cn
c =

√
n2

w − 2nanwcosα+ n2
a

(12)

According to the Cox–Munk model, the probability of wave facet with certain slope components
can be expressed as Equation (13) [45,46].

p(z′x, z′y) =
1

2πσuσc
e−

ξ2+η2
2 ·

⎡

⎢
⎢
⎢
⎣

1 − 1
2 C21η(ξ

2 − 1)− 1
6 C03(η

3 − 3η)+
1

24 C40(ξ
4 − 6ξ2 + 3)+

1
4 C22(ξ

2 − 1)(η2 − 1)+
1

24 C04(η
4 − 6η2 + 3)

⎤

⎥
⎥
⎥
⎦

(13)

In this equation, ξ = z′x/σc and η = z′y/σu, where σ2 = σc
2 + σu

2 and σ represents the root mean
square (RMS) which is given as below [47].

{
σu =

√
0.0053 + 6.71 × 10−4W

σc =
√

0.0048 + 1.52 × 10−4W
(14)

In addition, the wave facet can be divided into two parts on x- and y-axes, as below.

{
zx = ∂z/∂x = sinθs sinϕs+sinθr sinϕr

cosθs+cosθr

zy = ∂z/∂y = sinθs cosϕs+sinθr cosϕr
cosθs+cosθr

(15)

To consider the effect of wind direction, rotating coordinates to fit with wind direction, which is
shown in Equation (16). {

z′x = cosχ · zx + sinχ · zy

z′y = − sinχ · zx + cosχ · zy
(16)

χ is the angle between wind direction and y-axis. In the results of this paper, χ equals 0.
Furthermore, the shadowing effects should be considered because some of the surface elements will be
blocked by other elements if viewing from the propagation direction of light [33]. Thus, the shadowing
factor S(θs, θr,σ2) is taken into account [48,49], and as follows.

⎧
⎨

⎩

S(θs, θr,σ2) = 1
1+Λ(cot(θs))+Λ(cot(θr))

Λ(x) = 1
2

[√
2
π

σ
x exp

(
− x2

2σ2

)
− erfc

(
x√
2σ

)] (17)

where erfc is the complementary error function. Therefore, the transmission of wave surface can be
written as Equation (18).

τ =
π · n2

w · t(ω) · cosω · cosωt

c2 · cos4 β · cos θs · cos θr
p(zx, zy) · S(θs, θr,σ2) (18)
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To unify the reference plane of s and r, there is a rotation matrix C(i) which is shown as below.

C(i) =

⎡

⎢
⎢
⎢
⎣

1 0 0 0
0 cos 2i sin 2i 0
0 − sin 2i cos 2i 0
0 0 0 1

⎤

⎥
⎥
⎥
⎦

(19)

Finally, we can get the transmitted Mueller matrix of wavy water surface and it can be expressed
as Equation (20).

T(θs, θr, Δϕ) =
π · n2

w · t(ω) · cosω · cosωt

c2 · cos4 β · cos θs · cos θr
p(z′x, z′y)S(θs, θr,σ2)C(π− i2)Mr(w)C(i1) (20)

where Mr is the Mueller matrix of calm water surface. ω and ωt are the incident and outgoing angle,
respectively. i1 and i2 are defined as the rotation angles.

3. Results

Under clear skies, the position of sun dominates the distribution of intensity and polarization of
skylight, and then dominantly affects the polarization patterns under the water surface. According to
the analysis in Section 2, this paper focuses on the DOP, AOP and transmission intensity distribution of
transmitted light through the Snell’s window under calm and wavy water surfaces with different solar
zenith angles and different wind speeds. Finally, we analyze the polarization patterns of transmitted
light under various incident zenith angles, as well as comparing the polarization patterns and intensity
of the transmitted light with those of reflected light under the same conditions.

3.1. Polarization and Transmission Patterns of Skylight Transmitted through a Calm Water Surface

When exploring the transmission light polarization, we start with the polarization and
transmission patterns of skylight transmitted through a calm water surface. In this case, the transmission
Mueller matrix is related to incident direction only, and the direct solar light has no effect on the
polarization distribution of the underwater light field because of their unified incident direction.
Thus, we only consider the incident skylight when the surface is flat. The entire celestial hemisphere
condensed into Snell’s window with an angular extent of 97◦. Outside the Snell’s window, the light
from deeper layers is totally reflected and it is dim (under the condition that the substrates are not
bright and the scattering constituents of water are normal). Two-dimensional patterns of degree
and direction of polarization of refracted skylight are presented for various zenith angles of the
sun. The three-dimensional celestial hemisphere (Figure 4) is represented in two dimensions in a
polar-coordinate system. The zenith angle and azimuth angle from the solar meridian are measured
radially and tangentially. The zenith is at the origin and the horizon corresponds to the outermost
circle in this two-dimensional coordinate system.

As shown in Figure 4, the boundary of Snell’s window is sharp when the water surface is calm [7].
There is a strong contrast between the bright scene above and the darker reflections from deep water.
The polarization patterns are limited within the Snell’s window. The pattern of DOP is concentric
around the sun position, making it symmetrical about the solar principal plane [22,28]. When the
sun is at the zenith, the maximum DOP of transmitted light spreads over the edge of Snell’s window.
With the increasing of SZA, the DOP of refracted light increases on the whole. When SZA approaches
90◦, there is a band of maximum DOP located in the vertical direction of the sun’s meridian. The max
DOP of about 70% occurs at sunrise and sunset near the underwater surface. However, according to
the Fresnel law as shown in Figure 2, the maximum refraction light is only 28% for the unpolarized
sunlight incident at the horizon. The polarization state of incident skylight significantly enhances the
DOP of downwelling refracted light. Thus, the polarization state of skylight plays a very important
role in determining the DOP of downwelling refracted light.
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Figure 4. The DOP (degree of polarization) patterns of skylight transmitted through a calm water
surface within the Snell’s window at different solar zenith angle θs = 0◦, 30◦, 60◦, 90◦, the DOP ranges
from 0 to 1.

As shown in Figure 5, when the sun reaches the zenith, all the incident light E-vectors are
horizontal and remain in a horizontal direction after being refracted by a calm surface except for the
incident beam in the zenith direction. This is because the attenuation of parallel E-vector component is
lower than that of vertical E-vector component and this difference has a lower effect on the incident
light polarization. Thus, most of transmitted light is horizontal, only the AOP of incident light near
the sun changes after refraction due to the very low DOP. For the same reason, there are two split
singular points near the apparent sun position in the AOP pattern of refracted light [7]. In addition,
in addition to the normal incidence, the main vibration direction of refracted light is not horizontal for
any other angles of incidence, but is parallel to the scattering plane for all incident angles, so that the
AOP changes with the movement of the sun position [50].

The distributions of transmitted light under the calm surface at different SZAs are shown in
Figure 6. We notice that most energy of incident light can pass through the water surface, so the
transmitted intensity varies from 0.9 to 1 as a whole, and rises even further with the increasing of
SZA. When the SZA is larger (such as 90◦) and enhances the resolution of the color bar, we can find a
strip of high intensity close to 1 in the direction perpendicular to the sun’s meridian with two bright
spots emerging near the Brewster angle. This complies with the two excessively bright areas when
observing the whole sky underwater. This is primarily due to the vertical polarized incident skylight
with high DOP in that direction when the sun is on the horizon, so the low reflectance leads to the
high transmittance. Moreover, the reflectance of incident light near the Brewster angle is lower, so that
there are two bright spots [7]. In addition, when light passes through the air–water surface, the n2 law
for radiance is applicable and shown as below [4,51].

L1/L2 = n2
1/n2

2 (21)

where n1 is the refractive index for first medium and n2 is the refractive index for the second medium.
L1 is the radiance in the first medium and L2 is the radiance in the second medium.
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Figure 5. The AOP (angle of polarization) patterns of skylight transmitted through a calm water surface
within the Snell’s window at different solar zenith angle θs = 0◦, 30◦, 60◦, 90◦, the AOP ranges from 0
to 1, and the reference plane is the meridian of each observation direction.

Figure 6. The intensity distributions of skylight transmitted through a calm water surface within the
Snell’s window at different solar zenith angle θs = 0◦, 30◦, 60◦, 90◦, the intensity range from 0 to 1.

We can know that the intensity of transmitted light under water is 1.78 times stronger than that of
the incident light. Due to the smaller field of view, the radiation intensity within the unit field increases
according to the law of energy conservation. In conclusion, the transmitted intensity in the Snell’s
window is generally high.
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3.2. Polarization and Transmittance Patterns of Full Incident Light Passed through a Wavy Water Surface

Undoubtedly, wavy surfaces affect the underwater light field and not only changes the intensity
distribution, but also change the polarization patterns, especially in shallow depth water observations.
This is mainly induced by the change of the height field of the wave surface and the wave focusing
caused by the variation of the real incident angle [52]. The polarization pattern spreads out of the
Snell’s window owing to the wave surface. Thus, there are two different underwater polarization
patterns, one inside and the other outside Snell’s window [7].

The polarization and transmission patterns of transmitted light under a wavy water surface at
different SZAs are presented in this section, and the effects of various wind speed and incident light
sources on the patterns are analyzed.

3.2.1. The Polarization Patterns of Transmitted Light under a Wavy Water Surface

Unlike the calm surface conditions, which only consider the skylight incidence, we consider
the whole celestial light, which includes both the contributions of the direct solar light and diffused
skylight, to simulate the polarization patterns of transmitted light under a wavy water surface. Just like
the calm water, the polarization pattern under wavy water, including DOP and AOP, is symmetrical
about the solar meridian plane (see Figures 7 and 8). The ever-changing position of the sun in the
sky exerts a major influence on the pattern of polarization underwater. The DOP and AOP patterns
under various SZAs are shown in Figures 7 and 8, where the wind speed is 5 m/s, wind direction is
0◦. Unlike the calm water, there is no sharp border at the margins of Snell’s window which coincides
with the measurement by Cronin [28]. The results indicate that the celestial polarization pattern is
present within Snell’s window, but it is modified due to refraction and repolarization of skylight
at the air–water interface. Horvath called the polarization pattern outside Snell’s window a bulk
transmission-polarization pattern which is created by interaction between water and transmitted
light [7]. Both of the inside pattern and outside patterns vary obviously with the sun position under
a wavy water surface. Similar to the patterns under a flat surface (Figure 4), when the sun is at the
zenith, the maximum DOP also distributes on the edge of the Snell’s window. Additionally, the area of
maximum DOP lies in the refracted direction normal to the sun’s meridian when the sun is located in
any other position. We can also find that the variation of polarization patterns of the underwater light
field is obvious owing to the waves, which not only make the patterns non-homogeneous, but also
distort them along the direction of wind. When the sun was near the zenith, the electric vector of the
polarized light was horizontal and the same at all azimuths, which coincides with the measurement by
Waterman [5]. Likewise, the maximum AOP distributes along the sun’s meridian with the singular
points emerging (Figure 8), which are not clear except the point on the zenith due to wave fluctuations.
Using the statistical probability of the wave slope distribution model to describe the wave surface,
the values of distribution patterns in this paper are weighted averages, not instantaneous results,
which are comparable to the measurements. Therefore, the patterns will appear outside the Snell’s
window and continue with the patterns inside the window.
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Figure 7. The DOP patterns of full incident light transmitted through a wavy water surface under
different SZAs, where wind speed is 5 m/s, wind direction is 0◦.

Figure 8. The AOP patterns of full incident light transmitted through a wavy water surface under
different SZAs, where wind speed is 5 m/s, wind direction is 0◦.
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3.2.2. The Transmittance Distribution of Transmitted Light under a Wavy Water Surface

In addition to its degree of polarization and direction of polarization, the intensity of downwelling
transmitted light was discovered to also vary systematically with the relative position of the sun and
the points observed underwater. Figure 9 illustrates the relative intensity distribution of transmitted
light under a wavy water surface under different SZAs. We can see that the intensity distributions
focus in the Snell’s window, which demonstrates that the Snell’s window is the real passageway to
form the underwater light field. The direct solar incidence leads to the maximum intensity region near
the apparent sun position under water, and there will appear a bright ring on the edge of the window
with a greater solar zenith angle. In addition, when the sun is available, the maximum intensity region
is where the brightness expands as the SZA increases.

Figure 9. The intensity distributions of transmitted light under a wavy water surface with different
SZAs, where wind speed is 5 m/s, wind direction is 0◦.

3.2.3. The Effects of Other Factors on Transmitted Light Polarization Patterns

(1) The effect of wave fluctuation

Waves are formed when wind velocity increases; the stronger the wind, the higher the waves.
They are called wind-waves. When the wind velocity decreases, there are still waves on the sea for
a considerable time, but the length of the waves grows larger and larger. They are so called swell.
The swell may have a direction different from that of the wind, which may again rise from another
direction and create new wind-waves [22]. In this study, we only take the wind-waves into account
and omit the gravity wave for the sake of adoption of the Cox–Munk wave model.

Figure 10 shows the effect of wind speed on the DOP, AOP and intensity patterns of transmitted
light under water. We can find that the influence of wind speed (e.g., 1, 5, and 10 m/s) on the patterns
of DOP is obvious. The DOP patterns spread slightly to the direction of the wind and the maximum
DOP band narrows with the increasing wind speed. The polarization under water also decreases
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when the surface of the water is undulating, as the sunlight can be refracted in many directions
by the waves. Then, there are no more parallel sunbeams underwater, hence there is diminishing
polarization of scattered light under the surface. Just as shown in the first row in Figure 10, the DOP
decline with the wind speed increasing, as the direct underwater light tends to diffuse due to the wave
fluctuation. When the water surface is undulating, the sunlight can be refracted in many directions by
the waves. Then, there are no more parallel sunbeams underwater, hence the diminishing polarization
of scattered light under the surface. The pattern of AOP is also symmetrical to the sun’s meridian plane
just that of AOP. Compared with DOP, however, the AOP patterns are more stable. All these could
provide stable orientation information sources for polarization sensing aquatic animals for navigation.
However, the effect of wind speed on the intensity distribution under water is significant: the bright
ring appears on the edge at low wind speed, but disappears with the increasing wind speed, and the
bright circle near the apparent sun position expands. In addition, the edge of the Snell’s window
becomes unclear.

Figure 10. The DOP, AOP and intensity patterns of transmitted light under a wavy water surface with
different wind speeds, where the SZA is 30◦, wind direction is 0◦.

(2) The effect of different incident sources

The refracted polarization patterns of wave water surface depend not only on the presence
or absence of waves but also to a high degree upon illumination [22]. In this study, the source of
the incident light can be conceived as being from a direct light source (sunlight) or diffuse light
source (skylight or scattered light). The former is partially polarized and latter is unpolarized.
Unpolarized sunlight becomes slightly partially linear polarized as it refracts through the water
surface, but the primary production of the significant linear polarization is caused by the skylight.
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Figure 11 indicates that the direct solar incident light only contributes to the polarization and intensity
patterns at the apparent sun position under water, while the scattering incident skylight dominates
the polarization patterns of the underwater light field. As mentioned above, the maximum DOP
of transmission is no more than 0.28 according to the Fresnel’s equations. However, the DOP of
transmission can exceed 0.6. Therefore, it is obvious that the refracted polarization information
underwater mainly come from the skylight rather than from the refraction process. From the three
AOP patterns, we can find that the direct light may promote the formation of the singular points except
the point on the zenith. In addition, the direct light leads to the brightest part of the transmitted light
field under water, and the scattering skylight slightly affects the whole intensity distribution instead.
Thus, the direct solar light is the dominant source of the brightness of the underwater light field.

Figure 11. The DOP, AOP and intensity patterns of transmitted light under a wavy water surface with
different incident sources (the direct solar light, scattering skylight and combination of above), where
the SZA is 30◦, wind speed is 5 m/s, and wind direction is 0◦.

3.3. Polarization and Transmittance Patterns of Full Incident Light Passed through a Wavy Water Surface

When a beam transfers into the water surface, both reflection and refraction occur. The two
processes not only change the intensity, but also the polarization of incident light. This section
demonstrates the polarization patterns of the skylight, reflected light and refracted light under various
SZAs (30◦, 60◦ and 90◦) and then analyzes the differences between the polarization and intensity
patterns of reflection and refraction and the relationships between them.

The DOP patterns of skylight at different SZAs are shown in Figure 12. According to the
semi-empirical Rayleigh scattering model, the DOP of scattering light under clear skies is directly
related to the scattering angle. As the SZA increases, the maximum DOP region whose scattering angle
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is 90◦ moves to the zenith where the SZA is 90◦. While the DOP of the skylight near the sun is the
lowest. That is to say, the further from the sun, the stronger is the DOP, during the sunrise and sunset.
Underwater, the apparent sun looks like the sun in the sky, though the wave distorts the DOP patterns,
the patterns are still similar to the patterns of the skylight (Figure 12A,C). As shown in Figure 12B,C,
with the increasing of SZA, the DOP of reflected light decreases while that of transmitted light rises as
a whole. The maximum DOP of reflected light is always distributed near the Brewster angle, and that
of transmitted light lies in the refracted direction instead.

Figure 12. The DOP patterns of the: skylight (A); reflected light (B); and refracted light (C) under
different SZAs (30◦, 60◦ and 90◦), where the wind speed is 5 m/s, and wind direction is 0◦.

In Figure 13A, we can see that the singular spots of the AOP patterns of skylight are always
at the zenith and the sun position no matter where the sun is. The light from the sun’s meridian is
always horizontal polarized. The AOP patterns of transmitted light under water resemble that of
incident skylight from Figure 13A,C. This is likely that E-vector of the light does not change its phase
when refracted by water surface. However, when light transfers from an optically thinner medium
to a denser medium, the reflected light comes up with a phase change of π based on the Fresnel’
law. Thus, the reflection changes not only the intensity, but also the phase of incident light, and then
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the polarization patterns of reflected light are entirely different from that of skylight, as shown in
Figures 12B and 13B. We can conclude the polarization characteristics of incident light are reserved in
the Snell’s window under water when refraction occurs, especially under calm surface conditions.

The pattern of downwelling polarized light under the wavy water surface is superimposed by the
pattern of skylight polarization and that alter by refraction and the disturbance of the wave movement.

Figure 13. The AOP patterns of the: skylight (A); reflected light (B); and refracted light (C) under
different SZAs (30◦, 60◦ and 90◦), where the wind speed is 5 m/s, and wind direction is 0◦.

4. Discussion

Waterman first measured underwater polarization; subsequently, there are many measurements
of linear-polarized light transmitted into water surface [28,31,52–57].

To evaluate above simulation results, we have made a comparison with the data measured
by Bhandari and his colleagues in 2009 at the R/P Flip, off Hawaii [24]. The results are shown in
Figures 14–16. The measurements are carried out at one meter below the water surface and the water
is clear. In that case the scattering effects in water can be omitted. The wind speed is 6 m/s.

The data in Figure 14A were collected at 520 nm in very clear water on 7 September 2009. The data
in Figure 14B are the simulated data. In Figure 14, we can find that the majority of downwelling
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radiance is limited in the Snell’s cone. Part of the radiance exceeds the edge of Snell’s cone due to the
fluctuation of the water surface. The simulated data correspond well with the measured data, not only
in the major distribution but also in some details. For example, the radiance in the central part of the
Snell’s cone is lower than the surrounding circle. The direct solar disk is extended at the edge of Snell’s
cone. There are also some differences especially at the edge of Snell’s cone. The main reason is that
our calculation uses the Cox–Munk model, which gives the average results of the transmittance at a
certain angle. However, the photos taken by Bhandari reveal the real state of water surface.
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Figure 14. Radiance of downwelling light field. In this and the following figures, the zenith angle for
the data increases linearly with the radius from the center. The sun is towards the top of the image and
the solar zenith angle is 90◦. (A) Data adopted from Bhandari’s work [24]; and (B) simulated results
using our model. The white circle indicates the Snell’s cone.

Figure 15 shows the comparison between the measured data and our simulation data on Q/I and
U/I. In the Snell’s cone, the shapes of the two sets of graphs agree well with each other. The correctness
of our calculation model is proven in a way. The main differences appear on the edge and outside of
the Snell’s cone. The graphs near the edge seem to be disordered for the measured data which are
probably due to the fluctuation of the water surface. Another reason comes from the measurement
error, since the Stokes parameters of downwelling radiance were measured with four lenses. As for
the outside circle of the Snell’s cone, it is noisy, because the energy of radiance is too low at this part.
The simulated data cannot reveal the fluctuation effects and will not be influenced by the low radiance.

It is obvious that the features of DOP and AOP are similar between the measured data and
our simulated results. The differences also appear on the edge and outside circle of the Snell’s cone.
The reason has been explained in the former paragraph. In the Snell’s cone, the DOP and AOP patterns
are mainly decided by the skylight polarization patterns. The comparison between the measured
data and our simulated results shows great similarity, which proves the correctness of our model.
The influence of fluctuated water surface mainly appears at the edge of the Snell’s cone. The noise
outside the Snell’s cone comes from the low radiance energy of the downwelling light. Of course, both
of the measured data and the simulated results are collected under the situation of shallow depth and
clear water.

The research on the polarization characteristics of transmitted light under natural water is an
important subject in polarization vision field. However, the polarization pattern of the underwater
light field is very complex, it is not only influenced by the sun position, wave fluctuation and incident
sources, but also the factors of water depth, turbidity caused by suspended particulates and multiple
scattering in the water. The model described in this paper worked well and provides relatively
satisfactory results, however there are some points we should emphasize here.
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Figure 15. Q/I (A); and U/I (B) graphs measured by Bhandari [24]. Simulated: Q/I (C); and
U/I (D) graphs.
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Figure 16. DOP (A); and AOP (B) graphs measured by Bhandari [24]. Simulated: DOP (C); and
AOP (D) graphs.

In this paper, we focus on the light transmitted downward passing through the wave water surface.
The effect of waves and the incident skylight on the polarization pattern of downward light in shallow
depth water are emphasized. The contribution of scattering in water and reflection at the water bottom
to the polarization of the underwater light field was not considered in this study. Therefore, this model
may not validate the situation of upward light or deepwater environments (deeper than about 0.5 m)
where the multiple scattering dominates the underwater light field. At great depths (many tens of
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meters), the illumination is dominated by diffuse light caused by the submarine particle scattering.
The polarization is further weakened by the underwater scattering [53]. Moreover, in optical shallow
waters, bottom reflection will affect the polarization patterns [23].

Besides linearly polarized light, circularly polarized light can also occur under water. The latter
is formed indirectly by total reflection of the existing underwater linear polarized light against the
lower side of the water surface [5,22]. We focus on the downwelling refraction of celestial light rather
than involve the upwelling refraction or the total refraction process in this study. Thus, the circularly
polarized light was also neglected.

We omitted the spectral character of skylight and underwater since the refractive indices of air and
water vary slightly with the wavelength of light. Furthermore, according to the field measurements [23,28],
the polarization in water is relatively insensitive to wavelength. Patterns of both the overall e-vector
orientation and degree of polarization are similar from 360 to 550 nm.

The polarization pattern of skylight is very complex which is influenced by many
factors. These include the position of the sun, the coverage of the cloud, the earth’s albedo,
atmospheric turbidity, multiple scattering and depolarization owing to anisotropy of air molecules.
The semi-empirical skylight polarization model adopted in this study is shown to be effective to
describe the polarization pattern of the skylight. However, the semi-empirical parameter is difficult to
parameterize such factors. Precision modeling can resort to the vector transfer model such as 6SV, RT3,
etc. However, coupling such a model needs much more computation time. Furthermore, both of these
vector radiative transfer models did not take cloud cover into account. All of these factors above need
to be taken into consideration in future research.

5. Conclusions

This work may be briefly summarized as follows. In this paper, we present a model to describe
the polarization patterns of celestial light when refracted by the wavy water surface. The polarization
characteristics and the radiance distribution pattern of the skylight are both taken into consideration.
The polarization patterns and intensity distribution of refracted light off wave water surface were
calculated. The model was validated by the underwater experimental measurements. The experimental
and theoretical values agree well qualitatively. This work could provide a quantitative description of
the repolarization and transmittance of celestial light transmitted through the wave water surface.

The dependence of the submarine light field polarization on the illumination and surface
wave conditions, solar zenith and azimuth angles, and the viewing angles are discussed in detail.
The polarization properties of transmitted celestial light under shallow depth water are mainly
dependent on the incident polarized skylight.

Though the wave surface distorts the polarization patterns under water and leads them to exist
out of the Snell’s window, the polarization patterns within the Snell’s window are similar to that of
the skylight. Wind speed slightly affects the underwater polarization distribution, which expands
a little along the wind direction as the wind speed rises. The direct solar light dominants the
intensity distribution in the light field under water, while the scattering light from the sky is the
dominant effect on determining the polarization patterns of transmitted light. We can conclude that
the refraction slightly influences the polarization characteristic of incident light, in addition to the
stable polarization field under water, which are beneficial to aquatic animals that orientate themselves
with polarized sensing.

Comparing the polarization patterns of reflected light to that of transmitted light, we can find that
reflection process significantly change the original polarization patterns of incident light, while the
patterns of refraction have the basic characteristics of that of the incident light. The maximum DOP of
reflected light is always distributed near the Brewster angle, and that of transmitted light lies in the
refracted direction of Brewster angle instead.

Underwater polarization has drawn great attention to many fascinating areas of research yet to be
explored. Combination of achievement in radiative transfer simulation and novel developed detector
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technology and data inversion algorithms will certainly provide many new and exciting research
topics in ocean optics and ocean color remote sensing [3,14].
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Abstract: Shallow and deep lakes receive and recycle organic and inorganic substances from within
the confines of these lakes, their watershed and beyond. Hence, a large range in absorption and
scattering and extreme differences in optical variability can be found between and within global
lakes. This poses a challenge for atmospheric correction and bio-optical algorithms applied to optical
remote sensing for water quality monitoring applications. To optimize these applications for the wide
variety of lake optical conditions, we adapted a spectral classification scheme based on the concept
of optical water types. The optical water types were defined through a cluster analysis of in situ
hyperspectral remote sensing reflectance spectra collected by partners and advisors of the European
Union 7th Framework Programme (FP7) Global Lakes Sentinel Services (GLaSS) project. The method
has been integrated in the Envisat-BEAM software and the Sentinel Application Platform (SNAP)
and generates maps of water types from image data. Two variations of water type classification are
provided: one based on area-normalized spectral reflectance focusing on spectral shape (6CN, six-class
normalized) and one that retains magnitude with no modification to the reflectance signal (6C). This
resulted in a protocol, or processing scheme, that can also be applied or adapted for Sentinel-3
Ocean and Land Colour Imager (OLCI) datasets. We apply both treatments to MERIS imagery of a
variety of European lakes to demonstrate its applicability. The studied target lakes cover a range of
biophysical types, from shallow turbid to deep and clear, as well as eutrophic and dark absorbing
waters, rich in colored dissolved organic matter (CDOM). In shallow, high-reflecting Dutch and
Estonian lakes with high sediment load, 6C performed better, while in deep, low-reflecting clear
Italian and Swedish lakes, 6CN performed better. The 6CN classification of in situ data is promising
for very dark, high CDOM, absorbing lakes, but we show that our atmospheric correction of the
imagery was insufficient to corroborate this. We anticipate that the application of the protocol to
other lakes with unknown in-water characterization, but with comparable biophysical properties will
suggest similar atmospheric correction (AC) and in-water retrieval algorithms for global lakes.

Keywords: lakes; reflectance; classification; OWT; atmospheric correction; MERIS; OLCI; water quality
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1. Introduction

Freshwater lakes, reservoirs and rivers are an essential resource for human and animal survival.
Population increase coupled with change in land use, hydrologic regimes and climate are stressing
these systems worldwide, threatening their function as sources for drinking water, socio-economic
activities and ecological environments. Over the last decade, there has been an increase in the capacity
and availability of remote sensing imagery from satellites for lake systems worldwide, promoting
the usage and creating new demands for reliable remotely-sensed datasets. These new capabilities
stem in part from newly-launched satellites, such as the MultiSpectral Imager (MSI) on board the
European Space Agency’s (ESA) Sentinel-2 satellite and the Ocean Land Colour Imager (OLCI) on
board ESA’s Sentinel-3 satellite. The OLCI sensor is similar in spectral capabilities as the Medium
Resolution Imaging Spectrometer (MERIS) sensor (2002–2012), containing spectral channels well suited
to derive bio-optical parameters over the large range of optical conditions exhibited in lakes [1,2].
Sentinel-3A was launched in February 2016, and its twin Sentinel-3B is expected to be launched in
2017. The tandem missions of Sentinel-3A/B and follow ups will provide unprecedented monitoring
capabilities for lake water quality because of the favorable band settings, high signal/noise ratios,
full spatial resolution (300 m) and high overpass frequency.

A prototype infrastructure for handling of bio-optical algorithms and data products specific
to freshwater lakes was prepared within the EU Global Lakes Sentinel Services (GLaSS) project
(www.glass-project.eu). GLaSS aimed to develop generic methods and tools for Sentinel-2 and
Sentinel-3 data, using legacy datasets, and in support of water quality management for any lake
worldwide. One of the GLaSS products developed for lake image analysis is a classification tool
based on the spectral matching method of Moore et al. [3] as an expression of optical water types
(OWTs). The OWT tool operates on atmospherically-corrected and quality-checked images prior to the
application of bio-optical algorithms and provides users with a powerful data analysis technique to
visualize and discover the (variability of) optical conditions across image scenes.

Classification schemes are more common to terrestrial imagery, but are gaining traction in aquatic
applications and share basic similarities [4,5]. In both cases, the classification systems are based on
features (i.e., spectral channels) in a spectral signal related to underlying types with ecological meaning.
The features stem from the spectral reflectance shape and magnitude and are ultimately limited by
the spectral resolution of the sensors when utilized for image classification. For aquatic uses, water
types are analogous to land cover types, representing an optical condition, and hence, are referred to
as optical water types or OWTs. This notion of optical type has origins in [6,7], where water types
were defined by the diffuse attenuation coefficient of downwelling light. These Jerlov types are still
used in marine applications [8], and were used in a recent modeling study to generate Inherent Optical
Properties (IOPs) for each type [9], directly utilizing type-specific parameters.

More recent water type schemes have been introduced over the last 20 years using a variety of
methods based on in situ and/or satellite reflectance data. Regardless of the method, OWTs provide
information on the spatial distribution of optical states across image scenes when applied to satellite
data. These mapped products function as weighting factors for optimizing bio-optical algorithms
and product uncertainties for image scenes [3,10–12]. In these cases, they are intermediary products
that are not needed themselves for analysis and are invisible to users. However, OWTs are depictions
of optical states, providing information on underlying water conditions that in and of themselves
have intrinsic ecological value. They have been used directly for interpretive analysis for ecological
diversity [13] and ecological patterns [14] that may not be obvious from other bio-optical products,
such as chlorophyll concentration, which may be hard to retrieve in complex lake waters, because of
the complex atmospheric and in-water optical properties. In some cases, OWTs have been linked
to distinct optical phenomena that relate to specific phytoplankton [15]. These studies collectively
illustrate the varying roles and uses for water types, whether freshwater or marine, when applied to
remote sensing data.
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The GLaSS optical water types are a follow up of [3] that presented OWTs derived from lake
and coastal waters. The GLaSS dataset comprises lake data only, encompassing a larger dataset that
includes more diverse lakes from across the globe. Within this paper, we introduce this classification
method (called GLaSS-OWT or GLaSS optical water type method). The water types were derived from
a cluster analysis. The classification system that we present has two main implementation options:
a set of optical water types for un-modified reflectance data and a set of water types for normalized
reflectance data, an aspect not presented in [3]. The method is designed to be applicable to any lake
system, covering a large range of biophysical types from shallow turbid to clear and deep, as well as
eutrophic and dark absorbing colored dissolved organic matter (CDOM)-rich waters.

We describe the development of the classification method and demonstrate its application to a
variety of lake systems processed with different atmospheric correction schemes. The variations in
OWT image products are discussed in the context of atmospheric correction. We also examine the
strengths and differences of the different OWT schemes and how they may be appropriate for different
global lakes with unknown optical properties.

2. Materials and Methods

2.1. In Situ Data Sources

Conceptually, the OWTs represent optical states that can be determined by the spectral remote
sensing reflectance or Rrs(λ). This term refers to the above-water quantity unless otherwise noted.
In practice, they are derived from averaging grouped Rrs(λ) spectra that share characteristics
(e.g., spectral shape), where each individual spectrum is an instance along an optical continuum
bound by the outer ranges of the environmental and optical conditions of all water systems. The goal
of the GLaSS lake classification is a meaningful partitioning of the full multi-dimensional Rrs(λ) space
into a set of optical water types. This water type-specific approach is intrinsically independent of
location and time and therefore designed for global application. Within a water type, there is a range
of optical conditions that is represented, and thus, the environmental representation of a water type is
that of an average condition.

The GLaSS OWT implementation is based on that of Moore et al. [3], but includes a larger variety
of lakes. A motivation for the GLaSS OWT implementation was to develop a lake-specific classification
tool for all lakes and conditions. To achieve this, we assembled a dataset of in situ hyperspectral
Rrs(λ) with co-measured Chl-a and Total Suspended Matter (TSM) concentrations and absorption
of CDOM at 443 nm (aCDOM) from multiple sources covering a wide dynamic range in optical and
environmental conditions.

This dataset includes the ‘lake only’ dataset portion (N = 320) from [3], which consists of
measurements from the northeast U.S., the Great Salt Lake [16] and across Spain [17]. We refer
the readers to these references for further information on the data collection protocols. These data
were combined with the GLaSS in situ dataset (Table 1), which consists of Rrs(λ) with co-measured
Chl-a, TSM and aCDOM from different countries. This dataset contains a large range of Chl-a, TSM
and CDOM concentrations that are covered, including the high concentrations (Chl-a > 900 (mgm−3),
TSM > 200 (mg−3), CDOM > 30 (443 m−1), representing a large variety of optical conditions.

The GLaSS Rrs(λ) measurements were collected above water and processed according to standard
protocols [18]. The measurements consisted of: (1) light (radiance) emerging from water (Lw) measured
at a 40–45 degree elevation angle from nadir and about a 135 degree azimuth angle from the Sun;
(2) radiance from the sky (Lsky) measured at the same viewing angles; and (3) downwelling irradiance
measurement (Ed). The remote sensing reflectance, Rrs (in sr−1) is then computed with:

Rrs(0,+) =
Lw − ρLsky

Ed
(1)

where the air-sea interface reflectance factor was fixed at 0.028 at a zenith angle of 42 degrees [19].
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A dataset from Lake Erie measured in 2013 (N = 16) was also added during the development of
the tool. These data included hyperspectral Rrs(λ) taken with a Field Spec ProTM VNIR-NIR1 portable
spectrometer system from Analytical Spectral Devices (Boulder, Colorado). The protocol for deriving
Rrs(λ) was similar to that of the GLaSS data for Steps 1 and 2, although downwelling irradiance
measurement (Ed) was determined from a grey card plaque.

All hyperspectral Rrs(λ) data were band averaged to 3-nm resolution in the merged dataset
(N = 926), quality controlled and reduced to N = 871 (Figure 1). Quality control measures consisted of
visual inspection on every spectral observation and the application of the ocean chlorophyll (OC4)
algorithm and MERIS three-band Chl-a algorithms for consistency checking. Observations with noisy
or negative spectra were rejected, as were spectra with abnormal Chl-a retrievals. It should be noted
that Rrs(λ) associated with floating algal mats were removed (i.e., high NIR values). We believe this to
be a special water type case that will be added in the future. The current dataset contained too few
samples for this type to be characterized at present.

Figure 1. Total remote sensing reflectance, Rrs(λ) data after quality control.

2.2. Development of the GLaSS Optical Water Types

To create the OWTs, a cluster analysis was applied to the merged, quality controlled Rrs(λ) data.
The goal of the clustering is simply to serve as a mechanism to sort data and to produce a partitioning
of meaningful sub-groups. The effectiveness of cluster partitioning depends on the features, in our
case Rrs as specific wavelengths, represented as a vector, that contribute to separability. In many cases,
feature dimensionality can be reduced from the original dataset. This is often necessary to minimize
processing time and cluster instability from redundant features or bands that highly covary [20],
which is the case with hyperspectral data. Prior to clustering, feature selection and extraction were
conducted on Rrs(λ). The wavelengths chosen were those that matched the MERIS (and several
Sentinel 3) visible and NIR band centers—412, 443, 490, 510, 560, 620, 665, 681, 709 and 753 nm—and
reduced the dimension of each Rrs(λ) spectra from 134 down to 10. Note, that this sole purpose of
feature reduction is for identifying clusters, not for reducing the spectral dimensionality of the overall
dataset.

We applied the fuzzy c-mean (FCM) algorithm [21] to the reduced Rrs(λ) data. Following [3],
these data were transformed to sub-surface values (Equation (2)) following [22]. It should be noted
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that the clustering and ensuing membership functions use the below-water quantity, but we will retain
referencing any spectra as Rrs(λ) for simplicity.

Rrs(0,−) =
Rrs(0,+)

0.52 + 1.7 ∗ Rrs(0,+)
(2)

The FCM algorithm partitions the input data into a specified number of clusters. The function
operates by minimizing the distance between the data points and the prototype cluster centers (means),
which are iteratively adjusted until optimization criteria are met. Since the number of clusters is
not known beforehand, FCM was applied to the dataset over a range of clusters set from 2–20.
Cluster validity functions were used to assess the effectiveness of the cluster performance for each
outcome. These functions measure various aspects of the entire cluster partitioning and were used to
guide the ultimate choice for the number of optimal clusters [3].

The clusters define the GLaSS OWTs through their means and covariance matrices. While only a
subset of bands was used to determine the cluster partitioning, the OWTs were created with the full
hyperspectral data allowing for the construction of a membership function (the main component of
the classification tool that produces the image classification) to operate on any band configuration
within the range of hyperspectral data (400–800 nm) and, thus, on any satellite sensor. It is important
to note that the clustering process was applied to the spectrally-reduced Rrs(λ) data, resulting in
a partitioning of the data. This partitioning was simply a means for sorting, and once sorted, the
membership functions could be produced from the hyperdimensional Rrs(λ) data.

There are two different forms of Rrs(λ) used in classification schemes for depicting OWTs:
area-normalized Rrs(λ), e.g., [13,23] and un-modified or non-normalized Rrs(λ), e.g., [3]. The rationale
behind normalizing is to remove the influence of magnitude on clustering and stressing the spectral
shape. The work in [23] showed that coastal turbid waters are susceptible to magnitude shifts based on
the concentration of particles of the same type, which are sorted into the same cluster when normalized.
Absorption characteristics have more impact on clustering.

The GLaSS OWTs are represented through both approaches, resulting in two different water type
sets: a normalized set and a non-normalized set. For the normalized set, we applied a trapezoidal
numerical integration over a wavelength range from 400–750 nm (Photosynthetically Active Radiation),
hereafter called PAR-normalized, for each spectrum. Each dataset was analyzed separately for cluster
analysis, cluster validity and the development of optical water types through the means and covariance
matrices. For the non-normalized and the normalized data, the optimal number of clusters (and
associated optical water types) was six for each based on validity functions and a priori user knowledge.
These are denoted as 6C and 6CN, respectively (Figure 2).

Figure 2. OWT mean spectra for the non-normalized (left) and PAR-normalized (right) clusters.
(Normalization as explained in text.) Open circles indicate bands used in the clustering.
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2.3. BEAM/SNAP Implementation and the Membership Function

The classification system has been implemented as a processing tool in Brockmann Consult’s
BEAM software and its successor SNAP and is available for application to satellite imagery
(http://www.brockmann-consult.de/cms/web/beam/project, http://step.esa.int/main/toolboxes/
snap/). The tool produces class memberships to OWTs (for either configuration) using membership
functions, which produce fuzzy partitions for the OWT set.

Membership functions are formed from the mean and covariance matrix for each cluster, and class
(OWT) membership values ranging from 0–1 are assigned to observations (pixels) using a two-step
fuzzy process. For the first step, the Mahalanobis distance is computed between the observation and
the OWT as:

Z2 = ( �Rrs − �μj)
tΣ−1

j ( �Rrs − �μj) (3)

where �Rrs is the observed remote sensing reflectance vector, �μj is the mean reflectance vector of
the j-th OWT and Σ−1

j is the covariance matrix for the j-th OWT. The Mahalanobis distance is the
multivariate equivalent of the standardized random variable Z = (X − M)/S, which is the distance of
the univariate random variable X from its mean M normalized by the standard deviation S. In other
words, the Mahalanobis distance is a weighted form of the Euclidean and is preferable because it
incorporates the shape of the distribution of points around the cluster center (i.e., the geometric shape
of the point cloud expressed in terms of variance). For the second step, the membership function
converts the Mahalanobis distance into a fuzzy membership using a chi-square probability function.
In mathematical terms, if the probability distribution of points belonging to the cluster centered at �μj is
normal and �Rrs is a member of that population, then Z2 as defined by Equation (3) has a chi-squared
distribution with n degrees of freedom where n is the dimensionality of �Vrs. The likelihood that �Rrs is
drawn from the j-th population can be defined as:

f j = 1 − Fn(Z2) (4)

where Fn(Z2) is the cumulative chi-square distribution function with n degrees of freedom. The fuzzy
membership ranges from 0–1 and depicts the degree to which a measured reflectance vector belongs
to a given OWT. The value is one if the measured vector is identical to the mean vector of that OWT,
and its value diminishes to zero as the Mahalanobis distance increases. This allows for an observation
to have memberships to multiple OWTs, although in practice, one or two are typically expressed
as present.

2.4. Characteristics of Remote Sensing Data

For inland waters, high backscatter and absorption in both the atmosphere (by land aerosols)
and the water (due to high concentrations of optically-active substances) can confuse the coupled
atmospheric correction and in-water retrieval software [24]. Furthermore, nearby vegetated land
can cause over-radiation of water pixels in the near-infrared (NIR) wavelengths that are used for
atmospheric correction. Therefore, we started with radiometrically-corrected MERIS Level-1 TOA
radiances. These base datasets were processed with different atmospheric correction algorithms,
and the output reflectances (with confidence flags) can subsequently be used in the OWT classification
system. The confidence flags are quite strict and will, e.g., indicate extreme reflectances caused by sun
glint or vision of the lake bed in optically-shallow waters. The satellite images were processed with and
without correction for stray light from adjacent land pixels, using the Improve Contrast over Ocean
and Land (ICOL) processor [25]. The images were atmospherically corrected using several processors:
Case 2 Regional (C2R, [26]), CoastColour with C2R ( CC2R, [27]) and the Modular Inversion and
Processing scheme (MIP) [28–30].

This is a subset from the atmospheric correction (AC) methods tested in the GLaSS project [31],
because not all AC output was suitable as input for the OWT tool. SCAPE-M (Self-Contained
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Atmospheric Parameters Estimation from MERIS data, [32]) is not included in the classification
analysis, because of known problems with MERIS Band 2, which would have a large influence on
the produced classes. Due to missing spectral bands, the output of the Freie Universität Berlin
(FUB/WeW) Water Processor [33] cannot be fed into the OWT tool. The standard MERIS Ground
Segment (MEGS) Processor is not included because of the extremely low number of valid pixels it
produced in atmospheric correction tests in GLaSS (0–14%, depending on the lake [31]). The output
of the 6S (Second Simulation of a Satellite Signal in the Solar Spectrum, [34,35] and the ATCOR [36]
processors also did not perform well compared to other atmospheric correction processors for any of the
selected lakes, likely because we did not have sufficient information to optimize their parameterization,
and they were also not included here.

3. Results

3.1. Properties of the GLaSS OWTs

The cluster analysis for each treatment of Rrs(λ) resulted in the creation of the OWTs (Figures 2
and 3). The number of optimal clusters was six for each case, which were not directly linked and
were coincidental. Tables 2 and 3 show the distributions of class assignments from the cluster analysis
for individual in situ lake datasets for each partition. For referencing OWTs within each scheme, we
adopt a nomenclature convention of the scheme followed by the OWT. For example, OWT 1 of the
non-normalized scheme will be referenced as 6C-1, and OWT 1 of the PAR-normalized scheme will be
referenced as 6CN-1, and so forth. For the non-normalized data (Table 2), the distributions across type
vary by slightly more than a factor of two maximum (84 points to 6C-6 and 199 to 6C-4).

Table 2. Cluster distribution using the six-class (6C) classification scheme.

Non-Normalized: 6 Classes
OWT Type
Source 1 2 3 4 5 6 Total

Finnish lakes 0 15 1 0 0 0 16
Taihu 0 0 1 41 108 84 234
Peipsi 0 0 10 21 3 0 34
IJsselmeer 0 0 50 8 0 0 58
Markemeer 0 0 16 57 0 0 73
Italian lakes 93 3 4 3 2 0 105
Betuwe 0 8 8 0 0 0 16
New Hampshire (NH) lakes 32 29 77 39 2 0 179
Spanish lakes 28 72 19 20 1 0 140
Lake Erie 2 0 4 10 0 0 16
Total 155 127 190 199 116 84 871
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Table 3. Cluster distribution using the six-class normalized (6CN) classification scheme.

Normalized: 6 Classes
OWT Type
Source 1 2 3 4 5 6 Total

Finnish lakes 0 11 0 1 4 0 16
Taihu 0 0 8 79 22 125 234
Peipsi 0 0 0 9 25 0 34
IJsselmeer 0 6 0 12 40 0 58
Markemeer 0 8 0 30 35 0 73
Italian lakes 91 12 0 1 1 0 105
Betuwe 0 8 0 6 2 0 16
NH Lakes 27 60 26 32 33 1 179
Spanish lakes 25 52 1 37 25 0 140
Lake Erie 2 7 0 3 4 0 16
Total 145 164 35 210 191 126 871

Individual lake datasets typically group into two or three clusters. For example, the Finnish
lakes are mostly grouped into 6C-2, while the Italian lakes are spread across five different OWTs,
but mostly are grouped into 6C-1. The normalized Rrs(λ) cluster distributions change somewhat
(Table 3). In some lakes, the data are spread out across more OWTs (e.g., Spanish, New Hamphire
(NH) and Finnish lakes), whereas in the case of Lake Peipsi, the data become more concentrated into a
single OWT. Still, most of the data sources show just a few dominant types.

Figure 3. Distribution of individual Rrs(λ) across the clusters (OWT 1, top; OWT-6, bottom) for the
non-normalized (left column) and PAR-normalized (middle column) schemes. The right column shows
the same data for the middle column, but not normalized.
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The two OWT schemes differ in small, but important ways in how the Rrs(λ) are distributed
and in resulting OWT means. The PAR-normalized treatment effectively removed magnitude effects.
For example, 6C-3–6C-6 appear similar in shape and inflection characteristics (e.g., variations on peaks
at 550 and 710 nm, depressions at 620 and chlorophyll absorption between 665 and 680 nm), but with
different magnitudes and with a general flattening of spectra towards 6C-6, as seen in the mean spectra
(Figure 2). For the PAR-normalized system, the spectra belonging to a given cluster cover a wide
range of magnitudes, as seen in the Rrs(λ) when viewed in their non-normalized condition (Figure 3,
right column). The same spectra are distributed over several OWTs in the 6C scheme. Conversely, 6C-2
contains low Rrs(λ) typically associated with high absorption, and these Rrs(λ) are distributed over
several OWTs in 6CN, offering new potential for discrimination within dark or high absorbing waters.

An underlying assumption and early motivation for OWT approaches in the context of bio-optical
algorithms is that data assigned to the same cluster share IOP characteristics [12]. Without a full set
of co-measured IOP data, it is not possible to verify whether or not Rrs(λ) associated with the same
OWT share similar IOP characteristics. However, the distributions of co-measured Chl-a (all stations),
CDOM and TSM concentrations (available for 376 of stations) provide insight into spectral drivers
behind the water types (Tables 4 and 5).

Table 4. In-water characteristics for non-normalized OWTs, 6C.

OWT Chl Chl Chl CDOM CDOM CDOM TSM TSM TSM
min median max min median max min median max

1 0.1 1.6 12.3 0.04 0.17 1.03 0.15 1.34 14.70
2 0.8 7.2 69.6 0.9 4.8 20.43 0.87 27.18 52.28
3 1.3 24.0 33.0 0.05 2.6 8.0 0.28 16.76 208.9
4 0.9 107.0 705.0 0.27 4.2 18.67 1.70 37.65 190.07
5 0.8 27.0 86.1 0.2 1.17 17.0 3.10 54.03 285.6
6 7.5 22.5 450.0 0.32 0.76 1.03 1.4 67.27 250.36

Table 5. In-water characteristics for normalized OWTs, 6CN.

OWT Chl Chl Chl CDOM CDOM CDOM TSM TSM TSM
min median max min median max min median max

1 0.1 1.4 5.8 0.04 0.17 1.03 0.28 1.27 14.70
2 0.3 8.1 69.0 0.17 1.3 2.82 0.15 16.7 52.28
3 1.6 20.5 70.0 3.33 11.4 20.43 10.32 29.95 137.0
4 2.7 120.8 705.0 0.56 0.96 1.52 2.03 47.05 212.6
5 1.7 20.7 450.0 0.27 1.12 12.1 1.7 54.32 227.6
6 7.5 22.5 82.0 0.32 0.85 1.83 1.4 68.3 285.6

The OWT distributions for Chl-a, CDOM and TSM are shown in Figure 4. The trends for mean
Chl-a for the 6C scheme show an increase from OWT 1–OWT 4, while TSM increases across all six
OWTs, indicating that C6-5 and C6-6 have major inorganic particle contributions. High mean CDOM
values are in 6C-2–6C-4, with 6C-2 having the highest value and consistent with the lowest overall
mean Rrs(λ). These combinations are broadly consistent with progressively elevated mean Rrs(λ),
tempered with suppressed spectra with high Chl-a and CDOM OWTs. For the 6CN scheme, mean
Chl-a follows that of the 6C scheme. A notable difference in the distribution for CDOM is evident,
with 6CN-3 having the highest mean. TSM also follows the trend for the 6C scheme, with the highest
TSM distributions associated with 6CN-6 and consistent with the shape of the mean Rrs(λ).
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Figure 4. Boxplots for Chl-a, CDOM and TSM across the OWTs for 6C (top row) and 6CN (bottom row).

The general relations between the OWT optical and in-water properties for the two schemes can
be summarized as follows: the 6C mean Rrs(λ) retain absolute shape and are influenced by absorption
and scattering properties, ranging from a relatively clear type (6C-1) to turbid, highly scattering waters
(6C-6). A very dark water type indicative of high absorption (CDOM-dominated) is also represented
(6C-2), and 6C-3–6C-5 generally are associated with increasing levels of phytoplankton biomass in
eutrophic waters. In 6CN, peaks and valleys in the red and NIR region are the most differentiating
aspect of shape, with 6CN-1 and 6CN-2 relatively flat in this region, and varying levels of shape and
magnitude for 6CN-3 through 6CN-6. The largest peak amplitude in the red/NIR region is exhibited
by 6CN-3, consistent with the highest Chl-a levels. For the 6CN, there is no ‘dark’ water OWT, as in
the case of the 6C scheme.

3.2. The GLaSS Lakes Case Studies

The GLaSS OWT tool utilizes these schemes with the membership functions to produce mapped
products (Figure 5). Mapped products show (1) the fuzzy memberships to each OWT, (2) the dominant
water type (determined from the water type with the highest membership) and (3) the membership sum
(i.e., the sum of memberships from all water types). Also included are the normalized memberships
(not to be confused with the normalized Rrs(λ)). The normalized memberships are constrained to sum
to one for every pixel. For these quantities, each membership is divided by the membership sum for
that pixel.

Figure 5. Processing chain for MERIS scenes.
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We tested the tool and the two schemes on a selection of MERIS images from GLaSS target lakes,
which included lakes in Estonia, Finland, Italy, The Netherlands and Sweden (Table 6). One of our
goals was to assess how OWTs are impacted by and can inform us of how to improve the application
of atmospheric correction schemes to local imagery. To test this, the satellite images were processed
with and without correction for stray light from adjacent land pixels (ICOL [25]) and atmospherically
corrected using several AC methods available in GLaSS (see Table 7). The mapped distribution of the
dominant OWT for each classification scheme was evaluated on a qualitative basis in consultation with
local GLaSS lake experts, since we lack match-up validation data. Atmospheric correction with CC2R
gave best results for most lakes, and maps based in these results are discussed in the next sections.

Table 6. List of GLaSS lakes for test case application by country.

Country Lakes

Estonia Lake Peipsi, Lake Võrtsjärv
Finland Lake Päijänne, lake Pääjärvi, Lake Vesijärvi

Italy Lake Garda, Lake Maggiore, Lake Lugano, lake Idro
The Netherlands Lake IJsselmeer, lake Markermeer

Sweden Lake Vättern, Lake Vänern

Table 7. Atmospheric correction method used in each image tested.

Lake Date Atmospheric Correction
yyyy-mm-dd Method

Estonia 2005-07-18 CC2R
Estonia 2011-07-27 MIP
Finland 2004-08-05 C2R and CC2R
Finland 2006-05-09 C2R and CC2R
Finland 2007-06-01 CC2R
Finland 2007-08-23 MIP

Italy 2009-09-11 CC2R
Italy 2008-05-06 MIP

The Netherlands 2011-04-15 C2R
The Netherlands 2011-04-23 CC2R
The Netherlands 2011-09-28 MIP

Sweden 2003-08-29 CC2R
Sweden 2009-06-26 MIP

Note: CC2R: CoastColour; MIP: Modular Inversion and Processing Scheme; C2R: Case 2 Regional.

3.2.1. Italian Lakes: Deep and Clear

Located in the southern Perialpine region, Lake Garda is the largest Italian lake, typically with
meso-oligotrophic conditions. The lake can be divided in two sub-basins: a larger area extending with
a N-SW orientation with a deep bottom; and a shallower SE basin. Lake Maggiore is the second largest
by surface and volume. It is a very narrow elongated lake with a N-S orientation. The deepest basins
(max depth 373 m) are situated in the central and northern parts, with shallower bottoms in the south.
Lake Maggiore has experienced eutrophication since the 1960s, but since the 1980s, it has stabilized
and cleared, and today, it is classified as oligotrophic. For the Italian lakes, following Tables 2 and 3,
we expect 6C-1 and 6CN-1 to occur most of the time, in combination with 6CN-2 [37–39]. Seasonal and
daily variation can induce some deviations. Figure 6 shows the classified maps for these lakes after
ICOL corrections. The invalid or suspect flags were not applied as masks for the maps, in order not
to loose much of the data. Without ICOL, large parts of Garda and all of the other lakes in the area
are flagged as ‘L2R (level-2 reflectance) invalid’ or ‘L2R suspect’, and the waters are classified as 6C-3
and 6C-4, which is clearly not correct. With ICOL processing, still many of the pixels in the Italian
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lakes (except for larger Lake Garda) are flagged as ‘L2R invalid’, but the resulting water types 6C-1,
6C-2 and 6C-3 could be correct for these lakes. However, the percentage presence of 6C-3 is higher
than expected, and 6C-4 is assigned to parts of Lake Lugano and Lake Idro, which is not appropriate.
The 6CN classifier assigns OWT 6CN-1 to all of the Italian lakes, except of Lake Lugano (6CN-2).
This agrees with the known optics of the lakes and with the distribution shown in Table 3. We believe
the OWT normalization is appropriate and accurate here.

Figure 6. Classification of Italian lakes: Lake Maggiore (A), Lake Lugano (B), Lake Como (C),
Lake Iseo (D), Lake Idro (E) and Lake Garda (F). MERIS 2009-09-11 (yyyy-mm-dd) , ICOL + CC2R. No
flagging applied. Top: 6C; bottom: 6CN.

3.2.2. The Estonian and Dutch Lakes: Shallow-Turbid and Shallow Phytoplankton-Dominated Lakes

Using Tables 2 and 3 as a guide, we expected Lake Peipsi in Estonia to be classified mostly as 6C-3
and 6C-4 and partly as 6C-5. Lake Võrtsjärv has higher sediment and CDOM loads, and class 6C-5
could therefore be expected. In Figure 7, the results of the 6C (left) and 6CN (right) classifications for
Lake Peipsi (east on the map) and Lake Võrtsjärv (west) are shown. 6C-2 and 6C-3 are assigned to the
northern part of Lake Peipsi; these are lower OWTs than reported in Table 4. However, the three 6C
water types that are found in Lake Peipsi have Rrs(λ) spectra that are similar to field measurements,
and the spatial distribution of the OWT classes seems credible: the northern part with lower classes
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than the southern part. The southern part of Lake Peipsi (Lake Pihkva) is richer in sediments than
the northern part, and Lake Pihkva is very similar to Lake Võrtsjärv, which is confirmed by the
classifications [40,41]. At the time of image acquisition (18 July 2005), there was a large phytoplankton
bloom in the northern part of Lake Peipsi. In the beginning of July 2005, the measured Chl-a varied
between 14 and 74 mg m−3 with lower values close to shore and higher values in the center, and in
August, the bloom was even more intense. This range of Chl-a concentrations complies somewhat
with 6C-2 (Table 4). Importantly, in situ measurements of Lake Peipsi from 2008–2011 [42] show
average CDOM absorption at 440 nm of 3.1 m−1. This combination of Chl-a and CDOM concentrations
(cf. Table 4) explains that 6C-2 was assigned to this image. OWT 6C-3 indicates the presence of
somewhat lower Chl-a concentrations for the areas adjacent to the blooms in Lake Peipsi.

OWTs 6CN-4 and 6CN-5 were expected from the normalized classification of the in situ spectra
(Table 3). However, 6CN-2 and 6CN-5 were found in the MERIS image for the northern part of
Lake Peipsi. Still, this is a reasonable distribution for the period with during a phytoplankton bloom
(elevated Chl) and CDOM concentrations of around 3 m−1 (Table 4). The smaller southern part,
Lake Vörtsjärv, is assigned class OWT 6C-4 or 6CN-6. The non-normalized classification appears to
work best here, as Võrtsjärv has high Chl-a, TSM and CDOM, which agree with OWT 6C-4, but not
with OWT 6CN-6 (which had a lower CDOM range in the training set; Table 4).

Figure 7. Estonian Lake Peipsi (A) and Lake Võrtsjärv (B). MERIS 18 July 2005 ICOL + CC2R.
Flagged data in black with L2R (Level-2 reflectances) suspect. Left: 6C; right: 6CN.
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The Dutch Lake IJsselmeer and its split-off Lake Markermeer have quite distinct optical properties.
Markermeer is shallow (average depth of 3.6 m), and bottom sediments are characterized by fine,
easily resuspendable sediments with frequently high surface TSM concentrations [24]. River IJssel
discharged higher nutrient loads into Lake IJsselmeer, in the past. Lake IJsselmeer is still optically
dominated by phytoplankton and cyanobacterial blooms. As expected from Table 2, Markermeer is
classified with a combination of OWT 6C-3 and 6C-4, while the majority of IJsselmeer is assigned to
OWT 6C-3 (Figure 8). Near the outflow of River IJssel, IJsselmeer also contains OWT 6C-2, which could
indicate the presence of CDOM in an otherwise relatively clear region, where mussels filter the water.
In both lakes, some OWT 6C-1 pixels are found along the shorelines. This is not correct and is not
explained by the adjacency effect, which would lead to a higher (not lower) OWT number. However,
all of these 6C-1 pixels are indeed flagged as ‘L2R invalid’ or ‘L2R suspect’. With the normalized
classifier, 6CN-2 is dominantly assigned to both lakes IJsselmeer and Markermeer, and 6CN-1 occurs,
as well. The latter could be incorrect because the associated concentrations are low (Table 5). In that
case, an incorrect atmospheric correction would explain the difference between the results in Table 5
and the MERIS-based maps.

Figure 8. Dutch lakes IJsselmeer (A) (north of the dike) and Markermeer (B) (south of the dam).
MERIS 23 April 2011, ICOL + CC2R. Left: 6C; right: 6CN.

3.2.3. The Finnish and Swedish Lakes: High Absorbing, Low Reflecting Waters

Figure 9 shows a classified MERIS image from 9 September 2006, containing several Finnish lakes.
Based on Table 2, the Finnish lakes are almost always classified as 6C-2, because of their overall low
Rrs(λ). After normalization, more differentiation in shape leads to several assigned normalized OWTs
(6CN-2, 6CN-4 and one instance of 6CN-5). With the 6C application, most of Päijänne and the central
parts of Pääjärvi were classified as 6C-2, which is according to expectation since these lakes have
generally low Rrs(λ) attributable to high CDOM absorption for Pääjärvi and low TSM and particle
scattering in Päijänne. Although Lake Vesijärvi is predominantly classified as 6C-3, this is viewed as
accurate, because this lake has low CDOM and typically higher TSM and Chl-a and, thus, higher Rrs(λ).
The ‘L2R suspect’ flag was raised at the shores of Lake Päijänne, which indicates that the OWT 6C-4
pixels might require masking due to excessively high Rrs(λ) values. The 6CN classifier assigns 6CN-1
to Lake Päijänne and 6CN-2 to Lake Pääjärvi. Other surrounding lakes are classified as 6CN-1, as well.
6CN-1 was not expected according to Table 3, and Lake Vesijärvi and the small surrounding lakes
could be classified into several classes. The question is whether the normalization and classification did
not work well here, or if something else is disturbing the results. Because Tables 2 and 3 do represent
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the differences between Finish lakes well, the expectation is that the atmospheric correction might not
have been suitable for these lakes [43].

Figure 9. Finnish Lakes: Päijänne (A), Pääjärvi, (B) and Vesijärvi (C). MERIS 2006-05-09, ICOL + CC2R.
Left: 6C no flagging; center: 6C ‘L2R invalid’ flagged out; right: 6CN with flagging.

The two largest Swedish lakes are Lake Vänern and Lake Vättern. Lake Vättern is very clear,
with very low concentrations of Chl-a, TSM and CDOM. Lake Vänern typically has low concentrated
chlorophyll blooms and relatively high CDOM absorption of around 1 m−1 (at 440 nm) [40,44]. Both
lakes are mainly classified as OWT 6C-2, Lake Vänern also partly as OWT 6C-3 (Figure 10). The small
Bay Dättern, in the south of the eastern basin of Lake Vänern, is very turbid, with high concentrations
of TSM (>30 g m−3), Chl-a (>30 mg m−3 in summer) and very high CDOM concentrations (3–10 m−1).
Bay Dättern is classified as OWT 6C-4, and probably due to the high CDOM absorption, it does not fall
into OWT 6C-6. The occurrence of OWT 6C-5 was also expected for this bay, but that class was not
found. ICOL processing makes a difference in Lake Vättern, but not in a positive sense: after ICOL
processing, Vättern is classified as OWT 6C-3, while OWT 6C-1 would have been more appropriate.
Bay Dättern continued to be flagged as ‘L2R invalid’ after ICOL processing. The result without ICOL
processing is therefore preferred. With the normalized classifier, Vättern is actually classified as OWT
6CN-1 and seems the most appropriate for this lake. After normalization, Vänern is assigned OWT
6CN-2 and Dättern OWT 6CN-3, which is correct. For the Swedish lakes, the normalization seems an
improvement over the non-normalized classification.

Figure 10. Classification of Swedish Lakes: Lake Vänern (A), Lake Vättern (B) and the bay of
Dättern (C). MERIS 25 June 2009, ICOL + CC2R. Only cloud (white), cloud shadow (partly transparent
white) and “L2R suspect” flagging applied. Left: 6C; right: 6CN.
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4. Discussion

The GLaSS lake OWTs were developed by extending the OWTs derived in [3]. In that earlier
study, seven OWTs were identified, but represented coastal marine waters, as well as inland freshwater.
The number of OWTs we found in a larger dataset but exclusive to freshwater was six. The impact
of adding more data did not significantly alter the partitioning of reflectance space into clusters.
We purposefully omitted spectra associated with floating algae because of too few instances to
derive stable statistics, but we believe this is a water type that exists and should be incorporated
in future renditions.

In addition to the development of the six OWTs on un-modified spectra (6C), we developed a
parallel set using normalized spectra (6CN), accentuating absorption features by removing scaled
magnitude effects solely attributable to concentration levels [45]. The GLaSS tool contains both options
for OWT processing. It is yet to be determined which choice of the classification scheme is best for
a given lake (i.e., 6C or 6CN). This will depend on how the classification maps might be used and
the nature of the lake system. In the Dutch and Estonian lakes (the lakes with a higher sediment
load), the 6C classification performs better, while for the Italian and Swedish lakes (mainly for the
clear Lake Vättern), the 6CN classification provided the best results based on the current analysis.
This is consistent with our expectations: the normalized method discriminates ‘low reflecting’ lakes
(either clear blue lakes or brown/yellow CDOM lakes) that would otherwise end up in the same ‘low’
reflectance OWT using non-normalized classification. For the Finnish lakes, however, the results from
both classification schemes seem not very convincing: there are large contrasts between the classified in
situ reflectance values (Tables 4 and 5) and the image results. We believe this is caused by atmospheric
correction problems over dark waters. For these dark absorbing lakes, such as the ones in Finland and
Sweden, it is known that the FUB processor performs best. However, due to missing spectral bands,
the output of this processor cannot be fed into the OWT tool.

These AC test results highlight a new role for the OWT classification in identifying atmospheric
correction problems, as an overall aim of the GLaSS OWT tool is to improve water quality products
generated from satellite image processing for any lake system. A general problem with image
processing over lakes is that certain AC and bio-optical algorithm retrieval schemes are more suitable
for some optical conditions, while other schemes work better for other conditions (e.g., clear versus
turbid waters). Selecting the most suitable AC and retrieval algorithm schemes is the most critical
decision for producing accurate and meaningful water quality products. The OWT classification
provides a mechanism to assist, for example by indicating whether a dark-pixel correction is possible
(non-turbid) or not.

Using OWTs for improving the results of atmospheric correction for imagery over lakes would
be a new application for these products. Currently, one iteration of atmospheric correction combined
with the application of the OWT tool shows the distribution of OWTs over the whole lake. In cases
that lakes contain water types that have a better performance with different AC schemes, one could
imagine an iterative system where standard AC processing is executed and OWTs are computed, and
then, if certain water types are found (assuming error in the turbid areas), a re-application of AC
over the scene could be applied with a scheme more suitable to turbid conditions for those pixels
assigned to the OWT that is connected to a different AC scheme. This approach is conceptually similar
to the switching scheme between the NIR and SWIR AC models originally suggested by [46] and
further tested by [47,48] for MODIS imagery over various coastal locations, as well as for MERIS
Case 1 and Case 2 atmospheric correction [49–52]. In the present case, multiple AC schemes could be
available for selection, with images re-combined similar to the algorithm blending method for in-water
retrievals, e.g., [3]. This approach would require further testing of different AC schemes with different
image scenes containing a variety of OWTs, but offers an avenue for blending AC schemes within a
single image.

One important issue to mention concerns the use of the flags derived from the pre-processing of
the scenes and the atmospheric correction method used. In the scenes analyzed, the ‘L2R suspect’ and
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the ‘L2R invalid’ flags removed some misclassified pixels along the lake shores, which could be caused
by the remaining adjacency effect or by mixed land-water pixels. Those flags can be used to mask out
these problematic pixels, but they can also mask large areas of valid pixels. Therefore, to determine to
which class the main part of the lake belongs, it is advised not to use additional flagging besides the
land- and cloud-related flags. It is also wise to ignore the much higher classes that are found in the 1–2
pixels along the shores of the lakes when they appear.

The classification maps produced from the GLaSS tool also serve as stand-alone products that
provide spatial information for understanding the distributions and long-term trends of optical states
that have environmental and ecological linkages. ESA’s Diversity II Project (http://www.diversity2.
info/) used the dominant OWT class as a monthly inland waters product from MERIS imagery for
a variety of globally-distributed lakes. Time series of these classification maps provide indications
of how a given system may be trending or changing as expressed OWT changes. Frequency maps
of OWTs can be generated and are useful for understanding the distributions of the dominant water
types for a given lake, leading to a first order indication of the types of AC schemes and retrieval
algorithms that may be needed for processing, e.g., [3]. There is much interest in using remote sensing
to support reporting for the European Water Framework Directive and U.S. Clean Water Act [53,54].
Frequent OWT maps can provide an insight into the state and seasonal patterns that occur in lakes.
Longer term or unexpected changes can be a reason to perform a full processing and taking additional
samples for detailed analysis.

The 6C and 6CN classification methods analyzed here are similar in their implementation, but
represent different approaches in classification and interpretation. The non-normalized approach (6C)
is based on absolute Rrs(λ) values and thus can differentiate ‘dark’ from ‘bright’ waters more effectively
than the normalized scheme (6CN), which essentially removes magnitude effects attributable to
particle scattering. The normalized class partitioning is driven by spectral shape effects, largely from
spectral-varying absorption properties. These considerations may be relevant to how the classification
tool is ultimately used for a lake, such as to determine the most suitable tuning of a bio-optical
algorithm or for general optical assessment.

Water classification is a somewhat recent and evolving discipline. Classification schemes exist that
use normalized and non-normalized Rrs spectra, but there has been no attempt anywhere to connect
the two approaches. Currently, each approach has been treated separately without the other, and each
has advantages and disadvantages. However, it is possible to unify the two schemes. Figure 11 shows
a view of the combined system as a matrix with the normalized and non-normalized normalized input
remote sensing reflectance (Rrs) spectra separated into their respective clusters using the six-class
scheme for both, resulting in 36 potential variations. Based on our results, 20 of the 36 possibilities are
encountered. One approach for integrating the different schemes would be to use one classification
system subsidiary to the other. Under this approach, fuzzy memberships would be derived for one
scheme as the master factor, and a second sorting could take place according to the dominant OWT
of the subsidiary scheme. This approach avoids intermingling fuzzy memberships, which is not yet
feasible, but does add a new layer of classification by further discriminating shapes within a class. As
an example, the new integrated scheme would use the fuzzy memberships for non-normalized classes
as the main fuzzy value for pixel weighting if serving that function, and the dominant class of the
normalized data as a subset variation of the non-normalized class. Theoretically, each non-normalized
class has six normalized potential assignments when combining 6C and 6CN. This approach has not
been tested, but could be a way to take full advantage of the classification tool. It is beyond the scope
of this study to develop these concepts further and remains a gap that future work should address.

The selection of algorithms optimized for local conditions can also be facilitated by using the
OWT approach to direct the algorithm selection and output blending. As has been demonstrated
by [3], the best performing algorithm to a particular water type can be determined through algorithm
analysis a priori. During operational classification, the class memberships can then be used to weigh
retrievals from multiple algorithms into a blended product. This assumes that algorithm performance
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for specific OWTs are globally representative. This assumption should be checked for a given lake
system though. Variations in local optical drivers or specific Inherent Optical Properties (sIOPs) may
deviate from global behavior or conditions.

Figure 11. Matrix of non-normalized (GLaSS6C) (rows) and normalized (GLaSS6CN) (columns) clusters
with remote sensing reflectance (Rrs) spectra sorted into respective OWT.

5. Conclusions

Optical water type classification is a developing research topic in aquatic remote sensing.
It has evolved from Jerlov water types as descriptors of marine waters, to a variety of marine and
freshwater schemes designed for use with remote sensing image applications. We have developed
a new tool specific for classifying lake remote sensing images, now available in the BEAM software.
The development of the tool is an outgrowth of the method presented by [3], differentiated by new
data and new scheme configurations. Optical data from different lakes across Europe, the U.S. and
China were merged, covering a wide range of environmental conditions, including dark lake waters,
turbid waters and highly eutrophic waters comprising cyanobacteria blooms. We have re-developed
lake optical water types with both a spectral-normalized and non-normalized treatment, resulting
in two separate, but linked schemes. The resulting water types in each scheme were described by
in-water concentrations of chlorophyll-a, CDOM and total suspended matter. While each scheme
differs at a fundamental level, they serve the same roles for downstream applications, which in the
past have included using them as intermediary products for optimizing bio-optical algorithm selection
and as stand-alone products for supporting biogeochemical and biodiversity system analysis. We have
focused our research on the development of the schemes within the tool and its use with remote
sensing imagery from the MERIS sensor for a variety of European lakes as case studies with different
optical conditions. We found that each scheme had merits for generating mapped water type products,
depending on the lake. While the images used are a small subset of conditions likely to be found
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globally, the analysis is useful as a means for contrasting the different approaches for different lake
conditions. The best scheme for any system requires a fundamental a priori knowledge of optical
drivers, necessary for interpreting the images. For example, Lake Vättern in Sweden showed better
results for the normalized scheme, while other lakes such as Lake Võrtsjärv and Lake Markermeer
and IJseelmeer in the Netherlands showed better performance with the non-normalized approach.
These approaches were assessed by how accurately we believed the classification maps depicted the
underlying optics.

Although a prime use of classification maps is for bio-optical algorithm application, we did not
set out to test or develop the tool with algorithms, as was done in [3]. There is a wide variety in
algorithms and intended purposes of algorithms, and this type of evaluation with the two-scheme
approach was beyond the scope of this work. However, we presented a new use for classification maps
as related to guiding atmospheric corrections schemes. As the tool operates directly on the spectral Rrs,
the atmospheric correction scheme will impact the effectiveness of the classification tool. We tested
several different atmospheric correction schemes with each image, producing different classification
maps for each test image. The classification results provided feedback on the performance of the
atmospheric correction scheme, and we believe that the classification map interpretations are useful in
assessing the performance of atmospheric correction when in situ match-up data are not available,
which is generally the case. Thus, another use of classification maps is for atmospheric correction
assessment and possibly selecting and blending, as well, although we speculate on how this may
be done.

These two scheme variations presented here—spectral-normalized and non-normalized—represent
the current options available to developers and users of images produced from optical water type
classification, regardless of origin. We have shown how these schemes differ spectrally and in use,
as well as in in-water characterizations. We have also shown how they are linked through a classification
matrix and speculate on the potential to unify the two schemes, which could provide a way to maximize
the advantages of each scheme together. This is an evolving area of research, and the guidelines and
uses of optical water type schemes are still being explored and discovered.
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Abstract: Atmospheric correction of remotely sensed imagery of inland water bodies is essential
to interpret water-leaving radiance signals and for the accurate retrieval of water quality variables.
Atmospheric correction is particularly challenging over inhomogeneous water bodies surrounded by
comparatively bright land surface. We present results of AisaFENIX airborne hyperspectral imagery
collected over a small inland water body under changing cloud cover, presenting challenging but
common conditions for atmospheric correction. This is the first evaluation of the performance of
the FENIX sensor over water bodies. ATCOR4, which is not specifically designed for atmospheric
correction over water and does not make any assumptions on water type, was used to obtain
atmospherically corrected reflectance values, which were compared to in situ water-leaving
reflectance collected at six stations. Three different atmospheric correction strategies in ATCOR4
was tested. The strategy using fully image-derived and spatially varying atmospheric parameters
produced a reflectance accuracy of ±0.002, i.e., a difference of less than 15% compared to the in situ
reference reflectance. Amplitude and shape of the remotely sensed reflectance spectra were in general
accordance with the in situ data. The spectral angle was better than 4.1◦ for the best cases, in the
spectral range of 450–750 nm. The retrieval of chlorophyll-a (Chl-a) concentration using a popular
semi-analytical band ratio algorithm for turbid inland waters gave an accuracy of ~16% or 4.4 mg/m3

compared to retrieval of Chl-a from reflectance measured in situ. Using fixed ATCOR4 processing
parameters for whole images improved Chl-a retrieval results from ~6 mg/m3 difference to reference
to approximately 2 mg/m3. We conclude that the AisaFENIX sensor, in combination with ATCOR4
in image-driven parametrization, can be successfully used for inland water quality observations.
This implies that the need for in situ reference measurements is not as strict as has been assumed and
a high degree of automation in processing is possible.

Keywords: hyperspectral; airborne; atmospheric correction; ATCOR4; inland waters; water quality;
in situ measurements; chlorophyll-a

1. Introduction

Coastal and inland water bodies can receive agricultural, domestic and industrial pollutants and
are subject to recreational pressures from leisure, fishing and aquaculture industries. Remote sensing is
widely considered as a cost-efficient strategy to complement traditional monitoring methods, in order
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to meet growing monitoring requirements set out by international environmental legislation [1–4].
Satellite remote sensing is an effective platform for frequent global ocean monitoring, and used
increasingly to observe optically-complex coastal waters and inland water bodies of suitable size.
The complexity and variability of optically active water constituents as well as the size of many
inland water bodies ideally requires a satellite sensor with global coverage, high spatial and temporal
resolution and high radiometric sensitivity applied to a set of narrow wavebands. Future hyperspectral
satellite missions may well meet this demand [4,5]. Presently, airborne remote sensing is a mature but
relatively costly method compared to satellite remote sensing for small water bodies. Studies using
airborne hyperspectral sensors have demonstrated that accurate retrieval of optically-active substances
in coastal and inland water bodies is possible [4,6–10]. Since the launch of the Medium Resolution
Imaging Spectrometer (MERIS), a satellite mission with global coverage and an adequate band set for
several inland water types, attention to airborne sensors has, however, waned. Airborne platforms
equipped with narrow band multi- or hyperspectral sensorsare, however, still the only remote sensing
platforms suitable for observing the majority of inland water bodies, as these are too small to observe
with sensors such as the Moderate Resolution Imaging Spectrometer (MODIS), MERIS, and its follow
on, Ocean and Land Colour Instrument (OLCI, aboard Sentinel-3).

Representative and accurate in situ reference observations over optically complex inland waters
are a key requirement to progress the development of remote sensing of water quality. Ideally, in situ
observations are used to validate the whole processing chain of remotely sensed data. This includes
both the correction for absorption and scattering in the atmosphere by comparing against in situ
measurements of water-leaving reflectance, and the retrieval of in-water optically active components
by sampling the concentrations of coloured dissolved organic matter (CDOM), chlorophyll-a (Chl-a) as
a proxy for phytoplankton biomass, and suspended particulate matter (SPM). In situ observations may
comprise optical or biological point samples with typically high accuracy, but which are limited in their
spatiotemporal coverage and relatively labour- and cost-intensive. To be representative of the same
conditions, in situ and remote observations need to take place within a narrow time window, especially
in dynamic and complex environments such as lakes. There is a relative scarcity in contemporaneous
in situ and remote sensing data sets in lakes.

Currently, there is a clear gap between the spatial coverage of in situ and space-borne remote
measurements of inland waters, where airborne hyperspectral sensors can be very useful tools
for monitoring specific inland, estuarine and coastal waters, either on a regular basis [4], or as a
development platform. The high spatial and spectral resolution obtained with airborne hyperspectral
instruments makes it possible to develop water quality retrieval algorithms suitable for optically
complex waters, which may subsequently be used with current and future satellite sensors [10].
Airborne observations can be used to validate hydrodynamic lake models, and identify spatial
dynamics even in small water bodies or systems with complex coastlines [11,12]. We may expect
that the use of unmanned airborne vehicles (UAVs) will bring new cost-efficient and agile methods for
monitoring inland waters in the future [5,13].

Water bodies typically have low reflectance compared to land, necessitating high radiometric
requirements for passive optical sensors and for the accuracy of atmospheric correction. Even though
some applications can work directly with the at-sensor radiance data recorded by the airborne
sensor [11,14,15], producing water-leaving reflectance spectra through accurate atmospheric correction
is a crucial step for most water quality applications over optically complex waters, because in the
visible domain only 2%–25% of the total radiance received by the sensor interacted with the water
column. Atmospheric correction remains one of the biggest challenges for remote sensing, particularly
over coastal and inland waters [16,17].

Although several atmospheric correction models have been developed for satellite observations
over coastal and inland waters [18], there is no preferred approach for correcting airborne data
collected over water. Most airborne remote sensing applications concern land surfaces and so
atmospheric correction over water typically uses land-surface models with or without adaptations
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to water [16]. The difficulty with using general land-oriented atmospheric correction methods over
water is that they typically treat the surface-reflected sky radiance, or Fresnel reflectance, as part
of the target reflectance. This is a valid approach for land surface applications, but invalid for
water-related applications where only water-leaving radiance is of interest [19,20]. Ideally, generically
applicable atmospheric correction methods do not require a priori knowledge of the water-leaving
radiance spectrum. Examples of such generic approaches include empirical/semi-empirical methods
such as dark pixel subtraction [21,22] and Quick Atmospheric Correction (QUAC) [23,24], or more
advanced physics-based radiative transfer methods such as FLAASH (Fast Line-of-sight Atmospheric
Analysis of Spectral Hypercubes) [24–26], ACORN (Atmospheric CORrection Now) [27] and ATCOR4
(Atmospheric and Topographic CORrection) [28,29]. The challenge with radiative transfer based
methods is that they assume prior knowledge of key atmospheric parameters (aerosol type, horizontal
visibility or aerosol optical thickness, water vapour) during the campaign [24,30]. When the
hyperspectral sensor has a sufficiently wide spectral range, including visible, near-infrared and
shortwave infrared (VIS-NIR-SWIR), it becomes increasingly feasible to derive these parameters from
the image data directly [28,31].

The hyperspectral sensors used in airborne water quality studies include various versions of
AISA from Specim Ltd. [6,9,20,24,32], CASI [7,22], HyMap [7], APEX [12,32,33] and MIVIS [12,29]. It is
essential that sensor performance and subsequent processing chains are validated over a range of water
bodies with variable optical characteristics. In a recent study, Moses et al. [24] compared FLAASH
and QUAC atmospheric corrections for chlorophyll-a estimation in turbid productive waters using
NIR-red algorithms. They concluded that the image-driven QUAC produced more robust and reliable
results with a multi-temporal dataset compared to FLAASH. They could not use the automatic aerosol
retrieval in FLAASH as the AisaEAGLE sensor lacked the SWIR spectral channels required for the
algorithm; Hunter et al. [22] faced this same problem with CASI imagery. Challenges encountered with
early AISA sensors have included high instrument noise, especially in the NIR region, and possible
radiometric calibration errors [20,24,34]. Giardino et al. [29] used airborne MIVIS imagery to retrieve
concentrations of SPM, Chl-a and CDOM in lake Trasimento, Italy. They concluded that for shallow
inland water applications high spatial and spectral resolution is needed. Knaeps et al. [35] used APEX
imagery to show that in extremely turbid waters one cannot assume that the water reflectance is zero
in the wavelength range of 1020–1240 nm and channels in that SWIR range can be used to estimate
SPM concentrations. The latest airborne hyperspectral sensor from Specim is AisaFENIX, introduced
in 2013. It has wavelength range of 380–2500 nm and up to 622 channels. However, to date, only
scientific agricultural applications using the FENIX sensor have been published [36,37] and reports of
using AisaFENIX over water bodies are still lacking.

It is inevitable that airborne remote sensing will continue to use a wide range of sensors and
processing methods, but the most useful method should be able to produce accurate results without
in situ measurements of atmospheric properties and of the target. The hypothesis of this study
was that water-leaving reflectance spectra can be acquired even under challenging illumination
conditions with a high quality airborne sensor in combination with fully image-driven atmospheric
correction, and that the quality of image spectra is enough for realistic water quality parameter retrieval.
In this study, we have evaluated three atmospheric correction strategies with ATCOR4, using both
in situ and fully image-driven atmospheric parameters, with the airborne hyperspectral imagery
collected over a small eutrophic water body with the AisaFENIX sensor. The performance of this
sensor over water bodies has not been previously evaluated. The atmospheric correction results are
evaluated against in situ hyperspectral measurements of water-leaving reflectance collected with a set
of TriOS RAMSES spectrometers from a vessel. An added, but very common, difficulty is introduced
by intermitted cloud-cover during the campaign. The validation is based on both qualitative and
quantitative comparisons using root-mean-square difference, spectral angle and Chi-square metrics.
To assess to what extent the performance of the system is suitable for routine monitoring applications,
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a semi-analytical band ratio based chlorophyll-a retrieval algorithm was applied to both airborne and
in situ radiometric results.

2. Materials and Methods

2.1. Study Area

Loch Leven is located in the Perth and Kinross council area of central Scotland, United Kingdom
(56◦12′N, 3◦22′W, Figure 1). The lake is approximately 6 km long and has a surface area of
approximately 13.3 km2, with mean and maximum depths of 3.9 m and 25.5 m, respectively [38].
It lies at an altitude of 107 m. Loch Leven is a national nature reserve, as well as a Site of Special
Scientific Interest and a Special Protection Area. Loch Leven is vital to the local economy, for which
nature and wildlife tourism is highly important. The national nature reserve attracts 230,000 visitors
per year. Phytoplankton growth in Loch Leven is primarily phosphorus-limited and has a long and
well documented history of eutrophication and recovery [39]. In the 40-year period from 1970 to
2010, the total phosphorus concentration has decreased from 100 mg/m3 to <40 mg/m3, chlorophyll-a
concentration decreased from an annual mean of over 100 mg/m3 to approximately 40 mg/m3, and
water clarity improved from a Secchi disk depth of approximately 1.0 m to 1.7 m [26,40]. The high
phosphorus load of the lake leads regularly to spring and late summer phytoplankton blooms,
particularly with frequent sediment resuspension caused by winds, which cause deep mixing in
shallow water [26,39,41]. Also, toxin-producing cyanobacteria are an important part of the Loch Leven
phytoplankton community, with cyanobacterial blooms common in late summer and early autumn [41].

 

Figure 1. (a) map showing the location of Loch Leven within the UK; (b) Image mosaic from 10 FENIX
flight lines collected during the campaign (colours are illustrative only). Locations of the in situ station
measurements are marked with red crosses; the location of station ST2 is approximate.
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2.2. Remote Sensing Data

2.2.1. Airborne Data Collection

Airborne hyperspectral data were acquired on 7 August 2014 between 11:20 and 12:27 (local time)
with an AisaFENIX sensor (Specim, Spectral Imaging Ltd, http://www.specim.fi/) on board a NERC
Airborne Research Facility (National Environment Research Council Airborne Research Facility
http://www.bas.ac.uk/nerc-arf) aircraft. In total, 10 flight lines were flown from south to north
(Figure 1, Table 1). The flying height was approximately 1500 m, resulting in a ground sampling
distance of 2 m. The campaign was carried out in challenging illumination conditions, as clouds and
cloud shadows were clearly visible on several FENIX images (Figure 1). The FENIX data used for
this publication are available to download from the NERC Earth Observation Data Centre (NEODC;
http://neodc.nerc.ac.uk/).

Table 1. Flight lines, in situ reference measurements and atmospheric parameters during the campaign.
FL2-9: flight line number, ST1-6: in situ measurement station number. Times are local time (BST). Wind:
average wind speed during station measurements. QC pass/All: number of individual spectrum
that passed the automatic quality control during station measurements. In situ water vapour and
AOT values used for atmospheric correction strategy AC3 are given in italics. wv: columnar water
vapour, AOT: aerosol optical thickness, Vis: horizontal visibility, A.: parameter derived by ATCOR
(wv and AOT with standard deviations, MT: Microtops sun photometer used for in situ AOT and water
vapour measurements.

Line/Station ST1 FL2 ST2 FL3 FL4 FL5 FL6 FL7 FL8 ST3 FL9 ST4 ST5 ST6

Start time 10:53 11:27 11:29 11:33 11:40 11:47 11:55 12:02 12:10 12:11 12:18 13:07 13:57 15:54
Stop time 10:59 11:28 11:34 11:34 11:41 11:48 11:57 12:03 12:12 12:15 12:20 13:12 14:02 15:59

Wind (m/s) 3.14 1.4 5.03 6.02 3.6 3.1
QC pass/All 5/31 2/30 2/30 1/30 5/30 9/30
MT wv (cm) 1.14 1.13 1.15 1.19 1.17
A. wv (cm) 1.11 1.06 1.09 1.23 1.40 1.17 1.15 1.12
A. wv std 0.03 0.12 0.07 0.07 0.13 0.03 0.03 0.04
MT AOT 0.193 0.186 0.150 0.135 0.158
A. AOT 0.162 0.166 0.176 0.207 0.202 0.203 0.185 0.168

A. AOT std 0.016 0.020 0.014 0.027 0.023 0.015 0.010 0.013
A. Vis. (km) 51.6 49.5 45.6 38.1 39.4 36.8 42.3 47.5

FENIX is a pushbroom sensor with a wavelength range 380–2500 nm and 384 spatial pixels. FENIX
has two separate physical detectors to record the whole wavelength range: a CMOS (Complementary
Metal Oxide Semiconductor) detector for the VNIR range (380–970 nm) and an MCT (Mercury
Cadmium Telluride) detector for the SWIR range (970–2500 nm). The sensor was operated in spectral
binning mode, resulting in 448 bands (174 bands in VNIR, 4x binning; 274 bands in SWIR, no binning)
with average spectral sampling interval 3.4 nm on VNIR range and 5.7 nm on SWIR range. The spectral
resolution is 3.5 nm on VNIR and 12 nm in SWIR range. The peak signal-to-noise ratio (SNR) of the
sensor is 500–1000.

Sensor radiometric calibration data from laboratory measurements were applied to the images at
NERC-ARF-DAN (NERC Airborne Research Facility—Data Analysis Node, https://nerc-arf-dan.pml.
ac.uk) to convert the raw image data to at-sensor radiance data in the original sensor geometry [42].

2.2.2. SNR Estimation

To estimate the FENIX signal-to-noise ratio, at-sensor radiance image data were used and
31 regions of interest (ROI) containing 100 pixels over water (10 × 10 pixels, approximately 20 × 20 m)
were defined from 7 flight lines. The location of each ROI was manually selected over the most
uniform areas of the water body so that the standard deviation of the ROI radiance would be a
close representation of sensor noise. The measured mean at-sensor radiance of each ROI was divided
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by the standard deviation of the ROI to calculate per-band SNR = mean/stdev [43]. ROIs where
the standard deviation was lowest (<0.0002 (W/m2/sr/nm)) and uniform between 450 and 900 nm
were considered least affected by in-water variability of optically active constituents, and selected
for final SNR calculations. The final estimate of sensor SNR was then calculated as the per-band
average of the 17 best quality ROI SNR measurements. This image-based SNR evaluation takes into
account the whole sensor–atmosphere–target system and gives estimation of the sensor SNR in real
operational conditions.

2.2.3. Atmospheric Correction with ATCOR4

ATCOR4 version 7.0.0 [28], which is based on the radiative transfer model MODTRAN5 [44],
was used for the atmospheric correction of the hyperspectral data. ATCOR4 is highly configurable,
and includes a number of built-in algorithms to automatically select a number of input parameters,
including water vapour, horizontal visibility and aerosol model, from the imagery supplied.
These algorithms require narrow bands in the VNIR-SWIR range. If the sensor does not have the
required bands and/or there are in situ atmospheric data available, these parameters can also be
set manually. The aim of the current analysis was to validate the use of the built-in algorithms
for operational processing environments, rather than optimize each input parameter manually and
separately for each image.

The following ATCOR4 parameters for the first atmospheric correction (AC1) were used with
all flight lines: aerosol model: rural (detected by ATCOR4), spatially variable water vapour (detected
by ATCOR4), variable horizontal visibility (detected by ATCOR4). AOT (aerosol optical thickness)
over water was set to be interpolated from land values. Water vapour detection was based on bands in
the 940 nm and 1130 nm regions. The mean AOT and water vapour values for each flight line, with
standard deviation values illustrating the variability of the parameter, are shown in Table 1. The end
result of the atmospheric correction was a set of reflectance images with normalized water-leaving
reflectance Rw(λ) (dimensionless, range [0, 1]) [45] values for each image pixel and band. If the
correction would result in negative reflectance values, ATCOR4 will convert them to a constant
reflectance value of 0.0025.

Two other built-in ATCOR4 atmospheric correction strategies were also tested with flight lines FL4
and FL5. In the second strategy (named AC2), horizontal visibility and water vapour were detected by
ATCOR4, but all of were fixed for the whole image. In the third strategy (AC3), parameters were set to
be fixed for the whole image based on in situ measurements (Table 1). Otherwise, all options were kept
the same as in AC1. In situ AOT values were converted to horizontal visibility using the Koschmieder
equation [28]. The ATCOR4-recommended horizontal visibility values for AC2 was 100 km for both
flight lines, FL4 and FL5. The fixed water vapour values in ATCOR4 can only be set by choosing from
predefined values, so the closest value in the list, 1.0 cm, was used for all strategies. Both strategies,
AC1 and AC2, are fully image driven.

2.3. In Situ Reflectance Measurements

A boat-based sampling campaign was carried out simultaneously with the airborne campaign,
between 10:53 and 15:59 BST, to measure remote sensing reflectance Rrs [45] with a system based
on three TriOS RAMSES spectrometers (http://www.trios.de/). The system recorded spectral
water-leaving radiance Lw(λ) and sky-radiance Lsky(λ), as well as downwelling irradiance Ed(λ) in the
λ = 320–950.3 nm wavelength range in 192 channels. With a 3.3 nm sampling interval. Six sampling
locations (ST1-6, Figure 1) were visited, where the boat was kept stationary and Rrs data were recorded
for 5–10 min resulting in 30 individual spectra (Table 1). Also, AOT measurements with a Microtops II
sunphotometer were performed during the sampling campaign (Table 1, Figure 2).

The target for viewing geometry of the in situ radiance measurements from the boat was for a
40 degrees oblique angle from zenith and 135 degrees from solar azimuth, corresponding to a minimum
of sun-glint [45] and avoiding shadows and reflections from the sampling platform. Prevailing weather
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conditions, with wind speeds 1.4–6.2 m/s, and use of a small boat will have caused occasional
deviations from these optimal angles. While cruising between stations and simultaneously recording
transect measurements, the GPS heading is sufficiently accurate to derive the azimuth angle of the
sensors, and measurements with inappropriate viewing geometry were thus removed from the data set.
While cruising between stations ST1 and ST3, GPS information was not recorded, so for these station
ST2 the location was estimated by spatiotemporal interpolation between start and destination locations.
The station locations are marked in Figure 1, with uncertain location information marked separately.

 

 

Figure 2. (a) In situ Ed(PAR) and AOT measurements taken during the campaign. In situ observations
used for station reference spectra are marked with red diamonds. Orange shading indicates the times
of airborne flight lines, and blue shading the times of station measurements; (b) Median and standard
deviation of Ed(PAR) from all 30 measurements recorded at each station; (c) SkyRat based on QC passed
measurements for calculation of Rrs (number of valid observations are shown in horizontal axis label).
The SkyRat error bars for stations ST2-ST4 are not shown, as there were <3 valid measurements at
these stations.

Post-processing of the radiance data to calculate Rrs (units sr−1) followed the protocol of Simis
and Olsson [46], which also flags suspect measurements. Only Rrs spectra that passed the quality
control procedure were used (QC passed). Median and standard deviation Rrs spectra were calculated
for each station where at least two valid Rrs spectra were thus obtained. The median Rrs spectrum of
each station was used as reference for the airborne observations.

Two additional indicators of illumination conditions during the in situ Rrs measurements were
calculated during post processing. First, Ed integrated over the spectrum of photosynthetically
active radiation (Ed(PAR), 400–700 nm), is used to express the intensity of solar irradiance during a
measurement. Second, the ratio πLsky(400)/Ed(400) (SkyRat) is indicative of the cloudiness during a
measurement. SkyRat < 0.2 are generally indicative of clear sky conditions, whereas values close to
unity suggest overcast conditions [46].
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Weather Conditions

Weather conditions, in particular cloud cover, varied significantly during the campaign. In situ
above-water Rrs can be measured under clear, fully overcast, and sometimes even under partially
clouded conditions. In general, there is a larger margin for error in relatively turbid waters where
water-leaving radiance is high compared to skylight reflected on the water surface. Variable illumination
conditions (high standard deviation of SkyRat and Ed(PAR)) are least favourable, because the measured
spectrum of sky radiance is less likely to represent the sky radiance reflected on the water surface.
Figure 2 shows the variations of in situ-measured Ed(PAR) and AOT during the campaign, with shading
indicating the timing of airborne observations and in situ station measurements. As an indication
of illumination conditions during in situ Rrs station measurements, SkyRat and Ed(PAR) values,
with standard deviation error bars for each station, are shown in Figure 2. Ed(PAR) values are based
on all 30 observations performed during each station measurement, whereas SkyRat values are based
only on spectra for which Rrs could be derived, as these are obtained using suitable viewing geometry
for the radiance measurements. Stations ST2 and ST3 had the lowest SkyRat values and highest
Ed(PAR) radiances, indicating clear sky; still, only two individual spectra passed the quality control for
these stations. When stations had more QC-passed measurements (ST1, ST5, ST6), also the standard
deviations of these measurements increased. From the Ed(PAR) values in Figure 2 (top) and SkyRat
values in Figure 2 (bottom right), it can be seen that illumination conditions varied highly during stations
ST1 and ST4, were relatively stable and good during stations ST2 and ST3, were stable and cloudy
during station ST5 and were variable but mainly cloudy during station ST6. The measured in situ AOT
values varied between 0.12 and 0.3 during the flight campaign. As the weather got cloudier during and
after station ST4 measurements, it was not possible to acquire additional in situ AOT measurements.

2.4. Data Analysis

To allow quantitative comparison of image and in situ spectra, in situ Rrs spectra were converted
to normalized water-leaving reflectance Rw (where Rw = π × Rrs). This assumes that the upwelling
radiance is fully diffuse, whereas its angularity is not strictly known. Subsequently, in situ Rw spectra
were interpolated to match the FENIX wavelength grid in the range between 383 nm and 948 nm,
where the two sensor systems overlap. To reduce the effect of sensor noise, image Rw data were
spatially averaged over 3 × 3 pixels, approximately 6 × 6 m, to obtain the final image spectrum for
each station. When comparing exclusively the spectral shapes of in situ and airborne Rw, both were
standardized between their minimum and maximum values to the range [0, 1].

The dataset allowed ten comparisons between ATCOR4-derived and in situ Rw spectra.
There were seven spatial matches between images and in situ station measurements. Due to the
image overlap between adjacent flight lines, station ST3 was visible on both flight lines FL5 and FL6.
Three additional comparisons were done between stations ST1, ST4 and ST6 and nearly matching
flight lines FL3 (45 m distance), FL8 (72 m distance) and FL7 (90 m distance), respectively. The time
difference between flight lines and in situ station measurements varied from 9 min to four hours;
station ST1 was measured before the airborne observations started, stations ST2 and ST3 during the
campaign and stations ST4-6 following the airborne observations. Tables 1 and 2 give the details of the
comparisons and their spatial and temporal differences.

Differences between in situ and image Rw spectra were compared using the following numerical
evaluations: evaluation of spectral accuracy by using spectral difference, spectral ratio and root mean
square difference (RMS), and calculation of Spectral Angle (SA) [47,48] and Chi-square (X2) metrics to
evaluate the similarities in spectral shapes.

Analysis of the reflectance accuracy followed the method described in Markelin et al. [49].
In short, reflectance accuracy was evaluated by first considering the absolute difference (ΔRw) between
measured Rw (Rw_data) and the in situ Rw (Rw_ref). This difference was then expressed as the relative
difference (ΔRw% = 100% ΔRw/Rw_ref). ΔRw and ΔRw% were calculated for all comparisons in the
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matching wavelength range of 383–948 nm. From these differences, root mean square difference values
(RMS and RMS%) were calculated using all 10 comparisons and 5 qualitatively best ones as follows:

RMS% =

√
∑(ΔRw%)2

n
, (1)

where n is the number of observations. RMS is calculated using Equation (1) by replacing ΔRw%
with ΔRw.

The spectral angle is a metric comparing spectral shapes, insensitive to spectral amplitude, and is
calculated as:

α = cos−1

⎛
⎝ ∑nb

i=1 aiti√
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∑nb

i=1 t2
i

⎞
⎠, (2)

where a denotes ATCOR4-derived spectra, t are in situ spectra and nb is the number of channels/bands
in a spectrum. In practice, the spectral angle is the angle between two vectors (spectra) and is not
sensitive to differences in amplitude that are consistent over the whole spectrum. The range for the
spectral angle is [0, 180] (or 0–π radians), where values close to 0 indicate high similarity.

Chi-square takes both the shape and the amplitude of the spectra into account, where the sum of
all bands is considered for each spectrum, and is calculated as:

X2 =
nb

∑
i=1

(
(ai − ti)

2

ti

)
, (3)

where a and t are as in (2) and nb is the number of channels/bands in a spectrum.
Additionally, visual comparison of in situ and image Rw spectrum plots was also performed to

address specific anomalies, such as areas in the spectrum with consistent error patterns or high noise,
the reproduction of key spectral features and to evaluate the homogeneity of the lake.

Table 2. Chi-squared (X2) and spectral angle (SA) metrics and Chl-a retrieval difference for all
10 matchups between in situ and image Rw. T.diff: time difference between in situ measurement
and aircraft overpass; negative time means that in situ measurement is done before, and positive
after, the airborne measurement. Dist.dif: distance between in situ and image measurement locations.
Full: full wavelength range 383–948 nm, cen: centre part of the spectra 450–750 nm. Chl-a diff: Chl-a
concentration difference between image and in situ-based retrieval in (mg/m3). Range for the SA
is [0, 180]. In both metrics, values closer to 0 indicate more similar spectra. Results from five best
matchups are in bold. Measurement location on FL6 was covered with cloud shadow (results in italics).
X2 and Chl-a diff values for comparison ST5-FL5 full were not relevant as the in situ spectra had
negative values above 750 nm, which are not allowed in the calculation of the metric.

In Situ Station ST1 ST2 ST3 ST4 ST5 ST6

Flight line FL2 FL3 FL4 FL5 FL6 FL7 FL8 FL5 FL6 FL7

T.dif. (h:mm) −0:32 −0:38 −0:09 0:26 0:17 1:08 0:59 2:13 3:59 3:53

Dist.dif. (m) - 45 - - - - 72 - - 90

X2 full 0.521 0.294 0.019 0.200 4.042 0.219 0.147 0.244 0.057
cen 0.108 0.041 0.007 0.068 1.025 0.019 0.013 5.329 0.233 0.013

SA◦ full 21.9 17.1 4.2 6.0 16.9 9.1 4.6 23.2 14.0 5.3
cen 10.4 8.3 3.0 2.9 8.3 4.1 2.4 9.6 7.7 2.9

Chl-a diff 0.62 1.26 6.87 5.48 3.00 5.96 3.73 8.10 10.31
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2.5. Chlorophyll-a Retrieval

To evaluate the applicability of the atmospherically corrected imagery in water quality monitoring,
we selected semi-analytical band ratio algorithm suitable for turbid inland waters to retrieve Chl-a
concentrations from in situ and image Rw spectra. The algorithm presented by Gons et al. [50]
was designed for MERIS, and widely used for coastal and inland waters with Chl-a concentrations
>10 mg/m3, such as Loch Leven [26]. First, the backscattering coefficient bb is calculated as:

bb =
1.61Rw(778)

0.082 − 0.6Rw(778)
, (4)

where Rw(778) is water-leaving reflectance of the MERIS equivalent band 12 centered at 778 nm. Then,
the Chl-a concentration is calculated as:

Chla =

(
Rw(708)
Rw(665)

(0.7 − bb)− 0.4 − b1.06
b

)
/0.016, (5)

where Rw(708) and Rw(665) are water-leaving reflectance for MERIS bands 9 and 6, centered at 708 nm
and 665 nm, respectively. As MERIS bands 6 and 9 are 10 nm wide and band 12 is 15 nm wide,
the average of three FENIX 3.3 nm wide and TriOS 3.5 nm wide bands were used in calculations.
Equation (5) was used to calculate Chl-a concentration in (mg/m3) from both image-derived and in
situ Rw spectra. Image- and in situ reflectance-based concentrations were compared by calculating
Chl-a differences and RMS both in mg/m3 and in percent using Equation (1).

3. Results

3.1. Variability in Water-Leaving Reflectance

From 50 randomly selected Rw spectra representing the whole lake (Figure 3a), it becomes evident
that the amplitude of the spectra varies significantly more than their shape. The water is therefore
understood to be relatively homogenous in terms of the relative composition of optically active
substances. Spectral features caused by chlorophyll-a are clearly visible from a reflectance trough
near the red absorption peak of the pigment at 650 and 700 nm. The amplitude of spectra is low but
non-zero at wavelengths above 950 nm, where the absorption by pure water dominates the optical
properties of the water.

 

Figure 3. (a) Rw spectra measured from atmospherically corrected FENIX images. Spectra measured at
station locations are shown in colour, grey spectra are an additional 50 measurements representing
all lake areas to indicate the homogeneity of the lake; (b) Image-based Rw spectra of water measured
from 21 locations under cloud shadows, the black line indicates station ST6 on image FL6. Wavelength
range in the x-axis goes up to 1300 nm to indicate the non-zero reflectance in the NIR-SWIR range.
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Atmospheric absorption caused by water vapour is seen in at 820, 940 and 1130 nm wavelength
regions, where the shape of the spectra is disturbed and the atmospheric correction cannot succeed.
Several spectral features likely resulting from suboptimal sensor calibration are also visible in the
Rw spectra. The sharp peak visible at 425 nm cannot be associated with in-water optically active
substances. Numerous narrow variations in spectral shape, e.g., between 560 and 700 nm, are either
sensor or atmospheric correction issues, since water constituents do not show sharply featured optical
features in the visible domain (see in situ reference spectra, Figure 4). Rw values of 0.0025 in the area
around 400 nm suggest that negative reflectance values resulted from ATCOR4 processing, which
ATCOR4 then converted to this low constant value.

 

 

Figure 4. (a–f) In situ station and image-derived Rw of each matchup. The best matchups in terms of
Chi-square and spectral angle are shown in a thicker line in panels (b–d,f); Image Rw from atmospheric
correction strategies AC2 and AC3 are included in panels (b,c); Bracketed values in the panel legends
state the number of spectra used to calculate the in situ spectrum and error bars; td = time difference
between in situ measurement and image acquisition, sd = distance between in situ and image matchup
measurement, if applicable. Standard deviations for the in situ station measurements are plotted as
error bars (blue shading) where available.
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An additional 20 spectra were sampled from the images in areas shadowed by clouds (Figure 3b).
Here, the Rw spectra were dampened in the 400–750 nm range, but maintained the spectral shape of
Rw measured at clear sky locations, suggesting that the interpretation of Rw by ATCOR4 is primarily
hampered by an unknown intensity of downwelling irradiance in these shaded areas. At wavelengths
beyond 750 nm the signal was comparable to non-shaded locations.

3.2. Evaluation of AisaFENIX SNR

Image-based per-band SNR estimation for FENIX, calculated as the mean of image Rw from
17 locations over water, is shown in Figure 5. Because the SNR is dependent on the radiance recorded
at the sensor, the mean at-sensor radiance at these locations is also included. The SNR is approximately
proportional to the amplitude of at-sensor radiance, as expected. The edges of linear arrays of the
FENIX CMOS (380–410 nm and 960–980 nm) and MCT detectors (960–980 nm) show lower SNR,
which is a detector property. The maximum measured SNR ranged from 40–95 in the 450–750 nm
wavelength range. Over bright clouds, SNR ranged from 400–550 in the 500–800 nm wavelength range,
and approximately 30 elsewhere.

 

Figure 5. Spectral signal-to-noise ratio (SNR) (blue circles) and at-sensor radiance (green line) of
AisaFENIX measured over Loch Leven. Curves are mean of 17 individual measurements from
7 flight lines.

3.3. Effect of Atmospheric Parameters in ATCOR4

Three different atmospheric correction strategies in ATCOR4 were tested to find one suitable for
operational use. The image-derived Rw from each strategy used for flight lines FL4 and FL5 are shown
in Figure 4b,c. The most accurate results compared to in situ Rw were achieved with strategy AC1,
where both water vapour and horizontal visibility were detected by ATCOR4 and those parameters
were allowed to vary spatially. When using fixed water vapour and visibility values for whole images
(AC2 and AC3), there was a small amplitude difference between image and in situ Rw. The spectral
shapes of Rw from AC2 and AC3 were practically identical (Figure 6b,c), meaning that the change in the
input visibility caused a fixed shift in amplitude in Rw. As there were only small differences between
the three strategies tested, and the primary aim of our work is to derive an operational atmospheric
correction approach without dependence on in situ data, the rest of the analysis was performed for
image Rw based on atmospheric correction strategy AC1.
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Figure 6. (a–f) In situ station and image-derived Rw spectra standardized between 0 and 1. Image
spectra corresponding to the best five comparisons are plotted as thicker lines. Image-derived
standardized Rw from atmospheric correction strategies AC2 and AC3 are included in panels (b,c).
In panel legends, td = time difference between in situ measurement and image acquisition, and
sd = distance between in situ and image measurement.

3.4. Station-Wise Comparisons of Rw

The campaign resulted in seven spatially matching pairs of airborne and in situ observations.
Due to image overlap between adjacent flight lines, station ST3 was visible on flight lines FL5 and FL6.
Additionally, three matchups were included from approximately matched station locations (ST1-FL3 at
a distance of 45 m, ST4-FL8 at a distance of 72 m and ST6-FL7 at a distance of 90 m). The ten matchups
are listed in Table 2. If a station included more than one successful in situ reflectance spectrum, these
were used to calculate standard deviation error bars around the median spectrum for that station
(Figure 4). Error bars are omitted for station ST1 due to extremely varying illumination conditions.
The location of station ST6 on image FL6 was under cloud shadow, but the matchup spectra are
included for comparison.
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Based on both quantitative (Table 2, Figure 7) and qualitative (Figures 4 and 6) analysis, the best
results were obtained for the comparison between station ST2 and image FL4. There, the image and
in situ spectrums matched closely over the wavelength range 380–950 nm and the image-derived
spectrum was always within the standard deviation of the in situ observations. Other good matches
were ST3-FL5, ST4-FL7, ST4-FL8 and ST6-FL7. At these matchups, the spectral shape of image-derived
Rw matched well with the in situ spectra, and the difference in amplitude was less than 0.005 in
reflectance units. Still, the image-derived Rw included some errors common to all images, most notably
the spike at 425 nm. In the other matchups, typical differences between image and in situ spectrums
were either a clear difference in amplitude (as in matchups ST3-FL6, ST5-FL5), or shape difference in
some part of the spectra (as in matchups ST1-FL2, ST1-FL3, ST6-FL6). The spatial difference between
in situ and image measurements did not seem to have any notable effect on the matchups: ST4-FL8
and ST6-FL7, with spatial differences of 72 m and 90 m, respectively, gave good results comparable
to matchups with no spatial difference. There was no notable effect of temporal differences between
matchups. The time differences for the best five matchups were between −0:09 and 3:59, and between
−0:38 and 3:53 for the worst five matchups.

 

Figure 7. (a) Difference between image-derived and in situ Rw; (b) ratio of in situ over image-derived
Rw; (c) RMS of the best five and all matchups, respectively, in units of reflectance; (d) Relative RMS.
Matchup labels for panes (a,b) are given in the legend of panel (b), and the five best matchups are
plotted with a solid line.

Table 2 lists results from Chi-squared and spectral angle metrics used to evaluate spectral
differences between in situ and image Rw spectra. Metrics are shown for both the full wavelength
range (383–948 nm) and the centre of the spectra (450–750 nm). Both metrics gave similar results in
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ranking the matchups from best to worst. The best five matchups (ST2-FL4, ST3-FL5, ST4-FL7, ST4-FL8,
ST6-FL7) remained the same regardless of using either the full wavelength range or using only the
centre part of the spectra. Using only the centre part of the spectra clearly improved the results on
both metrics, as both the image and in situ spectrums suffer from low signal in the wavelengths below
450 nm and above 750 nm. The spectral angle gave values of 4.06◦ or better, and 3.00◦ on average,
for the five best matchups, and 10.4◦ or better, with 8.85◦ on average, for the worst five matchups,
when considering the centre of the spectra. Chi-square metrics were 0.068 or better, and 0.024 on
average, for the five best comparisons, and 5.3 or better, or 1.35 on average, for the remaining five
comparisons, when using the centre part of the spectra.

Both the Chi-squared and spectral angle metrics were worse for atmospheric correction strategies
AC2 and AC3 than for AC1 for flight lines FL4 and FL5-ST3. The spectral angle gave values of 10.4◦ and
13.2◦ for FL4-AC2 and FL4-AC3, and 8.7◦ and 7.2◦ for FL5-AC2 and FL5-AC3, respectively, when using
the full wavelength range. The respective values when using the centre part of the spectra were 4.2◦

and 6.0◦ for FL4-AC2 and AC3, and 3.7◦ and 2.9◦ for FL5-AC2 and AC3. Chi-squared values were
0.51 and 0.023 for FL4-AC2 and FL4-AC3, respectively, and 0.401 and 0.204 for FL5-AC2 and FL5-AC3,
respectively, when using only the centre part of the spectra.

The RMS and relative RMS difference between in situ and image Rw were calculated for all
10 matchups and for the best five matchups separately, using both Chi-square and spectral angle
metrics, with the centre of each spectrum taken into account (Figure 7). The spectral difference plot
of image and in situ Rw (Figure 7a), and RMS in Rw (Figure 7c) show that the difference remained
relatively stable over the whole wavelength range. This is also visible in the spectral plots of Figure 4.
The spectral ratio of image and in situ Rw (Figure 7b) and RMS% plots (Figure 7d) show that, as the
water-leaving reflectance signal becomes weaker at wavelengths longer than 700 nm, the uncertainty
or error in matchups becomes larger. This effect is also visible in the standardized Rw matchup plots in
Figure 6. The best five matchups in terms of RMS had ±0.002 accuracy in reflectance, or better than
15% in terms of RMS%, in the 450–750 nm wavelength range.

Matchup ST6-FL6 was disturbed by cloud shadow in image, and the magnitude of image-derived
Rw deviated strongly from in situ Rw in the 450–750 nm wavelength range (Figure 4). When considering
only spectral shape in the 450–750 nm wavelength range, the spectral angle value was 7.7◦, comparable
to other matchups. This is illustrated in the standardized spectra plotted in Figure 6f.

3.5. Comparison in Terms of Retrieved Chlorophyll-a

Chl-a concentrations were calculated from all measured image Rw spectra (Figure 8a), including
locations under cloud shadow, and from all in situ station spectra, except ST5, as it included negative
reflectance values. Chl-a concentration derived from in situ station spectra varied between 17.8 to
30.9 mg/m3 and was, on average, 24.9 mg/m3. Concentrations derived from the image spectra varied
between 19.9–43.1 mg/m3, with an average of 28.7 mg/m3 and standard deviation of 3.8 mg/m3.
When looking only at the station data, concentrations varied between 25.9 and 35.3 mg/m3 and the
average was 31.0 mg/m3. Measurements located under cloud shadows produced concentrations
between 19.8 and 52.9 mg/m3, with an average of 30.3 mg/m3 and standard deviation of 7.2 mg/m3.

A scatter plot comparing in situ and image-derived Chl-a concentrations is given in Figure 8b,
including Chl-a derived from images using atmospheric correction strategies AC2 and AC3. The Chl-a
difference values between nine matchups with AC1 are shown in Table 2. It can be seen from Figure 8b
that image-derived Chl-a concentrations were consistently higher than concentrations derived from
in situ Rw. Also, apart from Chl-a values from ST6 (17.8 mg/m3), the concentrations are all of the
same order, indicating that the water type of Loch Leven is relatively homogenous. The RMS and
relative RMS% difference between in situ and image-derived Chl-a concentrations were 5.87 mg/m3

and 28.3%, respectively, when using all nine matchups. When leaving out the matchups with ST6
that was measured during the most challenging illumination conditions, the RMS and relative RMS%
improved to 4.4 mg/m3 and 16.1%, respectively.

83



Remote Sens. 2017, 9, 2

 

Figure 8. (a) Chl-a values in (mg/m3) derived from all measured image Rw; (b) scatter plot between
Chl-a values derived from in situ Rw and image Rw at station locations.

4. Discussion

4.1. Reflectance Quality of the Best Case Results

AisaFENIX Rw spectra obtained after ATCOR4 atmospheric correction were realistic for
Loch Leven and showed good correspondence with concurrent in situ Rw, both in terms of spectral
shape and magnitude. Different atmospheric correction strategies produced differences, especially in
the amplitude of the image Rw. The best reflectance accuracy was achieved with the strategy using
image-driven retrieval of spatially varying water vapour and horizontal visibility (and subsequently
AOT). Five matchups between atmospherically corrected image and in situ Rw data were in excellent
agreement in the wavelength range 450–750 nm, preserving features associated with Chl-a absorption.
Taking into account only the spectral shape, the Spectral Angle metrics were better than 4.1◦ for the
best five matchups. For comparison, spectral angles between 5.7◦ and 28.6◦ (0.1–0.5 rad) have been
used as thresholds in Spectral Angle Mapper (SAM) classification, comparing image-derived Rw to
reference Rw [51,52]. Errors in water constituent retrieval (e.g., Chl-a) would thus more likely be
associated with the presence of systematic errors resulting in an offset of the image-derived spectra
than with the correct retrieval of the spectral shape.

The accuracy of ATCOR over inland water bodies using in situ reflectance spectra has not
previously been evaluated in literature. In general, the authors of ATCOR4 software estimate that
accuracy of retrieved surface reflectance of ±2% for object reflectance <10% can be achieved [53].
Markelin et al. [34] achieved reflectance accuracy better than 10% when using ATCOR4 to correct
hyperspectral AisaEAGLE data over land targets. Hunter et al. [26] used FLAASH atmospheric
correction with AisaEAGLE imagery collected over Loch Leven and achieved a RMS% range from
26.4% to 77.7% in the 400–800 nm wavelength range, compared to in situ Rrs. Compared to these results,
and taking into account the challenging illumination conditions during the campaign, the reflectance
accuracy of better than 15% achieved here can be considered a very promising result.

Acquiring the aerosol properties and their distribution over the campaign area, either by in situ
measurements or by image-based algorithms, is crucial for accurate atmospheric correction [20,30].
Differences of 0.01–0.07 between scene-averaged AOT given by ATCOR4 and in situ sunphotometer
AOT measurements are in line with results obtained by Pflug et al. [54]. Using satellite imagery, they
evaluated the accuracy of the aerosol retrieval in ATCOR and found the mean uncertainty ΔAOT550
nm to be 0.03 ± 0.02 for cloud-free conditions and ΔAOT550 nm 0.04 ± 0.03 with inclusion of hazy
and cloudy satellite imagery, compared to ground-based sun photometer measurements.
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The image-based method used in this study to estimate sensor signal-to-noise ratio gives SNR
representative for the whole sensor–atmosphere–dark target system. These values cannot be directly
compared to the laboratory-measured SNR values from the sensor manufacturer. The SNR range of
450–800 determined over bright cloud in this study is nevertheless comparable to the laboratory peak
SNR of 500–1000 documented by Specim. Measured over water, with average reflectance in the order
of 0.02, the FENIX SNR range of 40–95 is similar to the range of 60–120 for the older AisaEAGLE
sensor reported by Markelin et al. [34], which was, however, measured over a much brighter target,
with average reflectance of 0.26. This indicates that the SNR of FENIX has improved considerably over
its predecessor.

4.2. Chlorophyll a Retrieval

The retrieved Chl-a concentration range of 25–35 mg/m3 is well within the range documented
for Loch Leven [26,40]. Concentrations derived from the imagery overestimated Chl-a with respect to
in situ Rw. Interestingly, the Chl-a concentrations derived from images corrected with AC2 and AC3
matched similarly or better with in situ Rw, compared to AC1 (Figure 8), even though the spectral match
based on Chi-Square and spectral angle metrics was better with AC1. These contrasting results are not
well understood and without further validation against Chl-a extracted from water samples we should
not consider Chl-a derived from in situ Rw an absolute reference. Although speculative, minor spectral
features that are still visible in FENIX-derived spectra and which coincide with wavebands used in the
Chl-a retrieval algorithm, such as a small depression in the 700-nm region, may well disturb the results
from the NIR-red band ratio algorithm. In addition, variable and at times adverse weather conditions
will have added uncertainty to in situ measurements (see Section 4.3). Still, the achieved RMS of 5.87
mg/m3 and RMS% 28.3% are well in line with Hunter et al. [26]. They evaluated several empirical and
semi-analytical algorithms, including the one used in this study, to retrieve Chl-a from hyperspectral
AisaEAGLE and CASI imagery collected over Loch Leven and Esthwaite Water, and obtained RMS
values from 5.29 to 22.1 mg/m3 and RMS% from 29.8 to 124%, respectively. Moses et al. [24] obtained
similar RMS of 5.54 mg/m3 when also using semi-analytical three-band Chl-a retrieval algorithm
for AisaEAGLE imagery in combination with QUAC atmospheric correction. The Gons et al. [50]
semi-analytical NIR-red band ratio algorithm is generally forgiving to spectrally neutral offsets, as long
as none of the wavebands used are near-zero. Indeed, Chl-a retrieval from image Rw at locations under
cloud shadow gave concentrations comparable to non-shaded locations.

4.3. Uncertainties Related to FENIX, In Situ Rw and Atmospheric Correction

Even though the results achieved in this study are promising, several factors related to the sensor,
in situ measurements and atmospheric correction contribute uncertainty to the results. First, SNR
values are extremely important for water constituent retrieval, because the very low signal from
water causes variations in water quality to be lost in the noise of low SNR systems. The SNR of the
AisaFENIX sensor over water is still low compared to dedicated ocean colour satellite instruments such
as Sentinel-3 OLCI (SNR 200-1000). The image-based SNR evaluation method is somewhat uncertain
in the sense that the standard deviation of each ROI includes small (unknown) contributions from
variability in water-leaving radiance. Further, the combination of lower SNR of the FENIX and low
signal from the water at wavelengths >750 nm makes comparison of airborne and in situ Rw in these
regions challenging.

Low but non-zero image Rw in the order of 0.005, at wavelengths above 1000 nm, can indicate
inaccuracies/uncertainties of atmospheric correction, as Rw is expected to be zero even in relatively
turbid lakes, due to high absorption by pure water. Natural causes for non-zero Rw in this wavelength
region include floating matter, very high turbidity [35], adjacency effects from the land surface,
spray, foam (whitecaps), entrained bubbles or thin cloud. Prevailing weather conditions during the
campaign, with wind speeds 1.4–6.2 m/s, raises the likelihood of wave effects, which adds uncertainty
to both in situ and image Rw spectra.
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The differences in the amplitude of the observed Rw spectra can be related to both the inaccuracies
of the atmospheric correction and some variations in the relative composition of optically active
substances in the water. Different atmospheric correction strategies did result in spectra of different
amplitudes (Figure 4b,c) and adherent changes in Chl-a retrieval. One limitation of the used ATCOR4
atmospheric correction method applied to water objects is that it uses the Dark Dense Vegetation (DDV)
approach to estimate best horizontal visibility, and subsequently AOT, for an image [28]. Each image
must thus include suitable vegetated areas.

In this study, full-width-half-maximum (FWHM) values and centre wavelength for each channel,
read from the image headers, and Gaussian spectral shapes, were used to create the FENIX
spectral response functions in ATCOR4. This sensor model was then used in ATCOR4 processing.
Sensor radiometric laboratory calibration performed by the manufacturer in January 2016 indicated
that the used FWHM values may deviate, on average, 0.16 nm from the true FWHM in the visible-NIR
range. Even though the error in FWHM can be considered marginal, it may explain some small spectral
variation and spikes in the Rw spectra. Two narrow spikes around 700 nm where there should only be
a single smooth peak, and a peak around 425 nm, likely result from a sensor calibration or software
issue. Indeed, the peak disappeared from newer ATCOR4 runs (AC2 and AC3) performed with an
updated sensor model and ATCOR4 version. Unfortunately, it was not possible to rerun all performed
ATCOR runs. Thompson et al. [55] concluded that uncertainty in solar irradiance is a likely contributor
to fine-scale spectral errors in Rw, especially in the 380–600 nm spectral range. Spectral filtering or
polishing, a common operation performed with hyperspectral imagery, could be used to remove
these small-scale variations in spectral shape and further improve results [56], if this were shown to
consistently improve retrieval accuracy.

The varying weather conditions added considerable uncertainty to in situ Rw spectra. This can be
seen in the low number of spectra that passed QC during measurements at several stations (Table 1)
and the wide standard deviation of these spectra (Figure 4). The Ed(PAR) and ratio of diffuse sky
radiance in Figure 2 show that the illumination conditions were highly variable. Negative reflectance
values (not a true target property) of in situ ST5 Rw spectra at wavelengths over 750 nm are a clear
indication of these challenging conditions, despite Ed(PAR) being relatively stable at this station.
Similarly, the ST1 in situ spectrum (Figure 4a) shows particular signs of disturbance (possibly by
waves, ship roll, or glint) in the NIR.

The number of matchup locations is always limited in this type of study, and prevents more
thorough analysis of between-image reflectance variations. For example, ATCOR4 offers a sophisticated
method called BREFCOR to balance the reflectance differences between neighbouring images [28],
which could be included in future studies but ideally requires more ground reference measurements.
Relatedly, flight lines and in situ measurements were obtained at different times, varying from 9 min to
4 h difference. Variable winds may cause horizontal differences in sediment and detrital resuspension,
although in this study, temporal differences between matchups were not identified.

5. Conclusions

We presented the first results of using the hyperspectral AisaFENIX airborne sensor in water
quality applications. The imagery was collected over a small inland water body under changing
cloud cover, illustrating highly challenging, but not uncommon, conditions for atmospheric
correction. The FENIX sensor showed improved performance in terms of signal-to-noise ratio
compared to its predecessor, AisaEAGLE. Atmospheric correction performed with ATCOR4 using
fully image-driven atmospheric parameters, and subsequent validation against boat-based in situ
hyperspectral measurements of water-leaving reflectance, show reflectance retrieval accuracy of
±0.002, i.e., better than 15% error for the best five matchups between image and in situ Rw spectra.
The reflectance accuracy was better when using fully image-driven atmospheric parameters compared
to using fixed parameters based on in situ measurements. The spectral angle between image and
in situ Rw spectra was better than 4.1◦ for the best cases and 10◦ or better for the most challenging
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cases in the spectral range of 450–750 nm. The test with semi-analytical band ratio-based algorithm to
retrieve Chl-a concentrations from image Rw spectra gave realistic concentrations and the accuracy
was comparable to other studies. The results showed that ATCOR4 can be successfully used for water
applications without in situ atmospheric measurements, even in challenging illumination conditions.
As ATCOR4 does not a priori assume a water reflectance, it is expected that the presented atmospheric
correction method can be applied for images collected over other relatively turbid inland water types
as well. The results also indicate that, with accurate atmospheric correction, it could be possible to
retrieve reliable Chl-a concentrations at locations covered by cloud shadow. Accurate atmospheric
correction is a necessity when airborne (manned or unmanned) optical measurements are performed
in challenging illumination conditions, even under cloud cover. We may expect that future airborne
monitoring of inland waters will build on advances in unmanned aerial system (UAS) technology and
high resolution satellite sensors.
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Abstract: The accurate measurement of suspended particulate matter (SPM) concentrations in coastal
waters is of crucial importance for ecosystem studies, sediment transport monitoring, and assessment of
anthropogenic impacts in the coastal ocean. Ocean color remote sensing is an efficient tool to monitor
SPM spatio-temporal variability in coastal waters. However, near-shore satellite images are complex
to correct for atmospheric effects due to the proximity of land and to the high level of reflectance
caused by high SPM concentrations in the visible and near-infrared spectral regions. The water
reflectance signal (ρw) tends to saturate at short visible wavelengths when the SPM concentration
increases. Using a comprehensive dataset of high-resolution satellite imagery and in situ SPM and
water reflectance data, this study presents (i) an assessment of existing atmospheric correction (AC)
algorithms developed for turbid coastal waters; and (ii) a switching method that automatically selects
the most sensitive SPM vs. ρw relationship, to avoid saturation effects when computing the SPM
concentration. The approach is applied to satellite data acquired by three medium-high spatial
resolution sensors (Landsat-8/Operational Land Imager, National Polar-Orbiting Partnership/Visible
Infrared Imaging Radiometer Suite and Aqua/Moderate Resolution Imaging Spectrometer) to map
the SPM concentration in some of the most turbid areas of the European coastal ocean, namely the
Gironde and Loire estuaries as well as Bourgneuf Bay on the French Atlantic coast. For all three
sensors, AC methods based on the use of short-wave infrared (SWIR) spectral bands were tested,
and the consistency of the retrieved water reflectance was examined along transects from low- to
high-turbidity waters. For OLI data, we also compared a SWIR-based AC (ACOLITE) with a method
based on multi-temporal analyses of atmospheric constituents (MACCS). For the selected scenes,
the ACOLITE-MACCS difference was lower than 7%. Despite some inaccuracies in ρw retrieval,
we demonstrate that the SPM concentration can be reliably estimated using OLI, MODIS and VIIRS,
regardless of their differences in spatial and spectral resolutions. Match-ups between the OLI-derived
SPM concentration and autonomous field measurements from the Loire and Gironde estuaries’
monitoring networks provided satisfactory results. The multi-sensor approach together with the
multi-conditional algorithm presented here can be applied to the latest generation of ocean color

Remote Sens. 2017, 9, 61 91 www.mdpi.com/journal/remotesensing



Remote Sens. 2017, 9, 61

sensors (namely Sentinel2/MSI and Sentinel3/OLCI) to study SPM dynamics in the coastal ocean at
higher spatial and temporal resolutions.

Keywords: remote sensing; suspended particulate matter; coastal waters; river plumes;
multi-conditional algorithm

1. Introduction

The quality of coastal and estuarine waters is increasingly under threat by the intensification of
anthropogenic activities. For that reason, the European Union Marine Strategy Framework Directive
(MSFD, 2008/56/EC) and Water Framework Directive (WFD, 2000/60/EC and amendments) require
member states to monitor the quality of the marine environment and to achieve and maintain a
good environmental status of all marine waters by 2020. The directives require member states to
assess the ecological quality status of water bodies, based on the status of several elements, including
water transparency. Rivers serve as the main channel for the delivery of significant amounts of
dissolved and particulate materials from terrestrial environments to the ocean. Along with freshwater,
they discharge suspended particulate matter (SPM) that modifies the color and transparency of the
water. In addition, SPM is associated with metallic contaminants and bacteria that affect water quality.
Hence, monitoring the spatio-temporal distribution of SPM in estuarine and coastal waters is of
particular importance, not only to assess water transparency, but also to evaluate the impacts of
human activities (e.g., transport of pollutants, dams, offshore wind farms, sand extraction, watershed
management) and to study sediment transport dynamics.

SPM field measurements are time-consuming, expensive and specific to a time and/or geographical
location, and therefore do not always accurately represent the temporal and spatial dynamics of river,
estuarine or coastal systems. Ocean color remote sensing onboard satellite platforms can be very
useful to complement field measurements and monitor surface SPM transport in natural waters [1–14].
Most satellite-borne sensors provide a spectral resolution covering the visible and near-infrared
(NIR) spectral regions required for atmospheric corrections of satellite data, and for the estimation of
biogeochemical material such as SPM (e.g., [15,16]). Sensors such as SPOT (Satellite Pour l’Observation
de la Terre) and Landsat-8/OLI (Operational Land Imager), designed for land applications, provide
high-spatial-resolution imagery, and their potential for mapping the concentration of SPM in
highly turbid waters has been demonstrated [17–19]. These high-resolution sensors combined with
high-temporal-resolution satellite data [20,21] have proved to provide valuable information regarding
SPM dynamics.

An important issue regarding satellite remote sensing in coastal and estuarine areas is atmospheric
correction (AC) failures when applying standard algorithms designed for open ocean methods. This is
caused by the presence of high water turbidity and also by the proximity to land. To achieve an
accurate atmospheric correction, the top-of-the-atmosphere signal recorded by satellite sensors is
separated into marine, gaseous and aerosol contributions. Typical open ocean atmospheric correction
methods assume the marine signal to be zero in the near-infrared (NIR) bands due to very high light
absorption by pure water and very low light backscattering by suspended particles [22]. The signal in
the NIR bands is used to determine an aerosol model, which is then used to extrapolate the aerosol
reflectance to visible bands. In turbid waters, the contribution of light backscattering by particles is
no longer negligible in the NIR region compared to light absorption. This results in a non-negligible
water reflectance signal, an overestimation of the aerosol reflectance, and underestimated or negative
water reflectance values in visible bands [23]. Studies have focused on two approaches to develop
atmospheric corrections over turbid waters: one is to model the marine contribution in the NIR
bands [23,24] and the other involves the use of short-wave infrared (SWIR) bands, where the water
signal can be assumed to be zero even in turbid coastal waters [25].
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For low to moderately turbid waters, a good correlation is found between the SPM concentration
and water reflectance (ρw) in the green and red parts of the spectrum (refer to [16]). The corresponding
wavebands of wide-swath ocean color instruments, such as the Orbview-2/Sea-viewing Wide Field-of-view
Sensor (SeaWiFS), the Aqua/Moderate Resolution Spectrometer (MODIS), the ENVISAT/Medium
Spectral Resolution imaging spectrometer (MERIS), the Landsat/Enhanced Thematic Mapper Plus
(ETM+) and OLI, and the Visible Infrared Imaging Radiometer Suite (VIIRS), have therefore been
successfully used to map SPM in coastal waters for concentrations below ~60 g·m−3 [6,13,26–28].
In highly turbid waters (SPM higher than ~60 g·m−3), a saturation of the water reflectance in the green
and red bands is usually observed, so a NIR band should be considered to establish relationships
with SPM [4,18,29,30]. There are three main types of algorithms commonly used to derive SPM
concentration from water reflectance: (1) empirical, (2) semi-analytical and (3) analytical algorithms.
Empirical single-band and band-ratio models have been commonly used in coastal and estuarine
areas [6,31]. These types of models are dependent on SPM and reflectance ranges, and require
calibration with regional measurements. Semi-analytical or analytical models are based on the inherent
optical properties (IOPs) and provide a more global application [16,32,33]. However, they can be
limited by the validity and accuracy of the hypotheses chosen to model the IOPs. Hence, provided
the large choice of SPM algorithms, it is difficult to select one model that will provide accurate SPM
concentration retrieval from low- to high-turbidity waters, limiting the study of SPM dynamics over
large coastal areas. For that reason, some studies have focused on multi-conditional algorithm schemes
composed of several SPM models, as they have been shown to provide a more effective and accurate
estimation of SPM over a wide range of turbid waters [34–37]. The difficulty resides in the selection
of the proxies and the limiting bounds for each model. Some studies have used ranges of SPM
concentration as switching thresholds [35] and others have used reflectance values [36], but the bounds
are generally selected through trial and error.

The main objective of this study is to determine the boundaries for switching between different
SPM models, based on band comparisons from field water reflectance measurements, then apply this
switching algorithm to ocean color satellite data to derive SPM across low- to high-turbidity waters.
Since atmospheric correction is a major issue in coastal areas, different atmospheric correction methods
are tested for several study areas and sensors, and the most appropriate one is selected. To achieve
these aims, this study will focus on three objectives.

(1) To compare atmospheric correction algorithms for OLI, VIIRS and MODIS satellite data over two
study areas covering low- to high-turbidity waters;

(2) To develop a reliable multi-conditional algorithm to retrieve SPM from satellite imagery over a
wide range of turbidity values and apply it to satellite data;

(3) To inter-compare multi-sensor satellite products (ρw and SPM) over turbid coastal, estuarine and
river waters.

Two case studies are considered: the Loire Estuary, with the adjacent Bourgneuf Bay, and the
Gironde Estuary. For both areas, high quality ρw and SPM measurements are available. The paper is
organized as follows: first, the methodology for the application of different SPM models over the study
areas is developed. Second, a comparison between different atmospheric corrections is presented.
Finally, the developed multi-conditional algorithm is applied to atmospherically corrected imagery
from multiple satellite sensors.

2. Materials and Methods

2.1. Study Areas

This study covers two areas with a wide range of SPM concentration from low to highly turbid
waters (Figure 1). The Gironde Estuary, located in South Western France, is one of the largest estuaries
in Europe (length of 90 km and width 3–11 km). It is formed by the confluence of the Garonne

93



Remote Sens. 2017, 9, 61

and Dordogne rivers. These rivers’ watersheds represent 57,000 km2 and 24,000 km2, and they
supply respectively 65% and 35% freshwater inputs into the Estuary. The Garonne’s freshwater
discharge ranges from less than 100 m3·s−1 to more than 4000 m3·s−1, while the Dordogne discharge
fluctuates between 200 and 1500 m3·s−1 [38]. The Gironde’s flow rate averages 1100 m3·s−1 and
its morphology is typical of a macro-tidal estuary (tidal ranges from 2 to 5 m) impacted by waves.
It presents a well-developed turbidity maximum zone formed from tidal asymmetry and density
residual circulation [39]. The SPM concentration within surface waters range from about 1 to 50 g·m−3

in the plume [40] and from 50 to approximately 3000 g·m−3 in the estuary [41,42].
The Loire is the largest river in France: it is 1012 km long and has a watershed area of 117,000 km2.

Its flow rate ranges between 300 m3·s−l during the summer droughts and 4000 m3·s−l during winter
floods. The Loire Estuary is 100 km long and has a macro-tidal regime, with a 4 m mean tidal amplitude.
It is characterized by high SPM concentration variations, ranging from 50 to more than 1000 g·m−3

within surface waters. South from the Loire Estuary, Bourgneuf Bay is a macro-tidal bay with a tidal
range between 2 and 6 m. The bay has an area of 340 km2, of which 100 km2 are intertidal area mostly
occupied by mudflats. Due to tidal re-suspension, mudflat and adjacent waters are highly turbid.
Bourgneuf Bay is an important oyster-farming site, but in some sectors high SPM concentration may
have a negative impact on oyster aquaculture [43].

(a) 
(b) 

Figure 1. Maps of the study areas: Bourgneuf Bay and Loire Estuary (a) and Gironde Estuary and
plume area (b). Red squares show the location of the in situ measurements performed during the
optical cruises. Black squares show the location of the monitoring stations used for match-ups between
satellite and in situ data.

2.2. Multi-Conditional SPM Algorithm Development

2.2.1. In Situ SPM and Reflectance Data

Field measurements used for the calibration of SPM models and multi-conditional algorithm
were carried out during four bio-optical cruises (from April 2012 to July 2014) in the two selected test
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sites: the SeaSWIR (2012, 2013) and Rivercolor (2014) surveys in the Gironde Estuary area and the
Gigassat (2013) survey in Bourgneuf Bay. Additionally, several measurements conducted in April 2016
in the Bourgneuf-Loire area were used to increase the number of match-ups between satellite and in
situ data.

At each station, hyperspectral reflectance measurements were carried out using TriOS-RAMSES
radiometers in the same way as the methodology described in [13]. The protocol described in [44]
based on the NASA (National Aeronautics and Space Administration) protocols [45] to compute
the remote sensing reflectance (Rrs, sr−1). Rrs spectra of five successive measurements under stable
illumination (i.e., downwelling irradiance variations between two measurements lower than 15%) and
differing less than 25% from the median of all the spectra, were selected and averaged. A total of 67 Rrs

spectra were finally selected for the Gironde Estuary and 29 for Bourgneuf Bay.
Simultaneously with the reflectance measurements, water samples were collected with a bucket at

about 0.5 m depth. They were directly filtered with pre-weighed Whatman GF/F filters to determine
the SPM concentration with the gravimetric method procedure described in [46], based on [47].
Three SPM measurement replicates were conducted per station, and the standard deviation obtained
from those measurements were used as the uncertainty for the SPM concentration (error bars in figures).
Water turbidity (measured in nephelometric turbidity units, NTU) was measured for most stations
using a Hach Portable turbidity meter, following the protocol by [32] SPM and turbidity measurement
ranges for each location are shown in Table 1. Three replicate measurements of turbidity were
conducted per station to estimate the measurement uncertainties. The SPM vs. turbidity relationship
for the Gironde Estuary was established using measurements undertaken during the SeaSWIR surveys
at the Pauillac station: SPM (g·m−3) = 0.88 × Turbidity (NTU).

Table 1. The distribution of SPM concentration (g·m−3) and turbidity (NTU) values (field measurements)
used for the calibration of the models.

SPM (g·m−3) Turbidity (NTU)

Location Mean Standard
Deviation Maximum Minimum Mean Standard

Deviation Maximum Minimum

Gironde 347.1 372.7 1579.1 2.6 310.0 24.19 2045.9 1.5
Bourgneuf 162.4 90.4 340.6 17.8 100.6 78.47 301.3 12.7

2.2.2. SPM Models

The sets of hyperspectral Rrs in situ measurements acquired in the Gironde area were convoluted
to the relative spectral response function of the green, red and NIR OLI bands (5, 4, 3), VIIRS bands
(M4, M5, M7), and MODIS bands (B4, B1, B2) as explained in [16] to derive the band-weighted
reflectance values. The same procedure was completed for the in situ measurements collected
in Bourgneuf Bay. The resulting Rrs values were then expressed as dimensionless water-leaving
reflectance ρw (Rrs × π) values, hereinafter referred as ρ.

Figure 2 shows typical in situ measurements of ρ spectra and corresponding SPM concentration.
For concentration between 2.6 and 10.5 g·m−3, the ρ between 400 and 600 nm increases rapidly.
From the examples shown in Figure 2, it can be observed that red reflectance is more sensitive than
green reflectance to concentration changes between 10.5 and 119 g·m−3. For SPM above 119 g·m−3,
ρ in the NIR is most sensitive to concentration changes. This implies that models based on the visible
bands are not effective in discriminating SPM in highly turbid waters as demonstrated by previous
studies [18,31].

95



Remote Sens. 2017, 9, 61

(a) (b) 

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

350 450 550 650 750 850 950

 

Wavelength (nm)

340.64 g.m-3

211.04 g.m-3

171.59 g.m-3

147 g.m-3

28.48 g.m-3

72.17 g.m-3

53.76 g.m-3

Figure 2. Selected water reflectance spectra (ρ = Rrs × π) for different SPM concentration (g·m−3)
measured in the Gironde Estuary (a) and Bourgneuf Bay (b). Vertical bars locate the green, red and
NIR bands of the considered satellite sensors.

The relationships between ρ (convoluted to OLI bands) and SPM concentration are presented
in Figure 3. Analogous relationships were obtained for both MODIS and VIIRS convoluted bands,
and are not shown here. Figure 3a shows a linear relationship between ρ in the green band and SPM
concentration lower than 10 g·m−3. Above 10 g·m−3, a saturation of ρ is observed in this band. A green
band relationship was not established for the Bourgneuf dataset, as low concentration measurements
were not available, so the green band relationship obtained for the Gironde was also applied for
Bourgneuf Bay.

Water reflectance in the red band is highly sensitive to variations of SPM concentration lower
than 50 g·m−3 and presents a good linear correlation (r2 = 0.89). Above 50 g·m−3, a saturation of ρ is
observed. The NIR band is less sensitive to SPM concentration below 50 g·m−3, however it presents a
very good fit above this limit by means of a polynomial regression (r2 = 0.97 see Table 2). Figure 3b
presents the sensitivity differences between the three bands (green, red, NIR) to SPM concentration for
the ~0–50 g·m−3 range. There is a sharper increase in reflectance for the green band compared to the
red for concentration below ~10 g·m−3, and a sharper increase in red band reflectance compared to the
NIR bands for concentration below 50 g·m−3. This figure also shows the saturation of the green band
above ~10 g·m−3, so the r2 was computed for the values below that concentration.

Several empirical models using single bands and NIR-red band ratios were considered in this
study. The semi-analytical model developed by [16] was also re-calibrated with in situ datasets.
Table A2 in the appendix shows all the algorithms tested. The performance of each model was assessed
using the coefficient of determination (r2) and the normalized root mean square error (NRMSE, in %)
calculated as follows:

NRMSE (%) =

√
∑N

i=1(Xp,i −Xobs, i)
2

N

Xobs, max − Xobs, min
× 100 (1)

where xp and xobs are respectively the model-derived and field-measured SPM concentration, in g·m−3.
In the case of the Gironde Estuary, the dataset (n = 67) was divided into two sets, one for calibration

(n = 34) and one validation (n = 33). The NRMSE was computed for the SPM provided by the models
with respect to the validation dataset. The best fits and minimum errors were obtained with the
empirically-derived polynomial (second order) regression for the NIR band and linear regressions for
the red and green bands (Table 2). In the case of Bourgneuf Bay, the best fits were obtained for the NIR
band and the semi-analytical equation developed by [16]. Due to the low number of measurements,
the Bourgneuf dataset was not separated into calibration and validation sets. Hence, the percent
NRMSE (Equation (1)) in this case represents the deviation of the random component within the
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data. Table 2 summarizes the equations with the best fits for each area and for different SPM ranges.
These ranges were established by testing the extent to which the equations predicted accurately the
actual value estimated in situ by gravimetry. The equation with the best fits for MODIS and VIIRS
bands are shown in the appendix (Table A1).

(a)

(b)

Figure 3. Scatter plots showing the comparison between SPM concentration and water reflectance
convoluted for OLI bands 561, 655 and 865 nm measured in situ in (a) the Gironde Estuary (SeaSWIR
2012–2013, and Rivercolor 2014) and Bourgneuf Bay (2013). (b) In situ ρ weighted by sensitivity of red,
green and NIR OLI spectral bands vs. in situ SPM concentration for the 0–50 g·m−3 range, measured
during the two field campaigns in the Gironde Estuary.
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Table 2. From the reflectance vs. SPM relationships (Figure 3), summary of the best SPM models for
L8/OLI green, red and NIR reflectance bands, for the Gironde and Bourgneuf-Loire areas. The goodness
of fit (r2) and normalized relative root mean square error (NRMSE) are indicated. The most appropriate
SPM model (or a combination of two models) is then selected using a radiometric switching criterion
(Table 3). Corresponding results for NPP/VIIRS and AQUA/MODIS were calculated but not shown
here. These can be requested from the authors; the dataset (n = 67) of the Gironde Estuary was
divided into two sets, one for calibration (n = 34) and one for validation (n = 33); the fit and error were
computed with respect to the validation set. The Bourgneuf dataset was not separated into calibration
and validation sets, so the results represent the deviation of the random component within the data.

Best SPM Model Gironde Equation r2 NRMSE (%)

Gironde

Linear green 130.1 × ρ 561 0.81 16.41
Linear red 531.5 × ρ 655 0.89 7.23

Polynomial NIR 37,150 × ρ 8652 + 1751 × ρ 865 0.97 9.11

Bourgneuf-Loire

Nechad et al. (2010) [16] red (recalibrated) 477 × ρ 655
1−ρ 655/0.1686 0.82 18.22

Nechad et al. (2010) [16] NIR (recalibrated) 4302 × ρ 865
1−ρ 865/0.2115 0.93 7.81

2.2.3. Algorithm Bounds Selection

The green-to-red and red-to-NIR switching ρ values, S, were selected based on the saturation
of the most sensitive bands. The selection was completed by means of band comparison from field
water reflectance measurements: ρ (green) vs. ρ (red) and ρ (red) vs. ρ (NIR). The data points were
modelled using a logarithmic regression curve. This curve starts as linear for the smaller reflectance
values, but bends at the point where the saturation of the most sensitive band starts (see Figure 4).
The actual value of this saturation point was computed as the first derivative of the regression curve
(i.e., the slope or tangent) is equal to 1, as this is the middle point between a completely horizontal
(complete saturation) and a completely vertical line.

 
(a)

Figure 4. Cont.
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(b)

Figure 4. Scatterplots of reflectance (ρ = Rrs × π) at 865, 655 and 561 nm for the in situ measurements.
(a) Corresponds to the ρ 561-ρ 655 compartive plot and (b) to the ρ 655-ρ 865 comparative plot. The red
circles and the blue triangles represent the in situ reflectance values measured in the Gironde Estuary
and Bourgneuf Bay, respectively. The solid red and blue lines correspond to the logarithmic regression
and the 95% confidence levels for each regression are represented as dashed lines. The circled black
crosses (⊗) correspond to the point where the tangent line on the regression curve has a slope = 1 and
the black dashed line is the tangent at that point. At the intersection with the y axis, the switching
points for each region are indicated, SGH (high switching value for the Gironde area) and SBH (high
switching value for the Bourgneuf Bay area). The lower bound switching value is derived from the
red-green band regression and expressed as SGL.

Then, the S or switching value was defined as the point of intersection between the tangent line
on the regression curve with a slope = 1 (i.e., the saturation point) and the y axis using:

y0 − ysat

x0 − xsat
= 1; y0 = S = ysat − xsat (2)

where y0 corresponds to the switching point S on the y axis (where x0 = 0), and xsat and ysat are the
coordinates of the saturation point.

This S value is selected as the transition value to the next SPM vs. ρ equation. Figure 4 shows
the regressions between the green-to-red and red-to-NIR bands, based on the in situ reflectance
measurements carried out in each region and the switching S values for each case, the S Gironde High
(SGH = 0.13), the S Bourgneuf High (SBH = 0.1) and S Gironde Low (SGL = 0.03) (see Table 3 for values).
The interval bounds are based on the red ρ, as this is the intermediate band between the green and
NIR bands.

The equations were weighted to ensure a smooth transition between the different SPM models
for intermediate SPM values. The smoothing bounds (SGL95

−, SGL95
+, SGH95

−, SBH95
+, SBH95

−) were
derived from the 95% confidence levels (prediction bounds, see dotted red and blue lines on Figure 4)
of the regression curve following the same procedure as for the S value calculation. Then, the smooth
transition between SPM models using different bands was completed using these smoothing boundary
values for the following weighting equations.

Weighted green-red equation:

SPMgreen-red = α × SPMgreen + β × SPMred (3)
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where

α = ln
(

SGL95+

ρ 655

)
÷ ln

(
SGL95+

SGL95−

)
and β = ln

(
ρ 655

SGL95−

)
÷ ln

(
SGL95+

SGL95−

)
(4)

Weighted red-NIR equation:

SPMred-NIR = α SPM red + β SPM NIR (5)

where

α = ln
(

SGH95+

ρ 655

)
÷ ln

(
SGH95+

SGH95−

)
and β = ln

(
ρ 655

SGH95−

)
÷ ln

(
SGH95+

SGH95−

)
(6)

The transition and smoothing intervals selected for each region and each band are summarized
in Table 3. Initially xsat and ysat were selected as switching points (Equation (5)), but the smoothing
intervals became too narrow (when selecting the point of the 95% confidence intervals) so the y0

was selected, and showed to provide good results. For example, if the ysat would have been selected
as smoothing bounds (SGL95

−; SGL95
+) the range would have been ρ red = (0.030–0.032) instead of

(0.007; 0.016) (see Table 3).

Table 3. Radiometric switching bounds used to select the most appropriate SPM model based on the
water reflectance value in the red (ρ 655) for the Gironde and Bourgneuf-Loire. The switching bounds
were automatically computed from the green-red and red-NIR reflectance relationships (Figure 4):
SGL95 = 0.007, SGL = 0.012; SGL95

+ = 0.016; SGH95
− = 0.08; SGH = 0.01, S GH95

+ = 0.12, SBL95
− = 0.007,

SBL = 0.012; SBL95
+ = 0.016; SBH95

− = 0.046; SGH = 0.072, SGH95
+ = 0.09, The value of the smoothing

coefficients α1,2,3,4 and β1,2,3,4 is given in Equations (3) and (6) below. Parameters for NPP/VIIRS and
AQUA/MODIS were calculated but are not shown here. The approximate ranges of SPM concentrations
where each model is the most appropriate were computed from the equations given here.

ρ 655 Interval Gironde Model Intevals
Interval Values SPM Model [SPM] Application

(g·m−3)

Gironde

(0; SGL95
−) (0.007 > ρ red) Linear green SPM < 8.5

(SGL95
−; SGL95

+) SGL = 0.012 (0.007; 0.016) Smoothing interval green-red
α1 Linear green + β1 Linear red 8.5–9.2

(SGL95
+; SGH95

−) (0.016; 0.08) Linear red 9.2–42.5

(SGH95
−; SGH95

+) SGH = 0.1 (0.08; 0.12) Smoothing interval red-NIR
α2 Linear red + β2 Poly NIR 42.5–180

(SGH95
+<) (0.12 < ρ red) Poly NIR SPM > 180

Bourgneuf-Loire

(0; SBL95
−) (0.007 > ρ red) Linear green SPM < 8.5

(SBL95
−; SBL95

+) SGL = 0.012 (0.007; 0.016) Smoothing interval green-red
α3 Linear green + β3 Nechad red 8.5–9.2

(SBL95
+; SBH95

−) (0.016; 0.046) Nechad red 9.2–28.1

(SBH95
−; SBH95

+) SBH = 0.072 0.046; 0.09) Smoothing interval red-NIR
α4 Nechad red + β4 Nechad NIR 28.1–180

(SBH95
+<) 0.09 < ρ red) Nechad NIR SPM > 180

2.3. Satellite Data and Atmospheric Correction

Satellite images from three sensors were used in this study: Landsat-8/OLI, MODIS, and VIIRS.
Detailed information on the characteristics of the three sensors can be found in the literature [19,48–50]
(see also Table 4). OLI imagery was initially used for the development of the multi-conditional
algorithm due to its high spatial resolution and high quality of the radiometric data in visible, NIR
and SWIR spectral bands. Orthorectified and terrain corrected Level 1T OLI data was downloaded
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from the Landsat-8 portal USGS portal (http://earthexplorer.usgs.gov/) then processed using the
ACOLITE software (http://odnature.naturalsciences.be/remsem/acolite-forum/) [19,51] to derive
water-leaving reflectance (hereinafter referred as ρw = π × Rrs). ACOLITE establishes a per-tile aerosol
type (or epsilon) as the ratio between the Rayleigh corrected reflectance in the aerosol correction
bands, for pixels where the marine reflectance can be assumed to be zero (where ρw 655 < 0.005,
as defined by [19]. The epsilon is then used to extrapolate the observed aerosol reflectance to the
visible bands. ACOLITE also provides a choice for aerosol correction using a full tile fixed epsilon,
a per pixel variable epsilon or a user defined epsilon. In this study, the first option was selected for
the atmospheric correction, as it has been shown to provide good results in highly turbid coastal
waters [52]. This software proposes two atmospheric correction (AC) options: the NIR algorithm [51]
based on the MUMM approach [23] and using the red (655 nm) and NIR (865 nm) bands, and the
SWIR algorithm [19] using the SWIR bands 6 (1609 nm) and 7 (2201 nm). Both atmospheric corrections
(NIR and SWIR) were tested in the Gironde area. Four images for the Gironde and four for the
Bourgneuf-Loire areas were used for the NIR-SWIR atmospheric correction analysis. Then, the SWIR
AC products were compared to the MACCS (Multisensor Atmospheric Correction and Cloud Screening
processor) product provided by the Theia Land Data Center (theia.cnes.fr), which was developed
by [53]. Its innovation relies on the combination of a multi-spectral assumption that associates the
surface reflectance of the red and blue bands of the satellite, with the multi-temporal assumption that
observations of a given region on land separated by a few days should yield similar surface reflectance
values. They are also corrected for environmental effects. A total of 10 satellite images were used for
this ACOLITE-MACCS inter-comparison (Table 5) and to test the SPM multi-conditional algorithm.

Table 4. OLI, MODIS and VIIRS satellite spectral bands and corresponding central wavelengths used
in this study.

Sensor/Bands Landsat 8/OLI (nm) VIIRS (nm) MODIS Aqua (nm)

Green B3—561 M4—551 B4—555
Red B4—655 M5—671 B1—645
NIR B5—865 M7—862 B2—859

Atmospheric Correction (SWIR) B6—1609 M10—1610 B5—1240
B7—2201 M11—2250 B7—2130

Spatial Resolution 30 m 750 m 250/500 m
Temporal Resolution 1 every 16 days 1 per day 1 per day

Table 5. Date and time of OLI data acquisitions, tidal coefficients and tide times (low and high) at
Royan (Gironde Estuary mouth) corresponding to the images used for the comparison between the
ACOLITE and MACCS-Theia products.

Date and Time (UTC) Tidal Range (m) High Tide Time (UTC) Low Tide Time (UTC)

10:49 (10 July 2013) 3.4 17:17 11:06
10:49 (30 October 2013) 2.5 12:56 06:32
10:55 (8 December 2013) 3.7 07:59 13:57

10:48 (7 March 2014) 2.8 08:01 14:08
10:47 (22 February 2015) 4.9 06:19 12:26
10:47 (2 September 2015) 4.55 07:20 13:21
10:47 (20 October 2015) 2.4 08:22 14:29
10:48 (7 December 2015) 2.6 13:33 07:06
10:47 (24 January 2016) 4.2 16:32 10:16
10:53 (19 March 2016) 3.0 14:05 07:15

Despite their lower spatial resolution compared to OLI, MODIS and VIIRS imagery were also
included in this study to highlight the multi-sensor applicability of the developed algorithm. The VIIRS
green (551 nm), red (671 nm) and NIR (862) spectral bands (750 m spatial resolution) were corrected for
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atmospheric effects using the Gordon and Wang approach in SeaDAS/l2gen (aeropt = −1) with bands
M10 (1610 nm) and M11 (2250) as aerosol correction bands. Unfortunately, SeaDAS/l2gen does not
allow to process the two VIIRS high spatial resolution bands (I1 and I2, 375 m spatial resolution), so the
products presented in this study were generated at a resolution of 250 m by interpolating the 750 m
resolution bands (M4, M5, M7). The resulting VIIRS products were compared to OLI products and to in
situ measurements carried out during the field campaigns. Then, the multi-conditional SPM algorithm
was applied to one image acquired over the Gironde area and another over the Bourgneuf-Loire area.
This algorithm is also applied to MODIS (AQUA) images that were atmospherically corrected using
the same atmospheric correction as VIIRS images, using the 1240 (B5) and 2130 nm (B7) MODIS SWIR
bands. The band 1640 nm was not used due to the presence of faulty detectors on MODIS Aqua.
This type of atmospheric correction was selected because it was shown to perform well in highly
turbid waters [52]. Reference [54] has shown that VIIRS performance is comparable to MODIS Aqua
in corresponding bands in all key performance regions of common spectral coverage, even if there are
still some VIIRS calibration issues [55].

Note that to generate satellite products, cloud masking was applied using a reflectance threshold
of 0.018 on the 2130 nm (OLI), 2250 nm (VIIRS) and 2130 nm (MODIS) wavebands, which avoids
masking turbid waters.

2.4. Multi-Conditional SPM Algorithm Validation

Additional in situ turbidity measurements from the Gironde and Loire Estuary monitoring
networks were used to validate the multi-conditional SPM algorithm through match-up with
L8/OLI-derived SPM concentration. Due to their larger spatial resolution and the proximity of the in
situ stations to the coast, MODIS and VIIRS data were not included in in situ—satellite match-ups.

The Gironde Estuary includes an automated continuous monitoring network, called MAGEST
(MArel Gironde ESTuary), [56] comprising four sites (Figure 2): Pauillac in the central Estuary (52 km
upstream the mouth); Libourne in the Dordogne tidal river (115 km upstream the mouth), and Bordeaux
and Portets in the Garonne river (100 and 140 km upstream the mouth, respectively). The automated
stations record dissolved oxygen, temperature, turbidity and salinity every ten minutes at 1 m below
the surface. Information on this network can be found at: http://www.magest.u-bordeaux1.fr/.
The turbidity sensors (Endress and Hauser, CUS31-W2A) measure values between 0 and 9999 NTU
with a precision of 10%. Data from this station were selected within 10 min of the OLI overpasses.
The temporal variability (standard deviation) was calculated for measurements conducted at the
stations 30 min before and after the satellite overpass. The Loire Estuary also includes the same type
of monitoring stations (MAREL), which continuously carry out measurements at different locations.
These measurements have been conducted since 2007 in the frame of the SYVEL (Système de veille
dans l’estuaire de la Loire) monitoring network operated by the GIPLE (Groupement d’Intérêt Public
Loire Estuaire, Nantes, France). Information on the SYVEL network can be found at http://www.loire-
estuaire.org/. As in the Gironde Estuary, the sensors are housed inside an instrumented chamber fixed
on a pier, where the same type of measurements are recorded. In this study, we used data provided
by two of the six stations in the Loire Estuary: the Paimboeuf and Donges stations (see locations on
Figure 1). The SYVEL network provides turbidity data, which is then calibrated in SPM concentration
using a regional relationship (GIPLE, 2014). In the case of the MAGEST network, turbidity was
converted to SPM estimates using the relationship found in the Gironde. Different pixel configurations
were selected for the match-ups, for example, using the closest pixel to the MAREL station or an
average of several pixels. Only the results obtained with the best method in each area (Gironde or
Loire) are presented. The dates to the OLI images used for satellite—in situ match-ups are shown in
Table 6, together with tidal ranges and tide times (low and high tides) in the Gironde Estuary (Pauillac)
and Loire Estuary (Donges) at those dates.
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Table 6. Date, tidal ranges and tide times (low and high tides) in the Gironde Estuary (Pauillac) and
Loire Estuary (Donges) corresponding to the OLI images used for satellite—in situ match-ups.

Date and Time (UTC) Tidal Range (m) High Tide Time (UTC) Low Tide Time (UTC)

Gironde Estuary

10:49 (10 July 2013) 4.85 06:10 13:11
10:49 (11 August 2013) 4.3 7:28 14:18
10:49 (27 August 2013) 3.65 8:45 15:50
10:49 (14 August 2013) 3.60 15:26 10:21
10:49 (30 October 2013) 3.20 14:05 07:59

10:49 (15 November 2013) 4.45 15:38 10:02
10:47 (29 July 2014) 4.25 06:18 13:10

10:47 (22 February 2015) 5.95 07:21 14:25

Loire Estuary

11:01 (8 July 2013) 4.00 15:37 10:00
10:55 (2 August 2013) 4.65 13:22 06:34

10:54 (8 December 2013) 4.25 08:09 14:05
10:55 (5 March 2014) 5.10 15:37 10:00

10:54 (30 March 2014) 5.75 15:21 09:35
10:53 (15 April 2014) 4.85 15:39 10:03
10:52 (17 May 2014) 5.00 04:52 11:37

3. Results and Discussion

3.1. Atmospheric Corrections

In this section, the ACOLITE NIR and SWIR atmospheric corrections applied to OLI data with
fixed scene epsilons are compared. A detailed explanation of these atmospheric corrections can
be found in [19,51,57]. Results from ACOLITE are then compared to the MACCS atmospherically
corrected products provided by the Theia Data Center. Finally, a comparison is made between OLI
and VIIRS water reflectance. This comparison was not conducted for MODIS products as previous
studies [19] have already shown a satisfactory correspondence between the OLI and MODIS Aqua
atmospheric corrections in turbid coastal waters.

Figure 5 shows the water reflectance values in the OLI green, red and NIR bands obtained
applying the ACOLITE-NIR (left column) and ACOLITE-SWIR (right column) atmospheric corrections.
The SWIR AC results in water reflectance values at 561 nm 3% (NRMSE) higher than the values obtained
applying the NIR AC over the clearest waters (where ρ 561 < 0.001 and ρ 655 < 0.005, as defined by
Vanhellemont and Ruddick, 2015) of the transect compared. In the 655 nm band, the difference
between the values obtained with the two methods is below a 5% difference for ρ 655 < 0.1. At higher
ρ 655 values, found in the Gironde Estuary where the water is more turbid, the NIR AC fails and
provides near-zero and even negative values. The spatial variability was calculated for offshore
waters (ρ 655 < 0.005), estimating the NRMSE (%) of several 8 × 8 pixel boxes, resulting in an average
variability of 5% for the SWIR AC, which could be interpreted as noise. Hence, the mean difference
between the NIR AC and SWIR AC for all the bands (areas with low levels of water turbidity in
low-turbidity offshore waters) was calculated and proved to be lower than the calculated computed
spatial variability. As the NIR AC fails for higher water reflectance (ρ 561 > 0.1, ρ 655 > 0.1, ρ 865 > 0.02),
the SWIR AC is the most appropriate correction for the selected study areas. These comparisons are
conducted for the transect shown in Figure 5. These results are in accordance with those obtained
by [19], who were the first to show the capabilities of Landsat 8/OLI and the SWIR AC to derive
accurate ρ values in turbid coastal waters.
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(a)

(b)

(c)

Figure 5. Comparison between NIR (left column) and SWIR (right column) atmospheric corrections
applied to OLI data along a transect in the Gironde area on 7 March 2014. OLI bands at (a) 561 nm;
(b) 655 nm; and (c) 865 nm (expressed as ρ = Rrs × π) atmospherically corrected using the NIR and
the SWIR options are shown. A transect (red line) over the plume and estuarine waters illustrates the
comparison between the reflectance values derived using both atmospheric corrections.

3.1.1. ACOLITE vs. MACCS Products Comparison

Here, the ACOLITE SWIR AC and Theia Data Center MACCS water reflectance products are
compared (Figure 6). The highest differences were observed over the less turbid waters, but in general
a good agreement exists between both products. The flagged (grey) pixels on MACCS maps over
the estuary correspond to the limit of the tile provided by the MACCS-Theia Land Data Center
(longitude > 0◦45′W). Figure 6b compares ρ values in the green, red and NIR bands obtained by
applying both atmospheric corrections to the selected images (Table 5). The selected images were
acquired at different periods of the year and for different tidal conditions. The best correlations were
obtained for the red and the NIR bands with coefficients of determination of 0.95, a slope close to 1 and
a NRMSE around 5%. The maximum differences were observed in the green band (NRMSE = ~7%).
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(a)

 
(b)

Figure 6. (a) Comparison between water reflectance at 561, 655 and 865 nm provided by the
ACOLITE-SWIR and MACCS atmospheric corrections in the Gironde area (estuary and plume) for the
OLI image acquired on 7 March 2014. The plots on the right represent the reflectance values provided by
both products along a transect (red line) over the study area. (b) Same results presented as scatter-plots
along the transect displayed on Figure 6a for the images dates shown on Table 5. The corresponding
best-fitted linear relationships, r2 coefficients and NRMSE (%) are indicated.

The MACCS algorithm is based on land pixels and estimates the aerosol optical thickness
combining a multi-spectral assumption, linking the surface reflectance in the red and blue wavebands,
and the assumption that multi-temporal observations of a given area should yield similar surface
reflectance when separated by a few days. However, this method is not able to estimate the aerosol
model and uses a constant model for a given site, which is a disadvantage for regions where the
aerosol model is subject to large spatial variations, such as coastal regions. Instead, the ACOLITE
AC method estimates the aerosol type using SWIR bands in clear water pixels for each image. In this
study, the aerosol type was assumed to be constant over a single OLI tile (170 × 185 km2), but there
is an option provided by the ACOLITE software to allow the type to vary spatially. Research [19]
demonstrated that products from OLI compare well with those of MODIS Aqua and Terra, using the
SWIR bands corrected atmospherically with ACOLITE. For this reason, and since the ACOLITE AC
uses an ocean color approach, this method is considered more appropriate for the coastal waters of
the study regions, even though the MACCS method is proved to provide satisfactory results over the
most turbid waters. Another reason explaining the differences between both atmospheric corrections
is that the MACCS AC applies a continental model in this area, while it has been demonstrated that
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the maritime model is dominant in the Gironde area [58]. The aerosols of maritime origin are almost
non-absorbent, so an overestimation of aerosol absorbance is expected when applying a continental
model, especially in offshore waters where there is no land aerosol influence. The reason for the green
band differences observed is unclear; it could be due to an overestimation caused by the MACCS
AC, or an underestimation by the ACOLITE AC caused by a green band overcorrection. However, as
the major differences are observed for the lower ρw values (Figure 6b), this dissimilarity is probably
related to a flawed correction over offshore waters, where low green ρw values are usually found.
Studies found on the use of the MACCS AC over coastal areas did not provide information that could
explain the differences observed [42,58] other than those already mentioned. Since the green band
NRMSE percentage remained low enough (<7%) for the purpose of this study, a deeper analysis on the
reasons for these differences was considered out of scope.

3.1.2. Validation of Atmospheric Correction

Figure 7a shows the band-to-band ρ value scatter-plots derived from four OLI satellite images
of the Gironde Estuary (a and b) and for the Bourgneuf-Loire area (c and d). The same band-to-band
ρ value scatter-plots derived from in situ measurements are superimposed. In the case of the Gironde
area, the in situ values accurately match the OLI-derived reflectance values, and the logarithmic
regressions for both datasets follow the same trend. In the case of the Bourgneuf-Loire area, the trend
divergence between in situ and satellite datasets is more significant. This is mainly due to the dispersion
observed on the satellite dataset caused by the presence of clouds (Figure 7) on the image acquired
on 12 April 2013. The ACOLITE software provides a good mask for clouds, but in some cases cloud
shadows or cloud edges are insufficiently masked, introducing significant scatter. Nevertheless, there is
a fair overlap between in situ and satellite data for this area as well, taking into account the dataset
number difference (in situ stations n = 29 vs. satellite pixels n = ~20,000) and the effect of cloud pixels
from 12 April 2013. This image was selected because it was acquired on the last day of the field survey
carried out in this area, in April 2013.

(a) 

(b) 

Figure 7. Scatter plots between OLI-derived water reflectance values in bands 865, 655 and 561 nm,
extracted from four images 11 August 2013, 7 March 2014, 30 August 2014 and 2 February 2015) acquired
over the Gironde Estuary (a) and four images acquired over the Bourgneuf-Loire area (b) 12 April 2013,
8 December 2013, 2 August 2013, 17 May 2014. The best-fitted logarithmic regression lines are shown
in red. Overplot of the water reflectance values measured in the field (black circles) and corresponding
regression lines and 95% confidence intervals (solid and dashed black lines, respectively).
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Similar ρ band-to-band comparisons were conducted between VIIRS-derived images, and in
situ–measured water reflectance at bands centered at 551, 671 and 862 nm (Figure 8). A fair match is
obtained between field and satellite datasets for both the Gironde and the Bourgneuf-Loire areas. As can
be observed, the in situ (black line) and satellite (red line) regression curves overlap. This demonstrates
that the atmospheric correction applied to the VIIRS images, using the SWIR bands and the Seadas
(version 7.3), is appropriate for this type of environment.

(a) 

(b) 

Figure 8. Scatter plots between VIIRS-derived water reflectance values at 862, 671 and 551 (862 vs. 671
and 671 vs. 551) extracted from the image acquired on 7 March 2014 over the Gironde Estuary (a) and
over Bourgneuf Bay and the Loire Estuary on 12 April 2013 (b) and atmospherically corrected using the
SWIR bands. The fitted logarithmic regression line of the satellite data is shown in red, the in situ data
acquired during the field campaign conducted in 2013 is represented using black dots; the regression
line fitted to the in situ data and the 95% confidence intervals are shown, respectively, as solid and
dashed black lines.

Figure 9 presents a comparison between in situ–measured and satellite-derived reflectance spectra
corresponding to VIIRS and MODIS Aqua images acquired on 12 June 2012, 15 July 2014, 16 July
2014. Satellite data were atmospherically corrected using the SWIR option as well. A good match was
obtained for the plume area, but in the estuary, the satellite-derived reflectance was systematically
lower than values measured in situ at the Pauillac station. This is due to the size sampling differences
(satellite vs. in situ) and the effect of the land reflectance in land/water border pixels. Water pixels
located near the shore may be contaminated by the land signal, causing erroneous water reflectance
estimates. This underestimation in the case of VIIRS (Figure 9a) is lower than in the case of MODIS,
where a particularly sudden decrease is observed for the lower wavelengths. This is caused by the use
of the MODIS band B5 (1240 nm), which causes an overcorrection in the shorter wavelength band.
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(a) (b)

 
(c)

Figure 9. (a) Water reflectance spectra (ρ) measured in the field (12 June 2012, 15 July 2014, 16 July 2014)
compared to VIIRS-derived (a) and MODIS-derived (b) water reflectance in the Gironde plume
(grey lines) and estuary (black lines). (c) Location of the stations on the ρ 862 VIIRS map. There was a
maximum time difference of 20 min between the in situ and the satellite data.

In Figure 10, the reflectance spectra measured in situ on 11 April 2016 at 10:26 (Station 1) and
at 11:16 (Station 2) are compared to the OLI-derived values (image acquired at 10:53). There is a
closer match between the water reflectance values measured at Station 2 than at Station 1. This could
be due to the lower time difference between the image acquisition and the in situ measurement for
Station 2 (23 min) than for Station 1 (27 min), together with the significant small-scale variability of the
SPM concentration in this specific area given that measurements were conducted during the ebb tide.
In general, satellite products appear to underestimate the ‘true’, i.e., field-measured, water reflectance.
Valid match-ups with MODIS and VIIRS were not obtained on the same day.

The comparison between in situ and satellite data products resulted in a good match between
the green-red and red-NIR bands, with some discrepancies. In general, the trends observed for the
satellite data were lower in the higher reflectance values. This is due to the difference in the amount
of data (in situ stations n = 29 vs. satellite pixels n = ~20,000) and to cloud shadow and land effects
on coastal pixels. Regarding the OLI red-green bands’ (655 vs. 561 nm) comparison, a break was
observed between the 0–0.15 and the 0.15–0.2 intervals. If the fit would have been made for values
of ρ 655 <0.08, the red and black curves in Figures 7 and 8 would have had a better correspondence
for the lower reflectance values, so better results would have been obtained if the comparison was
achieved by intervals (e.g., 0–0.08, 0.8–0.2). However, showing the entire data range provides a better
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understanding of the type of data obtained in situ and from satellite remote sensing measurements,
and since the in situ data matches the satellite data, the atmospheric correction was considered to
provide realistic reflectance results. The switching bounds were determined using field data, so a better
match between the two types of data (in situ vs. satellite) would not affect the switching bound
values selected.

(a) 

(b) 

Figure 10. (a) Water reflectance spectra (ρ) measured in situ in the Loire Estuary on 11 April 2016
compared to OLI-derived ρ values (SAT); (b) Location of the stations on the ρ 865 OLI map. There was
a maximum time difference of 20 min between the in situ and the satellite data.

Differences observed between in situ and satellite data, in Figures 9 and 10, could be due to several
reasons: (1) an overcorrection of the atmospheric contribution in the SWIR method; (2) the spatial
difference between the satellite pixel and field measurements (250/750 m2 pixel versus ~1 m2);
(3) the near-shore location of the station in the estuary. Option 3 appears to be the most plausible, as the
pixel selected for the comparison did not correspond exactly to the location of the Pauillac field station:
the next pixel away from the shore was selected to avoid the land effect. Thus, the reflectance values at
this location are different to the ones measured in situ at Pauillac. In the case of MODIS (Figure 9b),
there is an obvious overcorrection inside the estuary, due most probably to the low pixel resolution
for this area combined with the selection of the 1240 SWIR band. This effect was also observed in the
highly turbid waters of the La Plata river by [52].

3.2. OLI-VIIRS Comparison

Water reflectance values in the green, red and NIR OLI bands (561, 655 and 865 nm) were
re-sampled by neighborhood, averaged to a grid of 750 m resolution and then compared to
VIIRS-derived values at 551, 671 and 862 nm bands using a common grid. This comparison was
achieved for the image acquired on 12 April 2013 (Table 7). A fair correspondence was found in the
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Gironde area for this cloud-free image with a large range of water reflectance values, taking into
account the significant overpass time difference between both sensors (~3 h) and the large tidal
dynamics occurring in this region, as well as the bandwidth differences between the two satellite
sensors. The best correspondence was obtained in the green bands (slope = 0.83, r2 = 0.71), followed by
the red bands (slope = 0.66, r2 = 0.6), and the NIR bands (slope = 0.29, r2 = 0.38), even though substantial
scatter was present. In the case of the Bourgneuf-Loire area, the best correspondence was obtained
between red bands (slope = 0.99, r2 = 0.42), followed by the NIR bands with a better slope, but with
more scatter (slope = 0.82, r2 = 0.1), and the green bands (slope = 0.64, r2 = 0.67). Differences between
both areas were possibly due firstly to the different optical characteristics and dynamics occurring in
both areas, and secondly to a failure of the VIIRS atmospheric correction inside the Gironde Estuary.
This exercise was not conducted for MODIS images, because comparisons have already been carried
out in similarly turbid waters [19].

Table 7. Slope, offset and determination coefficient derived from the comparison of OLI and VIIRS
bands from one image acquired on 12 April 2013 (time difference between OLI and VIIRS data
acquisition = 3 h).

Bands Region Compared Slope Offset r2

green
Gironde 0.83 0.013 0.71
Bourgneuf-Loire 0.64 0.03 0.67

red
Gironde 0.66 0.017 0.6
Bourgneuf-Loire 0.99 −0.005 0.42

NIR
Gironde 0.29 0.008 0.038
Bourgneuf-Loire 0.87 0.008 0.13

Comparisons between OLI and VIIRS products were not found in the literature. However, there
is an increasing interest in the exploitation of VIIRS products for coastal studies as this satellite sensor
is considered to provide continuity to MODIS. In this study, the VIIRS performance was assessed in
highly turbid coastal waters; it showed good results in coastal waters, but the bands’ spatial resolution
was too coarse to be used inside the estuary. Nevertheless, the results presented here are promising,
as this sensor is still being calibrated, its performance is being tested [59] and methods are currently
being developed to use the high-resolution bands in coastal waters [60]. The water reflectance values
derived from satellite data were slightly lower than the values measured in situ. This is mainly due
to the difference in sampling size, as OLI images have a resolution of 30 m, while the water volume
sampled in situ was much lower (~10 L). Research [57] showed good agreement between OLI and in
situ spectra in low- to high-turbidity waters. This study confirms their findings in study areas with
different SPM characteristics with respect to the North Sea [21].

In summary, the SWIR atmospheric correction appears to be the most appropriate for the selected
study areas, including low- to high-turbidity waters (Figure 5a). ACOLITE software corrections
provided satisfactory water reflectance values for OLI images, in good agreement with MACCS
reflectance products (Figure 6a), as already highlighted in previous studies (e.g., [42]). In relation
to VIIRS, there is a good correspondence between in situ and satellite-derived water reflectance for
both study areas (Figures 8 and 9, Table 7), although additional in situ–satellite match-ups would
be necessary to draw further conclusions. The problem with the atmospheric corrections of MODIS
data is the use of the 1240 nm band, which can provide reflectance values above zero in highly turbid
waters, causing an overcorrection to the visible bands [52,61].
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3.3. Multi-Conditional SPM Algorithm

Figure 11 presents the application of the switching SPM model (Table 2) combined with the
smoothing procedure (Equations (3)–(6), Table 3) to the OLI image of the Gironde Estuary, acquired on
2 February 2015. The transect along the plume and estuarine area proves that the developed switching
and smoothing methods allow a smooth transition between the SPM concentration remotely sensed
from the offshore low-turbidity waters to the highly turbid waters inside the estuary. Note that the
SPM NIR band values are highly noisy for concentrations lower than 50 g·m−3.

Figure 11. SPM maps derived from the L8/OLI red (a), the NIR (b), and green bands (c) using the
equations shown in Table 2, and the resulting map created with the multi-conditional SPM algorithm (d)
and an OLI image acquired on 2 February 2015. Spatial evolution of SPM concentration provided by
the four maps along the transect (e).

Figure 12 shows the application of the SPM multi-conditional algorithm to a cloud-free image
acquired on 12 April 2016 over the Bourgneuf-Loire area using the procedure presented in Section 2.
The smooth transition between the remotely sensed SPM concentration is clearly observed along both
the Loire and Bourgneuf transects. As shown in Figure 12b,c, the SPM multi-conditional algorithm
(black line) starts estimating SPM using the green band equation in the clear water area (green line)
for both the Loire and Bourgneuf transects. Then, as the SPM concentration increases, due to the
river plume in the Loire transect and to the mudflat SPM re-suspension in the Bourgneuf area,
the multi-conditional algorithm switches to the red band–estimated SPM (red line). Then, as the red
band reflectance increases due to the near-shore SPM concentration increase, the algorithm switches to
the SPM calculated with the NIR band equation. The figure clearly shows a high variability in SPM
estimation using the NIR band equation (purple line) in clear waters (2◦30′W–2◦20′W), proving the
importance of using equations appropriate for each concentration SPM range.

Match-ups between in situ–measured SPM (MAGEST and SYVEL network stations) and OLI-derived
SPM concentrations were then analyzed (Figure 13, Table 8) to prove that the multi-conditional algorithm
provides accurate SPM concentrations. The dates to the OLI images used for satellite—in situ
match-ups are shown in Table 6, together with tidal ranges and tide times (low and high tides) in the
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Gironde Estuary (Pauillac) and Loire Estuary (Donges) at those dates. The in situ SPM concentrations
for the Gironde Estuary were derived from the turbidity measurements (in FNU) at the stations and the
turbidity-SPM relationship was established with in situ measurements taken in the Gironde Estuary.
In general, OLI provided good SPM estimates at the Pauillac and Libourne stations (r2 = 0.8 and 0.95,
NMRSE = 16% and 14%, respectively, for Gironde and Loire). Previous match-ups using the MAGEST
network measurements and SPOT 5 satellite data provided good results with higher pixel resolutions
than OLI, showing the capacity of these stations for satellite imagery validation [42]. Additionally,
the SPM concentration calculated using different models (refer to Table A2 in the appendix), including
the models of [18,42], were matched to in situ SPM measurements. The resulting match-ups (Table 8)
show that the multi-conditional algorithm provided, for both the Gironde and the Loire areas, the best
of fit (r2 = 0.8, 0.67) and low error (16%, 14%) combination when compared to SPM estimated using
other models. The combination of several models adapted to each concentration range is the main
reason for this result, together with the selection of the best-fitted models. As proved by other
studies [35–37], the selection of a specific model combining different bands is an improvement when
estimating the SPM concentration in coastal waters.

 

(b)

 
(a) (c)

Figure 12. (a) SPM map of the Bourgneuf Bay and Loire Estuary derived from OLI satellite image acquired
on 12 April 2016 applying the SPM multi-conditional algorithm. The image was atmospherically corrected
using the SWIR option of the ACOLITE software. Resulting SPM concentration transects along the
Loire Estuary (b) and Bourgneuf Bay (c) retrieved using the three SPM single-band models (green, red
and NIR bands) and with the multi-conditional algorithm.

Table 8 shows the in situ-satellite match-up results using different SPM models. In the case of
the Gironde area, the fit, slope, NRMSE (%) and offset when using the band-ratio and single-band
exponential and polynomial regressions were similar. Slightly better results were obtained with the
exponential NIR-red band ratio models (r2 = 0.7, slope = 1.1, NRMSE = 22.3%, offset = 16) compared
to the exponential NIR band model (r2 = 0.8, slope = 0.65, NRMSE = 20%, offset = 66), but the
polynomial single-band model performed better when using the single NIR band (r2 = 0.8, slope = 0.8,
NRMSE = 16.4%, offset = −3), compared to the band ratio (r2 = 0.74, slope = 0.9, NRMSE = 19.8%,
offset = 33). The SPM concentration estimates did not improve when using equations published in
other studies for the same study areas [18,42] providing larger NMRSEs (36.5%, 44.7%) and offsets
(−185, −24), compared to the results obtained with the multi-conditional algorithm (slope = 0.8,
r2 = 0.8, NRMSE = 16%, offset = −1.8). In the case of the Bourgneuf-Loire area, the combination of the
re-calibrated NIR and red band semi-empirical models from Reference [16] with the multi-conditional
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algorithm provided the best fit and lowest error (slope = 0.67, r2 = 0.95, NRMSE = 14%, offset = 121).
In this case, the performance of the algorithm will improve with a re-calibration of the models with
additional in situ data.

The configuration of the pixels selected for the match-ups is shown in Figure 13. OLI-derived
SPM estimates provided good match-up results with the in situ measurements. In the case of the
Bourgneuf-Loire area, instead of using one pixel for the match-ups, as in the case of Gironde, an average
of four pixels was used, as it provided the best results. Vertical error bars show the standard deviation
of the four pixels selected, in the case of the Loire area (see Figure 13b), and of the three nearby pixels
in the case of the Gironde area (shown as red rectangles), even if a single pixel was used for the
match-ups (red circle) in Figure 13c. Horizontal error bars correspond to the temporal SPM variability
±10 min from the satellite overpass time. There appears to be an underestimation by the algorithm
at SPM concentrations above 100 g·m−3 and a slight overestimation below 500 g·m−3 (and above
100 g·m−3) in the Bourgneuf-Loire area, while the Gironde algorithm seems to overestimate values
above 500 g·m−3. This tendency was also observed by [42] using SPOT 4 data, where the same pixel
configuration was used for the Loire match-ups. The imprecision observed for these match-ups is
due to several factors, such as the accuracy of the SPM algorithms, the errors and uncertainties in
field measurements, the spatial differences between the sampling station and satellite pixel location,
as well as uncertainties related to atmospheric corrections. Different SPM models including band
ratios, such as those developed by [18,42] for these areas, were applied to the images, but the match-up
results did not improve (see Table 8).

Figure 14 compares the SPM concentrations derived from OLI, VIIRS and MODIS (Aqua) satellite
data recorded on the same day over the Gironde Estuary. Water reflectances at 655 (OLI), 671 (VIIRS),
645 nm (MODIS aqua) show a similar trend along the transect. VIIRS products provided higher values
than OLI in general, up to the most upstream section of the Estuary, where there was a sharp decrease.
It corresponded to a failure of the atmospheric correction, due to the low VIIRS spatial resolution
for this particular area. This failure was also observed along the MODIS transect, where the most
upstream pixels are missing, resulting in a sudden SPM concentration decrease. Generally, the MODIS
and OLI transects overlap up to the most upstream section of the estuary, where SPM concentrations
are overestimated by MODIS. This is due to the proximity of the land on the last transect pixels, which,
as seen in Figure 13d, results in a rapid decrease of the SPM concentration. In this particular region,
the reflectance at 859 nm showed a fast increase for MODIS, which was not observed in the OLI 865
band. Hence, particular attention needs to be paid to the near-shore pixels, where the atmospheric
correction may provide inaccurate water reflectance estimates, resulting in inaccurate SPM retrievals.
For practical reasons, the same switching bounds applied to OLI were used for VIIRS and MODIS Aqua.
However, the fine adjustment of the switching bounds to each sensor’s spectral bands could provide
better results. Despite the fact that the MODIS atmospheric corrections provided underestimated
water reflectance values, the transect comparison showed a good match between the three SPM maps.

Overall, the multi-conditional SPM algorithm provides a smooth transition between SPM
models for three different sensors over an area that goes from low- to high-turbidity surface waters.
The band-switching technique allows keeping the optimal sensitivity of ρ to SPM variations and
avoiding the saturation of ρ in (highly) turbid waters. The study areas were characterized by a high
amount of cloudy days, and taking into account that OLI images are only available every 16 days,
it was difficult to obtain numerous cloud-free images to apply the SPM algorithm. Again, the purpose
of this study was not to provide the best SPM models for each area, but to develop a method and test it
on selected satellite data recorded for optimal conditions (cloud-free, clear atmosphere) representative
of a wide range of SPM concentrations in coastal and estuarine waters. Similar methods have already
been developed [35,36], but the procedure presented in the present study (1) automatically selects
the model switching bounds based on in situ measurements; (2) fully applies the method to real
satellite data provided by three different sensors; and (3) validates the results based on match-ups with
field data.
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(a)

(b)

(c)

Figure 13. (a) Match-ups between in situ measurements from the MAGEST (Gironde) and SYVEL
(Loire) network stations and the OLI-derived SPM concentration obtained using the multi-conditional
SPM algorithm. The black solid and dashed black lines show, respectively, the best-fitted linear
relationships for the Gironde Estuary stations, the dashed black line shows the correlation for the Loire
Estuary stations. Vertical bars show the standard deviation of the four pixels selected for match-up in
the case of the Loire area (see (b)), and of the three nearby pixels in the case of the Gironde area (shown
as red rectangles), even if a single pixel was used for the match-ups (red circle) in (c). Horizontal error
bars correspond to temporal SPM variability, ±10 min from satellite overpass time. (b) Map with the
location of the SYVEL network stations and pixels used for the comparison match-ups (average of four
pixels = at the Paimboeuf and Donges stations). The map was derived using the OLI image acquired on
8 December 2013 and the SPM multi-conditional algorithm. (c) Map with the location of the Pauillac,
Bordeaux and Libourne MAGEST network stations: Pauillac, Bordeaux and Libourne. The map was
derived from the OLI image acquired on 7 March 2014 applying the SPM multi-conditional algorithm.
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Figure 14. SPM maps derived from OLI, VIIRS and MODIS (Aqua) satellite data applying the SPM
multi-conditional algorithm. Resulting ρ 655 (OLI), ρ 671 (VIIRS) and ρ 645 nm (MODIS aqua) (used as
switching bands between SPM models) and SPM concentrations (multi-conditional algorithm) along
the same transect. The grey sections indicate the switching and smoothing intervals.

4. Conclusions and Perspectives

In this study we have shown that satellite imagery from MODIS, VIIRS and OLI satellites can be
used to reliably estimate SPM in coastal waters over a very wide concentration range (1–2000 g·m−3)
using a novel multi-conditional algorithm. In situ SPM and water reflectance measurements were
used to calibrate switching SPM algorithms based on multiple SPM vs. ρ relationships. For each
specific SPM range (<10, 10–50, and >50 g·m−3), the ρ in specific spectral bands (green, red and
NIR, respectively) was found to be more sensitive to changes in the SPM concentration, and the
corresponding best-fitted SPM vs. ρ relationship was selected. These relationships were established
empirically and semi-empirically and calibrated for clear to highly turbid waters in two study site
areas: the Gironde and the Bourgneuf-Loire area estuaries. The selected models for each SPM range
and each band were chosen based on goodness-of-fit tests (r2) and NRMSE (%) results from the
validation exercises. In the case of the Gironde estuary, the best-performing models were a single-band,
second-order polynomial relationship for the NIR band (r2 = 0.97; NRMSE = 9.11%) and a linear
relationship for the red (r2 = 0.81; NRMSE = 7.23%) and green bands (r2 = 0.81; NRMSE = 16.41%).
In the case of the Bourgneuf-Loire area, the best-performing model was the semi-empirical relationship
published by [16], re-calibrated with the in situ dataset, for both the NIR (r2 = 0.93, NRMSE = 7.81%)
and red bands (r2 = 0.82, NRMSE = 18.22%).

The bounds for switching between models were based on water reflectance values derived from
the saturation points of the most sensitive bands. The bounds were selected by means of band
comparisons from field water reflectance measurements: ρ (green) vs. ρ (red) and ρ (red) vs. ρ (NIR).
The field data points were modeled using a logarithmic regression curve. The actual value of the
saturation point, which is also the switching point, was computed as the point where the first derivative
of that regression curve (i.e., the slope or tangent) equals 1, as this is the middle point between a
completely horizontal (complete saturation) and a completely vertical line. The switching points
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selected were based on the red band water reflectance values, being the middle band between the
green and the NIR. Then, the models were weighted to ensure a smooth transition between different
SPM concentrations. The smoothing bounds were derived from the 95% confidence levels of the
regression curve following the same procedure as for the switching value calculation. The switching
values for each system are reported in Table 3.

To obtain accurate satellite-derived SPM maps, appropriate atmospheric corrections are required
in coastal waters. Several atmospheric correction algorithms were compared, and match-ups
between satellite and field measurements showed that SWIR-based atmospheric correction algorithms
performed best. Alternative approaches such as the MACCS method initially developed for land
applications also provide satisfactory results. Despite some inaccuracies in water reflectance retrieval,
the SPM concentration can be reliably estimated using the three sensors (MODIS, VIIRS and OLI) in
low (SPM ~1 g·m−3) to highly turbid waters (SPM > 2000 g·m−3). However, VIIRS and MODIS images
fail inside narrow estuaries (here the Gironde) due to low spatial resolution.

The multi-conditional algorithm presented in this study successfully provided a smooth transition
between different SPM models, and was then successfully applied to multi-sensor satellite data. It was
proved to provide a smooth transition between different SPM models. Results clearly highlighted
the need for switching the SPM algorithm in coastal and estuarine waters where (i) the water
reflectance in the green and then red spectral regions rapidly saturated with the increasing SPM
concentration, while (ii) water reflectance in the NIR is associated with a low signal-to-noise ratio and
significantly underestimates the SPM concentration in clear to moderately turbid waters (Figures 9
and 10). A comparison with in situ data showed that the reflectance measurements undertaken in
the field corresponded satisfactorily with the satellite-derived water reflectance (Figure 9), except
for the MODIS products inside the estuary. Moreover, the match-up exercise using the SYVEL
(r2 = 0.95, NRMSE = 14%, slope = 0.7) and MAGEST (r2 = 0.8, NRMSE = 16%, slope = 0.8) autonomous
stations provided satisfactory results, proving that the selection of the algorithms was appropriate.
Still, additional in situ measurements in these areas would improve the calibration of the models and
provide better validation results.

The switching bound selection method presented here can be easily applied to any turbid
coastal water area associated with wide turbidity ranges, without the need for in situ measurements.
The bounds can be directly selected by comparing the water reflectance in the green, red and NIR
wavebands directly derived from satellite data to detect the saturation points and infer the switching
values (Figures 7 and 8). This study offers the appropriate methodology to study long-term dynamics
and trends using satellite imagery in turbid coastal waters. When applied to multi-sensor satellite data,
it can significantly contribute to the understanding of the impact of anthropogenic pressures on coastal
environments, monitoring water quality, gaining knowledge of estuarine processes and even studying
the impact of recent climate change. The multi-sensor approach presented here can be appropriately
applied to the latest generation of ocean color sensors (namely Sentinel2/MSI and Sentinel3/OLCI) to
study SPM dynamics in the coastal ocean at higher spatial and temporal resolutions.
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Appendix A

Table A1. Selected SPM models for VIIRS and MODIS, NIR, red and green bands. Each model was
calibrated and evaluated using in situ measurements acquired in each study region. The goodness
of fit (r2), relative root mean square error percent (%) and appropriate SPM range for each model
are displayed. The models for Gironde were evaluated using a calibration and a different validation
data set. Due to the low number of measurements, the Bourgneuf-Loire dataset was not separated
into calibration and validation sets. The normalized root mean square error percent (%) in this case
represents the deviation of the random component within the data as well as the goodness of fit (r2).

Fit Equation r2 RMSE % SPM (g·m−3)

Gironde

Polynomial NIR 32110 ρ 862 2 + 2204 ρ 862 (VIIRS) 0.96 4.98
SPM > 5035260 ρ 859 2 + 1648 ρ 859 (MODIS) 0.95 9.18

Linear Red
575.8 × ρ 671 (VIIRS) 0.88 10.39

50 > SPM511.9 × ρ 645 (MODIS) 0.88 12.18

Linear Green
96.6 × ρ 551 (VIIRS) 0.96 18.15

10 > SPM126.86 × ρ 555 (MODIS) 0.91 11.07

Bourgneuf-Loire

Nechad et al. (2010) [16]
NIR (recalibrated)

3734 × ρ 862
1−ρ 862/0.2114 (VIIRS) 0.93 16.82

SPM > 503510 × ρ 859
1−ρ 859/0.2112 MODIS 0.88 9.1

Nechad et al. (2010) [16]
Red (recalibrated)

571 × ρ 671
1−ρ 671/0.1751 (VIIRS) 0.88 13.31

50 > SPM > 10441 × ρ 645
1−ρ 645/0.1641 (MODIS) 0.83 11.87

Linear Green
96.6 × ρ 551 (VIIRS) - -

SPM < 10126.86 × ρ 555 (MODIS) - -

Table A2. Additional equations developed for OLI bands. Each model was calibrated and evaluated
using in situ measurements acquired in each study region. The goodness of fit (r2) and normalized root
mean square error percent (%).

Eq.# Fit Equation r2 RMSE %

Gironde

1 Polynomial NIR (1 band) 37150 ρ 865 2 + 1751 ρ 865 0.97 9.11

Polynomial NIR/Red (Ratio) 1454 × (
ρ 865
ρ 655 )

2
+ 28.2 × (

ρ 865
ρ 655 )

2 Exponential NIR (1 band) 89.04 exp(ρ 865× 16)

Exponential NIR/Red (Ratio) 60.94 exp ( ρ 865
ρ 655 × 3.375) 0.9 7.82

3 Nechad et al. (2010) [16] NIR adjusted 2372 × ρ 865
1−ρ 865/0.2115 0.9 9.16

4 Nechad et al. (2010) [16] Red adjusted 231.9 × ρ 655
1−ρ 655/0.1686 0.88 5.2

Bourgneuf-Loire

1 Exponential (ratio) 29.12 exp(
ρ 865
ρ 655 × 5.07) 0.93 25

2 Exponential 1 band 36.86 × exp(ρ 865× 38) 0.74 46

3 Polynomial ratio 1039.3
(

ρ 865
ρ 655

)
2 + 12.644

(
ρ 865
ρ 655

)
+ 10.828 0.93 25

4 Polynomial 1 band 72848 ρ 8652 + 14108 ρ 865 − 2.98318 0.93 22

5 Nechad et al. (2010) [16] NIR 2971.3 × ρ 865
1−ρ 865/0.2115 0.93 7.81

6 Nechad et al. (2010) [16] Red 289.29 ρ 655
1−ρ 655/0.1686 0.82 18.17
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Abstract: Satellite data provide the only viable means for extensive monitoring of remote and
large freshwater systems, such as the Amazon floodplain lakes. However, an accurate atmospheric
correction is required to retrieve water constituents based on surface water reflectance (RW). In this
paper, we assessed three atmospheric correction methods (Second Simulation of a Satellite Signal in
the Solar Spectrum (6SV), ACOLITE and Sen2Cor) applied to an image acquired by the MultiSpectral
Instrument (MSI) on-board of the European Space Agency’s Sentinel-2A platform using concurrent
in-situ measurements over four Amazon floodplain lakes in Brazil. In addition, we evaluated the
correction of forest adjacency effects based on the linear spectral unmixing model, and performed a
temporal evaluation of atmospheric constituents from Multi-Angle Implementation of Atmospheric
Correction (MAIAC) products. The validation of MAIAC aerosol optical depth (AOD) indicated
satisfactory retrievals over the Amazon region, with a correlation coefficient (R) of ~0.7 and 0.85
for Terra and Aqua products, respectively. The seasonal distribution of the cloud cover and AOD
revealed a contrast between the first and second half of the year in the study area. Furthermore,
simulation of top-of-atmosphere (TOA) reflectance showed a critical contribution of atmospheric
effects (>50%) to all spectral bands, especially the deep blue (92%–96%) and blue (84%–92%) bands.
The atmospheric correction results of the visible bands illustrate the limitation of the methods over
dark lakes (RW < 1%), and better match of the RW shape compared with in-situ measurements over
turbid lakes, although the accuracy varied depending on the spectral bands and methods. Particularly
above 705 nm, RW was highly affected by Amazon forest adjacency, and the proposed adjacency effect
correction minimized the spectral distortions in RW (RMSE < 0.006). Finally, an extensive validation
of the methods is required for distinct inland water types and atmospheric conditions.

Keywords: Amazon inland water; MAIAC aerosol product; adjacency correction; TOA simulation;
MODIS atmospheric product; atmospheric correction

1. Introduction

Inland waters are an essential resource for terrestrial life and ecosystem services [1,2]. The Amazon
freshwater is an ecosystem bearing one of the highest biodiversities in the world [3]. Amazonian
aquatic systems depend on satellite image applications to investigate bio-optical parameters due to
the extent and limitations of in-situ measurements [4–7]. Thus, remote sensing images have long
been recognized as a potential data source for the continuous modelling and monitoring of the water
quality [8].

Remote Sens. 2017, 9, 322 122 www.mdpi.com/journal/remotesensing



Remote Sens. 2017, 9, 322

The new generation of orbital optical sensors, such as Sentinel-2 and Landsat-8, presents a
scientific opportunity for inland water research [9]. The Multispectral Imager (MSI) on-board
Sentinel-2A delivers images with high spatial (10–30 m), temporal (10 days) and radiometric (12 bits)
resolutions [10]. These configurations offer capabilities for the mapping of small and irregular
open-water systems, higher sensitivity to bio-optical variables and higher temporal observations
enabling the monitoring of changes in the water composition over time. In addition, MSI has been
designed with eight spectral bands in the visible and near-infrared (NIR) wavelengths that are
feasible for water research of the main optically active components (OACs): chlorophyll-a (Chl-a),
total suspended solids (TSS) and coloured dissolved organic matter (CDOM) [11]. In a preliminary
assessment of the MSI application, Toming et al. [12] reported reasonable retrievals of Chl-a and CDOM
concentrations based on a historical dataset from Estonian lakes. Thus, Sentinel-2 MSI data represent a
new perspective for inland and coastal waters [13–15].

Atmospheric correction is a prerequisite to quantify biogeochemical properties based on surface
reflectance, once it removes attenuation effects caused by active atmospheric constituents, such as
molecular and aerosol scattering and absorption by water vapour, ozone, oxygen and carbon
dioxide [16]. In fact, due to the low reflectance, the accurate removal of atmospheric effects is
paramount for water surfaces [17]. The surface reflectance quality is highly dependent on the
atmospheric correction method, atmospheric-surface characteristics, and sensor design [18].

Several atmospheric correction algorithms are available for multispectral sensors which can be
divided in two main categories [19]: (i) image-based approach; and (ii) atmospheric radiative transfer
codes (RTCs). In the first category, the atmospheric effects are derived from the image itself and then
removed from the TOA signal. For instance, ESA provides a Sentinel toolbox that includes a Sen2Cor
processor to generate MSI land products (Level 2A). This processor is a semi-empirical algorithm that
integrates image-based retrievals with Look-Up tables (LUTs) from the LibRadtran model to remove
atmospheric effects from MSI images [20]. In parallel, Vanhellemont and Ruddick [21] developed an
image-based processor, named ACOLITE, for the atmospheric correction of Operational Land Imager
(OLI) and MSI images applied to marine and inland water studies. The ACOLITE computes aerosol
scattering using Rayleigh-corrected reflectance from NIR bands for clear water and SWIR bands for
moderate and turbid water; the water contribution measured in these bands can be negligible [22].
Overall, both ACOLITE and Sen2Cor are image-based approaches available for MSI images and
present an advantage in regions without external atmospheric information. In the second category,
RTCs compute scattering and absorption of light through the atmosphere to remove them from the
signal measured by satellite sensors. The 6S vector version (Second Simulation of a Satellite Signal
in the Solar Spectrum) is a well-established RTC that accounts for a wide variety of atmospheric
conditions and sensor characteristics [23]. However, the main implication of using RTC is the prior
knowledge about atmospheric parameters (e.g., aerosol optical depth (AOD), water vapour and ozone)
coinciding with the satellite overpass. In general, this information is available from climatological
models [24], sun photometer measurements [25] or satellite atmospheric products [26]. Among the
alternatives, recent Moderate Resolution Imaging Spectroradiometer (MODIS) algorithm, named
Multi-angle implementation of atmospheric correction (MAIAC), provides a suite of atmospheric
products (AOD, cloud mask and water vapour) at fine 1 km resolution [27], which is promising for
enhanced quality information in regions with high cloud cover areas such as the Amazon region [28].

In addition to atmospheric correction issues, the contribution of adjacency effects also demands
correction [29,30]. In the Amazon context, the presence of dense forest around water bodies contributes
to modify the water spectrum measured by orbital sensors. Therefore, remote sensing of the Amazonian
water system faces several challenges, such as: (i) dynamic system with optically complex water;
(ii) logistical difficulties in collecting water samples and validation data; (iii) seasonal variability of
aerosol loading from biomass burning plumes (iv); high cloud cover and cloud cirrus; and (v) forest
adjacency effects. In view of these challenges, the critical assessment of atmospheric correction methods
applied to new Sentinel 2 MSI image is required, which is still missing for Amazon lakes.
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Therefore, our objective is to present an inter-comparison of three atmospheric correction
algorithms (6SV based on MAIAC atmospheric product, ACOLITE and Sen2Cor) applied to new
a Sentinel-2 MSI image in the case of Amazon floodplain lakes. Regarding atmospheric correction,
we conducted a supplementary analysis to understand atmospheric components in the study area,
and then, simulated the contribution of atmospheric and surface reflectance to MSI TOA bands.
Finally, we developed an adjacency correction based on the Linear Spectral Unmixing (LSU) model for
water surfaces, due to the strong forest adjacent effects on the water spectrum. All comparisons were
conducted over four Amazon floodplain lakes using in-situ radiometric measurements concurrent to
the MSI image overpass.

2. Materials

2.1. Site Description and Field Data

Our study area consists of four Amazon floodplain lakes located in the Mamirauá Sustainable
Development Reserve (MSDR), close to the confluence of the Solimões and Japurá Rivers (~25 km)
(Figure 1). The MSDR is a complex floodplain ecosystem that remains entirely flooded for 3–6 months
due to seasonal water level variation. The annual average amplitude of the water level reaches
~10.6 m [31]. In the MSDR lakes, OACs concentrations change seasonally driven by exchange
flow (in- and out-flowing) with large fluvial systems, such as the Japurá and Solimões rivers [32].
Few studies reported the bio-optical properties for this Amazon region (e.g., Affonso et al. [33]),
since most efforts concentrated on multidisciplinary reports about the ecological management, fish
communities and ecosystem disturbance [34,35]. In general, MSDR integrates a sustainable use of
natural resources and preservation practices, where local communities are committed to rational
resource exploitation, and biodiversity protection in the reserve [36]. Thus, the MSDR represents an
ecological and sustainable model for human–environment relations, and becomes an attractive region
for further studies of bio-optical patterns and natural conservation using remote sensing data.

Figure 1. Overview of study area and sample stations over four Amazon floodplain lakes: (a) Buá-Buá;
(b) Mamirauá; (c) Panta-leão; and (d) Pirarara.
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Radiometric measurements were carried out at twenty sample stations during 12–19 August 2016
(Figure 1). Inter-calibrated Trios-RAMSES radiometers were used to measure the above water upwelling
radiance (L+0

w [W [watt]·m−2·sr−1·nm−1]), sky radiance (L+0
sky [wW [watt]·m−2·sr−1·nm−1]) and above

surface downwelling irradiance (E+0
d [W [watt]·m−2·sr−1·nm−1]), within 350–900 wavelengths.

The sensors view followed the framed description of Mobley [37], whereas L+0
w has a relative azimuth

angle (φv) within 90◦–135◦ from the sun and a zenith angle (θv) of 45◦ from the nadir, and Lsky has a
zenith angle (θ′v) of θv + 90◦ from nadir. All radiometers operate simultaneously, and measurements
were performed within a 3-h interval (10:00 a.m.–13:00 p.m.) to avoid potential impact of specular
reflection (glint) at low sun angles. In the pre-processing, all spectroradiometric measurements were
interpolated for 1 nm interval (originally ~3.3 nm) and were normalized by sky reference. The remote
sensing reflectance (Rrs) was calculated at each sampling station according to Mobley [37]:

Rrs(θv,φv, λ) =

(
L+0

w (θv, φv, λ)− rsky(θ
′
v, φv, θ0, W)× L+0

sky(θ
′
v, φv, λ)

E+0
d (λ)

)
(1)

Afterwards, water reflectance (Rw∗ ) is calculated as:

Rw∗ = π·Rrs (2)

where, rsky is the air-water interface reflection coefficient that minimizes skylight reflection effects,
and can be obtained in Mobley [38] as a function of a given view zenith and azimuth angles (θv; φv),
sun zenith angle (θ0) and wind speed W (m/s). In-situ Rw∗ spectra were weighted by spectral response
functions SRF(λ) of MSI bands, thus deriving a multi-spectral data comparable to atmospherically
corrected MSI-reflectance from image.

Rw,situ(λi) =

∫
k Rw∗(λ)× SRF(λ) dλ∫

k SRF(λ) dλ
(3)

where Rw,situ(λi) is the MSI reflectance simulated from in-situ reflectance, k is bandwidth (nm), λi is
the central wavelength of spectral band, and i is the number of MSI spectral band.

Figure 2 shows the magnitude contrast of the mean and standard deviation of Rw∗ spectra among
lakes. Although all lakes present a typical low spectral reflectance (<2%), Panta-Leão and Pirarara
lakes have 2.5 times higher spectral Rw∗ than those of Buá-Buá and Mamirauá lakes. Indeed, boundary
conditions influence bio-optical differences between these lakes, and consequently, contribute to the
shape and magnitude contrast of water reflectances. In this context, Mamirauá and Buá-Buá lakes,
hereafter called dark lakes, receive a great amount of organic matter content due to the interaction with
dense forest reaching heights of up to 40 m (Wittmann et al. 2004). On the other hand, Panta-Leão and
Pirarara lakes, hereafter called bright lakes, are directly connected to the Japurá River and exchange a
huge volume of water with high sediment loading. We therefore established all discussions based on
these two distinct optical conditions; results are referred to as a function of dark and bright lakes.
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Figure 2. Average (solid line) and standard deviation (shadow-coloured) of water reflectance measured
on four Amazon lakes: Buá-Buá (BUA), Mamirauá (MAM), Panta-Leão (PANTA) and Pirarara (PIRA).
The square markers and error bars are Multi-Spectral Instrument (MSI) reflectance simulated (Rw,situ)
and their standard deviation, respectively.

2.2. MSI/Sentinel-2 Data

Multi-Spectral Instrument (MSI) on board Sentinel-2 satellite is an optical pushbroom sensor
that acquires multi-spectral data for Earth science [39]. The Sentinel-2 mission includes two identical
satellites operating in sun-synchronous orbit, with operational Sentinel-2A satellite launched in June
2015, and Sentinel-2B planned for 2017. These twin polar-orbiting satellites allow a high 5-day revisit
time of the equator (after the launch of Sentinel-2B), because they are phased at 180◦ to each other.
The high-resolution MSI data include 13 spectral bands from Visible and Near-Infrared (VNIR) to
Short Wave InfraRed (SWIR) region, fine spatial resolution (10, 20 and 60 m), and 12 bit quantization
(Table 1) [10]. Additionally, the MSI sensor enhances spectral capabilities that include useful bands
for land and atmospheric observations, such as the deep blue band (443 nm) for coastal and aerosol
retrievals, cirrus detection at 1375 nm and three red-edge bands for vegetation and water studies [40].
Therefore, all those high optical properties configure an attractive sensor for inland water studies,
in particular, over high cloud cover regions (e.g., Amazon Basin) due to the high temporal resolution.
The standard MSI scene is delivered as Level-1C (L1C) product with radiometric and geometric
correction in UTM/WGS84 projection [41].

Simultaneously with the field observations, a cloud-free MSI image was acquired on
12 August 2016 at 14:37 UTC. Our study area is located within MSI granule 20MKB, which was
downloaded from the Copernicus Scientific Data Hub website. As a first procedure, all MSI bands
were resampled to a 10 m pixel size and the TOA reflectance was divided by a rescaling coefficient
of 10,000. The granule has ~2% of cloud cover on granule, and particular cloud-free conditions over
our twenty sample stations. Thus, in-situ measurements can be used to compare the MSI surface
reflectance derived from atmospheric correction methods.
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The time gap between in-situ measurements and the satellite overpass affects the reflectance
comparison. Several studies discussed the time gap with respect to reservoir and lake research and the
results pointed out that a comparison using measurements with ±3 or up to ±8 days is reasonable
when the water and environmental conditions do not present rapid changes [42–45]. In our case,
logistical and distances imposed difficulties to access all floodplain lakes concurrently with the satellite
overpass. Thus, we started the radiometric measurements on 12 August concurrently with Sentinel-2
overpass, and were sampling new stations every day until all sample stations were completed by
19 August. The number of stations was limited to 2–3 per day to guarantee feasible solar conditions.
Note that more than 50% of all sample station data were collected within three days from the satellite
overpass, reducing the temporal influence on the radiometric dataset. Although the lakes exchange
water with the Japurá River, variation of the water level during this season is a gradual process that
relies on channel connections and hydrological periods. Additionally, all lakes presented a depth (>5 m)
and low wind speed (~1 m/s) that minimize resuspension and circulation of sediment from the bottom.
Therefore, the time gap between MSI image (12 August) and in-situ measurements (12–19 August)
was in principle not considered to be an issue for the comparisons.

Table 1. Spectral bands of MSI sensor on-board Sentinel-2 satellite.

MSI Bands (Spatial Resolution) Central Wavelength (nm) Bandwidth (nm) Lref (W·m−2·sr−1·μm−1) SNR at Lref

Band 1 (60 m) 443 (Deep blue) 20 129 129
Band 2 (10 m) 490 (Blue) 65 128 154
Band 3 (10 m) 560 (Green) 35 128 168
Band 4 (10 m) 665 (Red) 30 108 142
Band 5 (20 m) 705 (Red-edge) 15 74.5 117
Band 6 (20 m) 740 (Red-edge) 15 68 89
Band 7 (20 m) 783 (Red-edge) 20 67 105
Band 8 (10 m) 842 (NIR) 115 103 172

Band 8A (20 m) 865 (NIR) 20 52.5 72
Band 9 (60 m) 945 (NIR) 20 9 114
Band 10 (60 m) 1375 (SWIR) 30 6 50
Band 11 (20 m) 1610 (SWIR) 90 4 100
Band 12 (20 m) 2190 (SWIR) 180 1.5 100

2.3. MAIAC Atmospheric Data

Several MODIS algorithms were developed to provide atmospheric products, such as aerosol
optical depth, column water vapour and ozone [46–48]. Continuous efforts have been made to
enhance the accuracy of atmospheric retrievals from MODIS data. In addition to climate research,
these atmospheric products are also used as input in the atmospheric correction of optical images [49].
In this context, the MAIAC algorithm was developed to derive a surface bidirectional reflectance
distribution function (BRDF) from MODIS data and a suite of atmospheric products at a high 1 km
resolution [27]. These atmospheric products include the cloud and cloud shadow mask, aerosol optical
depth at 0.47 and 0.55 μm and column water vapour (UH2O) (see Lyapustin et al. [27,50] for more
details). Figure 3 shows the MOD09 surface reflectance product and a comparison of three MODIS
aerosol products for the same day of MSI image (12 August 2016): (Figure 3b) MAIAC AOD 1 km;
(Figure 3c) MOD04 3 km Collection 6; and (Figure 3d) MOD04 10 km Collection 6. There is a clear
difference in the number of valid AOD retrievals between fine resolution MAIAC and MOD4 AOD
products. Cloudy conditions limited the wide coverage of MOD04 retrievals at 3 and 10 km resolutions,
while the fine-scale MAIAC retrieves AOD information for an individual set of cloud-free pixels. In our
case, both Sentinel-2A and Terra satellite have an almost concurrent overpass (~10:30 a.m.), which
guarantees fair applications of MODIS atmospheric products as auxiliary information in atmospheric
correction. Thus, we selected tile h01v01 of the MAIAC atmospheric product on 12 August 2016.
The average of AOD550 and UH2O within a 2 km buffer from each lake was used as input for the 6SV
model (Table 2). In addition, columnar ozone content was obtained from MODIS global daily product
(MOD08_D3-Total_Ozone_mean) on 12 August 2016.
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Figure 3. MODIS AOD products concurrently with MSI image on 12 August 2016: (a) MOD09 surface
reflectance; (b) MAIAC AOD550 1 km; (c) MOD04 3 km Collection 6; and (d) MOD04 10 km Collection 6.

Table 2. Input parameters of 6SV model for Sentinel MSI image.

Parameters BUA MAM PANTA PIRA

Solar zenith angle (◦) 30.96 30.96 30.96 30.96
Solar azimuth angle (◦) 53.99 53.99 53.99 53.99

Aerosol Model Biomass Burning

AOD at 550 nm 1 0.3 0.26 0.34 0.3
Ozone (cm-atm) 0.346 0.346 0.346 0.346

Water vapour (g/cm2) 4.88 4.7 4.06 4.15
Terrain elevation (km) 0.04 0.04 0.04 0.04

1 AOD adjusted by Terra bias (Section 4.1).

The assessment of MAIAC AOD550 is still missing in the Amazon region. Therefore, we performed
an evaluation of this satellite AOD product by comparing it with ground measurements. In this context,
AERONET program is a global sun-photometer network that provides a multi-spectral sun and sky
radiance to derive aerosol optical properties, such as AOD and angstrom exponent information [25].
There are three long-term operational AERONET sites in the Amazon basin: Balbina (1993–2003),
Belterra (1996–2005), and Manaus-Embrapa (2011–2016). These sites provide consolidated ground-truth
data for the quality evaluation of satellite aerosol products. Therefore, we compared MAIAC AOD
retrievals at 550 nm with AERONET observations based on procedures used by Lyapustin et al. [27].
Besides validation of AOD products, we also calculated the monthly average of AOD550, columnar
water vapour and cloud cover frequency within the Mamirauá region (see red box in Figure 1) using the
15-year MAIAC Terra products (2000–2015). This temporal analysis provides background knowledge
of the most variable atmospheric constituents in the study area.
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3. Methods

In this section, we present three atmospheric correction methods used for the MSI image and
forest adjacency correction: (Section 3.1.) 6SV model based on MAIAC AOD550 and UH2O products;
(Section 3.2.) ACOLITE algorithm; (Section 3.3) Sen2Cor algorithm; and (Section 3.4) forest adjacency
correction based on the LSU model. Based on the MSI-corrected image, we calculated the average of
water surface reflectance using a 3 × 3-pixel box centered at each sample station to perform a direct
comparison with in-situ measurements.

3.1. 6SV Model + MAIAC Atmospheric Products

The 6SV model is a robust radiative transfer code for the atmospheric correction of different
satellite data for a variety of climatological conditions [23]. The atmospheric radiative transfer
computes attenuation effects caused by the scattering of molecules and aerosols and gaseous absorption
by water vapour (H2O), carbon dioxide (CO2), oxygen (O2), and ozone (O3). Currently, the 6SV model
is an operational model used to derive the surface reflectance product from MODIS, ETM+ and OLI
images [51,52]. The comparison of 6SV with other complex RTCs, such as SHARM, DISORT and
MODTRAN, showed that the vector mode is highly accurate and provides fair agreement results that
agree with other RTCs [53]. Due to consistency of multiple sensors and generic features, we used the
6SV model (version 1.1) to evaluate the atmospheric correction of the MSI image. For a given sun-view
geometry, sensor characteristics, atmospheric condition and surface reflectance (Rsur), TOA reflectance
can be estimated with the following Equation (4) [23]:

RTOA(λ, θv, φv, θ0, φ0) = [RR+A(λ, θv, θ0, φ0)

+ td(λ, θ0)tu(λ, θv)
Rsur(λ)

1−S(λ)Rsur(λ)
]Tg(λ, θv, θ0,)

(4)

where Tg refers to gaseous transmission of the principal absorbing constituents (O2, O3, CO2, H2O);
RR+A is the molecular and aerosol scattering intrinsic reflectance; td and tu represent the atmospheric
transmittance of aerosol and molecular from sun to target and target to sensor, respectively; S is the
atmosphere spherical albedo of the atmosphere; and θv, φv, θ0, φ0 are the view zenith, view azimuth,
solar zenith and solar azimuth angles, respectively. Solving Equation (4) for surface reflectance and
simplifying notations of angles, the atmospheric correction proceeds as following Equation (5):

Rsur = (RTOA/Tg − RR+A)/[tdtu + S(RTOA/Tg − RR+A)] (5)

These atmospheric quantities are internally generated when running the model. In this study,
the 6SV model was set to MSI bands using a spectral response function. Subsequently, the code was
run for each subset of the MAIAC-based atmospheric data according to each lake, applying water
vapour (Uh2O, measured in g·cm−2), ozone content (UO3 , measured in cm·atm−1), aerosol model and
AOD at 550 nm described in Table 2. We selected a biomass burning model based on the global aerosol
mixture from Taylor et al. [24], which indicated a dominance of biomass burning particles in August
in the Mamirauá region (biomass burning: 72%, Sulphate: 22.8%, Maritime: 2.5%, and Dust: 2.7%).
The sun angles, date and time of the image acquisition were obtained from the image metadata.

To understand the contribution of the atmosphere and surface to the TOA signal measured by
MSI sensor, and to assess the atmospheric effects according to spectral bands, the TOA reflectance was
simulated from the above mentioned water reflectance for each lake (Equation (3)). This theoretical
TOA reflectance was simulated using the average AOD of August in the lakes (BUA: 0.178; MAM:
0.188; PANTA: 0.181; and PIRA: 0.19), biomass burning model, tropical atmosphere profile, and the
average of in-situ reflectances from each lake.
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3.2. ACOLITE Algorithm

The Atmospheric Correction for OLI “lite” (ACOLITE) algorithm was developed for the
atmospheric correction of OLI/Landsat 8 and MSI/Sentinel 2 images for ocean and inland water
studies [21,54,55]. The ACOLITE algorithm removes scattering effects of molecular and aerosol
components over clear and turbid water. The Rayleigh scattering was corrected using LUTs from
the 6SV model, while aerosol scattering was estimated based on the NIR (842 and 865 nm) bands for
clear water and SWIR (1610 and 2130 nm) bands for moderate and turbid water [55]. These bands are
very useful to decouple the aerosol reflectance, because the water contribution can be assumed
to be negligible. Thus, the aerosol reflectance is retrieved at those bands and extrapolated to
VNIR wavelengths based on aerosol type (ε) or on ratio of Rayleigh corrected reflectance in these
infrared bands.

The algorithm (version 2016.05.20) allows the user to choose some inputs for the atmospheric
correction: (i) derive ε fixe on scene, per pixel or user-defined; (ii) gain factors for radiometric
calibration [56,57]; (iii) atmospheric pressure; (iv) smooth window applied to aerosol reflectance
values; and (v) cloud mask threshold (default: 0.0215 on the 1610 nm band). In our study, atmospheric
correction was performed using the SWIR band approach, as recommended for turbid water [55];
aerosol correction per-pixel; a smooth window of 25 pixels; and cloud dilatation of 16 pixels (default).

3.3. Sen2Cor Algorithm

The Sentinel 2 MSI data are distributed as ortho-image TOA reflectance products. To derive the
MSI land products at Level-2A, the Sentinel toolbox provides the Sen2Cor processor for atmospheric
correction and scene classification [20]. As a module of the Sen2Cor algorithm, an operational
atmospheric correction is applied to the MSI spectral bands to retrieve atmospheric parameters from
the image itself, with cirrus correction in a channel at 1375 nm; water vapour retrieval based on the B8A
and B9 bands (865, 945 nm) and AOD retrieval [58]. Thus, the algorithm performs a semi-empirical
approach that associates image-derived atmospheric properties with the pre-computed Look-up table
(LUT) from libRadtran radiative transfer model. The advantage of this image-based approach is that
is supports the application in regions without climatological information. The spectral relation of
the reflectance of B4 (665 nm) and B2 (490 nm) bands with B12 (2190 nm) band is used for the AOD
retrievals in reference areas, such as dense dark vegetation (DDV) surfaces [59]. In the Amazon region,
DDV surfaces around lakes benefit AOD retrievals due to the strong reflectance relation between visible
and SWIR bands and temporal stability in these preserved areas. When these vegetated areas are not
available on scene, the algorithm identifies dark soil and water surfaces, or applies a default visibility
of 20 km. To run the Sen2Cor algorithm (version 2.2.1), we chose the rural aerosol, ozone content
of 330 D.U., smooth window of 100 × 100 m2 box applied to the water vapour map, and adjacency
correction within the 1000 × 1000 m2 box.

3.4. Adjacency Effect Correction

Adjacency effects are an optical-physical process caused by molecular and aerosol scattering where
the target view is affected by radiation reflected from neighbourhood surfaces [60]. These multiple
scattering regimes of photons from adjacent areas modify the spectral signal of the target
pixel. The magnitude of these effects depends on the: (i) atmospheric turbidity, at a particular
aerosol scattering phase function; (ii) spectral contrast of the surface reflectance; and (iii) sensor
characteristics [61–63]. The influence of atmospheric scattering on adjacency effects increases as a result
of the high optical thickness [64,65]. This impact produces blurring effects that distort the effective
spatial resolution, reduce the apparent surface contrast and affect the land cover characterization [62,66].
In case of Sentinel-2 MSI, the actual spatial resolution allows discrimination of small water bodies [67],
however, atmospheric scattering might change the effective pixel size and quality of the image
according to aerosol microphysical properties (particle-size distribution, composition, and particle

130



Remote Sens. 2017, 9, 322

shapes) and loading [63]. Moreover, the target spectrum is more susceptible to adjacency effects
in heterogeneous areas, especially, at high-spatial resolution [68]. In coastal and inland waters,
these effects are more evident due to typical lower reflectance in relation to their neighbourhood
surfaces, such as sand close to coastal waters and vegetation around reservoirs and lakes [30].

In our study, the large contrast of reflectance between forest and water surfaces contributes to
spectral distortions of water-pixels, particularly, in the NIR signal (Figure 4). For example, the water
spectrum of the Mamirauá Lake is highly affected by the forest neighbourhood, due to the typical low
reflectance (<1%) and narrow width (200–400 m between margins). Therefore, this phenomenon requires
careful evaluation and several studies have proposed solutions (see, for example, Duan et al. [69] and
references therein). For example, previous applications derived the contextual information, known as an
environmental reflectance function, based on the distance-weighted average reflectance of neighbouring
pixels and ratio of direct and diffuse transmittance for adjacency correction [60,70]. However, this
environmental reflectance is a critical issue when it is applied to areas with significant spectral contrast
between surfaces, such as water and land targets [29]. In addition, different procedures were developed
based on atmosphere point spread function (PSF) to quantify surrounding contributions and synthesize
the filter correction of the neighbouring reflections [29,69]. Although these methods are routinely used
for adjacency correction, the image-based scheme provides a practical sense for remote sensing users
and overcomes limitations of atmospheric parameters that are not always available in remote areas
such as the Amazon.

Figure 4. Example of water and forest endmembers selection at Mamirauá Lake. (a) Random points in
the forest surface near to Mamirauá Lake. (b) Water and forest endmembers (Table 3).

Since adjacency effect consists of spectral mixing problems, we performed a simple procedure to
decouple water and forest contributions using Linear Spectral Unmixing model (LSU) [71]. The main
idea of the LSU model is to decompose the surface reflectance contributions of mixed pixels based
on the pure spectrum collection of their surfaces, called endmembers. In this sense, mixed spectrum
is given by the linear sum of distinct proportion of each endmember (Equation (6)) and LSU model
provides fraction maps of surface contributions per pixel [72].

Ri = ff1, i × R1, i + ff2, i × R2, i + . . . + ffM, i × RM, i + w

=
M
∑

n=1
ffn, i × Rn, i + w

(6)

where R is the reflectance of pixel, ff is the contribution fraction, RM is the spectral reflectance of
endmember (M), M is the number of endmembers, w is an error term accounting for additive noise
(including sensor noise, endmember variability, and other model inadequacies) and i = [1, 2, . . . , in] is
the number of spectral bands.
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Briefly, this adjacency correction procedure is described in the following steps: (i) selection
of water and forest endmembers as an input for the LSU model; (ii) calculation of the adjacency
contribution based on a forest fraction map; and (iii) adjacency removal per water pixel of each lake.
The selection of the water endmember is critical when all water-pixels are highly affected by adjacency
effects. Thus, two main assumptions were made: (i) prior knowledge of the typical water reflectance
as input for the LSU model; and (ii) the forest is the only adjacency surface that distorts the water
spectrum. Based on these assumptions, we selected the highest spectrum of each sample station to
calculate the average of water reflectance per lake (Table 3). For forest reference, five random spectra
were selected over a vegetated area with NDVI >0.8 up to 5 km from the lake (example in Figure 4).
The average of these vegetation spectra is referred to as forest endmember per lake (Table 3).

After running the LSU model, the forest fraction mapping of the lake was multiplied by forest
reference spectrum to estimate adjacency effects for all water-pixels (Equation (7)), which were then
removed from the MSI surface reflectance derived from the 6SV model (Equation (8)).

Radj, i(xn, yn) = Rfpure, i × ffi(xn, yn) (7)

Rcor∗ , i(xn, yn) = Rcor, i(xn, yn)− Radj, i(xn, yn) (8)

where Radj is the forest adjacency effects, Rfpure is the forest reference spectrum (Table 3), ff is the
fraction of forest signal affecting the water spectrum, Rcor is the MSI-corrected image from 6SV model,
Rcor∗ is the adjacency corrected image, xn = [x1, . . . , xn] is the column of pixel n, yn = [y1, . . . , yn]

is the row of pixel n over water surface, and i = [1, . . . , 8] is the number of spectral band. Finally,
the adjacency corrected MSI image was also evaluated with in-situ measurements.

Table 3. Water and forest endmembers selected as input to LSU per lake.

Lake Type B1 B2 B3 B4 B5 B6 B7 B8

BUA
Water 0.005 0.006 0.008 0.007 0.006 0.002 0.002 0.002
Forest 0.023 0.031 0.062 0.030 0.096 0.289 0.341 0.343

MAM
Water 0.007 0.008 0.009 0.008 0.007 0.004 0.004 0.003
Forest 0.017 0.022 0.048 0.023 0.075 0.251 0.306 0.313

PANTA
Water 0.008 0.011 0.017 0.017 0.016 0.006 0.006 0.005
Forest 0.009 0.015 0.042 0.019 0.072 0.249 0.300 0.296

PIRA
Water 0.008 0.012 0.019 0.018 0.015 0.005 0.004 0.003
Forest 0.017 0.023 0.050 0.025 0.077 0.253 0.312 0.329

4. Results and Discussion

The results will be presented in the following sequence: (i) validation of MAIAC AOD550 product
in the Amazon region; (ii) seasonal distribution of AOD550, UH2O and cloud cover over the study
area; (iii) simulation of the TOA reflectance of the MSI spectral bands; (iv) inter-comparison of
three atmospheric methods applied to the MSI image from 12 August 2016; and (v) forest adjacency
correction based on the LSU model.

4.1. Evaluation of MAIAC AOD550

Figure 5 shows a comparison between the average of AERONET measurements within ±30 min
of MODIS overpass and the average of MAIAC AOD550 within a 25 × 25 km2 area. The agreement
between the satellite and ground measurements was assessed using a linear regression model and
the standard expected error (EE) of MODIS atmospheric products (dashed red lines) defined by
AOD = ±0.05 ± 0.15 × AOD [46]. EE is the number of MAIAC retrievals falling within the standard
expected error, and Remer et al. [46] suggested that EE threshold of 66% represents a satisfactory
accuracy of the satellite AOD retrievals. The number of match-ups for Terra (245) was higher than that

132



Remote Sens. 2017, 9, 322

for Aqua (67), due to the difference of the cloud cover between morning and afternoon periods.
In general, our results showed that both Terra and Aqua products agree well with AERONET
measurements, with both slope of linear regression and correlation coefficient (R) higher than 0.74.
For comparison, the Aqua product presents a slightly better accuracy than that of Terra, with a mean
ratio of 1.03 for Aqua and 0.8 for Terra. In this context, forest surfaces represent feasible areas for
a strong relation of visible and SWIR bands used for the DDV approach [59] and an increase the
sensitivity of aerosol scattering effects in TOA reflectance [73]. Finally, the quality of MAIAC retrievals
over the Amazon region are also observed by the number of AOD retrievals falling within standard
expected error that presented EE values higher than 66% threshold (EE is 76.7% for Terra and 88.1%
for Aqua). To increase the confidence in the AOD product as input for 6SV atmospheric correction,
AOD values obtained from MAIAC Terra were corrected (AODcorrected = AOD × 1/0.803) using a
mean ratio of 0.803 (see in Figure 5).

 

Figure 5. Scatter plot of MAIAC AOD550 (y-axis) compared to AERONET AOD550 data (x-axis) from
three sites in the Amazon region: Balbina, Belterra and Manaus-Embrapa. Solid blue and grey lines are
the linear regression fits for Terra and Aqua, respectively. Red dashed lines are the MODIS standard
expected error intervals (ΔAOD = ±0.05 ± 0.15 × AOD) [74]. Text box: Regression equation, correlation
coefficient (R), match-ups (n), root mean square error (RMSE), mean ratio (AODMAIAC/AODAERONET),
and EE is the number of retrievals falling within standard expected error.

4.2. Background of Atmospheric Constituents

The seasonal variability of atmospheric constituents imposes distinct conditions for atmospheric
correction and the background information of these constituents is desirable to understand the effects
on remote sensing data [75]. Figure 6 presents the monthly average of AOD550, UH2O and cloud cover
frequency using 15-year MAIAC Terra products in the study area (red box in Figure 1). The results
showed that atmospheric components have distinct patterns between the first and second half of the
year. In the first half of the year, high frequency cloud cover (~90%) was observed, which restricts
continuous remote sensing observations of the Mamirauá region in this particular period. However,
the probability of cloud-free images increases in July, August, and October, when the cloud cover
decreased to 60%–80%. Hilker et al. [76] also reported an increase of cloud-free pixels (40%–60%)
in June, July and August based on MAIAC Terra observations from 2007 over the Amazon region
and pointed out MAIAC improvements to detect small cloud-free areas compared with the previous
MOD09 product. Under these conditions, the temporal resolution of Sentinel 2 MSI images has the
potential to increase the probability of cloud-free images over this tropical region thanks to a high
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five-day revisit scheduled for 2017. In parallel with cloud cover, AOD presents a remarkable seasonal
variation in the first and second half of the year. In general, a low AOD (0.02–0.18) is typically observed
throughout the year, however, the first half of the year registers the lowest AOD values (0.1–0.14),
while the AOD values increase to 0.16–0.18 between August and November. Castro et al. [77] also
found typical low AOD values in the Northern Amazon region (see TD1 region), and illustrated the
variability between the first and second half of the year caused by local fires. Fires are the cheapest and
most effective way for local communities to clear areas in order to introduce pasture and agricultural
cultures [78] and can be intentionally used to dissipate insect pests. Therefore, the temporal variation
of AOD values imposes particular conditions for atmospheric correction depending on the period, and
needs further attention during the second half of the year.

Figure 6. Monthly average of aerosol optical depth (AOD) at 550 nm, water vapour content and cloud
cover from MAIAC Terra (2000–2015) in Mamirauá region (see red-box in Figure 1).

The Mamirauá region has high concentrations of water vapour (4.2–4.7 g/cm2),
with quasi-permanent concentration throughout the year. Vermote et al. [70] showed that
UH2O content (variation of 0.5–4.1 g/cm2) implicates on higher atmospheric effects on the reflectance
magnitude in the NIR region (3.4%–14.0%) than those for visible bands (0.5%–3.0%) of the Landsat 5
TM bands. Therefore, remote sensing applications using NIR bands should consider the temporal
variability of this constituent, for example to vegetation indices. Our field campaign was performed
during August, with the lowest cloud cover conditions (~62%) of the year, despite facing the
highest AOD and water vapour concentrations. To better understand the atmospheric and surface
contributions, we conducted a TOA simulation using the average AOD over the four lakes for the
dataset from August, as shown in Section 4.3.

4.3. TOA Simulation Analysis

The contribution of atmosphere and surface reflectance from four Amazonian lakes to the TOA
reflectance of MSI spectral bands was simulated using the AOD average of August (Figure 7). The major
fraction of theTOA signal is due to atmospheric effects, whose contribution is higher than 75% and 50%
over dark and bright lakes, respectively, for all MSI spectral bands. Because atmospheric scattering
effects exponentially decay from shorter to longer wavelengths [79], deep blue and blue bands are
affected the most by atmospheric signals—representing more than 84% of TOA reflectance. The highest
lake surface contribution was observed for red (B4) and red-edge (B5) bands, where the scattering of
suspended inorganic particles in the water column increases surface reflectance, which reached ~43%
of the TOA reflectance in the Panta-leão Lake. On the other hand, the contribution of dark lakes to
TOA reflectance reduced dramatically, mainly in the deep blue band, when compared with bright
lakes. For example, the Buá-Buá reflectance had a critical fraction that reached ~4.8% in the deep
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blue band, which clearly shows the difficulty in accurately removing of atmospheric effects over these
low-reflectance surfaces. These results suggest that caution is required when the TOA reflectance
band ratio is used to retrieve water quality parameters, even when the algorithms present a better
correlation using the TOA reflectance compared with surface reflectance [45]. The atmospheric effects
among the bands are quite different, and band ratio therefore does not remove all atmospheric effects.

Figure 7. Simulation of TOA reflectance based on month average AOD in August (biomass burning
model) and average of water reflectance from four Amazon floodplain lakes. The table at the top right
shows the percentage of atmospheric and surface contribution in TOA reflectance simulated for MSI
VNIR bands.

In fact, the atmospheric correction is a challenging issue for water quality studies,
because inaccuracies of the surface reflectances propagate errors to water quality retrievals.
For example, the mapping of CDOM concentration using blue and green bands [80] requires an
efficient removal of scattering effects of these (most affected) bands, where atmospheric effects can
contribute up to 80% of the TOA signal over dark lakes. On the other hand, red and red-edge bands
applied to model TSS concentrations are less affected by atmospheric effects [81]. These examples thus
illustrate that OACs modelling also requires a better understanding of atmospheric optical properties
to derive accurate surface products.

4.4. Inter-Comparison of Atmospheric Correction Methods

The atmospheric correction performances of three algorithms were assessed using the mean ratio
(Rsur/Rw,situ) and root mean square error (RMSE). The performances are better when the mean ratio is
close to unity and RMSE is low. The mean ratio also expresses a relative error, when the values are
higher than 2, or relative error is 100%, exceed the maximum bias accepted here. This threshold is
important for bio-optical models, because the high inaccuracy of the reflectance affects, for example,
the COA retrievals (see Odermatt et al. [82] for distinct bio-models).

Figure 8 presents the comparison of the in-situ measurements acquired at four Amazon floodplain
lakes with spectra results from the three atmospheric correction methods, while Figure 9 describes
the algorithm performance based on the mean ratio and RMSE. The three methods were capable of
removing most of the atmospheric effects, where the reflectance magnitude mainly changed from
TOA reflectance of ~12%–14% to surface of ~1%–2% of the deep blue and blue bands (Figure 8).
Before atmospheric correction, TOA reflectance was a typical exponential spectrum dominated by
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Rayleigh and aerosol scattering effects. After correction, even with caveats, the MSI-corrected spectra
(dark blue lines in Figure 8) presented a shape close to that of the in-situ measurements (light blue lines
in Figure 8). The results showed that the quality of the MSI-corrected reflectance varies depending on
the atmospheric correction method, spectral band, and lake characteristics.

In general, Sen2Cor produced the smallest overall RMSE and the best MSI-corrected shape
compared with in-situ data (Figure 9), while the spectral shape of ACOLITE showed a bias varying per
sample station. The 6SV method provided a quite similar spectral shape in the visible region for bright
lakes (RMSE < 0.006), but the reflectance magnitude was higher than that of the in-situ measurements
(Figure 9c). Regarding the comparison among lakes, the MSI-corrected reflectance of bright lakes is
closer to that of the in-situ measurements than to that of dark lakes; all methods have a mean ratio of
~0.5–1.5 in the visible bands (Figure 9a–c).

Figure 8. Comparison between MSI reflectance simulated from in-situ measurements, MSI TOA
reflectance and MSI-corrected reflectance from three methods: 6SV model based on MAIAC product
(a,b); ACOLITE (c,d); and Sen2Cor (e,f). The left column shows reflectance spectra from dark lakes
(Buá-Buá and Mamirauá) and, the right column shows reflectance spectra from bright (Pirarara and
Panta-Leão) lakes.
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Figure 9. The mean ratio and RMSE for atmospheric correction methods from: dark lakes (a,b);
and bright lakes (c,d). The left column shows the mean ratio (Rsur/RW,situ), with better cases being
close to unity, and the right column shows the root mean square error (RMSE). Note that all mean ratio
values higher than maximum bias accepted here are represented as 2.

In dark lakes, ACOLITE and Sen2Cor showed quite similar RMSE values in the blue, green and red
bands (RMSE ~0.006) (Figure 9b), while 6SV was clearly limited under these low reflectance conditions
(RMSE ~0.011), with a mean ratio exceeding the maximum threshold (>2) for all spectral bands
(Figure 9a). In contrast, the MSI-reflectance corrected by the 6SV model had a lower RMSE (~0.006)
and mean ratio of ~1.2–1.50 (overestimation) in the visible bands over bright lakes, compared with the
in-situ measurements (Figure 9c). The generic design of 6SV model includes standard aerosol types for
land applications, such as biomass burning, urban, continental, desert, and maritime. Bassani et al. [83]
highlighted the impact of the reflectance accuracy on coastal water when the standard 6SV aerosol
use does not characterize the local aerosol microphysics. In our case, a complex mixture of natural
biogenic and biomass burning particles over the central Amazon [78] imposes a constraint for standard
aerosol use, which might explain some limitations of the radiative transfer simulation in order to
remove atmospheric effects. In addition, satellite aerosol retrievals are susceptive to several uncertainty
sources, such as sensor calibration, cloud screen, aerosol models and surface properties [84], which
also help to explain the errors derived from the 6SV correction based on MAIAC product. Since most
bio-optical models apply water surface reflectance mainly to visible bands (B1–B5) [8], Sen2Cor and
6SV results produce a reasonable spectral shape compared with the in-situ measurements for bright
lakes; although they overestimate the reflectance magnitude (Figure 8b–f).

In the visible bands, the ACOLITE method produced a distinct reflectance accuracy among
the lakes, where water reflectance was overestimated (mean ratio ~1.1–1.5, except for B1) for
dark lakes (Figure 9a) and underestimated (mean bias ~0.63–0.8, except for B1) for bright lakes
(Figure 9c). A strong influence of the per-pixel correction was also observed; the random spatial
error contributed to biases in the MSI-corrected reflectance for each sample station, while the 6SV
produced a spatially correlated error due to the assumption of homogeneous atmospheric effects
on lakes. The ACOLITE-SWIR approach requires a high signal-to-noise ratio (SNR) for the accurate
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quantification of the aerosol effect on TOA reflectance particularly because the effective aerosol
scattering is relatively lower at longer wavelengths [85] and accurate aerosol reflectance can be affected
by a low SNR. Thus, the propagation of noisy aerosol reflectance from SWIR bands (SNR of 100,
see Table 1) to the atmospheric correction of visible bands might explain the spatial variability of error
in ACOLITE reflectance retrievals. Therefore, an optional smooth window applied to SWIR bands
becomes essential to filter and minimize undesirable effects [21]. Although the ACOLITE produced
variable errors in this study, the algorithm has been extensively used for the atmospheric correction
of OLI images with satisfactory experiences in coastal and maritime water, for example, sediment
plume mapping in the Florida offshore, USA [86], and for turbidity quantification in the Wadden
Sea, Germany [87]. Our assessment represents preliminary experience with ACOLITE applied to
Sentinel 2 MSI over floodplain water, and further evaluations could contribute to consolidate this
image-based approach.

The Sen2Cor algorithm achieves very similar errors for both types of lakes, with RMSE between
~0.003–0.011 for all spectral bands (Figure 9b–d), and better mean ratio for blue, green and red bands
(grey marker in Figure 9a–c). In fact, the presence of dense forest close to Amazon floodplain lakes
provides feasible areas required for DDV application used by the Sen2Cor algorithm. Although an
extensive validation has not been performed yet, first results of the comparison between Sen2Cor AOD
retrievals over DDV areas and ground measurements led to an AOD uncertainty of about 0.03 [88],
which affects the atmospheric correction accuracy of Sen2Cor algorithm. Toming et al. [12] found the
shape similarity of MSI-corrected dataset using the Sen2Cor algorithm compared with a historical
dataset (2011–2013), although the MSI reflectance spectra were overestimated by the algorithm. In the
Amazon context, the presence of forest surfaces benefits AOD retrievals by the Sen2Cor algorithm,
however, this surface neighbour also implies in severe adjacency contamination on the water spectrum
measured by orbital sensors.

4.5. Adjacency Effect Correction

Large differences between forest and water reflectance contribute to strong adjacency effects on
the water spectrum in the NIR region. For spectral bands above 705 nm, Sen2Cor correction minimizes
the adjacency effects over dark lakes leading to a lower RMSE (<0.005) compared with ACOLITE and
6SV (RMSE > 0.013) (Figure 9b–d). Nevertheless, none of the methods presented a suitable performance
to remove forest adjacency effects in the NIR region, with a mean ratio exceeding 2 (Figure 9a–c).
Dornhofer et al. [11] evaluated the Sen2Cor and ACOLITE performances for bio-optical models in
marine water and found an underestimation of the surface reflectance in the visible region for both
methods and adjacency effects on the NIR bands due to sand surface of the shoreline. The adjacency
correction applied by Sen2Cor is limited over low reflectance surfaces; methods focusing on water
surfaces are required for a high spatial resolution [69].

Figure 10 presents the adjacency correction based on LSU model applied to the MSI water
reflectance from dark and bright lakes. The results showed that the adjacency correction improves
the quality of water reflectance of all spectral bands. In both dark and bright lakes, MSI reflectance
exhibits a better agreement with in-situ measurements, especially for MSI bands above 705 nm (B6–B8),
where the RMSE decreases from ~0.023 to lower than 0.006 in dark lakes and from ~0.015 to lower
than 0.004 in bright lakes (Figure 10). Evidently, the LSU approach solves the unmixing problem
of the water spectrum and reduces the discrepancy caused by forest adjacency. However, note that
results have limitations to an extensive application, because we assume that only the forest surface
causes adjacency effects and the water endmember was based on prior knowledge of radiometric
collection over lakes. These assumptions limit the operational correction to reservoir and lakes
with historical radiometric collection or to cases where water endmember can be derived from the
image itself. Furthermore, adjacency effects typically depend on the surface types in the scene,
which makes it reasonable to consider that unmixing problems are caused by other surfaces. Recently,
Sterckx et al. [30] proposed a generic-sensor adjacency correction based on the NIR similarity spectrum
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for water studies, and showed positive or neutral effects on the reflectance accuracy depending on
environmental conditions. In general, adjacency correction is a complex procedure that should consider
a variety of environmental conditions. Our positive experience using the LSU model is a preliminary
assessment to advance towards a more sophisticated image-based approach.

Figure 10. Comparison between MSI TOA reflectance (grey), MSI-corrected reflectance from 6SV model
(dark blue), and MSI-adjacency corrected reflectance (purple) and MSI reflectance simulated from
in-situ measurements (light blue) from dark (a,c) and bright lakes (b,d). RMSE bars before (6SV) and
after adjacency correction (6SV + adj. cor.) applied to MSI image from 12 August 2016.

5. Conclusions

Sentinel 2 MSI images represent a new opportunity for monitoring small inland aquatic systems.
However, to derive an accurate surface reflectance over complex water and consequently produce
better water quality products, efforts must focus on the development of efficient atmospheric correction
methods. Although our results present a variation in the surface reflectance accuracy along the spectral
range, it is important to highlight the complexity of environmental condition in our study area, such
as the water reflectance (<2%), narrow and irregular lakes, low spatial variability and strong influence
of the adjacency forest.

In terms of the temporal variation of atmospheric constituents (cloud cover, AOD and UH2O)
within the study area, high cloud cover (~90%) limits the cloud-free image during the first half of the
year. The cloud cover decreases in the second half of the year (60%–80%), while AOD increases from
~0.12 to ~0.18 and water vapour remains constant ~4.4 g/cm2 between seasons. The fine resolution of
MAIAC AOD product has an acceptable accuracy to support radiative transfer models in the Amazon
region. The simulation of the TOA reflectance clearly shows an inherent difficulty faced by inland
water studies, because the atmospheric contribution varies from ~50% to ~94% of TOA signal according
to spectral band.
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The atmospheric correction methods present a notable variation in the MSI-corrected accuracy
along spectral bands depending on lake characteristics. For dark lakes, the results indicate method
limitations to derive an accurate reflectance spectrum, particularly above 705 nm due to forest
adjacency effects. In the visible bands, Sen2Cor and ACOLITE showed quite similar RMSEs for
dark lakes whereas the 6SV model exhibited better results for bright lakes. Therefore, the selection of
an atmospheric correction method needs to be aligned with the study purposes and user expertise to
apply these tools, since our results present advantages and disadvantages of different methods for the
reflectance shape and magnitude accuracy.

All methods showed limitations in the accurate retrievals in the NIR region due to forest adjacency
effects. The performance of the adjacency correction using the LSU model improved the quality of
MSI-corrected reflectance and derived better spectra shape compared with the in-situ measurements.
However, there are constraints for operational application, such as selection of the water endmember
and other adjacent surfaces, which need to be taken into account when applying the method to different
contexts/regions. Therefore, this experience is considered to be a preliminary assessment to advance
on image-based approaches to remove adjacency effects.

The assessment of these atmospheric correction methods has an inherent challenge due to the
shortage of cloud-free images and the limitations of routine in-situ measurements. However, even for
a single Sentinel-2 image, it was possible to explore the available methods applied to complex
environmental conditions (low water reflectance, forest adjacency effects and seasonal variability
of aerosol atmospheric), such as in the Amazon region. We recommend an extensive validation for
distinct water types and atmospheric conditions to further understand the potential and limitations of
these atmospheric correction methods.
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Abstract: Uncertainties in the estimates of water constituents are among the main issues concerning
the orbital remote sensing of inland waters. Those uncertainties result from sensor design, atmosphere
correction, model equations, and in situ conditions (cloud cover, lake size/shape, and adjacency
effects). In the Amazon floodplain lakes, such uncertainties are amplified due to their seasonal
dynamic. Therefore, it is imperative to understand the suitability of a sensor to cope with them
and assess their impact on the algorithms for the retrieval of constituents. The objective of this
paper is to assess the impact of the SNR on the Chl-a and TSS algorithms in four lakes located at
Mamirauá Sustainable Development Reserve (Amazonia, Brazil). Two data sets were simulated
(noisy and noiseless spectra) based on in situ measurements and on sensor design (MSI/Sentinel-2,
OLCI/Sentinel-3, and OLI/Landsat 8). The dataset was tested using three and four algorithms
for TSS and Chl-a, respectively. The results showed that the impact of the SNR on each algorithm
displayed similar patterns for both constituents. For additive and single band algorithms, the error
amplitude is constant for the entire concentration range. However, for multiplicative algorithms, the
error changes according to the model equation and the Rrs magnitude. Lastly, for the exponential
algorithm, the retrieval amplitude is higher for a low concentration. The OLCI sensor has the best
retrieval performance (error of up to 2 μg/L for Chl-a and 3 mg/L for TSS). For MSI, the error
of the additive and single band algorithms for TSS and Chl-a are low (up to 5 mg/L and 1 μg/L,
respectively); but for the multiplicative algorithm, the errors were above 10 μg/L. The OLI simulation
resulted in errors below 3 mg/L for TSS. However, the number and position of OLI bands restrict
Chl-a retrieval. Sensor and algorithm selection need a comprehensive analysis of key factors such as
sensor design, in situ conditions, water brightness (Rrs), and model equations before being applied
for inland water studies.

Keywords: signal-to-noise ratio; Remote Sensing Reflectance; bio-optical algorithms; inland waters

1. Introduction

Sensor design (spatial, radiometric, and spectral resolution, and signal-to-noise ratio-SNR) is
shaped by remote sensing applications (satellite mission). During the last decade, most sensors in
orbit were designed for either oceanic water or land applications (e.g., Moderate Resolution Imaging
Spectroradiometer (MODIS) Aqua and Terra). Therefore, they were not tuned for inland water
applications. Despite numerous studies focusing on inland waters, these sensors are suboptimal,
imposing an intense impact on the estimate accuracy [1].
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A sensor’s SNR is a major issue for the remote sensing community since a large part of the signal
comes from atmospheric interference which increases noise. The maximum contribution of the water
leaving radiance to the measured signal at the sensor is about 15% [2], whereas the remainder comes
from the atmosphere [3–5]. Despite advances in atmospheric correction, residual atmospheric noise
remains [6,7]. The SNR of an orbital sensor, measured in the laboratory, can be based on a standard
target. A spectrally uniform 5% albedo is commonly used during laboratory calibration with sensors
designed for water measurements [8]. However, water leaving radiance is usually lower than that,
especially in the longer wavelengths and in waters dominated by organic matter; thus, the actual SNR
may fail to reach the prescribed SNR [6,8,9]. The application of orbital sensors to inland waters with low
radiance can be highly affected by sensor noise. Degradation of the spatial resolution is usually applied
as a tool to reduce noise, thus overcoming SNR limitations. Vanhellemont & Ruddick [10] described the
relation between SNR and spatial resolution for Operational Land Imager (OLI) and MODIS images,
demonstrating how resampling can reduce the noise in the red band. Regarding the study of small
lakes, where only a few pixels are available and resampling is not feasible, the SNR impact is critical.
Spectral resolution also impacts the SNR, as the narrower the band width is, the more sensitive it is to
the absorption peaks. However, to maintain the SNR requirements for water applications, a sensor´s
spatial resolution is compromised, since the narrower the bandwidth, the higher the noise. This aspect
is observed by comparing the SNR of multispectral and hyperspectral sensors [6,7,11].

In the earliest stages of remote sensing, sensors designed for water color retrieval proved to be
very effective for open ocean waters (e.g., IOCCG [12] and Muow et al. [13]). However, monitoring
inland waters is more challenging, because of their optical complexity, high spatial frequency of water
components, and sensor constraints [14]. New sensors made available in the last few years, such as
the Multispectral Instrument (MSI), Ocean and Land Color Instrument (OLCI), Operational Land
Imager (OLI), and Hyperspectral imager for the Coastal Ocean (HICO) are potentially useful for inland
water studies. The selection of the best sensor, however, is a challenging task because of the limited
number of studies regarding the impact of sensor design on inland water color product uncertainty.
Gerace et al. [15] compared the quality of four sensors for deriving bio-optical products applied to
coastal water studies and concluded that SNR and spatial resolution are the sensor design features
with the largest impact on bio-optical product uncertainty. Similarly, Moses et al. [8] focused on the
SNR impact on HICO data quality, but only provided information about the average impact of the
SNR on the bio-optical products, without assessing how differences in the model equations (additive
and/or multiplicative operations and linear or logarithmic fit), magnitude, and shape of each Rrs

spectrum contributed to the relative impact of SNR on product uncertainty.
The uncertainties in the Rrs spectrum related to sensor design can also be further amplified

depending on the target characteristics. In the case of the Amazon floodplain lakes, those uncertainties
can be even larger because they are usually isolated, surrounded by dense vegetation characterized by
very high trees (up to 35 m) and subjected to seasonal variation in size, depth, and optical composition
due to the Flood Pulse [16]. In addition to these threshold constraints related to inland waters,
atmospheric correction in the Amazon region can be another major source of uncertainty due to
the spatial and temporal variation of cloud cover, including cloud shadow and aerosol scattering
properties [10]. To successfully obtain water color products in these challenging conditions, it is crucial
to assess the intrinsic capability of the available sensors and quantify their impact on the water leaving
signal and water color algorithms.

Given this lack of information concerning the uncertainties caused by the interplay of sensor
design and target optical features, the objective of this paper is to assess the impact of the
SNR on water color products derived from satellite images applied in threshold conditions such
as the Amazon floodplain lakes. To accomplish this objective, optical and limnological in situ
measurements were collected at Mamirauá Sustainable Development Reserve (RDSM), in Central
Amazon, Brazil, and used as the input to simulate three orbital image sensors (MSI/Sentinel-2,
OLCI/Sentinel-3, OLCI/Landsat 8).
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2. Materials and Methods

2.1. Study Site Description

The selected lakes are located in the RDSM (Figure 1a,b). This is the first and largest Sustainable
Development Reserve in Brazil dedicated exclusively to the protection of the Amazonian floodplain,
comprising approximately 1,124,000 hectares. This Conservation Unit was created by the State of
Amazonas in 1996 and is one of the Brazilian sites of the United Nations Ramsar Convention [17].
It consists of a pristine floodplain inundated by sediment-rich whitewater rivers at the confluence of
the Japurá and Solimões rivers, and forms a complex mosaic of seasonally flooded forests, lakes, and
channels. Rivers and lakes undergo constant change due to the transport of sediments and organic
matter, caused by the annual water level variation of up to 12 m [17–20]. Moreover, the seasonal
flooding changes the proportion of suspended and dissolved components in the water by altering
its physical-chemical conditions [21]. Consequently, this affects the ecosystem where these waters
circulate [22]. The flood pulse starts in May and ends in July, while the drought period lasts from
September to November. The rising of the water level begins in January and the water starts receding
in September. The flood pulse has a monomodal annual pattern (Figure 1c), and the changes in the
water level are due to changes in the snowmelt in the Andes and precipitation in the pre-andean region
and in the median Amazon basin [19]. The management plan of the RDSM accounts for more than
5000 lakes in the area, that vary in shape (elongated, circular, and complex), size (from 1.5 ha to 900 ha),
and connection to the main rivers and channels, which will influence the lake hydraulic residence and
water flow connection during the low water level phase [23].

 
(a) 

 
(b) (c)

Figure 1. (a) OLI true color image for the study area showing the selected lakes inside the MSDR.
Red dots represent the distributions of points at each lake. The image is from December 4th of 2014.
(b) Brazil figure with RDSM location evidenced in red (c) Hydrograph for the year 2016, showing water
level variation for missions 2, 3 (in green) 4 and 5 (in red). Mission 1 occurred in the same flood phase
as missions 4 and 5 in 2015.

The criteria for lake selection included their potential for remote sensing analysis (lake size and
shape), as well as accessibility throughout the year. The sampling points were selected to include
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the main observable changes in the lake water color. Based on the above restrictions, the Bua-Buá
(triangular shape, 1 km × 2.1 km), Mamirauá (elongated shape, up to 0.4 km × 4 km), Pirarara
(lozengular shape, up to 0.9 km × 2.7 km), and Pantaleão (rectangular shape, up to 1.5 km × 6 km)
lakes were selected (Figure 1a).

2.2. In Situ Dataset

Five field missions (subsequently named M1, M2, M3, M4, and M5) were carried out for two
years. Missions M2 and M3 were conducted during the rising water period (March and April 2016)
and missions M1, M4, and M5 during the receding water period (July 2015, July and August 2016).
In each mission, three to six sampling points were visited per lake, resulting in a total of 102 sampling
points. At each sampling point, limnological and radiometric data were obtained.

For the limnological measurement, water samples were collected at the subsurface (10 cm) and
kept light-free and cooled in ice for a maximum of 3 h, before being filtered. For the Chlorophyll-a
concentration (μg/L), water samples were filtered through Whatman GF/F (0.7 μm) filters and for the
Total Suspended Solids (TSS) (mg/L) and its Inorganic (TSIS) and Organic (TSOS) fractions, water was
filtered through Whatman GF/C (1.2 μm), both of which included 45 mm filters. A maximum of
500 mL was filtered for each sample. Chl-a was analyzed according to Nush [24] and TSS and its
fractions according to Wetzel & Likens [25], in replicates.

The Colored Dissolved Organic Matter (CDOM) spectral absorptions (aCDOM(λ)) (m−1) were
determined using a 10 cm quartz cuvette in a single beam mode of the UV-2600 Shimadzu
spectrophotometer, scanning from 300 to 800 nm, with 1 nm increments. aCDOM(λ) was generated
based on the aCDOM(λ) measured, following Tilstone et al. [26], and the aCDOM exponential model
for each aCDOM(λ) measured at 420 nm and the slope of each curve. Table 1 shows the range of
magnitude of limnological data, illustrating the optical diversity of the lakes and the changes along
the flood pulse.

Table 1. Limnological dataset for each lake and flooding phase. The names refer to the four lakes (Bua-Buá,
Mamirauá, Pantaleão, and Pirarara). The mean value is shown followed by the standard deviation in
parenthesis. Chl-a is Chlorophyll-a in μg/L, TSS is in mg/L, and aCDOM is aCDOM(420) in m−1.

Rising Water Receding Water
Bua Mam Pant Pira Bua Mam Pant Pira

Chl-a 14.7
(9.2)

18.1
(6.2)

11
(5.6)

8.3
(3.4)

8.2
(4.9)

7.6
(4.7)

12.1
(5.6)

9.3
(3.6)

TSS 9.5
(3.2)

9.7
(2.6)

18.5
(4.8)

25.9
(6.8)

5.5
(2.4)

5.2
(1.1)

7.5
(1.5)

6.8
(1.3)

aCDOM
5.6

(0.7)
6.4

(1.5)
2.1

(0.2)
2.2

(0.2)
2.5

(0.2)
2.6

(0.3)
2.5

(0.4)
2.1

(0.2)

Radiometric measurements were carried out for all sampling points, using three intercalibrated
RAMSES–Trios sensors. The sensors were used to estimate the Rrs, above water radiance(

Lw, W·m−2·sr1·nm−1), sky radiance
(

LSKY, W·m−2·sr1·nm−1), and downwelling irradiance(
ED, W·m−2·nm−1), between 350 and 900 nm. During the measurements, the sensors were positioned

with azimuth angles between 90◦ and 135◦ in relation to the sun and a Zenith angle of 45◦ to avoid
sun glint effects [27]. The measurement framework followed Mobley [28]. All of the measurements
were made between 10:00 and 13:00 and at least 15 samples were obtained for each measured depth.
The dataset was processed using MSDA_XE and Matlab. The Rrs estimate followed Mobley [28],
with sun glint correction based on each sampling point spectrum.

Figure 2 shows the Rrs magnitude for all of the sampling points, split according to the water
stage (rising water Figure 2a and receding water Figure 2b). The threshold conditions influence the
bio-optical properties of the four lakes, with a high input of organic matter throughout the season,
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especially at Bua-Buá and Mamirauá during the rising water period, whereas Pantaleão and Pirarara’s
Rrs is enhanced by the high sediment loading, particularly during the rising water period. RDSM lakes
can be considered dark when compared to sediment loaded inland lakes, making it a remarkable study
site to evaluate the impact of the SNR on bio-optical products.

 
(a) (b) 

Figure 2. Rrs spectra for each lake in different water phases. (a) Mission 2 and 3 (rising water period);
(b) Mission 1, 4, and 5 (receding water period). Each lake is represented by a specific color; Mamirauá
in Blue, Bua-Buá in red, Pantaleão in green, and Pirarara in yellow.

2.3. Data Processing

2.3.1. Dataset Sensor Simulation

The impact of SNR on the Rrs spectrum was assessed by simulating two datasets: Noisy spectra
and noiseless spectra. The input data for the simulation were in situ measurements and the sensor
design specifications. The steps for the simulation are similar for both datasets, except for the
noise addition, and are described below. It is important to highlight that the simulation assumes
optimum conditions such as perfect atmospheric correction, algorithm calibration, and errorless in situ
measurements to isolate the noise impact.

A total of 1000 noisy orbital Rrs spectra were simulated for each of the 102 in situ Rrs measurements
based on the characteristics of MSI/Sentinel-2 [29], OLCI/Sentinel-3 [30], and OLI/Landsat 8 [31],
resulting in a total of 306.000 spectra. The simulation workflow (Figure 3) consists of the following
five steps: (1) Resampling in situ spectra to sensors that are band-weighted; (2) Computation of a
sensor’s specific noise; (3) Noise addition to simulated spectra (step 1); (4) Spectra quantization; and
(5) Conversion of TOA (Top of atmosphere) irradiance solar spectrum to surface irradiance.

Figure 3. Framework of the proposed simulation for a single spectrum of one orbital sensor.
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Image simulation was carried out according to the following steps:
(1) Resampling in situ spectra to sensors that are band-weighted. The conversion of each radiance

spectrum to the band-weighted radiance of each sensor was based on the sensor’s response function
(Tables 2–4), applied according to Equation (1):

Lw(Bn) =

∫
ΔBn

Lw(λ)× RFBn(λ)dλ
∫

ΔBn
RFBn(λ)dλ

(1)

where B is the sensor band; n is the band number, varying from 1 to n, according to sensor design;
Lw(Bn) is the water leaving radiance for each band in the unit of (W·m−2·sr1·nm−1), ΔBn is the band
width; and RFBn is the response function for each sensor band.

(2) Computation of a sensor’s specific noise. The TOA radiance was converted to equivalent
noise using the reference radiance at the TOA of each band and sensor (Tables 2–4) and the respective
SNR [8] (Equations (2) and (3)).

Noise(Bn) =
LREF(Bn)

SNR(Bn)
× rnd (2)

where LREF is the reference radiance used to generate the specific SNR, SNR is the Signal to Noise
Ratio for each sensor band, and rnd is a random number obtained from a standard normal distribution
(mean equal to zero and standard deviation equal to one N (0,1)). For each sensor, a total of
1000 Noise(Bn) spectra were generated.

(3) Noise addition to simulated spectra (step 1). The Noise(Bn) was added to the Lw(Bn)

Equation (3). To exempt the impact of error propagation due to atmospheric correction on the noise,
no atmospheric uncertainty and “optimum” atmospheric correction was assumed.

L∗
w(Bn) = Lw(Bn)± Noise(Bn) (3)

where L∗
w(Bn) is the noisy water leaving radiance for each band.

(4) Spectra quantization. L∗
w(Bn) quantization was carried out according to Equation (4).

L∗b
w (Bn) = L∗

w(Bn)/
LTOAmax(Bn)

2nbit (4)

where L∗b
w (Bn) is the quantized noisy water leaving radiance for each band, LTOAmax(Bn) is the maximum

radiance measured by the sensor at Bn, and nbit is the number of bits for each sensor (12 bits).
(5) Conversion of TOA (Top of atmosphere) irradiance solar spectrum to surface irradiance.

The propagation of the solar spectrum to water level was based on the algorithm described by
Vanhellemont & Rudick [10,32], using a standard atmosphere and equations derived from Kaskaoutis
& Kambezidis [33], Bird & Riordan [34] and Leckner [35]. The relationship between water leaving
radiance (Lw) and reflectance (ρ) is described as:

ρ =
π × Lw × d2

F0 × cosθ0
(5)

where d2 is the Earth-Sun distance in Astronomic Units, θ0 is the Sun zenith angle, F0 is the solar
irradiance, and ρ is the reflectance. This paper assumed a value of 1 for d, and F0 from Gueymard [36]
and Gueymard et al. [37]. F0 was propagated to water level as follows [10,32]:

F0wl = t0 × tv × (F0TOA) (6)
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where t0 and tv are the sunwater and sea-sensor diffuse transmittance, F0wl is the solar irradiance
at water level, and F0TOA is the solar irradiance at the TOA. For each wavelength, the diffuse
transmittance t0 and tv was calculated by replacing θ with θ0 and θv in:

t = exp
[
−
(τr

2
+ τOZ

)
/cosθ

]
(7)

where τr and τOZ are the Rayleigh and Ozone optical thickness for a given atmosphere composition,
respectively. The impact of water absorption and aerosol absorption on the atmospheric transmittance
is ignored in this part of the process.

Table 2. MSI/Sentinel-2 sensor configurations used as the input for simulation. CW is the
central wavelength (nm), BW is the band width (nm), SR is the Spatial Resolution (m), LREF

(W·m−2·sr−1·μm−1) is the radiance in which the SNR was calculated, Quant is the quantization,
and LTOAmax (W·m−2·sr−1·μm−1) is the maximum radiance that can be measured by the sensor.

Bands CW BW SR LREF SNR Quant LTOAmax

B1 443 20 60 129 129 12 588
B2 490 65 10 128 154 12 615.5
B3 560 35 10 128 168 12 559
B4 665 30 10 108 142 12 484
B5 705 15 20 74.5 117 12 449.5
B6 740 15 20 68 89 12 413
B7 783 20 20 67 105 12 387

Table 3. OLCI/Sentinel-3 sensor configurations used as the input for simulation. CW is the
central wavelength (nm), BW is the band width (nm), SR is the Spatial Resolution (m), LREF

(W·m−2·sr−1·μm−1) is the radiance in which the SNR was calculated, Quant is the quantization,
and LTOAmax (W·m−2·sr−1·μm−1) is the maximum radiance that can be measured by the sensor.

Bands CW BW SR LREF SNR Quant LTOAmax

B1 400 10 300 63 2188 12 413.5
B2 412 10 300 74 2061 12 501.3
B3 442 10 300 66 1811 12 466.1
B4 490 10 300 51 1541 12 483.3
B5 510 10 300 44 1488 12 449.6
B6 560 10 300 31 1280 12 524.5
B7 620 10 300 21 997 12 397.9
B8 665 10 300 16 855 12 364.9
B9 673 7.5 300 16 707 12 443.1
B10 681 7.5 300 15 745 12 350.3
B11 708 10 300 13 785 12 332.4
B12 753 7.5 300 10 605 12 377.7
B13 778 15 300 9 812 12 277.5
B14 865 20 300 6 666 12 229.5
B15 885 10 300 6 395 12 281

Table 4. OLI/Landsat 8sensor configurations used as the input for simulation. CW is the
central wavelength (nm), BW is the band width (nm), SR is the Spatial Resolution (m), LREF

(W·m−2·sr−1·μm−1) is the radiance in which the SNR was calculated, Quant is the quantization,
and LTOAmax (W·m−2·sr−1·μm−1) is the maximum radiance that can be measured by the sensor.

Bands CW BW SR LREF SNR Quant LTOAmax

B1 443 20 30 190 232 12 782
B2 482 65 30 190 355 12 800
B3 565 75 30 194 296 12 738
B4 660 50 30 150 222 12 622
B5 867 40 30 150 199 12 381
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The Rayleigh optical depth (τr) was calculated using the model proposed by Kaskaoutis &
Kambezidis [33], with improvements proposed by Leckner [35]:

τrλ = 0.008735
(

P
P0

)
λ−4.08 (8)

where λ is the wavelength in micrometers, P is the atmospheric pressure at the site (1014 hPa), and P0
is the reference sea level pressure (1013.25 hPa).

The tv was calculated according to Kaskaoutis & Kambezidis [33], which was based on Bird &
Riordan [34] and Leckner [35] (Equations (9) and (10)):

τv(λ) = exp(α0 × λ × O3 × M0) (9)

where α0 is the ozone absorption coefficient, O3 is the ozone concentration (atm.·cm−1), and M0 is the
ozone mass. The ozone absorption coefficient was linearly interpolated from Bird & Riordan [34], and
the ozone mass was calculated following Leckner [35].

M0 = (1 + h0/6370)
(

cos2Z + 2 h0/6370
)0.5

(10)

where h0 is the height of the maximum ozone concentration, assumed as 22 km, and Z is the zenithal
angle. Input parameters (Tables 5 and 6) were used for solar spectrum propagation throughout
the atmosphere.

Table 5. Parameters used during the conversion of the TOA irradiance solar spectrum to surface
irradiance for all of the sensors.

Parameter Range or Value

Date 1 January
Time 12 h 00 min (GMT)

Latitude 0
Ground Elevation 40 m

Sensor Zenith Angle 0
Sensor Azimuth Angle 0

Ozone Amount 0.3 atm cm−1

Height of Maximum Ozone Concentration 22 km
Atmopsheric pressure at site 1014

Table 6. Example of the parameters obtained and used during the atmospheric simulation for the MSI
sensor. F0TOA is the band-weighted extraterrestrial solar irradiance, τr is the Rayleigh optical thickness
for a standard atmosphere, and τOZ is the ozone optical thickness for 300 DU of atmospheric ozone.

Band F0TOA
(
Wm−2 μm−1) ør øOZ

B1 (443) 1938.2 0.2405 0.0004
B2 (490) 1916.5 0.1543 0.0087
B3 (560) 1845.9 0.0934 0.0309
B4 (665) 1524.7 0.0464 0.0167
B5 (705) 1402.5 0.0366 0.0063
B6 (740) 1290 0.0298 0.0030
B7 (783) 1184.8 0.0238 0.0002

The simulation of the noiseless datasets followed the same steps, except for steps 2 and 3.
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At the end of the dataset sensor simulation, the quantized noiseless water leaving radiance for
each band

(
Lb

w(Bn)
)

and L∗b
w (Bn) were converted to Rrs(Bn) according to Equation (11), in order to be

used as the input for bio-optical algorithms.

Rrs(Bn) =
Lb

w(Bn)

F0wl(Bn)× t0(Bn)× tv(Bn)
(11)

where Rrs(Bn) is the Remote Sensing Reflectance at Bn, F0wl is the solar irradiance at water level, and
t0 and tv are the sunwater and sea-sensor diffuse transmittance, respectively.

2.3.2. Impact of Sensors Characteristics on Chl-a and TSS Algorithms

The two simulated datasets (noisy and noiseless) were used to assess the impact of the optical
sensor configuration on the Chl-a and TSS algorithms currently in use [38–43]. Seven algorithms were
applied for different sensors and study sites [38–43], with few changes in the central wavelengths
according to band availability. Algorithms were chosen based on the diversity of bands and
mathematical operations involved so as to encompass a range of model equations. For brevity,
such models were classified in this paper as additive (subtraction and addition), multiplicative (division
and multiplication), and exponential.

Three empirical algorithms were tested for TSS (TSS_linear, TSS_exp, TSS_NSSI) and four
algorithms for Chl-a (CLH, 2B, 3B, NDCI) (Table 7). Each algorithm was calibrated using the noiseless
dataset and in situ measurements of either TSS or Chl-a. In order to remove the uncertainty of model
calibration, the calibrated model was applied to the noiseless dataset, instead of the in situ dataset, and
compared with the model results based on the noisy dataset input. This method has two assumptions:
(i) the concentration provided by calibrated data is the reference concentration (“ground truth”) against
which the simulation results are assessed; (ii) the uncertainty between the noisy and noiseless outputs
is only due to the changes in SNR. The modeled concentration is compared to the “ground truth”, so
that changes in magnitude are solely based on two aspects: algorithm constants (e.g., a, b, c, and d
(Table 7)) and Rrs.

Table 7. Chl-a and TSS algorithms. The exact wavelength used changed for each sensor. CLH is a
chlorophyll line height model, 2B is a red/NIR band ratio model, 3B is a red/NIR 3 band model, NDCI
is a red NIR 2 band model, TSS_linear is a linear red band model, TSS_exp is an exponential red band
model, and TSS_NSSI is a red/green exponential band ratio model.

Model Name Linear Model (a × x + b) Reference

CLH x = Rrs(708)− (Rrs(665) + Rrs(740))/2 [38]
2B x = Rrs(665)× Rrs(708)−1 [39]
3B x = (Rrs(665)−1 − Rrs(708)−1)× Rrs(753) [39]

NDCI x = Rrs(red)− Rrs(NIR)/(Rrs(red) + Rrs(NIR)) [40]
TSS_linear x = Rrs(red) [41]

Non Linear model Reference

TSS_exp TSS = ((a Rrs(red))/b)̂c + d [42]

TSS_NSSI NSSI = (Rrs(green)− Rrs(red))/(Rrs(green) + Rrs(red))
TSS = a e−b NSSI [43]

Most approaches employed to quantify the SNR impact on water algorithms use the Normalized
Root-Mean-Square Error (NRMSE) (e.g., Moses et al. [8] and Gerace et al. [15]) as a statistic
measurement for assessing model quality. Although accuracy measurements such as NRMSE give an
insight regarding the proportional error of the model fitting, they do not remove the intrinsic error due
to the choice of algorithm equations, which might lead to an over- or underestimation of SNR error.
For this reason, this paper focuses on the relationship between the algorithm equation, Rrs magnitude,
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and the shape of the modeled concentration distribution. Considering the available bands for each
sensor, Chl-a algorithms were applied to MSI and OLCI sensors, while TSS algorithms were applied to
the three sensors.

3. Results and Discussion

3.1. Dataset Simulation

The simulated Rrs values for the three sensors and the relative error are shown in Figure 4. Given
the sensor design, OLCI (Figure 4c) presented the highest spectral resolution and number of bands,
allowing an accurate portrayal of the water Rrs spectrum. On the other hand, the spatial resolution (300 m)
limits its application in the study of small and narrow lakes, as opposed to OLI and MSI (up to 30 m).

(a) (b) 

(c) (d) 

(e) (f)

Figure 4. (a–f) Noise band-weighted Rrs spectra for each sensor (a,c,e) and normalized error due
to the optical characteristics of each sensor band (b,d,f), with two spectra of each lake. (a,b) MSI;
(c,d) OLCI; (e,f) OLI. Each lake is represented by a specific color; Mamirauá in Blue, Bua-Buá in red,
Pantaleão in green, and Pirarara in yellow. The noise used was equal to LTOA

SNR × .rnd, in which rnd is
the standard deviation of a standard normal distribution (equal to 1). The percent error is equal to
100 × Rrs(noisy)−Rrs

Rrs
.

Disregarding the sensor design, the error percentage due to noise is higher in the blue and NIR
bands (Figure 4b,d,f) than that in the remaining bands. The relative high impact in the blue band is
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due to the higher signal from the atmosphere in relation to longer wavelengths. In the Near Infra-Red
(NIR) band, nevertheless, the relative error is due to the small SNR (Tables 2–4). OLI has the highest
relative noise impact, reaching 700% in the NIR, whereas MSI’s maximum value is 250% and OLCI’s
maximum value is only 10%. Considering these results, the best algorithms for the retrieval of optical
components should include bands between 550 and 700 nm, where relative errors are below 50% in all
of the cases. Another important aspect is the relative error for each lake, as a function of water clarity.
The highest errors are observed at Mamirauá and Bua-Buá (dark lakes), while the errors at Pirarara
and Pantaleão (bright lakes) are below 50% for all bands. The results indicate that before selecting the
sensor, it is crucial to consider the Rrs amplitude range, as long as the spatial resolution suits the lake
area and shape constraints.

3.2. Algorithm Evaluation

3.2.1. Chlorophyll-a

The results show that the relative accuracy of Chl-a retrieval is highly dependent on the model
equation, SNR, and Rrs magnitude (Figures 5 and 6). In general, the concentration error increases
from additive towards multiplicative band operations. Additionally, the highest error for all of the
models was observed for the MSI sensor. Although the bandwidth and position are additional sources
of uncertainty for algorithms, this method compared the noisy and noiseless datasets of each sensor,
assuming that error amplitude is only related to the SNR of each sensor.

In the CLH model, the relationship among the bands is additive, so the noise impact is reduced
when compared to the multiplicative models (Figures 5 and 6). The concentration error is affected
by the algorithm slope, while the intercept contribution is constant for all concentrations. The error
magnitude and distribution (Figures 5a and 6a) are the same for all concentrations; so, a higher
relative error is expected for low concentrations due to the algorithm intercept uncertainty. For these
algorithms, the concentration changes do not depend on the Rrs magnitude.

A different pattern is observed for the multiplicative Chl-a algorithms (2B, 3B, NDCI–Figures 5
and 6b–d) which apply band ratios. In this case, the noise interference can be either constructive or
destructive. When compared to the additive model (CLH), a higher error amplitude is expected for all
concentrations. The highest relative impact is observed in low concentrations.

The SNR impact on the Chl-a concentration changes according to the model equation (Figures 5
and 6). Most approaches quantifying the SNR impact on water algorithms use RMSE or NRMSE.
For example, Moses et al. [8] observed sensor relative errors of up to 40% for the OC4 algorithm and
25% for the two bands red-NIR algorithm for HICO. Gerace et al. [15] used an optimization algorithm
for OLI and MERIS and observed errors of 35% for Chl-a. These errors, however, were computed
assuming that the Rrs magnitude, model equation, and noise are independent. Based on our results
and given that OC4 is a fourth-degree polynomial (not tested in this work), one would expect a higher
error amplitude in Chl-a estimates due to the SNR.

For the CLH model, the error amplitude changed for each sensor, but its distribution shape
remained the same. The error amplitude is constant for all concentrations, with a value of around
1 μg/L for MSI and 0.1 μg/L for OLCI. The relative error is higher for low concentrations (up to 11%)
and is halved at the max concentration (Figures 5 and 6a).

For the 2B, 3B, and NDCI models, the shape of the noisy data distributions seems to be erratic, with
different amplitudes for similar concentrations for the three sensors (Figures 5 and 6b–d). The analysis
of the in situ spectrum for model 2B, 3B, and NDCI, showed a higher error amplitude (up to 2 μg/L) for
spectra with a low Rrs magnitude (<0.005 sr−1) (Figure 7a). On the other hand, for spectra with a higher
Rrs (>0.01 sr−1) (Figure 7b), the amplitude is similar to that of the CLH model. Based on these results,
the impact of the SNR on the Chl-a estimation is higher in dark lakes such as Mamirauá and Bua-Buá
(errors of up to 2 μg/L) (Figure 7c,d) for OLCI. For the MSI sensor, the three proposed algorithms
showed a higher impact than that of OLCI due to the poorer SNR, with errors above 10 μg/L.
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(a) (b) 

(c) (d) 

Figure 5. Algorithm performance for the chl-a concentration of the MSI sensor. (a) CLH; (b) 2B;
(c) 3B; (d) NDCI. Circles in red represent the data with noise, circles in yellow the noiseless data.
The transparency is based on the frequency distribution, in which opaque indicates a higher frequency,
and transparent indicates a lower frequency.

 
(a) (b) 

 
(c) (d) 

Figure 6. Algorithm performance for the chl-a concentration of the OLCI sensor. (a) CLH; (b) 2B;
(c) 3B; (d) NDCI. Circles in red represent the data with noise, circles in yellow the noiseless data.
The transparency is based on the frequency distribution, in which opaque indicates a higher frequency,
and transparent indicates a lower frequency.
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(a) (b) 

 
(c) (d) 

Figure 7. Example of the OLCI Rrs magnitude and Chl-a concentration obtained for the four models
for two lakes. (a) Rrs for three bands for one sample station of Bua-Buá, (b) Rrs for three bands for
one sample station of Pirarara, (c) Chl-a concentration for the Bua-Buá sampling point, (d) Chl-a
concentration for the Pirarara sampling point. The numbers 1, 2, 3, and 4 refer to the CLH, 2B, 3B, and
NDCI models, respectively.

For spectra with a low Rrs, the error distribution amplitude was higher than those with a high
Rrs. Therefore, future sensors for imaging inland water applications should require both a higher SNR
minimum and minimum spatial resolution to cope with small and narrow lakes. Another aspect to be
considered is the model equation. According to Luck [44], higher order algorithms increase the fitness
between in situ and modeled data. However, these algorithms propagate the uncertainty in Chl-a
estimates due to the SNR under specific conditions (e.g., low Rrs magnitude and model equation),
decreasing the algorithm accuracy. Thus, the balance of those two aspects should also be considered
when applying water quality algorithms, as shown by the results from the four models (Figures 5–7).

As the CLH model uses an additive operation, it can be applied to the four lakes using the three
sensors, without any preprocessing. For the multiplicative models, however, spatial resampling may
be necessary in order to mathematically increase the SNR. For example, with a 2 × 2 and 3 ×3 pixel
window, it is possible to increase the SNR by up to two and three times, respectively. These SNR
increments can be calculated by the square root of the window size times the original SNR [45]. In the
case of MSI, the pixel size of the selected bands is up to 30 m, so resampling may computationally
increase the SNR without compromising the results for suitable sized lakes. On the other hand,
an OLCI 300 m pixel size is not appropriate for resampling for most of the small lakes due to spectral
mixing [46]. Therefore, when comparing the design of sensors for inland water application, it is
imperative to assess the sensor suitability for any specific study site, as well as the post processing
feasibility (if required).

3.2.2. TSS

Similarly to Chl-a algorithms, the relative accuracy of TSS retrieval depends on the model equation,
SNR, and Rrs magnitude (Figures 8–10. In general, the TSS concentration error increases from additive
to multiplicative equations and from linear to exponential models.
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(a) (b) (c) 

Figure 8. TSS_linear model performance for TSS concentration. (a) MSI sensor; (b) OLCI sensor; (c) OLI
sensor. Circles in red represent the data with noise, circles in yellow noiseless data. The transparency is
based on the frequency distribution, in which opaque indicates a higher frequency, and transparent
indicates a lower frequency.

 
(a) (b) (c) 

Figure 9. TSS_exp algorithm performance for TSS concentration. (a) MSI sensor; (b) OLCI sensor;
(c) OLI sensor. Circles in red represent the data with noise, circles in yellow noiseless data.
The transparency is based on the frequency distribution, in which opaque indicates a higher frequency,
and transparent indicates a lower frequency.

 
(a) (b) (c) 

Figure 10. TSS_NSSI algorithm performance for TSS concentration. (a) MSI sensor; (b) OLCI
sensor; (c) OLI sensor. Circles in red represent the data with noise, circles in yellow noiseless data.
The transparency is based on the frequency distribution, in which opaque indicates a higher frequency,
and transparent indicates a lower frequency.

For the TSS_linear model (Figure 8), the noise impact is linear for all the sensors and throughout
the concentration range. The highest error is observed for the MSI sensors (5 mg/L), followed by
OLI (3 mg/L) and OLCI (negligible error). The relative contribution of the error is higher with low
concentrations. Given that the absolute impact of the noise is constant throughout the concentrations,
the relative error is lower for higher concentrations. For the TSS_exp model (Figure 9), a distinct pattern
is observed; in low TSS concentrations, the error is higher, and the distribution follows an exponential
curve towards a higher concentration. The maximum errors for the TSS_exp model reach 3 mg/L and
1 mg/L for MSI and OLI, respectively (Figure 9). Lastly, the TSS_NSSI model (Figure 10) showed an
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erratic pattern, similar to that displayed in the Chl-a multiplicative models (Figure 6b–d), suggesting a
dependency on the Rrs magnitude due to the band ratio approach.

Moses et al. [8] found similar results for HICO, with errors of up to 40% for concentrations
below 3 mg/L, and up to 5% for concentrations above 5 mg/L. Although the authors used the
optimized error minimization approach, the results displayed similar patterns as observed in this
study. Gerace et al. [15] observed mean errors of up to 15% due to the SNR in TSS algorithms.

The uncertainty in the TSS retrieval due to the SNR is highly dependent on the model. The model
equation and the concentration range control the need of pixel resampling in order to reduce the
noise impact. An MSI and OLI pixel size of 30 m is adequate for most lakes, but the SNR can be a
limitation. One band model is usually enough for TSS retrieval, so the OLI spectral resolution is not
a restriction, but the SNR, in some cases, needs to be mathematically increased similarly to Chl-a
algorithms. In spite of the good congruence of the OLCI estimates, its pixel size of 300 m is a serious
constraint for the study of small lakes, as for those in the RDSM.

4. Conclusions

The experiment carried out to assess the impact of the SNR on water color products indicated that,
regardless of the estimated parameter (TSS or Chl-a) and sensor design (OLI, OLCI, and MSI), the error
pattern is similar for any given algorithm. It is important to highlight that the simulation assumes
optimum conditions such as perfect atmospheric correction, algorithm calibration, and errorless in situ
measurements to isolate the noise impact. For an actual orbital image, under the described suboptimal
conditions, there is an increase in the uncertainty of TSS and Chl-a retrievals.

The amplitude of the retrieved concentration due to the noise is constant for the entire
concentration range when using additive and single band algorithms. However, when using
multiplicative algorithms, the amplitude changes according to the model equation and to the Rrs

magnitude. Finally, we observed that the retrieval amplitude is higher for a low concentration
regarding the exponential algorithm.

The noise impact on band ratio algorithms applied to Chl-a and TSS retrieval is amplified when
using a lower Rrs. While this impact is less substantial for a higher Rrs, it is similar to that of the
additive algorithms. Although the OLCI sensor presents the best performance due to its narrow band
width and high SNR (error of up to 2 μg/L for Chl-a and 3 mg/L for TSS), its spatial resolution (300 m)
can be restrictive to most remote sensing studies in RDSM.

For the MSI sensor, despite its low SNR, the error magnitudes of the linear single bands algorithm
used to retrieve the TSS and additive algorithms for Chl-a are low (up to 5 mg/L and 1 μg/L,
respectively). Even though multiplicative algorithms using MSI data to retrieve Chl-a presented an
error above 10 μg/L, the sensor could be applied if the lake size and shape enable resampling.

The OLI simulation indicated that its design is slightly better than that of MSI for all TSS
algorithms, resulting in errors below 3 mg/L and 5 mg/L, respectively. However, the number and
position of OLI bands are clear restrictions for Chl-a retrieval.

The sensor and algorithm selection need a comprehensive analysis before inland water studies
are carried out. In this analysis, the sensor design, in situ conditions (cloud cover, lake size/ shape,
and adjacency effects), water brightness (Rrs), and model equation (mathematical operation and fitting
model) are the key factors considered.

The methods developed in this study will be applied in the near future under real conditions,
in order to investigate the role of each of those aspects on the uncertainty caused by the real noise on
bio-optical products.
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Abstract: This study demonstrates a number of methods for using field sampling and observed
lake characteristics and patterns to improve techniques for development of algae remote sensing
models and applications. As satellite and airborne sensors improve and their data are more readily
available, applications of models to estimate water quality via remote sensing are becoming more
practical for local water quality monitoring, particularly of surface algal conditions. Despite the
increasing number of applications, there are significant concerns associated with remote sensing
model development and application, several of which are addressed in this study. These concerns
include: (1) selecting sensors which are suitable for the spatial and temporal variability in the
water body; (2) determining appropriate uses of near-coincident data in empirical model calibration;
and (3) recognizing potential limitations of remote sensing measurements which are biased toward
surface and near-surface conditions. We address these issues in three lakes in the Great Salt Lake
surface water system (namely the Great Salt Lake, Farmington Bay, and Utah Lake) through sampling
at scales that are representative of commonly used sensors, repeated sampling, and sampling at both
near-surface depths and throughout the water column. The variability across distances representative
of the spatial resolutions of Landsat, SENTINEL-2 and MODIS sensors suggests that these sensors
are appropriate for this lake system. We also use observed temporal variability in the system to
evaluate sensors. These relationships proved to be complex, and observed temporal variability
indicates the revisit time of Landsat may be problematic for detecting short events in some lakes,
while it may be sufficient for other areas of the system with lower short-term variability. Temporal
variability patterns in these lakes are also used to assess near-coincident data in empirical model
development. Finally, relationships between the surface and water column conditions illustrate
potential issues with near-surface remote sensing, particularly when there are events that cause
mixing in the water column.

Keywords: spatiotemporal variability; water quality; chlorophyll-a; near-coincident remote sensing

1. Introduction

Over the past decade, remote sensing of water quality has become more widely used and the extent
of applications has grown tremendously, especially in non-coastal environments. Notable inland water
quality applications of remote sensing include large-scale quality and clarity surveys [1–4] and real-time
tracking and forecasting of nuisance algal blooms (NABs) or harmful algal blooms (HABs) [5,6].
The general process of developing an empirical remote sensing model for algal blooms typically
involves: downloading and processing of remote sensing imagery (which may include atmospheric
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correction and conversion from digital numbers to reflectance at the near-surface of the water body),
collecting coincident (or near-coincident) field measurements of chlorophyll-a (or other parameters
related to biomass or levels of toxins), and using regression or other statistical modeling techniques to
develop a relationship between the field-measured concentrations and remotely sensed reflectance
from the corresponding pixel or group of pixels. Multiple sensors offer greater coverage with varying
overpass frequencies and extents, and band combinations which are more optimal for characterization
of water quality conditions. Increased availability of imagery data and processed data products has
also facilitated increased use and application. Despite all of these advances, there are a number of
issues that remain to be addressed to support more effective and accurate remote sensing model
development and application. Many of these issues stem from traditional assumptions associated with
the use and application of remote sensing data, and do not consider conditions and processes that are
specific to the water bodies of interest.

Water quality conditions, particularly algal growth, in lakes and reservoirs have been shown to
change relatively quickly (i.e., seasonally or sub-seasonally) [7–9]. Algal bloom variability in inland
waters also occurs on smaller spatial scales than in the open ocean. Spatial and temporal variability in
water quality may be caused by a number of processes, such as resuspension of suspended sediments
and point-source inflow of nutrients [10]. Increased variability in lake and reservoir water quality
requires that in situ data used to develop remote sensing water quality models represent conditions
at the time of the imagery acquisition–to the extent possible. Often, the historical records do not
provide exact temporal matches between the in situ samples and the satellite overpass, requiring the
use of “near-coincident” data, or some relaxation of a definition of a “match.” Coastal and lake water
clarity and quality remote sensing literature report a wide range of time-windows for considering
data to be near-coincident. Reported windows range from ±3 h [11], same day [12], one day [4,13],
seven days [2,14], to ±10 days [1] between the satellite image acquisition and the field samples used
for calibration. Often, a particular time-window for near-coincident matches is arbitrarily chosen
(e.g., using an arbitrary increase in the percentage of samples that match with a satellite image [15]),
or the study states that the relaxation of the time-window improved the model fit, without detailing
the actual improvement [1].

Another issue that is often overlooked in water quality remote sensing applications is thorough
review and evaluation of appropriate sensors in the context of a specific water body (which has unique
spatial and temporal characteristics). Sensor characteristics can have large implications for the utility
of the resulting model and dataset. Model application determines the sensor choice and could depend
on a number of factors: the spatial resolution (which is limited by the size of the water body or
multiple waterbodies in a region), the spatial variability within the water body, the desired return
time (which is influenced by the temporal variability of the water quality processes), the length of
historic record, spectral resolution (which determines the ability of the sensor to discriminate or more
accurately determine conditions and which parameters can be estimated), the available processing
resources (from the imagery data and data products to the personnel who will perform data processing
and analysis), and the scope of the application (both spatial and temporal). For empirical model
development, information from the field (e.g., concentration of chlorophyll-a measured at a single
point on the water body) is matched to information from the satellite (reflectance averaged over a
single pixel or group of pixels). Therefore, the spatial variability of the water body may influence the
choice of satellite. For example, if the algae concentrations vary substantially on the order of 20–40 m,
then a satellite with a resolution of 30 m will be sufficient, while a satellite with a resolution of 500 or
1000 m would be too coarse to adequately represent the variability of the chlorophyll concentrations.
One review suggests different medium spatial resolution satellites (e.g., Landsat) and coarser spatial
resolution satellites (e.g., MODIS) for water clarity and quality studies be selected based primarily on
the size of the water body [16], however, other characteristics of the lake, namely the ability of different
spatial resolutions (e.g., Landsat resolution of 30 m or SENTINEL-2 resolution of 10–60 m compared
to MODIS resolution of 250–1000 m) to represent spatial variability within the lake or the ability of
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more frequent overpasses to address temporal variability (e.g., Landsat every 16 days compared to
SENTINEL-2 every 5 days and MODIS every 1–2 days) are not considered.

Finally, remotely sensed data are limited by the optical depth of the water column (the depth
at which light is able to penetrate), which means that the estimates are limited to near-surface algae
populations. Optical depth is also a function of chlorophyll concentration; as the near-surface algae
populations increase, optical depth decreases. However, algae thrive not only at the surface but exist
throughout the water column. Algal population characteristics (species, diversity, etc.) may vary
with depth, especially when the water column is stratified and there are differences in oxygen or
salinity [17,18]. Concerns have been raised about the utility of only sensing and estimating the surface
of the lake given these variable conditions throughout the water column. It is therefore important to
explore the relationship between surface and water-column algae concentrations and the variability
within the water column when evaluating the limitations of remotely-sensed surface estimates.

This study uses field measurements of chlorophyll to evaluate techniques and assumptions that
are often used in remote sensing models of algae and surface water quality. While there are many
additional considerations for water quality (particularly algae/chlorophyll concentrations) this paper
focuses on the three issues outlined above: (1) selecting sensors which are suitable for the spatial and
temporal variability in the water body; (2) determining appropriate uses of near-coincident data in
empirical model calibration; and (3) recognizing potential limitations of remote sensing measurements
which are biased toward surface and near-surface conditions.

Study Area

The study area for this paper is the Utah Lake and Great Salt Lake (GSL) system. This lake system
is important for recreation and ecosystem services for the urban areas that are concentrated in the
hillsides and valleys to the east of these lakes. During the summer of 2016, Utah Lake and Farmington
Bay of the GSL experienced massive cyanobacterial algal blooms. While large algal blooms in these
lakes are not particularly rare, the rapid development and magnitude of the recent blooms spurred
widespread attention and motivated increased interest in monitoring these waters, particularly through
remote sensing because the size of the lakes make them difficult to monitor through field sampling
alone. Data were collected with water quality sondes at a number of locations throughout the system
(shown on the map in Figure 1) throughout the summer of 2016 to support this research.

Previous studies in the Utah Lake and GSL system have explored variation in algal speciation
throughout the growing season and environmental factors which contribute to species diversity [19–22].
Historical sampling campaigns on Utah Lake revealed typical algal succession, with diatoms and then
green algae dominating in early summer, and then cyanobacteria dominating during the late summer
months, and a general decrease in species diversity throughout the summer [21,22]. In Farmington Bay
and the GSL, studies have focused on speciation and presence of toxins in cyanobacteria. These studies
have found seasonal trends in algae growth and have observed stark differences between algae types in
different regions of the GSL and Farmington Bay [19,20,23,24]. These studies improve understanding
of the algae populations in this lake system; however, they lack important information about spatial or
temporal variability at scales that are necessary for improving remote sensing model development.

The Great Salt Lake is divided roughly in half by a railroad causeway which runs East-West,
separating the much more saline (roughly 28% salinity) North Arm, which includes Gunnison Bay
and Bear River/Willard Bay, from the South Arm (Gilbert Bay and Bridger Bay) and Farmington Bay,
which is further separated by an automobile causeway. These bays maintain a salinity between 11%
and 15% [25] and at the north end of Farmington Bay, salinity is typically around 8% [20]. These lakes
are relatively shallow, with an average depth of approximately 4.2 m in Gilbert Bay and an average
depth of approximately 1 m in Farmington Bay. Secchi depth (as a measure of transparency) ranges
between 2 and 5 m in the South Arm of the GSL, while in Farmington Bay, it is regularly less than
0.3 m [26]. Utah Lake, which flows into the Great Salt Lake through the Jordan River is also a shallow
lake (average depth of 2.74 m) and while it is a freshwater lake, it has high dissolved solids, resulting
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in slightly saline conditions [27]. High rates of suspended sediments result in high turbidity, and prior
to the large algal bloom in 2016, the Secchi depth in the middle of Utah Lake was roughly 0.2 m.

Figure 1. Sampling Locations and Study Area.

2. Materials and Methods

2.1. Data Collection

The collection of water quality samples was designed to provide information about algae
biomass (measured as chlorophyll-a) and its: (1) temporal variability (through repeated sampling
visits and high-frequency sampling); (2) spatial variability (through multiple sites and/or offsets);
and (3) surface–water column relationships. Chlorophyll-a data were collected by researchers at the
University of Utah (U of Utah) using a Hydrolab DS5 (OTT Hydromet) multiparameter sonde equipped
with a submersible fluorescence Chlorophyll-a sensor (range of 0.03–500 μg/L). Chlorophyll-a data
were also provided by the Utah Division of Water Quality (UDWQ) measured using YSI EXO
2 multiparameter sonde (with submersible fluorescence Chlorophyll-a sensor (range of 0–400 μg/L)
coupled with a Nexsens CB-450 buoy platform. Sampling locations were chosen based on accessibility.
During the study period, low water levels, exposed reef-like bioherms, and deep sediments restricted
boat and individual access to many locations in the lakes that may otherwise have been sampled.
Details of the sampling at each station are summarized below and in Table 1, including the duration
of sampling periods and the types of samples collected. Durations and frequencies of data collection
were determined by the availability of equipment and personnel, and local weather conditions.
Data collected by the University of Utah are shared under the Creative Commons Attribution CC BYU
License [28] and data collected by the UDWQ are available through the iUTAH Time Series Analyst
data portal.
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Table 1. Summary of Data Collection Periods and Methods.

Lake Stations Organization Sampling Periods
(2016)

7.5 m
Offsets

Surface
(<1 m)

Water
Profiles

Approximate Lake
Depth During

Study Period (m)

Main GSL
GSL1 U of Utah 23–31 July X X - 0.8

GB2; GB3;
GB4 U of Utah 6–16 June; 6–14 July;

12–22 Aug X X X 5.1

Farmington Bay FB5 UDWQ 8 July–28 July - X - 0.5
Utah Lake U6; U7; U8 UDWQ 28 Aug–13 Sept - X - 1–1.5

U9 UDWQ 15 July–8 Aug - X - 1–1.5

2.1.1. UDWQ Data

UDWQ sondes were installed in a variety of locations in Utah Lake and Farmington Bay following
the large July 2016 algal blooms. The site names for these sites have been modified to maintain
consistency with the naming convention of the University of Utah sites. One temporary fixed sonde
was placed approximately 0.75 m below the surface at station U9 (UDWQ Site 4917310) in Utah
Lake, providing daily measurements between 15 July and 8 August, 2016. The sondes in stations
U6 (UDWQ Site 4917390), U7 (UDWQ Site WVineyard), and U8 (UDWQ Site WProvo) were installed on
buoys anchored at the locations shown in Figure 1, and provided daily measurements at approximately
0.3 m below the surface between 28 August and 13 September 2016. Water depths in Utah Lake
during this time period were between 1 and 1.5 m. Finally, a fixed sonde in Farmington Bay at
station FB5 (UDWQ Site 4895200) provided daily measurements between 8 July and 28 July, 2016 at
a depth of approximately 0.3 m below the surface (due to extremely low water levels, which were
approximately 0.5 m at this time). The measurements for these sondes (which were reported at a 15-min
frequency) were averaged between 11:00–11:30 a.m. in order to maintain consistency in day-to-day
comparisons (reducing the effect of diurnal patterns of algae on the chlorophyll measurements which
peaks during midday and then drops in the evening). These daily measurements were used in
exploring temporal variability.

2.1.2. University of Utah Data

While the fixed UDWQ sondes in Utah Lake and Farmington Bay provide stationary data for
exploration of temporal variability, data collection by the University of Utah was designed to explore
temporal variability as well as variability on different spatial scales. Data collected by the University
of Utah was focused in the main body of the South Arm of the GSL (Gilbert Bay and Bridger Bay).
Surface data at the Gilbert Bay sites were consistently collected between 9:00 and 11:30 a.m. (again, to
minimize the effects of diurnal patterns of photosynthesis). Data collection took place during three
periods: 6, 8, 9, 10 and 13 June; 6, 7, 8, 12 and 14 July; and 12, 15, 16, 17 and 22 August. At these
sites (GB2, GB3 and GB4), approximately 20–30 measurements were taken at a 1-s frequency at an
average depth of 0.4 m below the surface and averaged. The Gilbert Bay sites (prefixed with GB)
which were navigable by boat, were located approximately 1000 m apart, which is the same scale
as the coarsest MODIS spatial resolution. At each of these sites, data were also collected at offsets
to the site center to represent sub-Landsat and sub-SENTINEL-2 resolution. These offset samples
were spaced at approximately 7.5 m increments (i.e., 7.5, 15, 22.5 and 30 m) from the original sites
GB2, GB3 and GB4. The offsets were identified with suffixes a, b, c and d, so that the first offset
(7.5 m) from GB2 was identified as GB2a, the second offset (15 m) from GB2 was GB2b, etc.) At these
sites, lake current and wind patterns differed from one sampling day to the next, resulting in variable
drift directions between the GB sites and their offsets, though it was generally consistently in the
southwest direction. Nonetheless, relative distances between the original sites and the offsets were
maintained. Approximately 20–30 measurements at the GSL1 site were collected at a 1-s frequency
approximately 0.3 m below the surface and averaged in a July sampling period (23, 24, 27, 30 and
31 July). Data collection at this site also included sampling at offsets at the same increments (7.5, 15,
22.5 and 30 m) east of the original site.
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The data at Bridger Bay were averaged at approximately 0.3 m below the surface (due to low lake
levels at this location), and were consistently collected in the afternoon (due to equipment availability
and to reduce effect of diurnal patterns).

In addition to the surface data obtained at the Gilbert Bay sites, measurements were collected
throughout the water column to examine relationships between chlorophyll measurements at different
depths. At sites GB2, GB3, and GB4, data were collected over the water profile, by manually lowering
the sonde at approximately 0.3 m/s and recording at a 1-s frequency. Profiles were created by averaging
the concentrations over 1 m intervals from 0–6 m) to represent different ranges of the water column.

For the sites reached by boat, we approached the locations from the opposite direction of the lake
current and turned off the engine, allowing the boat to drift to the sites and offsets in an effort to reduce
the amount of artificial mixing caused by the engine. Despite these efforts, some amount of mixing
from the engine may have occurred which would have an effect on the measured concentrations and
subsequent variability, particularly near the surface. The FB site and offsets were reached by foot,
and mixing may have been caused by stirring up sediments.

2.1.3. Meteorological Data

In order to examine conditions that may contribute to surface mixing in the lakes, meteorological
data were collected from MesoWest weather stations located near the Gilbert Bay sampling locations
(Site UT201, at 40.72255, −112.22569) and near Provo Bay in Utah Lake (Site KPVU, at 40.21667,
−111.71667). Parameters including wind speed (kilometers per hour) and peak wind gust (kilometers
per hour) were recorded at 10 min intervals for UT201 and at 5 min intervals for KPVU. Wind speed
is averaged over a daily scale and the daily peak wind gust is the maximum peak wind gust.
Daily precipitation data totals (mm) and maximum temperatures (degrees Celsius) were obtained
from NOAA Stations USW00024127 at 40.7034, −112.109 and USC00427064 at 40.2458, −111.6508.
Comparable meteorological data near the Farmington Bay site were not available for study period.

2.2. Statistical and Graphical Analysis

To evaluate the variation over time, we computed the autocorrelation function or estimates of
autocovariance [29]. These estimates were calculated for each site with regular daily sampling (all of
the UDWQ sites in Utah Lake and Farmington Bay) using the “acf” function, which is built in to the
R statistical software [30]. At each of the lags for these sites, we tested for statistically significant
autocovariance of surface chlorophyll measurements. The autocorrelation function could not be
computed for the main GSL sites (GB and GSL), since these data were not collected at regular intervals,
and there were insufficient points for alternative analyses (e.g., constructing a temporal variogram).
Instead, for these sites, temporal variation was analyzed graphically by calculating the difference in
chlorophyll measurements between subsequent samples (for short-term variation), as well as the mean
and standard deviation for each of the sampling periods (for seasonal variation).

We also examined spatial variation of surface chlorophyll concentrations with respect to the
spatial resolutions of several commonly-used sensors. As noted, the distances between sites and
offsets for the samples are representative of the spatial resolution of Landsat/SENTINEL-2 and MODIS
band regions. The observed differences in measurements between the offsets and the sites offer
insight into fine-scale variability (<30 m) that would occur at the sub-Landsat and SENTINEL-2 spatial
resolutions and coarser-scale variability (1000 m) that corresponds with the spatial resolution of MODIS.
To evaluate the differences between offsets, we calculated the difference and percent differences in
surface measurements between the sites and their respective offsets using Equations (1) and (2):

Di f f erence = Chlx,j − Chly,j (1)

Percent Di f f erence =

(
Chlx,j − Chly,j

Chlx,j

)
∗ 100 (2)
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where Chl is the mean chlorophyll concentration between 0 and 1 m below the surface for the sampling
date j at site x (e.g., GB2) and corresponding offset y (e.g., GB2a, GB2b, etc.).

Finally, we used linear regression to evaluate relationships between conditions at the surface and
throughout the water column for the GB2, GB3, and GB4 sites for each of the sampling periods. Due to
extremely low lake levels in Farmington Bay, Utah Lake, and Bridger Bay, samples at multiple depths
were not possible at these locations. The regressions follow the general form of Equation (3):

Chlx,k = m · Chlx,l + b (3)

where Chl is the mean chlorophyll concentration at site x, at depth k below the surface, and l is the
depth of 0–1 m below the lake surface. The strength of the relationship is measured through the
correlation coefficient, or R2. For this case, the correlation coefficient translates to the amount of
variance at intermediate depths that is explained by the surface measurements.

3. Results

3.1. Temporal Variability

The results of the autocorrelation function are visualized in a correlogram, showing the
autocorrelation of surface chlorophyll values versus the lag (days). The correlograms for each of
the sites with daily sampling, shown in Figure 2, graphically illustrate how the time series is correlated
with itself, or how similar measurements are from one day to measurements from some lagged
time period.

Figure 2. Autocorrelation for Utah Lake (U6, U7, U8 and U9) and Farmington Bay (FB5) Sites.

The null hypothesis, which is tested at each lag, is that there is no autocorrelation between
the lagged samples. The different patterns of autocorrelation in Figure 2 show that there are
major differences in the temporal autocorrelation in different parts of the lake system. At α = 0.05,
there is no statistically significant autocorrelation for all time lags for Utah Lake sites U9 and U6,
and near-statistically significant autocorrelation for a lag of one day for U8 and U7. The rapid decrease
in autocorrelation for many of the Utah Lake sites is evidence of high short-term variability in this
body. In clear contrast with the patterns observed in Utah Lake, there is significant autocorrelation for
all lags up to 11 days for the site in Farmington Bay (FB5).

169



Remote Sens. 2017, 9, 409

For sites where it was not possible to calculate an autocorrelation function, the differences in
chlorophyll measurements between subsequent samples for each of the sampling periods are shown
in Figure 3.

Figure 3. Temporal Variation between Subsequent Samples by Sampling Periods at the GB and
GSL Sites.

In the samples from June and July, there is relatively small variation (<2 and 5 μg/L, respectively),
even at 8 and 10 days between subsequent samples. In August, however, the data show a clear positive
trend of increasing differences between surface chlorophyll measurements, that is, the difference
between the subsequent samples increases as time between the samples increases. The data also
show the variation in between subsequent measurements increases throughout the summer season.
For example, in June, the mean difference at seven days between subsequent samples is 1.02 μg/L,
while the mean differences in July and August at seven days are 3.05 μg/L and 9.67 μg/L, respectively.
This seasonal increase in variability is also evident in comparisons of the standard deviation of surface
measurements during each sampling period, shown in Figure 4. There was also a general positive
trend in chlorophyll concentrations throughout the sampling period (meaning that both magnitudes
of chlorophyll and variance increased throughout the summer).

Figure 4. Standard Deviation for Surface Chlorophyll at GB and GSL Sites by Sampling Period.
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3.2. Spatial Variability

To illustrate the differences in spatial resolution of several commonly-used sensors, Figure 5
compares the coverage of a portion of the study area (Utah Lake) with resolutions ranging from 30 m
(Landsat 8, Band 2, 19 July 2016), to 60 m (SENTINEL-2, Band 1, 22 July 2016) and 500 m (MODIS,
Band 3, 20 July 2016).

Figure 5. Comparison of Spatial Resolution in Coverage of Utah Lake at 30 m (Landsat 8, Band 2), 60 m
(SENTINEL-2, Band 1) and 500 m (MODIS, Band 3).

The resolutions of Landsat and SENTINEL-2 show clear definition between the lake and the shore,
and variability in surface conditions (including the extent of the large algal bloom) can be detected at
both these scales. On the other hand, the coarse resolution of the MODIS image makes it difficult to
delineate the shoreline and while there is some variability between the in-lake pixels, the extent of the
bloom is difficult to distinguish. In the GB sites, surface chlorophyll data collected at sites and offsets
correspond with the range of spatial scales for these sensors. The differences in surface chlorophyll for
fine spatial scales (corresponding with Landsat/SENTINEL-2) and coarse spatial scales (corresponding
with the coarsest resolution of MODIS, 1000 m) are shown in Figures 6 and 7.

Figure 6. Variability between Sites and Offsets (<30 m distances or Sub-Landsat/Sub-SENTINEL-2
Scales) in the Great Salt Lake (GB and GSL Sites).
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For site groups (where each site group includes the site and its offsets) GSL1, GB2, GB3 and GB4,
there was generally less than 30 percent difference between the surface measurements at the offsets
and those at the site. The plots show that the highest differences between the offsets and the sites
occur in the later summer months, while relatively small differences are observed in early summer.
Throughout the entire season, the maximum difference in magnitude between a site and its offsets is
1.7 μg/L.

Figure 7. Variability between Sites (Approximately 1000 m distances, or MODIS Scale) in the Great Salt
Lake (GB Sites).

This figure shows that even at this larger scale, the differences are still generally small
(below 30 percent), though the actual difference in magnitude was higher (with a maximum difference
of 3.4 μg/L) than those at the sub-pixel distances on the Landsat/SENTINEL-2 scale. Again, greater
differences are observed in later summer months compared to early summer.

3.3. Surface/Water Column Measurements

The linear relationships between average surface measurements (0–1 m below the surface) and
various depths (1–2 m, 2–3 m and 3–4 m) from data collected in Gilbert Bay (where water depths
allowed for water column measurements) are shown in Figure 8.

Figure 8. Relationships between Surface and Depths throughout the Water Column for GB Sites.

172



Remote Sens. 2017, 9, 409

For 1–2 m, the overall (across all sampling periods) R2 is 0.79; for 2–3 m it is 0.97; and for 3–4 m it
is 0.96. However, the relationship is highly dependent on the sampling period, particularly at depths
of 1–2 m. For June and July, there are virtually no relationships between the surface chlorophyll and
chlorophyll at 1–2 m below the surface, and the relationships at other depths are weaker for these
sampling periods than for the August sampling period.

3.4. Meteorological Record

Short-term weather events such as rainfall and high wind events have the potential to cause
surface mixing and subsequently affect the observed temporal and spatial variability patterns, as well as
conditions throughout the water column. Records of the daily average values for wind speed, peak
daily wind gust, total daily precipitation and maximum temperature are shown for two weather
stations near the Great Salt Lake and Utah Lake are shown in Figure 9.

During the periods of data collection for Utah Lake sites, conditions were relatively stable with
respect to precipitation and temperature. The extremely shallow lake was likely heavily influenced
by the wind, allowing for a great deal of mechanical mixing to occur. This corresponds with the low
autocorrelation values in the Utah Lake sites. Other seasonal patterns in variability, such as the general
increase in concentrations observed in the GB sites, correspond with the fairly stable and favorable
weather conditions (lack of any large precipitation events during the mid-summer months, sustained
high temperatures in late July, and a steady cooling through August).

The seasonality of the surface/water column relationship may be partially explained by weather
conditions and short-term events, such as the variable temperature in June and July, and the slightly
higher wind and precipitation events in the GSL in June. It is important to note that poor correlations
between surface and 1–2 m depths may also be influenced by mechanical mixing caused by turbulence
from the boat, which could create artificially high variability near the surface.

Figure 9. Daily Wind, Precipitation, and Temperature Records near the Great Salt Lake (GSL) and Utah
Lake over the Period of Data Collection.
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4. Discussion

The measures of variability over time (including autocorrelation, magnitude of differences
between subsequent samples, and standard deviation for different sampling periods) suggest that the
water bodies in the Great Salt Lake system have distinct temporal characteristics. These characteristics
have important implications for remote sensing modeling techniques. The Utah Lake samples showed
non-significant autocorrelation after one day, while the Farmington Bay samples showed statistically
significant autocorrelation for up to 11 days. This indicates that the Utah Lake conditions are much
more variable than those in Farmington Bay, with Utah Lake variation on a daily scale, rather than the
near-weekly scale exhibited in Farmington Bay. In a remote sensing context, this means that shorter
time windows may be needed for calibrating Utah Lake models, while longer time windows may
be justified for Farmington Bay models. In the GB and GSL locations, where sampling frequencies
were irregular, there was a general trend of increasing differences in chlorophyll concentrations as the
time between samples increased. These differences and the overall variation increased throughout the
summer, indicating that the temporal correlation may not be stationary, but decreases throughout the
growing season. This increase in variability could justify a shorter time-window for near-coincident
data in the later summer months than the earlier summer months.

The observed temporal patterns provide additional information for evaluating suitability of the
Landsat, SENTINEL-2, and MODIS sensors for this lake system. For example, events in Utah Lake
may be completely missed by the revisit time of Landsat sensors, requiring the use of multiple sensors
to adequately capture the rapidly changing conditions and acknowledgment of the limitations of the
temporal resolution of this sensor and its ability to describe short-term changes.

The comparisons of surface measurements between the GB and GSL sites and offsets as well as
among sites were also useful in evaluating different spatial resolutions of commonly-used sensors.
The relatively small variation between sites and offsets indicates that there is low variability over
the distances measured by a single pixel for Landsat/SENTINEL-2 or MODIS. This suggests that
these platforms, or others with similar spatial resolution, are suitable for monitoring the main body
of the GSL. These results also suggest that finer spatial resolution products (such as those obtained
by airborne sensors) would not necessarily provide significantly more information for this part of
the system.

Finally, the linear models between concentrations at the surface and those at different depths in the
water column in the GB sites show that these relationships are both depth and seasonally dependent.
This result is interesting because it shows a stronger relationship between the measurements at
the surface and greater depths (2–3 and 3–4 m) than between the surface and subsurface (1–2 m)
measurements. If the data are analyzed by sampling period, the relationship between the surface data
and the 1–2 m data exhibit a relatively strong fit for August, but not in June or July. The data at greater
depths, however, exhibit relatively strong relationships during all of the sampling periods. The high
variability observed at the surface and near-surface depths indicates that surface-biased estimates
may be influenced by short-term weather events or human activity that causes mixture. The strong
linear relationships for the other depths and for 1–2 m depths during August suggest that near-surface
estimates provided by remote sensing may be strongly correlated with conditions throughout the
water column, especially during periods of low surface mixing. In summary, the different relationships
between surface and water column conditions highlight that surface conditions do not always reflect
the conditions throughout the water column, and that the mechanical mixing processes which are
unique to each water body should be taken into account before assuming any relationship between
surface and water column conditions.

The spatial and temporal patterns observed in these lakes add to previous observational studies in
these lakes which have focused largely on speciation and the diversity of algal populations. As species
diversity decreases throughout the summer, the observations in this study also show that overall algae
biomass magnitudes and variability in algae biomass increases. This relationship has both positive and
negative implications for remote sensing; it provides additional motivation for using remote sensing
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methods during the late summer months when conditions are highly variable and more likely to be
worse than early summer months, but it also highlights potential challenges associated with remote
sensing of conditions when there is high species variability (leading to greater potential variability in
the spectral signature of the surface waters).

5. Conclusions

The observations and analysis provided valuable insights into the Utah and GSL lake systems;
however, it is important to acknowledge that the results may not be representative for all portions of
the system. In particular, the surface/water column analyses in the lower portion of the GSL are not
representative of the surface water/water column relationship in Utah Lake. Utah Lake is consistently
much more turbid than the southern arm of the GSL, in general is shallower, and has far different
mixing patterns. We recommend that this kind of analysis should be conducted in areas where unique
or localized hydrodynamic disturbances exist (such as elevated exposure to wind and surface mixing,
or near outfalls from wastewater treatment plants or streams where there may be increased mixing or
stirring up of bottom sediments).

The temporal and spatial analysis presented in this study supports development of specific
methods for future remote sensing work in this region. This support includes selecting appropriate
sensors and defining appropriate time-windows for using near-coincident data. The seasonal
differences in temporal correlation (as inferred by differences between subsequent samples) suggest
the use of a shorter time-window for near-coincident data in calibrating empirical models in the late
summer season than in the earlier summer months. We recommend that for modeling development
in the main body of the GSL, near-coincident matches be limited to ±2 days, though more relaxed
time-windows could be used for early summer matches. Based on the autocorrelation of the samples
in Utah Lake and Farmington Bay, we recommend limiting the time windows for considering
near-coincident matches to ±1 day for Utah Lake, while Farmington Bay may use a more relaxed
time window.

Our spatial analysis showed small variations between offsets and sampling sites, indicating that
Landsat/SENTINEL-2 resolution and MODIS resolutions would be appropriate for the southern arm
of GSL, while finer-scale resolutions may be unnecessary as there is little variation at these smaller
scales. As with the surface/water column analysis, this type of sampling in other parts of the lake
system would be helpful in determining the most appropriate methods based on their unique spatial
variability characteristics. From a temporal standpoint, the Landsat return time of 16 days is offset by
the fact that there are multiple sensors which may be used, for example both Landsat 5 and 7 provide
data for historical applications, while Landsat 8 and SENTINEL-2 provide data for more recent and
ongoing applications (from 2013 and 2015, respectively). These instruments provide imagery on a
more frequent basis (assuming no interference from cloud cover). However, our temporal analysis of
the sensor data in Utah Lake and the main body of the GSL, shows that lake conditions change on
shorter periods, and this revisit frequency may miss important changes in surface algae conditions.
This is contrasted by Farmington Bay, where the conditions do not change as drastically over these
time scales.

The information about spatiotemporal patterns should be considered along with other factors
including: the spectral resolution of the sensors and how well the spectral measurements can describe
the measures of algal biomass in certain lake environments [31], data availability (both field samples
and imagery), and the historical scope (which may restrict the types of sensors which can be used)
in order to meet the needs of the specific region of interest and the application. While focused on
the GSL region and its unique characteristics, this study demonstrates a number of sampling and
analysis techniques that could be applied in other settings to inform and improve the design of remote
sensing studies. Information about the unique spatial and temporal variability patterns in a water
body should be incorporated into the process of remote sensing model development, to help guide
modeling decisions and assumptions.
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Abstract: Many lakes in boreal and arctic regions have high concentrations of CDOM (coloured dissolved
organic matter). Remote sensing of such lakes is complicated due to very low water leaving signals.
There are extreme (black) lakes where the water reflectance values are negligible in almost entire visible
part of spectrum (400–700 nm) due to the absorption by CDOM. In these lakes, the only water-leaving
signal detectable by remote sensing sensors occurs as two peaks—near 710 nm and 810 nm. The first
peak has been widely used in remote sensing of eutrophic waters for more than two decades. We show
on the example of field radiometry data collected in Estonian and Swedish lakes that the height of
the 810 nm peak can also be used in retrieving water constituents from remote sensing data. This is
important especially in black lakes where the height of the 710 nm peak is still affected by CDOM.
We have shown that the 810 nm peak can be used also in remote sensing of a wide variety of lakes.
The 810 nm peak is caused by combined effect of slight decrease in absorption by water molecules and
backscattering from particulate material in the water. Phytoplankton was the dominant particulate
material in most of the studied lakes. Therefore, the height of the 810 peak was in good correlation
with all proxies of phytoplankton biomass—chlorophyll-a (R2 = 0.77), total suspended matter (R2 =
0.70), and suspended particulate organic matter (R2 = 0.68). There was no correlation between the
peak height and the suspended particulate inorganic matter. Satellite sensors with sufficient spatial
and radiometric resolution for mapping lake water quality (Landsat 8 OLI and Sentinel-2 MSI) were
launched recently. In order to test whether these satellites can capture the 810 nm peak we simulated
the spectral performance of these two satellites from field radiometry data. Actual satellite imagery
from a black lake was also used to study whether these sensors can detect the peak despite their band
configuration. Sentinel 2 MSI has a nearly perfectly positioned band at 705 nm to characterize the
700–720 nm peak. We found that the MSI 783 nm band can be used to detect the 810 nm peak despite
the location of this band is not in perfect to capture the peak.

Keywords: lakes; CDOM; remote sensing; hyperspectral; Sentinel-2; chlorophyll-a; suspended matter;
Landsat 8
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1. Introduction

Lakes are an important source of drinking water, they provide different services from fisheries
to tourism, support biodiversity, and are an important component in the global carbon cycle [1–3].
Monitoring the water quality and understanding the physical, chemical, and biological status of inland
waters is hard to achieve without using remote sensing [4]. However, there are many obstacles in the
way to achieve sufficient accuracy of inland water remote sensing products. Some of them are related
to optical complexity of the waters, some to the methodology (e.g., atmospheric correction), and some
to the technology (radiometric, spatial, and spectral resolution of sensors) used [4].

Only the visible part of electromagnetic radiation can potentially provide us information
about the water constituents in most waterbodies as water itself absorbs light strongly at other
wavelengths [5–7]. The exceptions here are waters with high concentrations of suspended matter [8,9]
or phytoplankton [10,11] where the water reflectance in the near infrared (NIR) part of spectrum
can also provide us useful information. However, there may be extreme environments where the
water-leaving signal is negligible also in the visible part of the spectrum, automatically preventing the
use of most current remote sensing algorithms and methods. For example, in this study we investigated
lakes where the CDOM concentrations are so high that the water-leaving signal is practically zero at all
visible wavelengths and the above water measured signal consisted predominantly of sun and sky glint.
One may assume that the number of such extreme lakes is small as the only reflectance data we were
able to find from almost as dark lakes was published only recently [7]. However, the global inventory
of lakes [12] shows that majority of lakes on the Earth are between 55N and 75N, meaning boreal
and arctic lakes, are the most abundant. Many boreal lakes have high CDOM concentration [7,13–15].
Most of the arctic lakes are actually permafrost thaw ponds that should be rich in dissolved organic
carbon, DOC, and its coloured component, CDOM, although Sobek et al. [16] have shown that the
lake DOC pattern at higher latitudes is quite complicated. Thus, at present there is very fragmented
information on the possible abundance of CDOM-rich lakes as most of them are probably in inhabited
and hardly accessible regions.

It was shown recently [17,18] that the iron bound to DOC makes lake water absorbance higher
and variable iron to carbon ratio makes remote sensing retrieval of CDOM and DOC concentrations
complicated. It means that the number of lakes in which remote sensing is challenging due to low
water leaving signal, caused by high absorbance, should be relatively high globally. Retrieving the
lake CDOM and DOC concentrations is important from both a drinking water perspective [19] and
the global carbon cycle studies point of view [2]. The drinking water industry needs this information
also in near real time as sudden heavy precipitation may increase the amount of carbon quickly and
require modifications in water treatment processes. Consequently, there is a strong need to study
optical properties of CDOM-rich lakes and the potential for retrieval of water quality parameters by
means of remote sensing in such lakes.

Field radiometers have become remote sensing instruments on their own right rather than being
just calibration and validation devices of satellite measurements. For example, routine reflectance
measurements carried out from ferries (ferriscope.org) and hand-held devices have been developed
for quick monitoring of lake water quality [20]. Many of the black lakes are small. Therefore, in this
study, we focused mainly on field radiometry rather than satellite remote sensing.

The main aim of the study was to investigate black lakes with nearly negligible water leaving
signal in the visible part of the spectrum and to estimate whether remote sensing retrieval of
water constituents in such extreme CDOM-rich lakes is feasible by means of hyperspectral sensors.
The next step was applying the results obtained in black lakes on all other lakes for which we had
field radiometry data. Satellites with sufficient spatial resolution for small lake studies, like the
Landsat 8 and Sentinel-2, became available recently. Therefore, it was reasonable to evaluate are these
satellites suitable from their band configuration point of view for remote sensing of CDOM-rich lakes.
This evaluation was performed by recalculating hyperspectral field radiometry data into spectral
bands of Landsat 8 and Sentinel-2 as well as using actual satellite imagery.
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2. Materials and Methods

2.1. Study Sites

We chose three nearly black water lakes in South-Eastern Estonia for our study—Nohipalu
Mustjärv, Meelva, and Mustjärv (Figure 1). These lakes were chosen based on our previous knowledge
about the optical water properties there. The lakes are small—their area varies between 0.2 km2

and 0.8 km2.

Figure 1. Locations of the study sites (GPS Visualizer).

In order to test how similar/dissimilar from remote sensing point of view are these extreme lakes
from typical boreal lakes we chose other four lakes in Sweden and Estonia. Lake Mälaren is the third
largest lake in Sweden (1140 km2). It is a gemorphologically sophisticated lake where different basins
are often connected only through narrow straits. Optical properties of these basins vary in a wide
range [17,21,22] and can be considered as different water bodies from an optical point of view. We also
used data from three Estonian lakes where optical measurements are carried out in semi-regular basis.
These lakes are Lake Peipsi, the fourth largest lake in Europe (3555 km2), Lake Võrtsjärv (270.7 km2)
and Lake Harku (1.64 km2). All the other lakes, besides Mälaren, are shallow (maximum depth
between 2.5 m and 12.9 m, Mälaren 61 m).

2.2. Field Measurements

Field measurements were carried out during three years 2011–2013. The total number of sampling
stations was 105. The extreme CDOM-rich lakes Mustjärv and Nohipalu Mustjärv were sampled
once, Meelva twice. Data from the other boreal lakes was collected in the frame of different projects.
Lake Mälaren in Sweden was sampled once (7 sampling stations) while three Estonian lakes were
studied almost on the monthly bases during three ice free seasons. We sampled Lake Võrtsjärv 9 times
(19 samples in total), Lake Harku 11 times (one station each time), and Lake Peipsi 11 times (65 samples
in total).

Water reflectance measurements were carried out using two Ramses (TriOS) sensors one
measuring downwelling irradiance and one measuring upwelling radiance from the nadir. Ramses is
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sampling with 3.3 nm interval in the wavelength range 350–900 nm. Each reflectance spectrum used in
the study is an average of 10 measured spectra.

We knew in advance that significant part of the measured reflectance is actually sun and sky glint,
especially in the darkest lakes. Therefore, we carried out reflectance measurements in two different
ways. In each sampling station we first measured reflectance as a ratio of upwelling radiance to
downwelling irradiance, Lu/Ed, where both Ramses sensors were above the water surface i.e., these
were normal reflectance measurements carried out from a boat with zenith and nadir looking sensors.
A second set of measurements was carried out putting the 5 cm black plastic tube, surrounding the
Ramses radiance sensor head, just under the water surface. This way we can measure water-leaving
radiance, Lw, without sun and sky glint. Dividing the subsurface radiance with the downwelling
irradiance measured above the water surface we got glint-free reflectance spectra. The methodology
was described in more detail in [23].

Optical properties of the water were measured with WetLabs optical package containing a CTD,
AC-S absorption and attenuation sensor, ECO-BB3 backscattering sensor and ECO-VSF3 volume
scattering sensor. Complementary wavelengths were chosen for the BB3 and VSF3. This allows
us to measure backscattering coefficient at six wavelengths as backscattering coefficient can also be
calculated from the ECO-VSF3 data.

2.3. Laboratory Analysis

Water samples were collected from the surface layer (0.2 m) directly into 2.5 litre canisters that
were then stored in the dark and cold before filtering in the evening of each sampling day (less than 10 h
between the collection and filtering). The volume of lake water filtered through Whatman GF/F-filters
depended on particle load (0.1–1 litre). Phytoplankton pigments were extracted from the filters with
96% ethanol at 20 ˝C for 24 h and measured spectrometrically both before and after acidification with
dilute hydrochloride acid. Later, optical density values were converted respectively to chlorophyll-a
and phaeophytin-a concentrations according to Lorenzen [24] formulas. The concentration of total
suspended matter, TSS, was measured gravimetrically after filtration of the same amount of water
through pre-weighed and dried (103–105 ˝C for 1 h) filters. The inorganic fraction of suspended matter,
SPIM, was measured after combustion of filters at 550 ˝C for 30 min. The organic fraction of suspended
matter, SPOM, was determined by subtraction of SPIM from TSS [25].

Absorption by colored dissolved organic matter, aCDOM(λ), was measured with a spectrophotometer
(Hitachi U-3010 UV/VIS, in the range 350–750 nm with 1 nm resolution) in water filtered through
Millipore 0.2 μm filter. The measurements were carried out in a 5 cm cuvette against distilled water and
corrected for residual scattering according to Davis-Colley & Vant [26]. The water from the three extreme
CDOM lakes was diluted 1:1 with distilled water before the measurements as otherwise most of the light
beam was absorbed in the 5 cm cuvette.

2.4. Satellite Data

Suitability of Sentinel-2 and Landsat 8 was tested in two ways. First, we simulated theoretical
performance of the satellites in the black lakes by recalculating Ramses field reflectance spectra using
spectral response functions of the two satellites. Secondly, we used a Landsat 8 image from 8 July
2013 acquired simultaneously with our field campaign in Lake Peipsi and 1–2 days before sampling
on the black lakes and Lake Võrtsjärv. Atmospheric correction was performed with four different
methods from which ATCOR23 was selected as the best performing method for most of the lakes [27].
More detail about the field campaign and different atmospheric correction methods tested is provided
in [27]. Sentinel-2 imagery was collected in 11 and 14 August 2015 and processed with SNAP Sentinel-2
toolbox and Sen2Cor atmospheric correction module provided together with the Sentinel Toolbox.
Detailed description of Sentinel-2 processing and using the MSI imagery in mapping of different lake
water quality parameters is given in [28].
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2.5. Remote Sensing Algorithms

There are a variety of methods for relating the remote sensing signal to optical water properties
like chlorophyll-a, CDOM or suspended matter. For example, single band algorithms, band ratios,
more sophisticated colour indices or analytical methods for retrieving three or more water properties
simultaneously have been used [29–33]. We chose to use peak height algorithms as the measured
reflectance had only two peaks and very low signal at other wavelengths. We tested spectral differences
using the reflectance values of the peak and at one of the nearby wavelengths where the reflectance
is the lowest. However, the best performing algorithms were three band algorithms where the
peak height was calculated against the baseline of two wavelengths where the reflectance is low
(Equations (1) and (2)).

It is known that the peak near 700–720 nm is moving towards longer wavelengths with the
increasing phytoplankton biomass [34]. Therefore, the first peak height was calculated as the difference
between the maximum reflectance in the 700–720 nm wavelength range against the 676–770 nm
baseline (Equation (1)). The baseline wavelengths were chosen based on the shape of the reflectance
spectra (Figure 2).

P1 “ Rmaxp700 ´ 720q ´ rRp646q ` Rp770qs{2 (1)

where P1 is the height of the peak near 710 nm, Rmax(700–720) is maximum reflectance value
in the 700–720 nm wavelength range, and the R(646) and R(770) are reflectance values at these
two wavelengths.

The second peak height was calculated simply as the difference between the reflectance value
at 810 nm and the 770–840 nm baseline as the location of the maximum value was always at 810 nm
(Equation (2)).

P2 “ Rp810q ´ rRp770q ` Rp840qs{2 (2)

where P2 is the height of the peak at 810 nm, R(810), R(770), and R(840) are the reflectance values
at these three wavelengths. Most of researchers measure reflectance just above the water surface
and do not have measurements of glint free spectra. In order to investigate the effect of glint on the
retrieval results we calculated the peak heights from both “normal” (Lu/Ed) and glint-free (Lw/Ed)
reflectance spectra.

(a) (b)

Figure 2. Reflectance spectra of extreme CDOM-rich lakes Nohipalu Mustjärv (a) and Meelva (b).
The reflectance spectra shown with blue line were measured with both Lu and Ed sensor above the
water surface. The reflectance spectra shown with red line were measured putting the radiance sensor
surrounded with plastic tube a few centimetres below the water surface (reflectance without glint).
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3. Results

The optical properties of the studied lakes were variable as seen from the Table 1. For example,
chlorophyll-a concentration varied between 2.14 mg¨ m´3 and 203.31 mg¨ m´3 whereas TSS varied
between 0.75 mg¨ L´1 and 63.33 mg¨ L´1. All the lakes were relatively CDOM-rich—the aCDOM(400)
varied between 3.23 m´1 and 63.05 m´1.

Table 1. Minimum, maximum, and mean concentrations of optically active substances measured in
lakes under investigation. Concentration of Chl is in mg¨ m´3, TSS, SPIM, and SPOM in mg¨ L´1

and aCDOM(400) in m´1. Only maximum values are provided if there is a single measurement from
a particular lake.

Nohipalu Mustjärv Meelva Mustjärv Mäleren Harku Võrtsjärv Peipsi

Chl, mg¨ m´3

Min 11.04 7.13 36.31 15.06 2.14
Mean 14.56 24.28 123.93 33.74 15.10
Max 4.67 18.07 7.34 50.82 203.31 57.83 38.98

aCDOM(400), m´1

Min 41.45 3.23 6.12 3.76 3.23
Mean 44.52 5.70 9.77 6.20 6.54
Max 63.05 49.48 47.60 10.04 13.99 11.33 15.11

TSS, mg¨ L´1

Min 9.00 18.89 10.67 3.33 0.75
Mean 9.00 29.0 36.17 14.22 7.90
Max 12 9.00 26.00 43.05 63.33 21.00 23.8

SPIM, mg¨ L´1

Min 5.50 10.05 0.67 0.00 0.00
Mean 5.75 11.47 7.58 3.42 3.41
Max 0.80 6.00 17.00 14.05 22.40 8.67 17.84

SPOM, mg¨ L´1

Min 3.00 7.37 6.33 3.33 0.00
Mean 3.25 17.58 28.58 10.79 4.84
Max 16.80 3.50 9.00 32.00 62.5 15.50 10.67

Reflectance spectra of the extreme CDOM lakes are shown in Figure 2 and reflectance spectra
of all studied lakes are shown in Figure 3. It is seen in the Figure 2 that in the extreme lakes water
reflectance (red spectrum) is negligible in almost the entire visible part of the spectrum and the only
usable signal is in the form of two peaks, which have maxima near 710 nm and 810 nm. It is also
seen in the Figure 2 that significant part of the remote sensing signal measured above the black lakes
(blue spectrum) is light reflected from the water surface. In the 350–600 nm spectral range the whole
signal is glint. The only chance to get information about the water constituents in such lakes is to use
these two reflectance peaks. We calculated the height of the two (710 nm and 810 nm) peaks in order
to try to estimate concentrations of optically active substances chlorophyll-a, TSS (total suspended
solids), SPIM (suspended particulate inorganic matter), SPOM (suspended particulate organic matter),
and CDOM. Besides the peak heights themselves, we also used differences, sums, and ratios of these
two peak heights.

Reflectance spectra of all studied lakes together are presented in Figure 3. Most of the spectra have
been collected in lakes with significant cyanobacterial biomass as there is a phycocyanin absorption
feature at 620 nm and a peak at 650 nm (Figure 3) typical to only cyanobacteria [11].
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Figure 3. Reflectance spectra of all studied Estonian and Swedish lakes.

The peak near 710 nm, caused by combined effect of absorption by water molecules and very
high reflectance of phytoplankton in the infrared part of spectrum, is often used for chlorophyll-a
retrieval in many waterbodies [35–37]. Not surprisingly, there was also good correlation between the
peak height, P1, and chlorophyll-a in the lakes studied by us (Figure 4).

Figure 4. Correlation between the 700–720 nm peak height (P1, Equation (1)) and chlorophyll-a
concentration in all studied Estonian and Swedish lakes.

The height of the 810 nm peak is clearly higher in reflectance spectra of black lakes than the
height of the 700–720 nm peak (Figure 2). Therefore, we decided to test whether the height of this
peak, P2, is in correlation with the concentrations of optically active substances. Figure 5 illustrates
the correlation between P2 and chlorophyll-a and Figure 6 the correlation between the P2 and total
suspended matter. The correlation was good for both parameters when data from all Estonian and
Swedish lakes was used.

It was not surprising that the height of the 710 nm peak was in good correlation with chlorophyll-a
concentration—R2 was 0.74 and 0.72 for above water (Figure 4) and glint free reflectance respectively.
However, it was surprising that the 810 nm peak height correlated even better with the chlorophyll-a
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concentration—R2 = 0.77 (Figure 5). This result was obtained for glint-free spectra. R2 was just 0.37 if
the peak height was calculated from the above water reflectance spectra. This stresses the importance
of removing glint from aquatic reflectance spectra. There have been studies relating the elevated
NIR reflectance values to high mineral suspended matter concentration [8,9]. Therefore, the good
correlation between the 810 nm peak and TSS was expected to certain extent.

Figure 5. Correlation between the 810 nm peak height (P2, Equation (2)) and chlorophyll-a
concentration in all studied Estonian and Swedish lakes.

Figure 6. Correlation between the 810 nm peak height (P2, Equation (2)) and total suspended matter
concentration in all Estonian and Swedish lakes.

In order to test theoretical performance of Sentinel-2 and Landsat 8 sensors in picking up the two
peaks containing information about the water properties in the case of black lakes we took the in situ
measured glint-free spectrum of Nohipalu Mustjärv (Figure 2a) and recalculated it using spectral
response functions of Sentinel-2 MSI and Landsat 8 OLI sensors. The results are given in Figure 7.
It is clearly seen that Landsat 8 band configuration does not allow detection of either of the peaks.
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Sentinel-2 MSI does not have narrow spectral bands near the 810 nm peak. However, the 783 nm
centered band 7 allows to detect the peak to certain extent. Especially, because the bands 6 and 8a are
located at wavelengths where the lake reflectance values are low. The 705 nm band 5 of Sentinel-2 is
almost perfectly located for detection of elevated biomass in waterbodies as we have also shown in
our study focusing on using Sentinel-2 imagery in lake research [28].

Figure 7. A glint-free reflectance spectrum of black-water Nohipalu Mustjärv measured with field
radiometer Ramses (blue spectrum) and reflectance spectra calculated from the same spectrum using
Sentinel-2 MSI (red) and Landsat 8 OLI (green) spectral response functions.

The results obtained from actual satellite imagery resemble those obtained from field
measurements spectra as can be seen in Figure 8. Both satellite reflectances are slightly elevated
(not zero) in the blue to green part of spectrum where the water leaving signal is practically zero
as can be seen in Figure 2. This indicates that the satellite signal also contains glint from the water
surface which may be significant compared to the water leaving signal as is clearly seen in Figure 2b.
Another potential source of the non-negligible reflectance is the adjacency effect as the black lakes
are small and water leaving signal very low compared to the potential signal contamination from the
adjacent land.

Figure 8. Reflectance spectra of black-water Nohipalu Mustjärv from two different satellites. The Blue
line is ATCOR23 corrected Landsat 8 data and red line is Sen2Cor corrected Sentinel 2 data.

186



Remote Sens. 2016, 8, 497

4. Discussion

As was mentioned earlier our main aim was to study the extreme CDOM lakes with field
radiometers in order to understand is it possible to retrieve water quality parameters of lakes where
the water leaving signal is close to zero in visible part of spectrum. The first question that arises is
quite subjective—what is a black or extreme CDOM lake? For example, Duan et al. [38,39] investigated
black water blooms in Lake Taihu where the CDOM absorption at 443 nm reached up to 1.68 m´1

(~3.3 m´1 at 400 nm). Such waters seem black compared to turbid, highly backscattering, waters of the
rest of the lake. We found so low CDOM values only in a few Lake Peipsi stations (minimum value
3.23 m´1). In the lakes we would call black the aCDOM(400) varied between 41.45 m´1 and 63.05 m´1.
Black water lakes have been studied also in the USA. For example, Brezonik et al. [7] studied a few
lakes where CDOM absorption at 440 nm reached up to 25.1 m´1 (~49 m´1 at 400 nm). Thus, the terms
black, CDOM-rich, extreme CDOM lakes are quit arbitrary and depend on the background CDOM
levels nearby rather than absolute absorption values.

The relativeness of water colour is clearly seen also in the Figure 9. The lake Võrtsjärv shown in
the left part of the image has nearly twice as high mean CDOM concentration (Table 1) than the black
water blooms in Lake Taihu [38,39]. Nevertheless, the Võrtsjärv water looks bright green compared to
the Mustjärv in the same scene. There are two reasons for that. First of all the Võrtsjärv water contains
relatively high amounts of particulate matter (both organic and inorganic) and is therefore a relatively
bright object. On the other hand the visual appearance of all objects in processed satellite imagery
depends also on the image stretch and brightness of other object in the scene.

 

Figure 9. Fragment of a Sentinel-2 image with a small fraction of Lake Võrtsjärv (left half of the image)
and an extreme CDOM-rich Lake Mustjärv.

In most lakes the absorption by CDOM is negligible in red and near infrared parts of spectrum.
However, in the three black lakes studied by us the absorption of CDOM and water molecules are
equal at 700 nm or the CDOM absorption is even higher (Figure 10). Thus, the light backscattered
from phytoplankton has to overcome both water and CDOM absorption in order to form detectable
signal in reflectance spectra. Absorption by water molecules increases almost exponentially with
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increasing wavelength after 690 nm [5–7]. Therefore, the elevated signal forms a relatively narrow
peak near 700 nm in the case of high biomass (or benthic vegetation in shallow water) and the
maximum of the peak is moving towards longer wavelength with increasing biomass. In the lakes
where CDOM absorption is still strong near 700 nm it first of all causes the decrease in the height of
the peak often used to estimate phytoplankton biomass in water, but it also causes slight shift of the
maximum in reflectance spectra towards NIR as the CDOM absorption decreases exponentially with
increasing wavelength.

Figure 10. Absorption coefficient of CDOM from lake Nohipalu Mustjärv (red graph) and pure water
absorption spectrum (blue line) [5].

The reason why the 810 nm peak occurs in reflectance spectra is a small decrease in water
absorption coefficient approximately between 770 nm and 860 nm (see Figure 10) with the lowest
absorption coefficient at 810 nm. Presence of the peak is obvious in all the reflectance spectra collected
by us in different lakes (Figure 3) not only in the black lakes.

Brezonik et al. [7] presented a few reflectance spectra from CDOM-rich lakes in the USA.
These spectra were similar to our black lakes—nearly negligible reflectance in the visible part of
spectrum and a peak near 710 nm. Unfortunately, the graphs in their paper did not show reflectance
beyond 800 nm. Therefore, we do not have reflectance data from very CDOM-rich lakes in other
parts of the world to compare with our black lakes. Reflectance spectra with the second near infrared
peak (around 810–850 nm) have been published in several papers [10,23]. However, the reason and
magnitude of this peak was not discussed or even mentioned in any of these papers.

Doxaran et al. [8] attributed the high reflectance values in NIR part of spectrum to high
concentration of suspended matter and used different band ratios that included NIR band of
different satellites (SPOT 790–890 nm, Landsat 750–900 nm, and SeaWiFS 845–885 nm) for retrieving
concentrations of suspended matter. There are several publications [8,9,40] showing that the elevated
signals in the NIR part of the spectrum is a good predictor of TSM. All these studies were carried out
in waters very rich in mineral particles. Therefore, the elevated NIR signal has been attributed to high
mineral particle load in the water, not high phytoplankton concentration (chlorophyll-a).

This may seem contradictory to our results, but it is not. The peak near 810 nm is caused
by high amount of scattering particles and local dip in absorption coefficient of water molecules.
If the scattering material in the water is of mineral origin, like in previous studies [8,9,32], then the
peak height is in good correlation with the concentration of mineral particles. In lakes studied
by us (and many other lakes) the dominating scattering material in water is phytoplankton.
Consequently, the height of the peak at 810 nm has to be in correlation with all parameters describing
phytoplankton abundance in the water like chlorophyll-a, TSS, and—its organic component—SPOM.
In the lakes studied by us, there was no correlation (R2 = 0.15) between the concentration of mineral
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particles, SPIM, and the 810 nm peak height. On the other hand, the analysis of the in situ data showed
that there was good correlation between chlorophyll-a and SPOM (R2 = 0.74) and TSS and SPOM
(R2 = 0.87) indicating that majority of the suspended particles were organic and significant fraction of
them were living phytoplankton cells.

Backscattering coefficient values were relatively high in the extreme CDOM-rich lakes.
For example, the backscattering coefficient at 595 nm, bb(595), varied between 0.05 and 0.15 m´1

in all studied lakes, whereas it was between 0.08 and 0.15 m´1 in the extreme CDOM lakes. Thus, the
reflectance in these lakes was low not because of low backscattering, but because the high CDOM
absorption masks the backscattering signal.

The concentration of phytoplankton (chlorophyll-a) was relatively high in the extreme CDOM
lakes (Table 1) and caused the appearance of the peaks at 710 nm and 810 nm. One may assume that
in these lakes the amount of light available for photosynthesis is very low limiting the growth of
phytoplankton, but this was not the case. The explanation here is species composition of phytoplankton.
Cyanobacteria are the most dominant group in Estonian lakes and Lake Mälaren in Sweden during
summer season. Many species of cyanobacteria can regulate their buoyancy and in calm weather
conditions can choose the water depth most optimal for their growth. The extreme CDOM-rich lakes
studied by us are relatively small and surrounded by forest. This means that the wind speed and water
mixing are usually low and cyanobacteria can stay close to the surface where light is available for
primary production. This also has an effect on the water reflectance. We have shown [41] that vertical
distribution of phytoplankton biomass has significant impact on the remote sensing signal and the
biomass close to the surface has quite different reflectance than the same biomass uniformly mixed
in the water column. Therefore, it is not surprising that the biomass located in a thin surface layer
(as there is no light at depths of a few decimetres) is producing a strong remote sensing signal and
spectral features typical to cyanobacteria (Figure 3).

There are studies [42] showing that the 810 nm peak is suitable for mapping water depth in very
shallow (less than 1 m deep) waters. This is reasonable as benthic vegetation has high reflectance in
NIR part of spectrum [43,44] and there is a decrease in water absorbance at 810 nm making the bottom
signal detectable in this spectral region. All reflectance measurements of this study were carried out
in optically deep waters with no bottom contribution. Therefore, we are sure that the height of the
810 nm peaks is only due to water constituents and there is no contribution from benthic vegetation.

Our results show that the 810 nm peak height is relatively sensitive to glint. The glint-free
reflectance spectra (measured with the radiance sensor just below the water surface) produced better
results that the “normal” reflectance spectra measured above the water surface. The glint removal
method developed by us [23] performed well in the case of most measurements except for the most
extreme Nohipalu Mustjärv. Most probably, the cause of the failure of the glint removal method was
cyanobacterial biomass floating on the water surface producing high values of reflectance in the NIR
part of spectrum. The glint removal procedure is not applicable when the NIR signal is higher than the
UV signal.

Our results show that both the 710 nm and 810 nm peaks are very useful for retrieving
chlorophyll-a and total suspended matter concentrations not only in the CDOM-rich lakes, where there
is no measurable signal in the visible part of spectrum, but also in a much wider variety of lakes.
The 710 nm peak continues to be the most useful spectral feature for retrieving phytoplankton biomass
in productive waters. However, our study shows that the 810 nm peak is more useful in the extreme
lakes where the CDOM absorption is still strong at 710 nm.

These two peaks can be used in the interpretation of remote sensing data in the cases where
hyperspectral instruments are used (airborne and hand held devices). The only spaceborne instrument
sufficient for lake studies spectral (10 nm) and spatial resolution (30 m) was Hyperion on board the
EO-1. It was an experimental sensor that did not provide global coverage. The launch of Landsat 8 and
Sentinel-2 opened great potential for lake remote sensing from a spatial and radiometric resolution
point of view. The spectral resolution of Landsat is not very good from a water quality monitoring
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perspective. For example, it does not have spectral bands near the 700–720 nm peak, which is
most often used to estimate chlorophyll-a concentration in coastal and inland waters [32,34,36,37,45].
Landsat series satellites have been used for mapping lake chlorophyll content [45] for several
decades. However, it has been done mainly in eutrophic lakes where biomass is high and the total
suspended matter (causing the changes in lake reflectance) is mainly phytoplankton. It is clearly seen
comparing the Figures 3 and 7 that the band configuration of Landsat 8 is not optimal for lake water
quality monitoring.

Sentinel-2 spatial resolution is finer than that of Landsat 8, but more important for lake studies is
its spectral resolution and band configuration. The narrow 705 nm band opens great opportunities in
lake chlorophyll-a remote sensing studies as we have demonstrated for black lakes in this study and
for a wider variety of lakes in our Sentinel-2 lake remote sensing study [28]. We showed that, although
the band 7 of Sentinel-2 OLI sensor is not positioned optimally to capture the 810 nm peak, the 783 nm
band is still useful for this purpose. The suitability of this band in lake remote sensing has to be tested
in the future.

5. Conclusions

We have shown with field reflectance data that, in black lakes, the water leaving signal may be
very close to zero in most of the visible part of the spectrum. The measured visible part of spectrum
remote sensing reflectance consists mainly of glint in such lakes.

We showed that the height of the 810 nm peak in reflectance spectra is in correlation with the
parameters describing phytoplankton biomass (Chlorophyll-a, TSS, SPOM) in a wide variety of lakes.
This is especially useful in black lakes where the 700–720 nm peak, normally used in retrieval of
chlorophyll-a, is still affected by CDOM absorption.

Previous studies have shown that the NIR peak is caused by large amount of mineral particles
in water. Our results show that the 810 nm peak is caused by combined effect of decreased water
absorption between 760 nm and 860 nm and scattering by particles in the water column. If the particles
in the water are primarily phytoplankton (like in the lakes studied by us), then the height of the 810 nm
peak is in good correlation with chlorophyll-a and other parameters describing phytoplankton biomass
(SPOM and TSS). If the scattering material in water is mainly of mineral origin (like in previous coastal
and river studies) then the 810 peak is in correlation with SPIM and TSS concentration.

Landsat 8 bands are not suitable for detecting the two peaks occurring in reflectance spectra of
many lakes. On the other hand, Sentinel-2 band 5 (705 nm) is almost perfectly located for mapping
phytoplankton biomass (chlorophyll-a) and the band 7 (783 nm) also allows detection of the 810 nm
peak in water reflectance spectra. This is especially useful in the case of black lakes as CDOM
absorption may still affect the peak at 705 nm.
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Abstract: Remote estimation of chlorophyll-a in turbid and productive estuaries is difficult due to
the optical complexity of Case 2 waters. Although recent advances have been obtained with the
use of empirical approaches for estimating chlorophyll-a in these environments, the understanding
of the relationship between spectral reflectance and chlorophyll-a is based mainly on temperate
and subtropical estuarine systems. The potential to apply standard NIR-Red models to productive
tropical estuaries remains underexplored. Therefore, the purpose of this study is to evaluate the
performance of several approaches based on multispectral data to estimate chlorophyll-a in a
productive tropical estuarine-lagoon system, using in situ measurements of remote sensing reflectance,
Rrs. The possibility of applying algorithms using simulated satellite bands of modern and recent
launched sensors was also evaluated. More accurate retrievals of chlorophyll-a (r2 > 0.80) based on
field datasets were found using NIR-Red three-band models. In addition, enhanced chlorophyll-a
retrievals were found using the two-band algorithm based on bands of recently launched satellites
such as Sentinel-2/MSI and Sentinel-3/OLCI, indicating a promising application of these sensors to
remotely estimate chlorophyll-a for coming decades in turbid inland waters. Our findings suggest
that empirical models based on optical properties involving water constituents have strong potential
to estimate chlorophyll-a using multispectral data from satellite, airborne or handheld sensors in
productive tropical estuaries.

Keywords: shallow productive estuary; chlorophyll-a; remote sensing; Sentinel

1. Introduction

Estuarine systems, which are transitional complex zones between rivers and oceans, exhibit spatial
variability, seasonal cycles and distributions of organisms strongly influenced by various environmental
factors, most notably: (a) a spatio-temporal salinity gradient; (b) high variability of temperature and
light intensity; (c) inflow and nutrient discharge; and (d) hydrodynamic patterns [1]. These specific
features make estuaries among the most productive habitats in the world, as they provide natural
resources to maintain the use of local fisheries and aquaculture, allowing significant socio-economic
development [2].
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Although numerous physical and biological characteristics of these systems are well-known,
their susceptibility to anthropic aggression (e.g., effluent discharge, fishing and aquiculture), which affects
the trophic structure, has also been recognized [3]. For instance, the continuous increase in both nutrient
loading and organic matter has led to estuaries with higher eutrophication levels. This degradation
process usually results in an increase in water turbidity due to blooms of cyanobacteria or green algae,
which subsequently affect the entire trophic structure. Thus, methodological approaches to quantify
eutrophication are essential to improve the understanding of the ecosystem dynamics of estuaries and to
develop tools for accurate decision making.

Long-term monitoring of chlorophyll-a (a phytoplankton biomass indicator) is frequently
carried out to assess the eutrophic state of an estuary [4–6]. However, this monitoring requires
representative (in time and space) field sampling and laboratory measurements to adequately cover
the distribution of phytoplankton. Unfortunately, it is not always possible to have technical and
financial resources available to carry out such monitoring, mainly in estuaries that exhibit high
spatio-temporal heterogeneity [7].

Data from satellite sensors may provide better information on chlorophyll-a variability in
comparison to conventional field monitoring because most modern sensors (e.g., Moderate Resolution
Imaging Spectroradiometer (MODIS), Medium Resolution Imaging Spectrometer (MERIS) and
Sea-viewing Wide Field-of-view Sensor (SeaWiFS)) have improved capabilities with respect to
spectral, radiometric, temporal and spatial resolutions [8–10]. Recent advances have resulted in
significant progress in the remote assessment of chlorophyll-a in turbid and productive waters [11].
However, some problems, such as atmospheric correction and complexity of optical properties
involving water constituents, make it difficult to use a simple and universal empirical algorithm
to estimate chlorophyll-a from satellite data, being an additional challenge to inland water remote
sensing [12,13]. Therefore, for a geographic and/or seasonal region, it is essential to conduct a thorough
investigation of the local relationships between in situ-measured chlorophyll-a and spectral bands of
airborne or handheld sensors before using satellite datasets [14].

In general, these empirical algorithms are often based on a relationship between chlorophyll-a and
reflectance, Rrs(λ), which is derived from the bio-optical theory of inherent optical properties (IOPs),
such as total absorption (a) and backscattering (bb) coefficients [15,16]. The underlying principle is that
changes in the concentrations and distribution of organic and inorganic particulates and dissolved
substances in the water affect the observed reflectance, Rrs(λ), in different wavelengths, λ, according to
Gons [17] and Preisendorfer [18]:

Rrs(λ) =
f (λ)
Q(λ)

bb(λ)

a(λ) + bb(λ)
(1)

a = aChl−a + aNAP + aCDOM + awater (2)

bb = bb,water + bb,particles (3)

where f (λ) describes the sensitivity of the reflectance to variations in the solar zenith angle [19],
and Q(λ) expresses the bidirectional properties of reflectance [20]; aChla, aNAP, aCDOM and awater

are the chlorophyll-a, the non-algal particles (NAP), the colored dissolved organic matter (CDOM)
and the pure water absorption coefficients, respectively; and bb,water and bb,particles are backscattering
due to water and organic/inorganic particles in suspension, respectively. As values for both awater

and bb,water can be assigned as constants [21–23], it is still necessary to identify the contribution of
some important optically active compounds (i.e., aNAP, aCDOM and bb,particles) in order to estimate
chlorophyll-a concentrations from multispectral data.

With respect to oligotrophic and clear waters, Case 1 [24], reflectance in the blue region is
dominated by the spectral response of chlorophyll-a, which has an absorption maximum around
440 nm. In these environments, models based on the blue/green ratio have shown the best
performance [25–27] since CDOM and NAP show a strong correlation with chlorophyll-a because
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these constituents are derived from processes related to phytoplankton (i.e., mortality and exudation).
However, in turbid and productive waters, i.e., Case 2 waters (IOCCG 2000), blue/green ratio models
do not adequately represent the chlorophyll-a variability since CDOM and NAP may originate from
additional sources, such as runoff of sediments, nutrients and organic matter and the resuspension of
sediments from shallow bottoms [28,29].

Thus, major efforts have been made in the last decade to test and evaluate different algorithms
to estimate chlorophyll-a in inland and coastal waters using multispectral data from datasets with
different sources, such as handheld, airborne or spaceborne sensors [30–43]. In turbid and productive
estuaries, the best empirical approaches for estimating chlorophyll-a have been obtained with the use
of NIR-Red models [44,45]. However, the understanding of these relationships has mainly focused
on temperate and subtropical estuarine systems using modern satellite sensors, such as MODIS,
MERIS and SeaWiFS [14,30,44–48]. Therefore, there is a notable lack of knowledge on bio-optical
variability in tropical estuarine systems, which could be a novel branch for scientific investigations to
develop new spectral reflectance-based models using in situ measured (i.e., spectral reflectance and
chlorophyll-a) or satellite-derived data, especially for recently launched satellite, such as Sentinel-2
and Sentinel-3, which opened a new potential to estimate chl-a in optically complex waters where
fine spectral, spatial and temporal resolutions are required [49]. Moreover, this work is one of the first
assessing the variability of the water color of a tropical lagoon contributing to expand the knowledge
of inland water optical properties.

The purpose of this study is to evaluate the performance of several approaches based on spectral
bands to estimate chlorophyll-a in a productive tropical estuarine-lagoon system, using in situ
observations. The possibility of applying the algorithm to remote sensing satellite images of modern
and recent spaceborne sensors is also discussed in this study. This knowledge is a first step towards
obtaining comprehensive and reliable reflectance-based models for tropical turbid and productive
waters, which may be further tested with satellite data in order to remotely estimate chlorophyll-a.

2. Materials and Methods

2.1. Study Area

The Mundaú-Manguaba Estuarine-Lagoon System (MMELS) is a shallow (max. depth of 3.5 m)
tropical lagoon system located in the state of Alagoas, northeastern Brazil, between 9◦35′00′′S and
9◦46′00′′S latitude and 35◦34′00′′W and 35◦58′00′′W longitude (Figure 1). The system is composed
of three compartments: (a) the Mundaú Lagoon (27 km2) in the eastern MMELS, which receives
freshwater mainly from the Mundaú river basin (annual average discharge of 35 m3/s); (b) the
Manguaba Lagoon (42 km2) in the western MMELS, which receives an average annual fresh water
discharge of 28 m3/s from the Paraíba do Meio and Sumaúma river basins; and (c) the mangrove-lined
narrow channel system (12 km2), which connects both lagoons via a single 250 m wide tidal inlet to the
Atlantic Ocean. MMELS exhibits a tropical semi-humid climate with well-defined dry (from October
to December) and wet (from May to July) seasons. The average annual mean temperature is 25 ◦C,
and the winds blow predominantly from a southeasterly direction, governed mainly by trade winds in
summer [50]. Manguaba lagoon is generally less saline than Mundaú lagoon. However, both lagoons
are characterized by eutrophic conditions and are dominated by phytoplankton. Additional physical
characteristics of the Mundaú and Manguaba lagoons can be observed in Table 1.
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Table 1. Main physical features of the Mundaú and Manguaba lagoons.

Features Mundaú Manguaba

Volume (106 m3) 43 97.7
Average depth (m) 1.5 2.2

Tidal range (m) 0.2 0.03
Tidal prism (106 m3) 17.3 6.1

Average freshwater discharge (m3/s) 35 28
Retention time (days) 16 36

Figure 1. Mundaú-Manguaba Estuarine-Lagoon System (MMELS) study site and spatial distribution
of sampling stations, which were used to collect water samples and reflectance measurements.

2.2. Field Measurements

Shipboard data were collected during six major field campaigns conducted between May
and September 2015. During each field campaign, a set of 12 sampling stations, well-distributed
across MMELS, was established (Figure 1). At each sampling station, above-water optical
measurements and water sample collection for laboratory analysis were carried out simultaneously.
Surface water samples (each sample = 2.0 L volume) were collected at a depth of 0.2 m below
the water surface. The samples were stored in a cooler with ice under dark conditions and were
transported to the laboratory to determine the chlorophyll-a (Chl-a) and total suspended solids (TSS)
concentrations. Above-water hyperspectral reflectance measurements were performed using TriOs
RAMSES radiometers, with a spectral resolution of approximately 3.3 nm, following the ocean optics
protocols recommended by NASA (see [51]). All of the radiometers were mounted in an aluminum pole
vertically positioned on the top of the boat. An irradiance sensor (operating in the range 350–721 nm)
was used to measure downwelling irradiance above the water surface, Ed(λ), and two radiance sensors
(operating in the range 350–950 nm with a 7◦ field of view) were used to measure upwelling radiance
above the surface water, Lu(λ), as well as the sky radiance that was used to correct for the skylight
reflection effect at the air-water interface, Ls(λ).
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The remote sensing reflectance, Rrs(λ), was calculated as follows:

Rrs(λ) =
Lu(λ)− ρ.Ls(λ)

Ed(λ)
(4)

The above-water upwelling radiance, Lu, is the sum of the upwelling radiance, Lw(0+), and the
sky radiance directly reflected by the air-water interface, Lr. Because only Lu is directly measureable,
and Lw(0+) and Lr are not measured, Lr is assessed as Lr = ρ·Ls, where ρ is a proportionality factor.
The factor ρ is not an inherent optical property of the surface and is dependent on the sky conditions,
wind speed, solar zenith angle, and viewing geometry. Mobley [52] used a radiative transfer code to
estimate the variability of ρ as a function of the different forcing factors. These results showed that when
Lu was acquired with a viewing direction of 40◦ from the nadir and 135◦ from the sun, the variability of
ρ was considerably reduced under clear-sky conditions, and a value of 0.028 was considered acceptable
at wind speeds less than 5 m·s−1. Finally, Lw(0+) was calculated by the subtraction of Lu and ρ·Ls.
To limit the effects of external factors, all radiometric measurements were acquired within the viewing
geometry defined by Mobley [52], under low-wind (0–4 m·s−1) and clear-sky conditions, and for sun
zenith angles ranging from 0 to 30◦.

2.3. Water Sample Analysis

All samples were filtered on land, no later than 12 h after sampling, using Whatman GF/F glass
fiber filters (pore size of 0.45 μm). The filters were wrapped in aluminum foil and kept frozen until
analysis. Chlorophyll-a from algae concentrated on filters was extracted into 90% ethanol for 18 h in
an amber flask and measured using a spectrophotometric trichromatic method [53]. Water samples
also were analyzed for total suspended solids (TSS), which were filtered using Whatman GF/F filters;
the residue retained was dried to a constant weight at 103 to 105 ◦C and measured gravimetrically [53].

2.4. Reflectance Spectra Classification

All 72 reflectance spectra were classified into four homogeneous groups, which were sufficient to
identify possible spatial or temporal dependencies in the remote sensing reflectance data. The optical
classes were divided using a k-means clustering analysis, an unsupervised classification technique that
categorizes the data set based on the natural distribution of the data in multivariate space. Each Rrs(λ)
spectrum was previously normalized by its integral, calculated over the entire spectrum [54], in order
to enhance the spectral shape of the Rrs(λ) spectra in the classification. This classification may support
the use of multiple retrieval algorithms for each lagoon, homogeneous regions or a global retrieval
algorithm for a whole system [55].

2.5. Models to Estimate Chlorophyll-a from Rrs(λ)

Among several models used to estimate chlorophyll-a in inland waters from spectral reflectance
data (see a review conducted by Matthews [56]), we evaluated the performance of four algorithms
using the available dataset. The following models were chosen due to their wide and successful use in
previous studies and because these algorithms are based on physical fundamentals.

2.5.1. The Blue-Green Ratio Model

The first tested model to estimate chlorophyll-a uses a simple ratio between reflectance in the blue
region at 440 nm, R(λBlue), in which Chl-a and carotenoids strongly absorb light, and reflectance in the
green region at 550 nm, R(λGreen), where reflectance is minimally absorbed by pigments. This model
was initially proposed by Morel and Prieur [24], and it is still widely used for ocean color [25,27].

Chla ∝ R(λBlue)/R(λGreen) (5)
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2.5.2. The Two-Band NIR-Red Ratio Model

The second tested model follows the same principle of the blue-green ratio model, but it considers
a ratio between reflectance in the near-infrared, R(λNIR), and reflectance in the red region, R(λRed),
according to:

Chla ∝ R(λNIR)/R(λRed) (6)

where λRed is a wavelength usually located around the point of maximum chlorophyll-a absorption,
which is restricted to the range 660 nm < λRed < 690 nm [33]. One may assume that the absorption
by non-algal particles, yellow substances and backscattering can be considered non-significant in
comparison to the chlorophyll-a concentration in this wavelength, or achl-a(λ1) >> aNAP(λ1) + aCDOM(λ1)
and achl-a(λ1) >> bb(λ1). In general, the near-infrared wavelength, λNIR, may be found at two different
positions in the NIR: (a) between 700 nm and 720 nm, known as λ2 [39,44,57], where absorption of
the water constituents is minimal; or (b) beyond 710 nm, known as λ3 [31,45,58], where absorption
is mostly dominated by water (i.e., achl-a + aNAP + aCDOM~0). In general, bb(λ) may be assumed to be
approximately equal at both wavelengths.

2.5.3. The Three-Band NIR-Red Model

This model was initially developed to estimate pigments in terrestrial vegetation, but it
has recently been used to determine chlorophyll-a in turbid and productive waters [14,31,33,35].
The algorithm has the form

Chla ∝
[

R(λ1)
−1 − R(λ2)

−1
]
× R(λ3) (7)

where R(λi) is the measured reflectance in the spectral band λi. Similar to the two-band NIR-Red ratio
model, λ1 is the wavelength at which maximum chlorophyll-a absorption occurs.

This approach is based on the following three assumptions: (a) effect of CDOM and detrital
absorption on R(λ1) is significant in the two-band ratio model, which can be minimized by subtraction
of R(λ2); (b) the absorption of these constituents must be approximately the same at both wavelengths
λ1 and λ2 (i.e., aNAP(λ2) + aCDOM(λ2) ≈ aNAP(λ1) + aCDOM(λ1)); and (c) the chlorophyll-a absorption
in λ2 must be much smaller than that in λ1 (achl-a(λ2) << achl-a(λ1)). Dall’Olmo, Gitelson and
Rundquist [31] suggested λ2 values between 690 nm and 730 nm. The third band, λ3, is used
to compensate the variability in backscattering between samples, and it is usually located where
absorption is dominated by water with the same recommended range of the previous model. At this
position, R(λ3) is influenced by backscattering only, and the backscattering, bb(λ), is approximately
equal at the three wavelengths.

2.5.4. The Four-Band NIR-Red Model

The four-band model was developed by Le [36] to improve the performance of the
three-band model for highly turbid waters. A fourth band, λ4, located at NIR wavelengths,
was included to minimize the impacts of absorption and backscattering of suspended solids
in λ3 [36,38]. Therefore, CDOM and detrital absorptions at λ4 are similar to those at λ3

(i.e., aNAP(λ4) + aCDOM(λ4) ≈ aNAP(λ3) + aCDOM(λ3)), and bb(λ) is approximately equal at all
four wavelengths.

Chla ∝
[

R(λ1)
−1 − R(λ2)

−1
]
/
[

R(λ4)
−1 − R(λ3)

−1
]

(8)

2.6. Algorithm, Model Evaluation and Validation

An algorithm was developed in MATLAB® to identify the optimal wavelength positions in
the NIR-Red models based on reflectance measurements. This algorithm consists of testing all
possible sets of linear best-fit functions between observed and estimated chlorophyll-a within the
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spectral ranges recommended in previous studies for each optimal wavelength. Thus, a linear best-fit
function was chosen for each model considering the following, in sequential order: the maximum and
minimum values of the coefficient of determination (r2) and the root-mean square error (RMSE) of
each chlorophyll-a model. The models were evaluated considering different subsets, such as MMELS,
Mundaú lagoon, Manguaba lagoon and optical classes defined in the reflectance spectra classification.

In order to evaluate the accuracy and stability of the best models based on reflectance
measurements, the MMELS dataset was divided into calibration and independent validation
subsets. The models were calibrated using data collected from 2/3 of the total number of stations,
corresponding to the first two field campaigns for each lagoon, and were validated using data
collected from 1/3 of the stations, which corresponded to the last field campaign for each lagoon.
Validation analysis was not extended to smaller subsets (e.g., Mundaú lagoon, Manguaba lagoon or
optical classes) in order to reduce risks associated with obtaining non-representative samples for both
calibration and validation sets.

2.7. Retrieval of Chlorophyll-a Using Models Based on Simulated Satellite Bands

Satellite bands were simulated using reflectance measurements in order to check the potential for
satellite application in MMELS. For this analysis, we only selected satellite sensors capable of accurately
describing the spatial-temporal variability of the optical properties in the MMELS, considering the
size and retention time of the lagoons (see Table 1). Such physical features limited the use of most
sensors with free satellite imagery, which have spatial and temporal resolutions larger than 500 m
and one week, respectively. These criteria resulted in the selection of four satellite sensors (Table 2):
(a) the still operational NASA sensors, MODIS-Terra (launched in 1999) and MODIS-Aqua (launched in
2002); (b) the non-operational MERIS sensor associated with the Envisat satellite, which was launched
by ESA’s Copernicus programme (2002–2013); (c) the MSI (MultiSpectral Imager) sensor related
to Sentinel-2A (launched in June 2015) and Sentinel-2B (launched in March 2017); and (d) ESA’s
OLCI (Ocean and Land Colour Instrument) sensor on-board Sentinel-3A (launched in February 2016),
which has visible and short-wave infrared radiances for ocean, inland and coastal waters in order to
reach levels of accuracy and precision equivalent to those of the MERIS sensors.

Table 2. Characteristics of sensors and their associated satellites used to retrieve chlorophyll-a
information in MMELS.

Sensor Satellite

Resolution

Central Wavelength (400–900 nm)Spectral Temporal Radiometric Spatial
(Bands) (Days) (Bit) (m)

MODIS Terra/Acqua 36 1 12
250 645, 858 *
500 469, 555

MERIS Envisat 15 3 16 300 412, 443, 490, 510, 560, 620, 665, 681, 709, 754 *,
761 *, 779 *, 865 *, 885 *

MSI Sentinel-2 13 <5 12
10 490, 560, 665, 842 *
20 705, 740, 783, 865 *
60 443

OLCI Sentinel-3 21 <2 16 300 400, 412, 442, 490, 510, 560, 620, 665, 674, 681,
709, 754 *, 761 *, 764 *, 767 *, 779 *, 865 *, 885 *

* Bands beyond the spectral range of operation of the Rrs measured in-situ.

MODIS and MERIS sensors have been widely used to estimate chlorophyll-a in inland and coastal
waters [35,40,46], which can allow time-series reconstitution of the last 20 years. The recently available
sensors MSI and OLCI (successor of MERIS) have a good spatial and temporal resolution and new
spectral bands, which were positioned at strategic locations to improve chlorophyll-a estimates.

The best NIR-Red models using reflectance measurements with r2 > 0.8 were chosen to test the
performance of the band models using satellite-based wavelengths. The optimal positions found in the
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models based on Rrs measured in-situ were tuned to the nearest simulated satellite bands, which were
obtained using Rrs in-situ data weighted according to the corresponding spectral response function
(SRF) of each ocean color sensor.

3. Results

3.1. Constituent Concentrations

Notably, the chlorophyll-a and TSS concentrations in the water samples exhibited high variability
(Table 3). The levels of chlorophyll-a differed between the lagoons, ranging between 0.97 and
48.9 mg/m3 (average value of 12.86 mg/m3) in Mundaú lagoon, and between 5.99 and 117.54 mg/m3

in Manguaba lagoon (average value of 42.77 mg/m3). In contrast to the Chl-a concentrations, the TSS
concentrations were higher in Mundaú lagoon (range of 15.2–61.0 mg/L and average of 32.8 mg/L) in
comparison with Manguaba lagoon (range of 9.0–44.0 mg/L and average of 22.7 mg/L). In addition,
we did not find a strong correlation between the chlorophyll-a and TSS concentrations in the MMELS
(r2 = 0.08; data not shown).

Table 3. Statistics of water constituents considering different subsets.

Subset
Chlorophyll-a (mg/m3) SST (mg/L)

Min Max Mean Stdev Min Max Mean SD

Mundaú (N = 36) 0.97 48.90 12.86 9.72 15.15 61.00 32.80 11.99
Manguaba (N = 36) 5.99 117.54 42.77 24.22 9.00 44.00 22.86 9.34

MMELS (N = 72) 0.97 117.54 27.81 23.72 9.00 61.00 27.83 11.79

3.2. Reflectance Spectra and Classification

The measured reflectance spectra (range of 400–720 nm) of the surveyed sampling points in the
Mundaú and Manguaba lagoons are shown in Figure 2a,b, respectively. The hyperspectral reflectance
differed slightly between the two datasets. Nevertheless, in both lagoons, it was possible to identify
spectral features similar to reflectance spectra previously observed for turbid, productive waters [32,59],
such as a slight depression at 440 nm; a prominent peak around 565 nm; a trough at 625 nm (more
intense in Manguaba lagoon) followed by a discrete peak around 660 nm; and a prominent trough at
670 nm followed by a prominent peak close to 705 nm. With respect to Manguaba lagoon, we observed
that the reflectance magnitude peak around 705 nm was comparable to that in the green region,
except for the 14 July campaign, where we did not observe a well-defined peak in the green region.

Minimum reflectance values were observed around 670 nm, where the maximum absorption
of chlorophyll-a occurs in the red region. The minimum reflectance near 670 nm did not show a
linear correlation with the chlorophyll-a concentration (r2 = 0.0006; data not shown), in contrast to the
difference between peak reflectance around 700 nm and minimum reflectance near 670 nm (r2 = 0.69,
Figure 2c). In addition, we found a strong relationship between the peak position in the red region and
the chlorophyll-a concentration (r2 = 0.8, Figure 2d) but a very poor correlation between maximum
reflectance values near 700 nm and chlorophyll-a (r2 = 0.1; data not shown).

Clustering analyses resulted in four classes of normalized reflectance, which were sufficient to
explain the spatial or temporal dependencies in the remote sensing reflectance data over the entire
system (Figure 3). The behavior of the mean and standard deviation in the spectra of the four classes
can be observed in Figure 4. A comprehensive description of each group is presented below.
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Figure 2. Typical spectral profiles in the MMELS waters measured in 2015: (a) Mundaú (5 May, 10 June,
and 8 August); and (b) Manguaba (14 July, 3 September, and 22 September). Each line represents
the spectral reflectance measured at a certain sampling point. The following relationships are also
presented: (c) chlorophyll-a concentration versus the difference between the peak reflectance around
700 nm and the minimum reflectance near 670 nm; (d) and the chlorophyll-a concentration versus the
peak position in the red region.

Figure 3. Reflectance spectra k-means clustering classification for normalized data in MMELS.
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Figure 4. Mean (black dots) and standard deviation (grey ranges) for four classes of the normalized
reflectance spectra: (a) Class 1; (b) Class 2; (c) Class 3; and (d) Class 4.

Class 1 (Figure 4a) consisted only of sampling stations in the Manguaba lagoon (N = 19). This class
was characterized by a slight depression at around 440 nm followed by two well-marked troughs at
625 and 675 nm. Two distinct peaks with comparable magnitudes at around 560 and 710 nm were
also well pronounced. This class had the highest chlorophyll-a concentrations and the lowest TSS
concentrations with average values of approximately 56.40 mg/m3 and 21.50 mg/m3, respectively.

Class 2 (Figure 4b) contained all 12 samples collected during the 14 July campaign in Manguaba
lagoon and only one sample located closest to the main river of the Mundaú lagoon (N = 14). This class
was characterized by an indistinct peak in the green region, a strong trough at 675 nm and a peak
at around 700 nm. This class had moderate values of chlorophyll-a and TSS, with average values of
approximately 27.60 mg/m3 and 24.00 mg/m3, respectively.

Class 3 (Figure 4c) mainly represented the vast majority of the Mundaú lagoon waters and a few
samples that were spatially distributed in the Manguaba lagoon (N = 31). This class was characterized
by a clearly defined trough at 675 nm and a distinct peak around 700 nm. The chlorophyll-a
concentrations were lower than those observed in Class 2, with average and maximum values of
14.87 mg/m3 and 32.64 mg/m3, respectively. This class also had the highest TSS concentrations with
average values of approximately 34.00 mg/m3.

Class 4 (Figure 4d) consisted of points located near the channels connecting the lagoons to the
ocean (N = 8). This class showed no specific spectral features and was characterized by the lowest
chlorophyll-a concentrations (average of 3.3 mg/m3) and moderate TSS concentrations (average of
25.90 mg/m3).
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3.3. Assessment of Chl-a Retrieval Models

A summary of the accuracy assessment of the best band models for classified and non-classified
waters—considering three distinct datasets (i.e., Mundaú lagoon, Manguaba lagoon and MMELS)—can be
observed in Table 4.

Table 4. Slopes (p) and intercepts (q) of the linear best-fit function between observed and retrieved
chlorophyll-a with corresponding coefficient of determination (r2) and root mean square error (RMSE
in mg/m3) for the monitoring datasets. The MMELS dataset (global) was divided into calibration (cal)
and independent validation (val) subsets to evaluate the accuracy and stability of the best models
based on the reflectance measurements.

Water Models p q r2 RMSE

Non-classified

Mundaú (N = 36)

R440/R550 3.55 11.54 0.00 9.86
R713/R682 25.71 −10.91 0.54 6.71

(R690
−1 − R706

−1)·R721 81.96 15.13 0.60 6.23
(R690

−1 − R695
−1)/(R709

−1 − R702
−1) 10.83 7.54 0.74 5.02

Manguaba (N = 36)

R440/R550 −73.45 65.29 0.26 19.05
R714/R690 52.84 −21.84 0.81 9.54

(R690
−1 − R714

−1)·R721 57.87 31.15 0.82 9.51
(R689

−1 − R713
−1)/(R721

−1 − R720
−1) 0.76 31.45 0.71 11.73

MMELS (N = 72)

R440/R550 (cal, N = 48) −39.32 38.22
0.06 21.20

R440/R550 (val, N = 24) 0.00 153.52
R440/R550 (global, N = 72) −64.89 49.74 0.15 20.43

R721/R660 (cal, N = 48)
39.52 −12.90

0.84 8.78
R721/R660 (val, N = 24) 0.66 12.25

R713/R690 (global, N = 72) 56.21 −29.30 0.83 9.06
(R690

−1 − R717
−1)·R721 (cal, N = 48)

56.70 27.53
0.86 8.32

(R690
−1 − R717

−1)·R721 (val, N = 24) 0.73 11.06
(R690

−1 − R714
−1)·R720 (global, N = 72) 64.03 26.01 0.84 8.81

(R660
−1 − R695

1)/(R721
−1 − R720

−1) (cal, N = 48)
1.22 11.37

0.87 7.91
(R660

−1 − R695
−1)/(R721

−1 − R720
−1) (val, N = 24) 0.15 19.42

(R660
−1 − R713

−1)/(R721
−1 − R720

−1) (global, N = 72) 0.81 21.11 0.72 11.78

Classified

Class 1 (N = 19)

R440/R550 −27.33 63.33 0.04 18.76
R721/R690 43.36 0.88 0.66 11.26

(R690
−1 − R721

−1)·R721 43.36 44.25 0.65 11.26
(R660

−1 − R713
−1)/(R711

−1 − R712
−1) 0.14 45.35 0.75 9.52

Class 2 (N = 14)

R440/R550 −30.64 40.49 0.19 8.45
R711/R690 122.20 −94.94 0.80 4.16

(R690
−1 − R711

−1)·R721 142.90 27.34 0.81 4.09
(R663

−1 − R703
−1)/(R707

−1 − R706
−1) 0.58 11.37 0.93 2.48

Class 3 (N = 31)

R440/R550 −18.04 21.82 0.06 7.15
R700/R660 60.49 −49.12 0.45 5.49

(R690
−1 − R699

−1)·R721 99.12 10.53 0.47 5.37
(R660

−1 − R713
−1)/(R721

−1 − R720
−1) 8.82 34.62 0.51 5.16

Class 4 (N = 8)

R440/R550 6.32 1.33 0.07 1.66
R690/R687 41.83 −38.11 0.14 1.6

(R687
−1 − R691

−1)·R721 128.20 3.95 0.17 1.57
(R690

−1 − R701
−1)/(R698

−1 − R694
−1) 28.87 78.65 0.75 0.86

For non-classified waters, the blue-green ratio model Equation (5) showed a very poor correlation
with the measured Chl-a concentration for the MMELS dataset (r2 = 0.06 and 0.00 for calibration and
validation subsets, respectively), as well as for each lagoon (r2 < 0.27). The NIR-Red band models and
the two-, three- and four-band models had similar performance considering the calibration subset,
with strong coefficients of determination for the whole system (r2 > 0.84). These models also showed a
good performance for Manguaba lagoon (r2 > 0.81). A more accurate and stable Chl-a retrieval was
obtained using a three-band model for MMELS, with optimal spectral band positions for λ1, λ2 and
λ3 at 690, 717 and 721 nm, respectively, which was followed by a two-band model for MMELS with
wavelengths λ1 and λ2 equal to 660 and 721 nm, respectively. Moreover, a remarkable decrease in
performance of the four-band model was observed for the validation subset, suggesting an unstable
Chl-a retrieval using this model. For Manguaba lagoon, the four-band model did not perform better
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than the three-band model, in contrast to Mundaú lagoon, where an improvement in performance was
observed with an increase in model complexity (i.e., from the two-band to the four-band model).

An improvement in performance with increasing model complexity was also observed for
classified waters. In general, the two- and three-band models for classified waters did not improve
chlorophyll-a retrieval in comparison with band models for non-classified waters. However,
the four-band model for Class 2 showed the best performance (r2 = 0.93, RMSE = 2.48 mg/m3)
among all models for both classified and non-classified waters, with optimal spectral band positions
for λ1, λ2, λ3 and λ4 at 663, 703, 706 and 707 nm, respectively. Strong linear relationships between the
four-band model and the measured Chl-a were established for Class 1 (r2 = 0.75, RMSE = 9.52 mg/m3)
and Class 4 (r2 = 0.75, RMSE = 0.86 mg/m3). For Class 3, the four-band model also showed a reasonable
performance (r2 = 0.51, RMSE = 5.16 mg/m3) but was still lower than the band model for Mundaú
lagoon (non-classified waters).

3.4. Retrieval of Chlorophyll-a Using Models Based on Simulated Satellite Bands

The applicability of satellite sensors such as MODIS, MERIS, OLCI and MSI was evaluated
considering two- and three-band models for MMELS and the four-band model for Class 2
since these models showed the best performance with respect to chlorophyll-a retrieval using
reflectance measurements.

The accuracy assessment of the best band models for the MMELS and Class 2 waters with respect
to the four satellite sensors can be observed in Table 5. Notably, the two-band models showed better
performance compared with the other models based on simulated satellite bands for MMELS and
Manguaba lagoon. Considering the operating range, it was not possible to find a good combination
of MODIS data, which resulted in the lower performance of this sensor among the two-band models.
For both the MERIS and OLCI sensors, λ2 was represented by the 9th channel (centered at 709 nm),
and λ1 was repositioned to the 8th channel (centered at 681 nm). However, the best performance of the
MERIS and OLCI sensors was observed with greater displacement of λ1 to the 7th channel (centered
at 665 nm). In addition, a good model performance was also obtained using simulated MSI bands
(R705/R665). For Class 2 waters, the four-band model could not be applied for Chl-a estimation using
satellite sensors, in contrast to the four-band model based on Rrs measured in-situ. However, it was
possible to accurately retrieve Chl-a using the three-band model for the MERIS and OLCI sensor data.

Table 5. Slopes (p) and intercepts (q) of the linear best-fit function between observed and retrieved
chlorophyll-a with corresponding coefficient of determination (r2) and root mean square error (RMSE
in mg/m3) for various satellite bands.

Water Models p q r2 RMSE

Manguaba (N = 36)

MODIS − R645/R555 38.21 −11.32 0.56 14.55
MERIS − R709/R681 19.08 7.27 0.64 13.29
OLCI − R709/R681 19.97 6.51 0.65 13.07

MERIS − R709/R665 29.78 −6.35 0.72 11.76
OLCI − R709/R665 28.43 −4.53 0.71 11.87
MSI − R705/R665 34.39 −12.52 0.72 11.73

MERIS − (R681
−1 − R709

−1)·R665 58.77 18.98 0.71 11.84
OLCI − (R681

−1 − R709
−1)·R674 73.60 18.97 0.70 12.11

MMELS (N = 72)

MODIS − R645/R555 34.63 −17.27 0.31 18.42
MERIS − R709/R681 23.98 −6.73 0.70 12.12
OLCI − R709/R681 24.95 −7.25 0.71 11.91

MERIS − R709/R665 34.12 −17.29 0.77 10.66
OLCI − R709/R665 32.83 −15.74 0.76 10.77
MSI − R705/R665 39.07 −23.40 0.78 10.44

MERIS − (R681
−1 − R709

−1)·R665 39.74 20.92 0.60 14.00
OLCI − (R681

−1 − R709
−1)·R674 42.17 22.74 0.55 14.87

MERIS − (R665
−1 − R709

−1)/(R709
−1 − R681

−1) 1.80 28.87 0.01 22.03
OLCI − (R674

−1 − R709
−1)/(R709

−1 − R681
−1) 0.67 27.84 0.00 22.15
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Table 5. Cont.

Water Models p q r2 RMSE

Class 2 (N = 14)

MODIS − R645/R555 18.12 10.48 0.02 9.30
MERIS − R709/R681 44.75 −28.22 0.65 5.58
OLCI − R709/R681 48.42 −31.57 0.67 5.42
MSI − R705/R665 45.14 −28.87 0.53 6.39

MERIS − (R681
−1 − R709

−1)·R665 71.65 14.33 0.70 5.15
OLCI − (R681

−1 − R709
−1)·R674 81.47 14.78 0.71 5.02

MERIS − (R665
−1 − R709

−1)/(R709
−1 − R681

−1) −6.15 22.77 0.28 7.95
OLCI − (R674

−1 − R709
−1)/(R709

−1 − R681
−1) −3.69 24.52 0.33 7.69

4. Discussion

MMELS can be characterized as an optically complex environment (Case 2 water) since a low
correlation between TSS and Chl-a was found (r2 = 0.08). This result suggests that these constituents
do not necessarily covary over space and time, in contrast to oligotrophic and clear waters [24,60].
Furthermore, the high turbidity observed in the lagoons, with Secchi disk values ranging between
0.58 m and 0.95 m (see [61]), suggests a low or nonexistent effect of the bottom sediment on the spectral
reflectance since the depth of the photic zone (light penetration zone) is lower than the water depth in
MMELS (see Table 1).

The low reflectance values in the blue region (from 400 nm to around 470 nm) indicate the
presence of yellow substances, which usually dominate the absorption in this spectral range for waters
influenced by river runoff [62], suggesting a significant CDOM contribution from the rivers discharging
to both lagoons. The slight depression observed around 440 nm can be explained by absorption peaks
of chlorophyll-a in this region.

The first reflectance peak in the green range, around 560 nm in Mundaú lagoon and 570 nm in
Manguaba lagoon, indicates minimal absorption by most algal pigments, but this reflectance is still
influenced by CDOM absorption [63]. Thus, the backscattering by inorganic suspended matter and
phytoplankton predominates in determining the spectral reflectance.

The minimum, observed around 625 nm, is related to phycocyanin absorption due to the presence
of cyanobacteria [34,64,65]. In Manguaba lagoon, this feature was more prominent than in Mundaú
lagoon, which may be explained by two factors: (a) the backscattering caused by the high TSS
concentration in Mundaú lagoon may have masked the effect of phycocyanin absorption; and/or
(b) the biomass of cyanobacteria was relatively low in Mundaú lagoon. The maximum absorption
peak of chlorophyll-a in the red region, around 670 nm [39], was present in almost all reflectance
spectra. It is likely that at this wavelength, the reflectance is still influenced by other optically active
components since a weak correlation was observed between minimum reflectance near 670 nm and
the chlorophyll-a concentration (r2 = 0.0006).

The second prominent reflectance peak around 700 nm occurred because of minimal absorption
of water constituents (Chl-a, NAP, and CDOM) and particulate backscattering, which controls the
reflectance variations in this region. Although the peak magnitude near 700 nm vs. the Chl-a
concentration indicated a very poor relationship (r2 = 0.1), the increase in the Chl-a concentration
caused the displacement of the peak position in the red region (r2 = 0.8, Figure 2d), which is
usually observed in turbid and productive waters [33,45,57,66]. Indeed, the peak positions near
700 nm in Manguaba lagoon occurred at wavelengths slightly longer than those in Mundaú lagoon,
which exhibited lower concentrations of chlorophyll-a.

The optical classes resulting from the clustering analysis indicated a homogeneous spatial
behavior over Manguaba lagoon for two distinct classes related to the wet (Class 2) and dry (Class 1)
seasons. Water samples associated with Class 2 showed optical characteristics of waters dominated
by chlorophyll-a and suspended sediment, which exhibited higher concentrations due to the increase
in sediment loading from river discharge in the wet season. In addition, the combined effect of
increasing light availability (i.e., fewer suspended sediments) and higher water temperature can
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explain the distinct optical behavior associated with waters dominated by chlorophyll-a observed in
the dry season.

The water samples from the Mundaú lagoon were mostly classified as Class 3, indicating the
homogeneity of the optical properties of these waters. This optical class had intermediate
concentrations of chlorophyll-a and higher concentrations of TSS, which can be explained by
the following: (a) higher nutrient and organic matter loading in Mundaú lagoon in comparison
with Manguaba lagoon, since a considerable amount of sewage from surrounding municipalities,
mainly Maceió city, is regularly discharged into Mundaú lagoon; and (b) more intensive anthropogenic
activities (i.e., agriculture and dredging along the river-bed) in the Mundaú river basin, which favor
soil erosion and sediment transport into Mundaú lagoon.

Regarding the evaluated models for non-classified waters, the blue-green ratio model was not
a good algorithm to estimate the chlorophyll-a concentration for MMELS or the individual lagoons.
As previously reported, this model is not suitable for turbid and productive waters (Case 2 water body)
since reflectance in the blue and green ranges is strongly influenced by NAP and CDOM absorption,
as well as by backscattering caused by inorganic and non-living organic suspended matter [63,67].

More accurate retrievals of chlorophyll-a were found using the NIR-Red band models. The two-
and three-band NIR-Red models for Manguaba lagoon and MMELS had high coefficients of
determination (r2 > 0.80) and similar performance with respect to other chlorophyll-a retrievals
reported for turbid and productive estuaries [45]. The inclusion of the third band did not result in a
significant improvement in performance relative to the two-band NIR-Red model, possibly because the
effect of absorption by CDOM and NAP on reflectance was not relevant for the wavelengths chosen as
optimal in Manguaba lagoon (λ1 = 690 nm, λ2 = 714 nm) and MMELS (λ1 = 660 nm, λ2 = 721 nm).

Despite the better performance of the three-band NIR-Red model, the optimal position for λ3

was found in the upper limit of the operating range. At this wavelength, the reflectance was still high
(e.g., R721 > R670 was observed in some reflectance curves for both lagoons). This finding suggests
that the absorption caused by pure water was not completely dominant in this region, and hence
this reflectance was strongly influenced by the absorption and backscattering of the other water
constituents. In general, values greater than 720 nm are usually found for λ3 for three-band NIR-Red
models applied to inland and coastal waters [33,37,44]. Therefore, it is likely that the spectral range of
operation may have limited the displacement of λ3 for higher NIR wavelengths.

Considering the four-band NIR-Red model applied to MMELS and Manguaba lagoon, the addition
of the fourth band did not improve model’s performance with respect to chlorophyll-a retrieval in
comparison to the two- and three-band NIR-Red models. Interestingly, for both of these datasets,
the optimal positions for λ3 and λ4 were close to the upper limit of the operating range. In addition,
the distance between these two wavelengths was only 1 nm, which is considerably smaller than the
resolution of the radiometers used in the study. Naturally, such positioning aimed to minimize the
effect of absorption by CDOM and NAP, as well as backscattering, in λ3, but clearly this was not
sufficient, especially for Manguaba lagoon water samples with higher concentrations of chlorophyll-a.
This resulted in a decrease in performance of the four-band model in relation to the three-band model.
In general, optimal values of λ4 are found around 730 nm [38,44], which are beyond the spectral range
of operation of this study.

The same pattern was not observed in Mundaú lagoon, where an increase in model complexity
(i.e., from the two to the four-band NIR-Red model) resulted in an improvement of chlorophyll-a
retrieval. However, the best model for Mundaú lagoon (four-band NIR-Red model, r2 = 0.74) had a
lower performance in relation to the two- and three-band NIR-Red models applied to both MMELS and
Manguaba lagoon. The work in [33] reported that in turbid waters, two-band NIR-Red models tend
to overestimate chlorophyll-a due to an increase in reflectance caused by backscattering of the huge
amount of suspended particles in both the visible and NIR ranges. Thus, a lower ability to estimate
chlorophyll-a in Mundaú lagoon was expected since this lagoon can be considered a highly turbid
system that is less productive than Manguaba lagoon, as most water samples exhibit chlorophyll-a
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concentrations less than 25 mg/m3. In these environments, the absorption coefficient of chlorophyll-a
may be comparable, in terms of magnitude, to either the backscattering coefficient of suspended
particles or the absorption coefficient of NAP and CDOM, not satisfying the condition assumed for
NIR-Red models (i.e., achl-a(λ1) >> aNAP(λ1) + aCDOM(λ1) and achl-a(λ1) >> bb(λ1)). Furthermore, the high
concentration of TSS in Mundaú lagoon favored the four-band NIR-Red model since this algorithm
minimizes the effect of absorption by CDOM and NAP in NIR wavelengths [36]. Nevertheless,
it may be possible to improve the performance of the four-band NIR-Red model in Mundaú lagoon
by searching for optimal values of λ4 beyond the upper limit of the spectral range of operation
(i.e., for λ4 > 721 nm). For instance, it is common to find optimal values of λ4 around 740 nm [36].

Regarding the evaluated models for classified waters, the inversion algorithms applied to
homogeneous groups generally did not improve the chlorophyll-a retrieval in comparison with
the band models using the non-classified dataset; this may be associated with the following: (a) the
derivation of models from a reduced number of water samples in each class; (b) the classification
method chosen (e.g., unsupervised classification clustering, fuzzy logic classification and reflectance
shape characteristics calculation approach), which may control the number and optical characteristics
of each class [38,54,55]; and (c) a higher uniformity of both optical characteristics and concentration
values of the water constituents in each class, which may result in a lower performance of the models,
mainly for classes with higher concentrations of suspended matter and lower concentrations of
chlorophyll-a. However, the pre-classification of the reflectance spectra dataset into homogeneous
groups has shown to be satisfactory to validate the band models using a different handheld dataset
without repositioning of optimal wavelength values for each model [38,48]. Therefore, the classified
band models obtained for Manguaba lagoon can be considered promising, especially the model for
Class 2.

Although estuarine environments have more intensified dynamics in relation to other inland
water bodies (i.e., lakes and reservoirs), the high retention times of both the Mundaú (>2 weeks)
and Manguaba (>1 month) lagoons suggest slight water quality changes over time. Thus,
MMELS demonstrates considerable potential for the application of models using satellite sensors
with spatial and temporal resolutions less than 500 m and one week, respectively, similar to the
sensors evaluated in this study. In general, the two-band models based on simulated satellite
bands showed better performance than the three-band models for MMELS, which is in agreement
with other studies [37,44,48]. The results also indicate that the two-band model using the MODIS
sensor (R645/R555) failed to estimate chlorophyll-a. This likely occurred because it was not
possible to use band 15 (centered at 748 nm), which is widely used in band models based on
MODIS spectral bands [32,33,37] but is still beyond the spectral range of operation of this study.
Nevertheless, enhanced chlorophyll-a retrievals have been found using a two-band algorithm based on
simulated Sentinel-2/MSI, Envisat/MERIS and Sentinel-3/OLCI satellite bands, indicating a promising
application of these sensors in MMELS and Manguaba lagoon. Regarding Class 2 waters, a decrease in
performance of the four-band model based on simulated MERIS and OLCI bands in comparison with
the two- and three-band models can be explained by the inability to identify a good combination of
simulated satellite bands near the wavelengths chosen as optimal for the models using Rrs measured
in-situ. The assessment of models to directly estimate chlorophyll-a using satellite images captured by
the MSI and OLCI sensors encourages further future investigation in MMELS, since images from these
recently spaceborne sensors were not available during the monitoring period (May to September 2015).
Despite the spectral range operational constraints, our findings suggest that empirical models based
on optical properties involving water constituents have a strong potential to estimate chlorophyll-a
using spectral data from satellite, airborne or handheld sensors in productive tropical estuaries, as was
also observed in temperate, tropical and subtropical inland waters [14,30,33,68].

Despite the wide range of measured chlorophyll-a in the dataset (0.97–117.24 mg·m−3),
the monitoring period was limited from May to September 2015, which corresponds to an inter-seasonal
period between the end of the wet season and the beginning of the dry season. A recent study,
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using approximately 100 water samples for each season, indicated that a unique model based on
spectral reflectance can be used to estimate chlorophyll-a for all four seasons [42], suggesting that the
empirical models described in this study can also be applied outside of the monitoring period.

5. Conclusions

In this study, we examined the performance of several algorithms based on spectral bands to
estimate chlorophyll-a in a shallow, turbid, productive tropical estuarine-lagoon system using in situ
reflectance spectra. We also investigated the potential of model application using satellite sensors.
Our results showed accurate retrievals of chlorophyll-a (r2 > 0.80) using the NIR-Red three-band
model for MMELS, which exhibits a light penetration zone lower than the water depth due to high
turbidity. These accurate models open up a novel branch for scientific investigations searching for new
spectral reflectance-based models using in situ reflectance measurements beyond the spectral range of
operation in this study. In addition, these models can be used to explore the possibility of extending
this approach to other productive tropical estuaries.

We also observed accurate chlorophyll-a retrievals using the two-band algorithm based on
the simulated Sentinel-2/MSI, Envisat/MERIS and Sentinel-3/OLCI satellite bands with temporal
and spatial resolutions less than one week and 500 m, respectively, indicating a promising
application of these sensors to remotely estimate chlorophyll-a in MMELS and Manguaba lagoon.
However, further validation to test the application of these sensors must be addressed considering
the characteristics of each sensor, in particular, the signal-to-noise ratio and radiometric and
spatial resolutions.
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Abstract: An accurate estimation of the chlorophyll-a (Chla) concentration is crucial for water
quality monitoring and is highly desired by various government agencies and environmental groups.
However, using satellite observations for Chla estimation remains problematic over coastal waters
due to their optical complexity and the critical atmospheric correction. In this study, we coupled
an atmospheric and a water optical model for the simultaneous atmospheric correction and retrieval
of Chla in the complex waters of the Wadden Sea. This coupled model called MOD2SEA combines
simulations from the MODerate resolution atmospheric TRANsmission model (MODTRAN) and
the two-stream radiative transfer hydro-optical model 2SeaColor. The accuracy of the coupled
MOD2SEA model was validated using a matchup data set of MERIS (MEdium Resolution Imaging
SpectRometer) observations and four years of concurrent ground truth measurements (2007–2010) at
the NIOZ jetty location in the Dutch part of the Wadden Sea. The results showed that MERIS-derived
Chla from MOD2SEA explained the variations of measured Chla with a determination coefficient of
R2 = 0.88 and a RMSE of 3.32 mg·m−3, which means a significant improvement in comparison with
the standard MERIS Case 2 regional (C2R) processor. The proposed coupled model might be used to
generate a time series of reliable Chla maps, which is of profound importance for the assessment of
causes and consequences of long-term phenological changes of Chla in the turbid Wadden Sea area.

Keywords: Chlorophyll-a; remote sensing; MERIS; atmospheric correction; MODTRAN; 2Seacolor;
C2R; Wadden Sea

1. Introduction

Effective management of water quality in coastal regions and turbid waters requires accurate
information about water quality parameter changes on prolonged time scales. Although this may
sound simple, it is an extremely challenging task. One of the most important water quality parameters
is chlorophyll-a (Chla) concentration, which is an important factor controlling light attenuation
in the water column and is used as a measure of the eutrophic state [1]. Chla concentration
is a very crucial factor to understanding the planetary carbon cycle [2] and is considered as
an important indicator of eutrophication in marine ecosystems that may influence human life [3,4].
Chla abundance can be affected by anthropogenic nutrient supply from industrial and agricultural
sources, where simultaneously the aquaculture industries and fisheries are influenced by Chla
abundance [5].
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Long-term monitoring of Chla concentration using field measurements and laboratory
analysis requires conventional cruise surveys with satisfactory temporal and spatial coverage.
Unfortunately, this is often not feasible for most coastal regions due to lack of financial resources and
technical equipment while it is impossible in practice to collect in situ measurements for the whole
regions using cruise measurements. The spatiotemporal coverage provided by remote sensing can
considerably overcome some of these deficits in the current in situ monitoring programs for water
quality parameters [6]. Satellite ocean color is especially important since it is the only remotely sensed
property that directly identifies a biological component of the ecosystem [2]. Regarding the spatial
and temporal sampling capabilities of satellite data, remote sensing of ocean color is considered as the
principal source of data for investigating long-term changes in Chla concentration and phytoplankton
biomass in many coastal areas’ estuaries [7].

The maintenance of a good environmental status in European coastal regions and sea has
become a crucial concern embodied in European regulations (Marine Strategy Framework Directive,
Directive 2008/56/EC of the European Parliament and of the Council, “establishing a framework
for community action in the field of marine environmental policy”) [8]. One of the most important
European coastal zones which has aroused increasing attention from all of Europe is the Wadden
Sea. For the assessment of the current role of the Wadden Sea as a source of Chla and organic matter,
and for the ongoing discussion on eutrophication problem areas, it is of great interest to obtain
more detailed knowledge on the phytoplankton and Chla changes and their regulating factors in
this turbid coastal region of the North Sea [9]. In addition, monitoring of this area is mandatory
due to its nature reserve status and its July 2009 inclusion on the UNESCO World Heritage List [10].
Recently some research into the analysis of long-term variations and trends in the optically active
substances (Chla, Suspended Particulate Matter (SPM), Colored Dissolved Organic Matters (CDOM))
and water color changes using in situ measurements have been conducted over different parts of the
Wadden Sea [11–14]. However, using satellite observations for Chla estimation remains problematic
in this area due to its optical complexity and the critical application of an accurate atmospheric
correction. Recent efforts show that researchers are confronted with two main problems in improving
the accuracy of derived water parameter concentration using remote sensing techniques in the Wadden
Sea. First, most atmospheric correction methods fail in this region [15,16]. Second, the general water
property retrieval models do not work well in this complex turbid water [17,18]. Thus, the main
purpose of this research is to tackle these two problems aiming to increase the accuracy of Chla
concentration retrieval from earth observation data in this area.

1.1. Atmospheric Correction

Quality of the atmospheric correction is one of the most limiting factors for the accurate retrieval
of water constituents from earth observation data in coastal waters [19]. The standard atmospheric
correction method by Gordon and Wang [20] assumes a zero water-leaving reflectance due to high
absorption by seawater in the near-infra-red (NIR) and can be performed by extrapolating the aerosol
optical properties to the visible from the NIR spectral region [21]. This is not always the case when
in turbid waters (which often are optically complex) [22], higher concentrations of Chla and SPM
can cause a significant water-leaving reflectance in the NIR [23]. Indeed, most of the atmospheric
correction methods fail in these areas due to the complexity of the recorded top of atmosphere (TOA)
radiance signal at satellite images [24] as these signals are associated with aerosols from continental
sources [25]. In addition, in coastal waters, photons from nearby land areas can enter the field-of-view
of the sensor (the adjacency effect) and contribute to total NIR backscatter [26], whereas in shallow
waters, TOA radiances can also be influenced by the bottom effect [10]. Consequently, the black
pixel assumption tends to overestimate the aerosol scattered radiance and thus underestimates the
water-leaving radiance in these areas [27]. In recent years, some studies have been conducted to
improve the atmospheric correction over turbid waters [28–30]. For example, some efforts were
made to improve the atmospheric correction method by assuming a zero water-leaving reflectance
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in the shortwave infrared, even in the case of highly turbid waters [31,32]. However, in further
studies, researchers found that for extremely high turbidities, even in the shortwave infrared
region, the water-leaving reflectance was not absolutely equal to zero [33]. In addition, other studies
focused on the non-negligible water-leaving reflectance assumption in the NIR [34,35]. For example,
Carder et al. [36] investigated the ratio of water-leaving reflectance at two NIR bands. This ratio was
either assumed constant [37] or estimated from neighboring pixels of open oceans [38]. Although the
assumption of a known relationship between the values of water-leaving reflectance in two NIR
bands is necessary, it is not sufficient. Indeed, accurate information about visibility and aerosol
type is still needed [34]. Shen et al. [39] used the radiative transfer model MODTRAN to perform
atmospheric correction for MERIS images over highly turbid waters. As shown by Verhoef and
Bach [40], for an assumed visibility and aerosol type, MODTRAN can be used to extract the necessary
atmospheric parameters to remove the scattering and absorption effects of the atmosphere and to obtain
calibrated surface reflectance, as well as correcting the adjacency effects. However, this technique
assumes a spatially homogeneous atmosphere [41], while in reality not only visibility but also the
aerosol type may vary spatially within the extent of satellite images (in the presence of local haze
variations). For example, in the case of coastal waters, some aerosol types (e.g., urban or rural)
might exist in the regions close to the land and other pixels might have the maritime aerosol type.
Consequently, the assumption of a homogeneous atmosphere may lead to wrong establishment
of visibility and aerosol model in different parts of the image and may result in overestimation
or underestimation of water constituent concentrations from ocean-color observations. The Case-2
regional (C2R) processor provided by ESA for MERIS L1 products in the MERIS regional coastal and
case 2 water projects [42], performs atmospheric correction pixel by pixel and contains procedures for
determining inherent optical properties that are delivered as MERIS L2 products, including reflectance,
inherent optical properties (IOPs), and water quality parameters. However, the C2R processor may be
invalid for very chlorophyll-rich waters like some eutrophic lakes [43] and for highly turbid waters [39].
In this paper, by applying radiative transfer modeling for the non-homogeneous atmosphere and
comparing the results with the C2R processor, we tried to improve the atmospheric correction technique
over this coastal area.

1.2. Hydro-Optical Model

After improving the atmospheric correction technique, water constituent concentration-dependent
optical modeling of turbid waters is the next step. Improving the accuracy of water properties retrievals
in coastal waters requires generic models that can be applied to these complex water bodies [44].
For open oceans, estimation of Chla from earth observation data is well established [45]. An empirical
algorithm is in use that, with slight modifications for the actual band settings, has proven to work well
for instruments like SeaWiFS (Sea-Viewing Wide Field-of-View Sensor), MODIS (Moderate Resolution
Imaging Spectroradiometer) and MERIS [46–48]. However, satellite estimation of Chla concentration
is still difficult for coastal waters, where Chla, SPM and CDOM occur in various mixtures which
complicate the derivation of their concentrations from reflectance observations [49].

Therefore, there is a pressing need to develop, implement and validate a self-consistent,
generic and operational retrieval model of water quality in turbid waters [49]. In this study, the forward
analytical model known as 2SeaColor developed by Salama and Verhoef [50] was applied for the first
time to retrieve Chla concentration in the Wadden Sea. The 2SeaColor model is based on the solution
of the two-stream radiative transfer equations for incident sunlight and also performs well for turbid
waters, while the commonly applied water quality algorithms might suffer from saturation in the
presence of a high turbidity [44].

After defining the main problems of remote sensing of coastal waters described above,
and motivated by the need for a high-quality, satellite-based long-term Chla retrieval in the turbid waters
of the Wadden Sea, this research focused on the following objectives: (1) improving the accuracy of Chla
concentration (mg·m−3) retrieval from MERIS data by applying a coupled MODTRAN−2SeaColor
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model (MOD2SEA) for the Wadden Sea and (2) comparing the accuracy of the coupled MOD2SEA in
performing atmospheric correction and retrieving Chla concentration values with the ESA standard
C2R processor. The paper is arranged as follows. The case study is described first. Then, the datasets
used for C2R and MODTRAN simulations as well as the 2SeaColor model are briefly introduced.
Next, we validate the derived Chla concentration and water-leaving reflectance values for both
MOD2SEA and C2R processor against the ground truth measurements at the NIOZ jetty station.
Then, we evaluate the remote sensing (MOD2SEA and C2R) retrievals and compare the variation
of MOD2SEA results with similar in situ studies in the Wadden Sea. Finally, we suggest some
recommendations for further remote sensing studies in complex turbid waters like the Wadden
Sea and discuss the applicability of this approach to other estuaries and satellite ocean color missions.

2. Materials and Methods

2.1. Study Area

The Dutch Wadden Sea is a coastal area located between the mainland of the Netherlands and the
North Sea. The area is located between the Marsdiep near Den Helder in the southwest and the Dollard
near Groningen in the northeast and comprises a surface area of 2500 km2 (Figure 1). This region is
a shallow, well-mixed tidal area that consists of several separated tidal basins. Each basin comprises
tidal flats, subtidal areas and channels. Basins are connected to the adjacent North Sea by relatively
narrow and deep tidal inlets between the barrier islands [51].

Figure 1. One Landsat-8 OLI image covering the Dutch Wadden Sea and parts of IJsselmeer lake
acquired on 20 July 2016 (Color composite of red = band 5, green = band 3 and blue = band 1).

The high near-surface concentrations of water constituents as well as the spatial, tidal and seasonal
variations of the optically active substances (Chla, SPM and CDOM) make this region an optically very
complex area and a good representative for remote sensing studies in turbid coastal waters [10].

2.2. Ground Truth Dataset

The ground truth data have been extensively used to investigate the accuracy of remote sensing
radiometric products (i.e., the remote sensing reflectance) from the recorded TOA radiance in satellite
observations like MERIS images [52]. In this study, the ground truth above-water radiometric dataset
was provided by the research jetty of the Royal Netherlands Institute for Sea Research (NIOZ) at
Texel, located in the Dutch part of the Wadden Sea. Every quarter of an hour, radiometric color
measurements of the water, sun and sky (including meteorological conditions), as well as Chla and
mineral concentration, were recorded for over a decade [53]. The data were collected at the NIOZ jetty
station (53◦00′06′′N; 4◦47′21′′E) [54], where the newest generation of hyperspectral radiometers was
installed for “autonomous” monitoring of the Wadden Sea from 2001 until the present [53] (Figure 2).
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The footprint size of the radiometer is less than a meter, and the viewing direction is not nadir but
oblique, so the measurements on the ground are only partially representative of the nadir water
reflectance from 300 m pixels as sensed by MERIS.

(a) (b) 

Figure 2. (a) The location at the NIOZ jetty sampling station in the western part of the Dutch Wadden
Sea [54]; (b) The optical system mounted on a pole on the platform of the NIOZ jetty in the Wadden
Sea [53].

In addition, specific inherent optical properties (SIOPs) of water constituents in the Wadden
Sea were obtained from Hommersom et al. [11], who documented SIOP measurements in 2007 at
37 stations in this area.

2.3. Satellite Observations

The MERIS sensor, operational on board the European environmental satellite ENVISAT between
2002–2012, was primarily intended for ocean, coastal and continental water remote sensing. MERIS was
an orbital sensor with 15 bands covering the spectral range from 400 to 950 nm and was succeeded
by the Ocean and Land Color Instrument (OLCI) on board Sentinel-3 beyond 2015 [55]. The high
sensitivity and large dynamic range of the MERIS sensor has been widely used for ocean and coastal
water remote sensing [56–59]. In this study, ocean color data were obtained from ESA archive of
MERIS images (full resolution: 300 m) covering the Wadden Sea during 2002–2012 (data provided
by European Space Agency). MERIS has a revisit time of three days over the Dutch Wadden Sea at
around 10:30 a.m. local time. The MERIS 1b image provides TOA radiance information and some
environmental parameters for each pixel. Some of these environmental parameters (such as sun zenith
angle (SZA), view zenith angle (VZA), relative azimuth angle (RAA), water vapor (H2O) and ozone
(O3)) were used as input parameters to perform MODTRAN simulations in this study.

2.4. Ground Truth and Satellite Observation Data Matchups

Validation of ocean color products (i.e., biogeochemical parameters, inherent optical properties
(IOPs) and water-leaving radiance), theoretically, should be performed from ground truth measurements
acquired simultaneously to the satellite overpass over the same location (the so-called matchup
points) [60]. In this study, the following criteria were used to find matchup points between satellite
observations and ground truth measurements: (1) all available MERIS images over the Dutch part of
Wadden Sea between 2002 and 2012 were checked to select the cloud-free images; (2) a narrow time
window of ±1 h was used; (3) five-by-five pixel kernels centered on the ground truth measurement
coordinates were then extracted from the MERIS images using BEAM software (version 5.0)
(no aggregation method was used to avoid possible spectral contamination); (4) finally, 35 suitable
MERIS images were concurrent with ground truth-measured concentrations of Chla at the NIOZ jetty
station during 2007–2010.
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3. Methodology

The accuracy of the coupled MOD2SEA model in doing atmospheric correction and deriving
Chla concentration values was evaluated against ground truth measurements and was compared with
C2R results.

3.1. The Coupled MOD2SEA Model

The developed MOD2SEA method combined two lookup tables (LUTs) from 2SeaColor and
MODTRAN as schematically shown in Figure 3.

 

Figure 3. Diagram of the coupled MOD2SEA model (pixel based).

These LUTs were generated by simulating the water-leaving reflectance for varying ranges of the
governing biophysical variables (with respect to range of these water quality variables at the NIOZ
jetty station (Table 1)) and MODTRAN parameters based on different combinations of visibilities
and aerosol models at specific viewing-illumination geometries for every MERIS image separately.
Table 1 presents the LUT composition of the 2SeaColor model and the MODTRAN input variables in
this assessment.

Table 1. Lookup table composition of MOD2SEA model.

LUT Variables Range Increment Unit

Chla 0–150 5; 0.1 mg·m−3

SPM 0–150 5; 0.1 g·m−3

CDOM absorption at 440 nm 0–2.5 1; 0.1 m−1

Visibility 5–50 1 km
Aerosol type Rural, Maritime, Urban - -
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The details on simulation of RRS by the 2SeaColor model and TOA radiance by the MODTRAN
radiative transfer code are described as follows:

3.1.1. Reflectance (RRS) Simulation by 2SeaColor Forward Model

The 2SeaColor model is based on the solution of the two-stream radiative transfer equations
including direct sunlight, as described by Duntley (1942, 1963) [61,62]. Both the analytical forward
model and the inversion scheme are provided in detail in Salama and Verhoef [50]. The reflectance
result predicted by the 2SeaColor model is r∞

sd, the directional-hemispherical reflectance of the
semi-infinite medium, which is linked to IOPs by Salama and Verhoef [50]:

r∞
sd =

√
1 + 2x − 1√

1 + 2x + 2μw
(1)

where x is the ratio of backscattering to absorption coefficients (x = bb/a), and μw is the cosine of the solar
zenith angle beneath the water surface. The reflectance factor r∞

sd can be approximated by Q × R(0−)
under sunny conditions, where Q = 3.25 and R(0−) is the irradiance reflectance beneath the surface [63],
which can be converted to above-surface remote sensing reflectance (RRS) by Lee et al. [64].

RRS =
0.52 × R (0−)

1 − 1.7 × R (0−)
(2)

Total absorption and backscattering coefficient of water constituents (a and bb) were calculated
using Equations (3) and (4) respectively [27,48].

a (λ) = aw (λ) + achl (λ) + anap (λ) + acdom (λ) (3)

bb (λ) = bbw (λ) + bb,chl (λ) + bb,nap (λ) (4)

where the subscripts w, chl, nap and cdom stand for water molecules, chlorophyll, non-algae particles
and colored dissolved organic matter, respectively. As implemented in Salama and Shen [65],
the absorption coefficients of the water constituents (a) are parameterized by (Bricaud et al. [66];
Lee et al. [67]; Lee et al. [68]). Also, the backscattering coefficients of the water constituents (bb) were
parametrized by (Doxaran et al. [69] and Morel et al. [70]).

Table 2. Summary of the used parameterizations.

Variable Parametrization Equation Reference

Chla absorption
achl (λ) = [a0 (λ) + a1 (λ)× lnachl (443)]× achl (443)
achl (443) = 0.06 × [Chl]0.65 (5) [68]

CDOM absorption acdom (λ) = acdom (440)× exp [−Scdom (λ − 440)] (6) [66]

Nap absorption
anap (λ) = anap (440)× exp

[−Snap × (λ − 440)
]

anap (440) = a∗nap (440)× [SPM]
(7) [67]

Chla backscattering
bb,chl (λ) =

{
0.002+ 0.01× [

0.5 − 0.25 × log10[Cchl
]×

(
λ

550

)n
]
}× bb,chl (550)

bb,chl (550) = 0.416 × [Chl]0.766
(8) [70]

NAP backscattering bnap (λ) = bnap (550)× ( 550
λ )

−γ − [
1 − tanh

(
0.5 × γ2)]× anap (λ)

bnap (550) = b∗nap (550)× I × [SPM]
(9) [69]

Scattering of water molecules bbw (λ); Listed values, Table (3.8), page 104. (10) [71]

Absorption of water molecules aw(λ); Listed values (11) [72]

In Table 2, [Chl], [SPM] and acdom (440) stand for Chla concentration, SPM concentration and
the CDOM absorption at 440 nm respectively. The absorption and backscattering coefficients of
water molecules (aw and bbw) were taken from previous studies (Mobley [71]; Pope and Fry [72])
and a0 and a1 were given in Lee et al. [67]. The initial values of non-algae particle absorption
(a∗nap (440) = 0.036 m2·g−1), spectral slope of non-algae particles (Snap = 0.011 nm−1), spectral slope of
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CDOM (Scdom = 0.013 nm−1) and specific scattering coefficient of non-algae particles (b∗nap (550) = 0.282)
were taken from the Hommersom et al. [11] SIOP measurements at 37 stations in the Wadden
Sea. Also, the initial values of γ and I (γ = 0.6 and I = 0.019) for the North Sea were taken from
Doxaran et al. [69] and Petzold [73], respectively. In this study, we used the 2Seacolor forward model
and the various parameterizations described in Table 2 to simulate the water-leaving reflectance
(RRS spectra) values for a series of combinations of Chla, SPM and CDOM concentration (Table 1) and
for the given SZA associated with every MERIS image separately. The simulated values of RRS spectra
for all MERIS bands were stored in a water LUT for the MERIS bands and then used as RRS input
parameters for MODTRAN to calculate the TOA radiances in the MERIS bands.

3.1.2. Top of Atmosphere (TOA) Radiance Simulation by MODTRAN

MODTRAN is the successor of the atmospheric radiative transfer model LOWTRAN [74]. It is
publicly available from the Air Force Research Laboratory in the USA. The latest version of MODTRAN
(5.2.1) contains large spectral databases of the extraterrestrial solar irradiance and the absorption of
all relevant atmospheric gases at a high spectral resolution. The accurate calculation of atmospheric
multiple scattering makes it a very appropriate tool for reliable simulation and interpretation of remote
sensing problems in the optical and thermal spectral regions [75]. To apply MODTRAN simulations,
first of all several parameters describing the real atmospheric conditions should be determined as
inputs for this model. Table 3 shows the standard definition of MODTRAN inputs with respect to the
ranges of average values of atmospheric and geometric variables variation over one image for four
years of all available MERIS images between 2007 and 2010 over the Dutch part of the Wadden Sea.
In the MERIS image, some of the local atmospheric (O3, H2O) and geometric variables (VZA, SZA and
RAA) can be used as input for MODTRAN. Note that for every MERIS image a separate input file
was created by establishing the local atmospheric (O3, H2O, CO2) and geometric variables (VZA, SZA,
RAA) of that specific run to MODTRAN (Figure 3). These parameters could be retrieved from MERIS
ancillary data per pixel using Matlab.

Table 3. Input parameters for MODTRAN4 simulations.

Parameter Range or Value Unit

Atmospheric profile Mid Latitude Summer -
Correlated-k option Yes -

DISORT number of streams 8 -
Concentration of CO2 * 380–390 ppm

H2O 0.5–4.5 g·cm−2

O3 250–450 DU
SZA 30–80 degree
VZA 5–30 degree
RAA 0–150 degree

Visibility 5–50 (1 km increment) km
Aerosol Model Rural, Maritime, Urban -
Surface height 0 km
Sensor Height 800 km

Molecular band model resolution 1.0 cm−1

Start, ending wavelength −1000 nm

* Annual CO2 concentration level can be in Global Greenhouse Reference Network [76].

In this study, we varied the aerosol type (rural, maritime and urban) and visibility (5 to 50 km
with 1 km step) and thus made a total of 135 scenarios for each lookup table and given atmospheric
state and angular geometry, which were extracted from the MERIS image ancillary data per image.
For each scenario the MODTRAN Interrogation Technique (MIT) was applied by using surface albedos
of 0.0, 0.5 and 1.0 (the MIT is explained in detail by Verhoef and Bach [75]). The output .tp7 file
of MODTRAN quantified the TOA radiance spectrum for each simulated wavelength from 350 to

219



Remote Sens. 2016, 8, 722

1000 nm. Then in the MIT the .tp7 file was used as input to derive three MODTRAN parameters
(gain factor (G), path radiance (L0), and spherical albedo (S)). These parameters are spectral variables
depending on various atmospheric conditions [75]. The spectral response functions (SRF) of the MERIS
bands were convolved with the MODTRAN parameters to compute L0, G and S for every MERIS band
and these simulations were stored in the atmospheric LUTs (Atmos LUTs MERIS).

3.1.3. The MOD2SEA Retrievals

The simulated TOA radiance of MERIS data in the MODTRAN output file, LTOA (Wm−2·sr−1·μm−1),
Can be expressed in surface reflectance r by the following equation [77]:

LTOA = L0 +
Gr

1 − Sr
(12)

where r is the hemispherical reflectance (=π RRS) leaving the water surface, L0 is the total radiance for
zero surface albedo (Wm−2·sr−1·μm−1), S is the spherical albedo of the atmosphere and G is the overall
gain factor. In this study, the LUTs of water-leaving reflectance generated by the 2SeaColor model
were used as RRS input parameters of Equation (12) to calculate TOA radiance for all combinations of
water properties and atmospheric conditions and then organized in a water-atmosphere lookup table
(water-atmosphere). The simultaneous retrieval of Chla, SPM, CDOM concentration, aerosol type
and visibility was then performed by spectrally fitting the MOD2SEA-simulated TOA radiances
(using RMSE) to MERIS TOA radiances for all MERIS bands except the band numbers 1, 2 and 11.
Band 11 is located in the O2-A absorption band and can give erroneous results due to sampling errors
of MERIS. Bands 1 and 2 gave systematic deviations in RRS after atmospheric correction. The cause
of this problem is presently still unknown. In this retrieval, Chla retrieval using the coupled
MOD2SEA model was performed in two steps. First the increments of 5, 5 and 1 were taken for
Chla concentration (mg·m−3), SPM concentration (g·m−3) and CDOM absorption at 440 nm (m−1),
respectively, to find an approximate solution. Later, in the refined step, the step size of the LUTs
composition was reduced to 0.1 for all water constituents in the identified rough range resulting
from the first step. Applying this approach led to speeding up the running of the Matlab code and to
obtaining more precise results. Although Figure 3 suggests the storage of a fixed LUT for water RRS for
each MERIS image, this LUT was only generated in a loop, and not stored, in order to reduce memory
requirements. The best fitting combination of water properties and atmospheric conditions was found
during the generation of the water LUT, but this water LUT was never stored as such, contrary to
the atmospheric LUT, which was actually stored. This approach also allowed greater flexibility by
applying the two-step procedure in finding the best-fitting water properties, by first applying a rough
search in the first round with large steps in the three concentrations, and in the next round a refined
search with small steps over much smaller ranges. It should be noted that the current procedure
applied to a single pixel per matchup date is not suitable to be applied pixel by pixel, and this issue is
left for a future study.

3.2. MERIS Case-2 Regional (C2R) Processor

The Case-2 regional processor (C2R) [42], available in the Basis ERS and ENVISAT (A) ATSR
and MERIS Toolbox (BEAM) software, has been widely used to derive water quality parameters from
MERIS images [78–81]. The C2R processor consists of two procedures, one for atmospheric correction
and one for the bio-optical part for retrieving the IOPs of water columns. The Neural Networks (NN)
in C2R were trained with Hydrolight [71] simulations and in situ measurements in the German bight
and from other cruises in European seas [42]. More details can be found in Doerffer and Schiller [42].
The output of the C2R processor, including IOPs: the absorption coefficient of Chla at wavelength
443 nm (achl (443)), the absorption coefficient of CDOM (aCDOM (443)), the total absorption (atot (443)),
and the scattering coefficient of SPM (bspm (443)) were then used to define water quality parameters
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such as Chla and SPM. Equations to relate BEAM processor IOPs to water quality concentrations of
Chla and SPM are presented as follows:

[Chla] = 21.0× achl (443)1.04 (13)

[SPM] = 1.72× bspm (443) (14)

where [Chl], [SPM], achl (443) and bsmp (443) stand for Chla concentration, SPM concentration, the Chl
absorption at 443 nm and SPM scattering coefficient at 443 nm, respectively.

3.3. Validation

To evaluate the accuracy of the MOD2SEA coupled model and the C2R processor, we applied
these two models to the 35 matchup moments of MERIS observations and four years of concurrent
Chla measurements (2007–2010) at the NIOZ jetty location, separately. The validation of model
simulations were performed in two different levels of atmospheric correction and water retrieval
models. Since the NIOZ jetty station is located close to the land, for every image, the darkest pixel from
5 by 5 pixels around the location of this station was extracted first. By selecting the darkest pixel from
the 5 × 5 neighborhood centered on the jetty station, we exclude cloudy and land pixels, as well as
water pixels close to the shore that are possibly influenced by an adjacency effect due to the near land
area. Of course an underlying assumption in our approach is that the water of the darkest pixel has
the same composition as found at the location of the jetty station. However, since the water current is
mostly strong near the inlet to the Wadden Sea, we are confident that the water is well-mixed, and local
gradients in water properties are small.

3.3.1. Atmospheric Correction

The accuracy of atmospheric correction methods using the coupled MOD2SEA model and C2R
processor was evaluated against the ground truth water-leaving reflectance for all 35 matchups
between 2007 and 2010 at the NIOZ jetty station. Four statistical parameters, the root mean square
error (RMSE), the determination coefficient (R2), the normalized root mean square error (NRMSE)
and relative root mean square error (RRMSE) [82] were used to quantify the goodness-of-fit between
derived and measured water-leaving reflectance values at the NIOZ jetty data where near-concurrent
(±1 h) MERIS measurements were available. To do this, three MERIS bands 3, 5 and 7 were selected.
Finally, the accuracy of the proposed MOD2SEA model in doing atmospheric correction was compared
against C2R processor products. The results of this assessment are presented in Section 4.2.

3.3.2. Water Model Inversion

The accuracy of retrieved Chla concentration values using the coupled MOD2SEA model and
the C2R processor were evaluated against ground truth Chla measurements for all 35 matchup points
at the NIOZ jetty station between 2007 and 2010. The results of this evaluation are presented in
Section 4.3. It should be mentioned that in view of the main objective of this study (retrieval of
Chla concentration) and the availability of ground truth measurements, investigation of changes in
other water constituents (SPM and CDOM concentration) was considered to fall outside of the scope of
this study, although these were retrieved along with Chla using MOD2SEA. In addition, the visibility
and aerosol type were retrieved simultaneously with water quality parameter concentration which
were used in the model to simulate water-leaving reflectance values based on the best matching TOA
radiance by MOD2SEA coupled model.

4. Results

4.1. Variability of MODTRAN Parameters (L0, G and S) at Different Atmospheric Conditions

The case of the three aerosol types—rural, maritime and urban—for a visibility of 20 km on
7 October 2007 was used as an example to display the result of applying MODTRAN to the MERIS
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bands for three atmospheric conditions. We used MIT method [75] to derive L0, G and S values using
surface albedos of 0.0, 0.5 and 1.0 for the mentioned visibilities and aerosol types in these figures.

The atmospheric path radiance L0 represents the case when the surface reflectance is zero and
the radiance at the top of atmosphere comes from atmospheric scattering alone. As Figure 4 shows,
L0 values decrease with wavelength, which means at longer wavelengths the atmosphere scatters
less. The S presents the spherical albedo values which are not large and show a similar trend to L0.
The gain factor G contains the product of the extraterrestrial solar irradiance and the total two-way
transmittance through the atmosphere, and shows a maximum at about 500 nm. L0, S and G vary with
different combinations of aerosol types and visibilities, while for maritime and rural aerosol types,
they have similar values. The urban aerosol model has a stronger absorption and always has lower
values when compared to the other two aerosol models. Examples of the MODTRAN path radiance
simulations (L0) from 7 October 2007, for visibilities of 5, 10 and 40 km while water-leaving reflectance
is zero as representative for a range of haze conditions and three different aerosol models are presented
in Figure 5.

(a) (b) 

(c) (d) 

0

50

100

150

200

400 500 600 700 800 900

G

Wavelength (nm)

G
Rural
Maritime
Urban

0

0.05

0.1

0.15

0.2

0.25

0.3

400 500 600 700 800 900

S

Wavelength (nm)

S
Rural
Maritime
Urban

0

0.05

0.1

0.15

0.2

0.25

0.3

0

50

100

150

200

400 500 600 700 800 900

S

L 0
,G

Wavelength (nm)

S, G and L0
S
G
L0

0

10

20

30

40

50

60

400 500 600 700 800 900

L 0
[W

 m
-2

Sr
-1
μm

-1
]

Wavelength (nm)

L0
Rural
Maritime
Urban

Figure 4. (a–c) L0, G and S values at the visibility of 20 km and different aerosol types; (d) The atmospheric
parameters L0, S and G for the maritime aerosol type and a visibility of 20 km.
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Figure 5. TOA radiance simulated by MODTRAN for (a) rural; (b) maritime and (c) urban aerosol
types respectively.
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As this figure shows, the calculated TOA radiances for the urban aerosol type show a lower range
of variation compared to the maritime and rural cases. All the values of TOA radiance for the urban
aerosol type are between 0 and 60 (Wm−2·sr−1·μm−1), while these values for maritime and rural
ones vary between 0 and 80 (Wm−2·sr−1·μm−1). On the other hand, the simulated TOA radiances by
MODTRAN differ significantly not only with aerosol type, but also with visibility. Lower visibility
gives higher TOA radiances. Consequently, a wrong assumption about visibility or aerosol type leads
to a wrong calculation of water-leaving reflectance and as a result the water parameter concentrations
may be overestimated or underestimated.

4.2. Atmospheric Correction Validation

The results of performing of the coupled MOD2SEA model and the ESA MERIS standard C2R
processor to derive water-leaving reflectances for MERIS bands of 3, 5 and 7 against ground truth
measurements are shown in Figure 6. The statistical analysis regarding this assessment are presented
in Table 4.
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Figure 6. Comparison between MERIS-retrieved values and ground truth measurements for water-leaving
reflectance values (Rrs) for 35 matchup in 2007−2010 at NIOZ jetty location. (a–c) represent the
retrieved Rrs using the coupled MOD2SEA model against ground truth measurements for MERIS
band of 3, 5 and 7 (band centers: 490, 560 and 665 nm) respectively; (d–f) represent the retrieved Rrs
values using C2R processor against ground truth measurements for MERIS bands centers of 3, 5 and 7
(band centers: 490, 560 and 665 nm) respectively.

As it can be seen from Figure 6, the coupled MOD2SEA model provides significant improvements
in the atmospheric correction and the resulting water-leaving reflectance in comparison with C2R
processor in all MERIS bands of 3, 5 and 7. More details of this evaluation are presented in Table 4.

As the statistical measures show, performing atmospheric correction by applying the MODTRAN
lookup table proposed in the MOD2SEA coupled model resulted in a reasonable accuracy against
ground truth above the water radiometric dataset for 35 matchups between 2007−2010 at the NIOZ
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jetty station for bands 3, 5 and 7 respectively. In addition, the MOD2SEA coupled model shows
significant improvement especially in band 3 with R2 = 0.84, RMSE = 0.0022, NRMSE = 13.18% and
RRMSE = 21.08% in comparison with C2R. The standard C2R processor also shows higher accuracy
for band 3 (R2 = 0.69, RMSE = 0.0047) in comparison with bands 5 (R2 = 0.68, RMSE = 0.0058) and
7 (R2 = 0.62, RMSE = 0.0063), respectively.

Table 4. Models’ performance evaluation in atmospheric correction part.

Statistical Measures R2 RMSE NRMSE (%) RRMSE (%)

MERIS bands/Model MOD2SEA C2R MODSEA C2R MOD2SEA C2R MOD2SEA C2R

3 0.84 0.69 0.0022 0.0047 13.18 28.03 21.08 44.81
5 0.81 0.68 0.0034 0.0058 14.38 24.20 20.07 33.78
7 0.80 0.62 0.0035 0.0063 14.39 25.51 30.94 54.87

4.3. Water Retrieval Validation

The comparisons of C2R and MOD2SEA Chla retrieval against ground truth measurements are
shown in Figure 7 and related statistical analysis are presented in Table 5.
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Figure 7. Comparison between MERIS-derived and measured log Chla (mg·m−3) for 35 matchup
moments. (a) MOD2SEA and (b) C2R.

Assessing the model accuracy using R2 and RMSE shows the reasonable agreement between the
measured and retrieved Chla (mg·m−3) for all the matchup points during 2007–2010 at the NIOZ jetty
location with a significant regression (Figure 7: R2 = 0.88 and RMSE = 3.32 mg·m−3) during the period
of four years. In addition, the comparison of this model with the C2R processor shows significant
improvement in retrieval of Chla. The result of this comparison is presented in Table 5.

Table 5. Models performance evaluation Chla retrieval.

Statistical Measures R2 RMSE NRMSE (%) RRMSE (%)

MOD2SEA 0.88 3.32 15.25 53.31
C2R 0.17 4.42 20.30 70.98

There are several possible reasons for the improvement of MOD2SEA in the retrieval of Chla in
comparison with the C2R procedure, but the most obvious one is probably that the SIOPs used in the
training of the C2R neural network might be more generic and thus different from the ones used in
this study and which are more applicable to the Wadden Sea. In addition, the derived Chla data for
35 matchups between 2007–2010 by the MOD2SEA coupled model was examined to see how well the
ground truth values (mg·m−3) agreed with those derived from the MERIS images (mg·m−3) at the
NIOZ jetty location (Figure 8). In this figure, the X-axis presents the date while the Y-axis presents the
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Chla concentration for ground truth data (in blue), the MOD2SEA coupled model (in red) between
2007 and 2010.

Figure 8. (a–d) The four-year comparison of derived Chla values using the coupled MOD2SEA model
(red line) and ground truth measurements (blue line) (mg·m−3) from 2007−2010 at matchup moments.

As Figure 8 shows, the derived Chla concentration values using the MOD2SEA model shows
reasonable agreement during 2007–2010, with maximum retrieved values of around 40 mg·m−3 and
minimum values just above zero. However, despite the agreement between MERIS-derived and ground
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truth Chla in a four-year period, systematic overestimations at high Chla concentration values (during
April and May) mg·m−3 were also identified. Chla products, particularly during the phytoplankton
bloom seasons of spring and summer, require further development. This overestimation might be
explained by the Chla parametrization of the Lee et al. [68] model, since it appears that the Chla model
calibration based on that model does not fit that well for the Wadden Sea. This Chla overestimation
using satellite images was also in agreement with a Chla retrieval overestimation in most of the
European seas studies by Zibordi et al. [58].

5. Discussion

Accurate estimation of water-leaving reflectance from satellite sensors is a fundamental goal for
ocean color satellite missions [83]. Basically, the commonly applied atmospheric correction methods
based on zero water-leaving reflectance in the near-infrared bands fail when applied to turbid waters
since the high concentrations of water constituents lead to a detectable water-leaving reflectance in the
near-infrared region in satellite image. In this study, we focused on the long-term retrieval of Chla
concentration from MERIS images in the Wadden Sea, and the MOD2SEA coupled model is proposed
as a tool to improve the retrieval of Chla concentration from earth observation data in this area.

Calculating accurate water-leaving reflectance spectra in order to translate them into Chla
concentration under different atmospheric conditions is a crucial part of this study, since the atmosphere,
in most cases, contributes more than 90% of the TOA radiance signal [41]. We can attribute the success
of the MOD2SEA coupled model to its capability of combining simulations from 2SeaColor with
the MODTRAN radiative transfer model for different combinations of aerosol type, visibility and
water constituent concentrations for all MERIS bands to simulate TOA radiances, instead of applying
routine atmospheric correction and water retrieval algorithms separately. Furthermore, based on
a heterogeneous atmosphere assumption of the coupled MOD2SEA model, this technique can help
suppress the influence of local haze variations in satellite images. Thus, applying this method results
in a considerable improvement of the accuracy of the atmospheric correction, which is the most
problematic part of remote sensing data processing for turbid waters like the Wadden Sea.

However, satellite estimation of Chla concentration is still difficult for coastal waters, where Chla,
SPM and CDOM occur in various mixtures which complicate the derivation of their concentrations
from reflectance observations. The 2SeaColor model performed well while the commonly applied
water quality algorithms might fail in water constituent retrieval. Figure 9 shows an example of
coupled MOD2SEA model spectral matchings for 2 October 2007.

As this figure shows, good matches are found between modelled and observed TOA radiance as
well as modelled and atmospherically corrected water-leaving reflectance with respect to identified
visibility and aerosol type by the coupled model. All in all, assessing the MOD2SEA Chla retrievals
from MERIS data at one location (NIOZ jetty station) for a period of four years (2007–2010) shows
reasonable agreement with ground truth measurements (R2 = 0.88, RMSE = 33.2%). The 33.2% RMSE
appears reasonable enough, as compared with the validation of the SeaWiFS Chla data product for
global open ocean waters with a relative RMSE of about 58% [1]. In addition, this model shows
considerable improvement to retrieve Chla concentration from satellite images in comparison with
similar studies for the Wadden Sea [10,18]. The results of retrieved Chla concentration using this
coupled model are within the range of measured Chla concentration (mg·m−3) on the ground reported
by other researchers, while a clear seasonal pattern is observed with the peak values during spring
(in May). For example, Hommersom [10] reported Chla concentration range variations in the Wadden
Sea during eight surface water sampling campaigns in 2006−2007 in 156 stations while Chla also
showed a strong seasonal pattern with the highest values during spring in May. Chang et al. [84]
showed the higher Chla concentrations occurred in May. Reuter et al. [85] provided continuous data
on Chla concentration of the Wadden Sea at a time series station established in autumn 2002 by
the University of Oldenburg. They reported a clear seasonal pattern in Chla concentration between
2007–2008 which has the highest values in May and the lowest values in November. Tillman et al. [86]
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showed a large variability of Chla concentration over the year in the Wadden Sea. Winter concentrations
were much lower than summer concentrations while in spring a phytoplankton bloom with peak
concentrations occurs. Cadée and Hegeman [87] showed that yearly patterns of Chla concentration
were similar in the Wadden Sea, although the overall inter-annual variability is large, as well as the
maxima measured during spring bloom (in May). All in all, regarding the reasonable agreement of the
MOD2SEA results with ground truth measurements and considering the turbid nature and complex
heterogeneity in the turbid Wadden Sea, the performance of this coupled model should be regarded as
encouraging and satisfactory enough.
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Figure 9. (a) The best match identified by the coupled model between simulated TOA radiances
vs. pixel TOA radiance; (b) Spectral differences between observed and simulated TOA radiance;
(c) The simulated RRS (extracted from the best TOA radiance match) vs. the simulated 2SeaColor RRS;
(d) Spectral differences between simulated RRS by 2SeaColor and atmospherically corrected RRS from
observed TOA radiance by MOD2SEA.

It is also worth mentioning that in shallow coastal waters like the Wadden Sea the bottom might
influence the reflected signal to the sensor. This is not the case for the NIOZ jetty data where, due to the
depth of >5 m and the high turbidity of the water (Table 1) near the NIOZ jetty and the surrounding
area, the bottom effect on observed reflectance is negligible. This has been confirmed in the quality
check of the NIOZ jetty data and the corresponding MERIS pixels. However, in the other shallower
parts of the Wadden Sea, the bottom effect might contribute substantially in the visible region of
the spectrum. As can be seen in Figure 1, the effect of the bottom is visible in large areas of the
Wadden Sea satellite image. Thus, for shallow waters it is recommended in future studies to develop
water constituent retrieval algorithms by incorporating sea bottom effects in the hydro-optical model.
We speculate that developing a hydro-optical model including the bottom effect may lead to significant
improvements in the derived water constituent concentrations from earth observation data in this
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shallow coastal region. That is why, in the next phase of this research, we are going to include the
bottom effect contribution into the TOA radiance calculation to derive and provide Chla concentration
maps over the Wadden Sea.

For the Wadden Sea, and many other estuaries, knowledge of local specific inherent optical
properties to locally calibrate retrieval algorithms is often lacking, and more research is still needed.
For the Wadden Sea, Peters et al. [88] reported a complete set of SIOPs for Chla, SPM and CDOM
measurements. However, the data of Peters were all collected at one location (the Marsdiep inlet)
and only for two days (in May 2000). After that, the only published set of SIOP measurements in
the Wadden Sea was constructed by Hommersom et al. [11]. Using Hommersom’s measurements,
SIOPs increased the accuracy of the derived Chla concentration significantly in comparison to previous
efforts in this region. However, Hommersom’s measurements lack seasonal information on the SIOPs
while there is currently not much information on the SIOPs to be the basis for a hydro-optical model
for the Wadden Sea. Without any doubt, having seasonal SIOPs may lead to an improved accuracy of
retrieved Chla using this coupled model. Thus, more in situ data (especially on SIOPs) is still necessary
for the model calibration.

Although our current efforts are centered on validating the proposed coupled
atmospheric-hydroptical model in the highly turbid Wadden Sea using MERIS satellite images, it is
unclear how broadly applicable this coupled model will be and to what extent these findings could
be generalized. Thus, we suggest to extend this study to other parts of the world using various
ocean color remote sensors. However, to apply this method to other regions, first the availability of
valid SIOPs (water quality constituent’s absorption and backscattering coefficient), in addition to the
accurate ecological and geophysical knowledge of the interest area (i.e., the ranges of water constituent
concentrations) are needed. Furthermore, spectral response functions of the desired sensor as well
as atmospheric parameters and illumination geometry of the satellite image to run MODTRAN are
required. As a consequence, access to accurate in situ water-leaving reflectance and water quality
parameter concentration is essential for the assessment of primary data products from satellite ocean
color missions [55] using the proposed approach.

The water Framework Directive regulations from the European Union force member states to
monitor all their coastal areas (Environment Directorate-General of the European Commission, 2000).
Availability of one decade of MERIS images (2002–2012) over the Wadden Sea, gives the opportunity
to provide long-term Chla distribution maps using this coupled model with reasonable accuracy
and to conduct a one-decade phenological analysis in this area. To provide Chla concentration maps
with reasonable accuracy, the proposed method should be applied pixel by pixel for the whole
region of interest. To speed up the pixel-based approach, a filter can be introduced to remove those
combinations of visibilities and aerosol types from the MODTRAN lookup table which result in
negative water-leaving reflectance values in any band, by considering the recorded TOA signal
per pixel. On the other hand, other water quality parameters like SPM and CDOM as well as
visibility and aerosol model maps can be produced as output of the MOD2SEA code. Of particular
interest when analyzing the variability in the MERIS-derived Chla data trend for the Wadden Sea is
whether any significant decreasing trend from 2002–2012 would indicate the effect of prior nutrient
reduction management actions. This has significant implications for identifying positive anomaly
events and may act as an alert for management actions. Clearly, climatic variability needs to be
considered carefully when interpreting the long-term data trends and when making management
decisions [1]. Furthermore, this established MERIS-based Chla data record may serve as baseline
data to continuously monitor the estuary’s eutrophic state, and the validated algorithm may extend
such observations to the future using various satellite continuity missions. The Ocean Land Color
Instrument (OLCI), embedded on the Sentinel-3 platform, is a sensor especially adapted for aquatic
remote sensing [89] and succeeded the MERIS sensor in 2015 [90]. The launch of Sentinel-3 and OLCI
will secure future consistent operational monitoring by medium resolution data for water quality
assessment also of coastal zones and bays [89]. OLCI is designed mainly for global biological and
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biochemical oceanography, which constrains its spatial resolution. On the other hand, the asymmetric
view of OLCI will offer sun-glint free images in 21 spectral bands (from ultraviolet to near-infrared
wavelengths) with an improved spatial coverage and temporal frequency. OLCI will provide high
quality optical ocean observations (e.g., normalized water-leaving radiance, inherent optical properties,
spectral attenuation of downwelling irradiance, photosynthetically active radiation, particle size
distribution) and allow more accurate retrieval of the ocean color variables (e.g., Chlorophyll, SPM and
CDOM concentrations) [91] where the OLCI bands are optimized to measure ocean color over open
ocean and coastal zones. Sentinel-3 was successfully launched in February 2016 and will give free
access to satellite data of the Wadden Sea. It is expected that the MOD2SEA coupled model will also
operate successfully to derive Chla concentration using OLCI images for highly turbid waters and
that it will result in an accuracy improvement in atmospheric correction and Chla retrieval aspects in
comparison with the MERIS sensor. Thus, applying this method for further studies using OLCI data
over the Wadden Sea is recommended.

6. Conclusions

A coupled atmospheric-hydro-optical model (MOD2SEA) has been proposed and validated to
derive long-term Chla concentration (mg·m−3), visibility and aerosol type from MERIS observations
for the coastal turbid area of the Wadden Sea. At one location, the model validation showed a good
agreement between MERIS-derived and measured Chla concentration for a period of four years
(2007–2010). We attribute the success of this approach to the simultaneous retrieval of atmosphere and
water properties. In addition, we have found that water and atmospheric properties have different
effects on TOA radiance spectra and therefore these are separately retrievable from MERIS data if
the coupled MOD2SEA model is used. Using this coupled atmospheric-hydro-optical model led to
considerable improvement for the simultaneous retrieval of water and atmosphere properties using
earth observation data, with significant results in the accuracy in comparison with other algorithms
applied to derive Chla in the Wadden Sea.
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Abstract: Concentrations of chlorophyll-a (Chl-a) and total suspended solids (TSS) are significant
parameters used to assess water quality. The objective of this study is to establish a quantitative model
for estimating the Chl-a and the TSS concentrations in irrigation ponds in Higashihiroshima, Japan,
using field hyperspectral measurements and statistical analysis. Field experiments were conducted
in six ponds and spectral readings for Chl-a and TSS were obtained from six field observations
in 2014. For statistical approaches, we used two spectral indices, the ratio spectral index (RSI)
and the normalized difference spectral index (NDSI), and a partial least squares (PLS) regression.
The predictive abilities were compared using the coefficient of determination (R2), the root mean
squared error of cross validation (RMSECV) and the residual predictive deviation (RPD). Overall,
iterative stepwise elimination based on PLS (ISE–PLS), using the first derivative reflectance (FDR),
showed the best predictive accuracy, for both Chl-a (R2 = 0.98, RMSECV = 6.15, RPD = 7.44) and TSS
(R2 = 0.97, RMSECV = 1.91, RPD = 6.64). The important wavebands for estimating Chl-a (16.97% of
all wavebands) and TSS (8.38% of all wavebands) were selected by ISE–PLS from all 501 wavebands
over the 400–900 nm range. These findings suggest that ISE–PLS based on field hyperspectral
measurements can be used to estimate water Chl-a and TSS concentrations in irrigation ponds.

Keywords: chlorophyll-a; hyperspectral; irrigation ponds; partial least squares regression;
total suspended solids

1. Introduction

Agriculture is by far the greatest water consumer in the world, and consequently, a major cause of
water pollution. The primary pollutants from agriculture are excess nutrients and pesticides [1].
In agricultural activity, non-point source pollution, such as irrigation water and surface runoff
water containing fertilizer from farmland, contributes to excessive nutrient concentrations [2].
Meanwhile, excess nutrients that cause eutrophication, hypoxia and algal blooms in surface water
bodies and coastal areas contribute to the primary global water quality problem [1]. Eutrophication
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has become a widespread matter of concern during the past 50 years, especially in coastal and inland
waters [3].

The chlorophyll-a (Chl-a) concentration in water is the most widely applied parameter to assess
the water quality status of lakes, particularly with respect to their trophic quality [4]. Since Chl-a is the
primary photosynthetic pigment of all plant life [5], the concentration of Chl-a indicates phytoplankton
biomass and eutrophication in lakes [6]. The concentration of total suspended solids (TSS) is another
commonly used indicator for water quality assessment [7]. TSS consists of organic and inorganic
materials suspended in the water [8]. Increased TSS decrease light transmission through the water [9],
and therefore affect light availability to phytoplankton, thus resulting in a decrease of phytoplankton
primary production [10].

However, traditional water quality monitoring requires in situ measurements and sampling, then
returning the samples to the laboratory to measure water quality indicators (e.g., Chl-a and TSS),
which is costly and time consuming [11]. Remote sensing makes it possible to monitor the state of
the globe routinely, and is cost effective and useful, with the benefits of its passive nature and wide
spatial coverage [12]. Earlier studies have demonstrated several algorithms developed for satellite
sensors to estimate ocean and coastal water quality parameters, such as the Chl-a algorithm OC3,
created for the moderate resolution imaging spectroradiometer (MODIS) data, and OC4, created for
sea-viewing wide field-of-view sensor (SeaWiFS) data [13]. The geostationary ocean color imager
(GOCI) also shows good performance, using the linear combination index (LCI) method to monitor
Chl-a [14]. Further, a three-band semi-analytical reflectance model, originally developed by Gitelson et
al. (2003) [15], and a normalized difference chlorophyll index (NDCI) [16], both performed well for
assessing Chl-a in turbid productive water [16–18]. For estimating TSS concentrations, an algorithm
with a single wavelength created for MODIS and medium spectral resolution imaging spectrometer
(MERIS) data has been proved to be satisfactory [19].

Unlike ocean and coastal water, inland water usually has a smaller surface area and more
complicated spectral features, especially irrigation ponds, which are often impacted by human
use such as agriculture activities. Consequently, inland water quality monitoring presents higher
requirements for both temporal and spatial resolution of satellite sensor data; hence currently used
satellite sensors often have limited practical applicability in assessing relatively smaller inland water
bodies. Since there are a limited number of wavebands for Landsat and other multispectral sensors,
finding more informative wavebands to improve the performance of water quality estimation is
necessary. With respect to in situ measurements, a two-band ratio approach, for example the ratio
spectral index (RSI), has performed well for estimating Chl-a concentrations in inland waters [18,20,21],
especially using the ratio of near-infrared (NIR) regions to red wavebands, such as the reflectance
ratio of 705 nm to 670 nm performed by Han et al. (1997) [22]. Normalized difference spectral indices
(NDSI) are another type of spectral indices frequently used to select the optimum bands for spectral
analysis. As similar studies that have been done before mainly focused on vegetation parameters
retrieval [23–25], optimum bands have been calculated from combinations of all available bands in the
hyperspectral spectrum, a considerable range for hyperspectral analysis. Water quality parameters
retrieval requires a similarly broad approach.

Partial least squares (PLS) regression, which was developed by Wold (1966) [26], is widely
used to extract valuable information for spectroscopic analysis. PLS regression uses all available
wavebands without multi-collinearity issues. The eigenvectors of the explanatory variables are
manipulated such that the corresponding scores (latent variables) not only explain the variance
of the explanatory variables (wavebands) themselves, but also are highly correlated with the response
variables (Chl-a and TSS) [27]. However, PLS is considered limited because it treats each wavelength as
independent, which incorporate noise created by non-informative wavelengths [28]. There is increasing
evidence to indicate that wavelength selection can affect the performance of PLS analysis [29],
since wavelength selection for PLS models is performed to eliminate uninformative variables and
choose the variables that contribute the most to the predictive ability of the calibration model [30].
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Iterative stepwise elimination PLS (ISE–PLS), developed by Boggia et al. (1997) [31], combines PLS
regression and the most useful information from hundreds of wavebands into the first several
factors [32]. This method was developed to eliminate useless wavebands in PLS analysis.

The objective of this study is to develop models to estimate Chl-a and TSS using in situ spectral
reflectance data and statistical approaches. We used several regression analyses including (a) a simple
linear regression at each waveband of reflectance and the first derivative reflectance (FDR) to explore
informative wavelength regions for Chl-a and TSS estimation; (b) all available two-band combination
spectral indices (RSI and NDSI); and (c) a PLS regression using original reflectance and FDR datasets.
In the PLS analyses, the predictive ability of ISE–PLS was compared with that of a standard full
spectrum PLS (FS–PLS) and the spectral indices (RSI and NDSI).

2. Study Area

The study area is located in Higashihiroshima, Japan, as shown in Figure 1. Higashihiroshima is a
core city in the central region of Hiroshima Prefecture, with a total area of 635.32 km2 covering nearly
7.5% of the prefecture’s total area. Paddy fields, totalling 36.8 km2, cover 14.9% of the Hiroshima
Prefecture. Consequently, Higashihiroshima has the largest rice production of the 86 cities, towns and
villages in Hiroshima Prefecture [33]. The city has an estimated population of 183,834 people, and its
population density was 289.36 people per km2 in 2011. The number of irrigation ponds in Hiroshima
Prefecture approaches approximately 21,000. This qualifies as the second largest number in Japan;
a quarter of the total irrigation ponds in Japan are in Higashihiroshima, the average beneficiary area
is 3.36 ha, and the average number of beneficiary farmhouses is approximately 9 [34]. The monthly
mean temperature ranges from 2.2 ◦C in January to 25.8 ◦C in August, and the monthly precipitation
ranges from 43.3 mm in December to 232.1 mm in July, referring to the minimum and maximum values,
respectively. To assess changes in water quality status and environments, six ponds, including both
eutrophic ponds and non-eutrophic ponds, were selected for this study. Descriptions of the six ponds
are listed in Table 1.

Figure 1. Locations of Higashihiroshima and the six irrigation ponds used in this study.

Table 1. The six irrigation ponds in the study.

No. Name of Pond Alt. (m) Depth (m) Area (ha) Coordinate

1 Nanatsu-ike 245 2.3 8.1 34◦26′06.46′′N 132◦41′39.69′′E
2 Shitami-Oike 221 1.5 2.5 34◦24′28.56′′N 132◦42′22.09′′E
3 Okuda-Oike 228 3.3 2.9 34◦24′25.24′′N 132◦43′43.16′′E
4 Yamanaka-ike 231 2.6 1.2 34◦24′14.15′′N 132◦43′12.21′′E
5 Yamanakaike-kamiike 231 1.1 0.1 34◦24′15.29′′N 132◦43′14.45′′E
6 Budou-ike 210 1.6 1 34◦24′02.78′′N 132◦42′45.89′′E
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3. Materials and Methods

3.1. Measurement of Water Surface Reflectance

Measurements of water surface reflectance were performed using an ASD FieldSpec HandHeld-2
spectrometer (ASD Inc., Boulder, CO, USA) with a spectral range of 350–1050 nm and a probe field
angle of 10◦. Spectral readings were taken approximately 1 m above the water surface between 10:30
and 13:00 on a day with clear skies. Surveys were conducted six times between 3 January 2014,
and 28 June 2014. From these data, a total of 36 datasets were obtained.

With respect to the spectral data, the ranges 325–399 nm and 901–1075 nm from each spectrum
were identified as noise and removed. Subsequently, spectral data were smoothed using a moving and
normalized Gaussian filter with a sigma (standard deviation) of 2.5. The FDR was also computed and
compared with the original reflectance.

3.2. Water Sampling and Chemical Analysis

The water sampling sites were consistent with the spectral reflectance measurements. Immediately
after measurement of spectral reflectance, water samples were collected into two 1 L containers.
The samples were maintained at constant temperature and protected from light until they were
received at the laboratory for analysis.

Chl-a and TSS concentrations were determined at the laboratory of the Graduate School for
International Development and Cooperation (IDEC), Hiroshima University, Japan. Chl-a was extracted
using 90% acetone, the absorption of Chl-a was measured by a spectrophotometer (UVmini-1240,
SHIMADZU Co., Kyoto, Japan) and pigment concentration was calculated using the equations from
UNESCO. To measure the TSS, the water sample was filtered using 47 mm diameter GF/F filters.
The filters were weighed before and after drying with an oven drier (SANYO Electric Co., Moriguchi,
Osaka, Japan) at 105 ◦C for two hours. The TSS contents were quantified by the difference in the
weight of the filter paper before and after filtration.

3.3. Ratio Spectral Index and Normalized Difference Spectral Indices

A combination of spectral indices between all wavebands is performed to select the optimum
two-band combination. The aim of spectral indices is to construct a mathematical combination of
spectral wavebands to enhance information content with respect to the parameter under study [35].
Moreover, normalization in the NDSI is effective at cancelling atmospheric disturbance or other sources
of error, while enhancing and standardizing the spectral response to the observed targets [23].

For this study, two of the most commonly used spectral indices (RSI and NDSI) were calculated
using the reflectance dataset. The forms to express them are as follows:

RSI(i, j) =
Ri
Rj

(1)

NDSI(i, j) =
Ri − Rj

Ri + Rj
(2)

where Ri and Rj are the intensity values for bands i and j, respectively. Using both indices, the optimum
wavebands from all combinations of two separate wavelengths were obtained.

3.4. Full Spectrum Partial Least Squares Regression

We performed PLS regression to estimate Chl-a and TSS concentrations using the reflectance and
FDR datasets (n = 36). The standard FS–PLS regression equation is as follows:

y = β1x1 + β2x2 + . . . + βixi + ε (3)
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where the response variable y is a vector of the water quality parameters (Chl-a and TSS), the predictor
variables x1 to xi are surface reflectance or FDR values for spectral bands 1 to i (400, 401, . . . , 900 nm),
respectively, β1 to βi are the estimated weighted regression coefficients, and ε is the error vector.
The latent variables were introduced to simplify the relationship between response variables and
predictor variables. To determine the optimal number of latent variables (NLV), leave-one-out (LOO)
cross validation was performed to avoid overfitting of the model, which was based on the minimum
value of the root mean squared error (RMSECV). The RMSECV is calculated as follows:

RMSECV =

√
∑n

i = 1
(
yi − yp

)2

n
(4)

where yi and yp represent the measured and predicted water quality parameters (Chl-a and TSS) for
sample i, and n is the number of samples in the dataset (n = 36).

3.5. Iterative Stepwise Elimination Partial Least Squares Regression

The ISE–PLS is a model-wise technique [31], which is based on the wavelengths selection function
of the ISE method. To improve the performance of the PLS model, the optimum wavelengths with good
predictive ability are selected for model calibration. The wavelengths elimination process depends on
the importance of the predictors (zi), described as follows:

zi =
|βi|si

∑I
i = 1|βi|si

(5)

where βi is the regression coefficient and si is the standard deviation of predictor, both corresponding
to the predictor variable of the waveband i.

Initially, all available wavebands (501 bands, 400–900 nm) are used to develop the PLS regression
model. Then variables are ranked from most contributed to least contributed according to the predictor
zi; in other words, the predictor zi represents the weight of each variable. The least contributed
variable is eliminated and the PLS model is recalibrated with the remaining predictor variables [36].
The model building procedure is repeated, and in each cycle the predictor variable with the minimum
importance (i.e., the less informative wavelength) is eliminated, until the final variable is eliminated.
To determine the optimum number of wavelengths to include in the final model, LOO cross validation
is conducted after each calibration. The final model with the maximum predictive ability is calibrated
by the minimum value of RMSECV [37].

3.6. Evaluation of Predictive Ability

The coefficient of determination (R2) and RMSECV were selected as indices to evaluate the FS–PLS
and ISE–PLS calibration models’ accuracy by using LOO cross validation. High results for R2 and low
RMSECV indicate the best model to predict Chl-a and TSS concentrations. In addition, the residual
predictive deviation (RPD) was used to evaluate the predictive ability of the models, which was
defined as the ratio of standard deviation (SD) of reference data in prediction to RMSECV [38].
For determining the performance ability of the calibration models, the goal RPD was at least 3 for
agriculture applications; RPD values between 2 and 3 indicate a model with good prediction ability,
1.5 < RPD < 2 is an intermediate model needing some improvement, and an RPD < 1.5 indicates that
the model has poor prediction ability [39].

All data handling and linear regression analyses were performed using Matlab software ver. 8.6
(MathWorks, Sherborn, MA, USA).
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4. Results

4.1. Chl-a and TSS Concentrations in Irrigation Ponds

Descriptive statistics are shown in Table 2, including the sampling data, the number of samples,
the minimum (Min), the maximum (Max), the mean, the standard deviation (SD) and the coefficient
of variation (CV). In total, 36 samples were collected from six irrigation ponds in six sets of field
measurements (3 January, 19 January, 24 March, 9 April, 24 May, and 28 June in 2014). Field samples
(n = 36) provided a wide range of both Chl-a (SD = 46.1 μg/L, CV = 2.0) and TSS (SD = 12.8 mg/L,
CV = 1.65). In the datasets, Chl-a ranged from 0 to 169.5 μg/L, and TSS ranged from 0.1 to 53 mg/L,
which indicates that this study involves various water quality conditions from different ponds.

Table 2. Descriptive statistics for the Chl-a and TSS concentrations.

Date n Chl-a (μg/L) TSS (mg/L)

Min Max Mean SD CV Min Max Mean SD CV

3 January 2014 6 0.1 98.7 20.7 39.1 1.9 0.1 16.8 6.1 7.2 1.2
19 January 2014 6 0.1 169.5 36.0 67.5 1.9 0.1 26.5 7.6 11.0 1.5
24 March 2014 6 0 169.1 36.8 67.3 1.8 0.4 38.0 10.2 15.5 1.5
9 April 2014 6 0.5 48.5 8.7 19.5 2.2 0.5 33.5 6.5 13.2 2.0
24 May 2014 6 0.9 37.7 9.2 14.6 1.6 0.2 26.0 5.8 10.0 1.7
28 June 2014 6 1.6 133.9 27.1 52.5 1.9 0.3 53.0 10.4 20.9 2.0

Total 36 0 169.5 23.1 46.1 2.0 0.1 53.0 7.8 12.8 1.65

SD = standard deviation; CV = coefficient of variation; n = number of samples.

4.2. Comparison of Simple Linear Regression Models

In this study, several simple linear regression models were constructed, and the accuracy was
compared with that of the PLS method. As shown in Table 3, distinct bands were selected as the
optimal bands with respect to accuracy for all models. In the model that used the gaussian smoothed
water surface reflectance and FDR, the 730 nm and 705 nm wavebands were selected, based on the
linear correlation coefficient shown in Figure 2, to estimate Chl-a concentration (R2 = 0.14 and 0.54);
722 nm and 704 nm were selected to estimate TSS (R2 = 0.05 and 0.46). Figure 2 shows the correlation
coefficient (r) between reflectance/FDR and Chl-a/TSS with regard to each waveband. It is clear that
FDR obviously improved correlation with Chl-a and TSS; moreover, spectra reflectance and absorption
features were also enhanced (Figure 2b). An NIR/red algorithm developed by Han et al. (1997) [22]
was introduced for comparison of the RSI selected wavebands and accuracy. The NIR/red model
showed a higher R2 and lower RMSE than the single waveband models. However, based on the
regression between the reflectance of each waveband and Chl-a and TSS, the RSI model selected
the R719/R662 ratio as the best band combination, which enhanced the performance of ratio model,
giving the highest R2 value of 0.72 for Chl-a. The R717/R630 ratio was the best band combination
for TSS, with an R2 of 0.52 (Figure 3a,b). A three-band semi-analytical algorithm for estimating Chl-a
concentration was conducted, as a previous study suggested [40], and the optimal wavebands of model
were tuned according to the optical properties of the water bodies. Bands 660, 703, and 740 nm were
final selected for the three-band model with an R2 of 0.71 and RMSE of 29.32. For another algorithm
introduced in a previous study, the NDCI was evaluated using remote sensing reflectance Rrs at an
absorption peak of 665 nm (Rrs665), which is closely related to absorption by Chl-a pigments and a
reflectance peak of 708 nm (Rrs708), which was sensitive to variations in Chl-a concentration in water,
with a result of an R2 of 0.60 and an RMSE of 28.82. For the NDSI model, bands 719 and 663 nm
were the best combination for estimating Chl-a (R2 = 0.64), and bands 704 and 698 nm were the best
combination for TSS (R2 = 0.55) (Figure 3c,d). The results showed the lowest RMSECV in the RSI model
for Chl-a (24.14) and in the NDSI model for TSS (8.48). Among the models, the RSI or the NDSI showed
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higher R2 values and lower RMSECV values than those of the two types of single-band models in the
estimation of both Chl-a and TSS.

Table 3. Regression models used to estimate Chl-a and TSS concentrations with two spectral data types
(reflectance and FDR) and two spectral indices (RSI and NDSI).

Parameter Spectral Index Model R2 RMSE

Chl-a Reflectancce Chl-a = 0.0004 × R730 + 0.0396 0.14 51.00
FDR Chl-a = 1 × 10 −5 × R705 − 0.0004 0.54 51.01

NIR/red (Han et al. (1997) [22]) Chl-a = 94.748 × R705/R670 − 88.897 0.60 28.78
Three-band (Gitelson et al. (2003) [15]) Chl-a = 0.0036 × (R−1

660 − R−1
703) × R740 − 0.0665 0.71 29.32

NDCI (Mishra et al. (2012) [16]) Chl-a = 253.16 × (Rrs708 − Rrs665)/(Rrs708+Rrs665) + 36.535 0.60 28.82
RSI Chl-a = 119.27 × R719/R662 − 88.052 0.72 24.14

NDSI Chl-a = 253.16 × (R719 − R663)/(R719 + R663) + 36.535 0.64 27.19

TSS Reflectancce TSS = 0.0009 × R722 + 0.0501 0.05 14.81
FDR TSS = 5 × 10 −5 × R704 − 0.0003 0.46 14.83
RSI TSS = 31.419 × R717/R630 − 17.913 0.52 8.73

NDSI TSS = 300.45 × (R704 − R698)/(R704 + R698) + 6.3868 0.55 8.48

 

Figure 2. Correlation coefficients (r) between water quality parameters (Chl-a and TSS) at each
wavelength: (a) reflectance; (b) FDR.

 

Figure 3. Distributions of R2 between two wavebands using RSI (a) Chl-a; (b) TSS and NDSI (c) Chl-a;
(d) TSS.
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4.3. FS–PLS and ISE–PLS Models

Calibration and cross validation results between reflectance/FDR spectra and Chl-a/TSS using
FS–PLS and ISE–PLS are shown in Table 4. The results showed that the optimum NLV ranged between
4 and 8 in FS–PLS and between 5 and 11 in ISE–PLS, which was determined by the LOO cross validation
based on the lowest RMSECV. The RPD ranged between 1.22 and 1.32 (low accuracy) in FS–PLS and
between 1.45 and 7.44 (excellent accuracy) in ISE–PLS. In particular, the selected number of wavebands
and the percentage to full spectrum (that is, selected wavebands number/all (n = 501) × 100%) were
calculated to evaluate the informative wavebands for ISE–PLS. Results showed the selected wavebands
number ranged between 9 and 85, and the percent ratio ranged between 1.80 and 16.97. Overall, for
Chl-a, ISE–PLS using FDR showed the highest R2, highest RPD, and lowest RMSECV (R2 = 0.98,
RMSECV = 6.15, RPD = 7.44); NLV = 11, and 85 wavebands were selected. Similarly, with respect
to TSS, ISE–PLS using FDR showed the highest R2, highest RPD and lowest RMSECV (R2 = 0.97,
RMSECV = 1.91, RPD = 6.64); NLV = 11, and 42 wavebands were selected.

Table 4. Optimum NLV, R2 and RMSECV using the LOO method in FS–PLS and in ISE–PLS using the
entire dataset (n = 36), with the residual predictive deviation, the number of selected wavebands and
the percent ratio with respect to the full spectrum (i = 501).

Parameter
Spectral

Data Type
Regression Calibration Cross Validation Selected

Wavebands
Number

Selected
Wavebands

(%)NLV R2 RMSEC R2 RMSECV RPD

Chl-a

Reflectance FSPLS 4 0.59 29.26 0.41 35.44 1.28
Reflectance ISEPLS 6 0.70 25.01 0.60 29.27 1.55 9 1.80

FDR FSPLS 8 0.99 3.25 0.43 35.15 1.32
FDR ISEPLS 11 1 1.14 0.98 6.15 7.44 85 16.97

TSS

Reflectance FSPLS 6 0.61 7.87 0.35 10.36 1.22
Reflectance ISEPLS 5 0.62 7.76 0.53 8.73 1.45 13 2.59

FDR FSPLS 5 0.93 3.39 0.40 9.98 1.27
FDR ISEPLS 11 1 0.84 0.97 1.91 6.64 42 8.38

FDR = first derivative reflectance; NLV = number of latent variables; RMSEC = root mean square error from
calibration; RMSECV = root mean square error from cross validation; RPD = the residual predictive deviation.

The relations between observed and predicted Chl-a and TSS are shown in Figure 4. The data in
this figure were used to evaluate goodness of fit in the FS–PLS and ISE–PLS models. Comparisons
between the FS–PLS and ISE–PLS models were presented in combination with the R2 and RMSE from
the cross validation listed in Table 4. For Chl-a, the ISE–PLS using FDR showed a higher R2 and lower
RMSECV. The scatter distribution also showed a better linear relation, which can be judged by the
red dots clustered along the 1:1 line in Figure 4b. Similarly, with respect to TSS, the ISE–PLS model
using FDR showed better results than the others (Figure 4d, red dot). However, both red and green
dots clustered vertically, particularly in Figure 4a,c, showing a large variation in the predicted values
and nearly no variation in the observed values, indicating that plenty of observed Chl-a and TSS
samples had low concentrations. This vertical clustering also indicates the FS–PLS and ISE–PLS using
reflectance had lower predictive abilities than using FDR.

The selected wavebands in ISE–PLS using the reflectance and FDR datasets are shown in Figure 5.
In the reflectance dataset, the selected wavebands were primarily in the red wavelengths (650–680 nm)
for Chl-a. For TSS, the selected wavebands were in green wavelengths (560 nm), red wavelengths
(620–630 nm) and red-edge wavelengths (720 nm). In the FDR datasets, a cluster of wavebands
focus on the red region (670–680 nm, 690–710 nm) for Chl-a, and wavebands were also selected from
other regions: blue (around 410), green (around 490 nm, 510 nm), red (around 603, 615), and the
NIR region between 820 nm and 900 nm. Similarly, more wavebands were selected for TSS using
FDR than using reflectance, especially in the red (around 620 nm, 680 nm, and 700 nm) and NIR
(around 730 nm) regions.
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Figure 4. Relations between measured and cross-validated prediction values of Chl-a (a) Reflectance;
(b) FDR and TSS; (c) Reflectance; (d) FDR using FS–PLS and ISE–PLS.

 

Figure 5. Selected wavebands in ISE–PLS using reflectance or FDR datasets (n = 36) to estimate: (a) and
(c) Chl-a; (b) and (d) TSS. Green bars = Chl-a; red bars = TSS.
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5. Discussion

5.1. Evaluation of the Predictive Abilities of Simple Linear Regression Models

In the present study, models established by single waveband and two waveband combinations
were compared using PLS. For single waveband models, FDR showed a better R2 than smoothed
reflectance both for Chl-a and TSS, indicating that the accuracy can be improved by enhancing the
features of absorption and reflectance from the smoothed reflectance. However, all single waveband
models showed poor accuracy for estimating both Chl-a and TSS concentrations. According to previous
research, single band focus on 670–750 nm is better at determining TSS concentrations [19], especially in
turbid water. Single band focus showed no predictive ability in that research, and simple linear
regression using two wavebands combinations showed poor accuracy for TSS, which may indicate that
TSS is difficult to detect using single-band or two-band combinations in relatively clear water; as shown
in our results, most observed TSS values were low. The three-band model was successfully used for
Chl-a retrieval in turbid water bodies [18,40]. As for this research, the optimal spectral bands selected
from the iterative band tuning are in accord with the previous research [17]; however, even the result
shows a considerable R2, but the relatively high RMSE may indicate a low accuracy model, which may
be attributed to different compositions of optically active constituents (Chl-a, tripton, CDOM) [40].
The NDCI is a special case of the NDSI: two bands of NDCI are determined by the reflectance peak
and spectral absorption peak, and the normalizing of two bands reflectance can eliminate uncertainties
in the estimation of Rrs [16]. As a comparison, the result of the NDSI has a slight improvement with an
R2 of 0.64 and an RMSE of 27.19 than the NDCI with an R2 of 0.60 and an RMSE of 28.82, which may
indicate that a combination of wavebands at 719 and 663 nm in the NDSI can better reflect the Chl-a
variations in this research area. Among all tested combinations of the RSI and the NDSI, the best
R2 values were obtained using the NIR waveband (719 nm) and the red region (662 nm for the RSI,
663 nm for the NDSI) to estimate Chl-a concentrations, which agrees with the findings of other research.
In most available research on the measurement of chlorophyll content in water, the absorption trough
is located at near 670 nm, caused by absorption of Chl-a [22,41] and the reflectance peak near 710 nm,
caused by the fluorescence of Chl-a [42–44]. On account of these characteristics, the two waveband
models, particularly the NIR/red ratio, have been widely used for Chl-a retrieval, and a variety of
algorithms have been based mainly on the ratio of reflectance peak (about 710 nm) to reflectance
trough (about 670 nm) [22,45]. Similarly, in the present study two wavebands, from the NIR and red
regions respectively, were selected by the NDSI, confirming the water body reflection characteristics.

5.2. Evaluation of the Predictive Abilities of FS–PLS and ISE–PLS

As we expected, the PLS models exhibited better predictive abilities than models that use single
wavebands or the index-based (RSI and NDSI) approaches, which shows the PLS method is potentially
useful in retrieval of inland water quality parameters [46,47]. In our PLS analyses, results using
ISE–PLS models with the FDR dataset showed higher R2 and lower RMSECV values than those of the
reflectance dataset. These results are consistent with the research of Han and Rundquitst (1997) [22],
who noted that FDR was better correlated with chlorophyll concentration than raw reflectance, and that
random noise and the effects of suspended matter could be reduced by FDR [46]. After eliminating
outliers and useless predictors, ISE–PLS calibrated more potential models than FS–PLS, both for
Chl-a and TSS, with the wavelengths relevant to water quality. As a consequence, predictive ability
was further enhanced, which is reflected in the results of evaluation indices. PLS-based waveband
selection greatly improved predictions for both Chl-a (R2 from 0.43 to 0.98, RMSECV from 35.15 to 6.15,
RPD from 1.32 to 7.44) and TSS (R2 from 0.40 to 0.97, RMSECV from 9.98 to 1.91, RPD from 1.27 to
6.64). The PLS models in combination with wavelength selection had an improved performance also
supported by other previous research [29,36,48]. However, the R2 for Chl-a using ISE–PLS reached
0.98, a result that does not rule out the possibility of overfitting; therefore, the solution method for this
condition should be the subject of additional research and validation.
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5.3. Importance of Selected Wavebands in ISE–PLS

Our results showed 16.97% of all available wavelengths that were selected for predicting Chl-a
and 8.38% were also selected for predicting TSS by ISE–PLS, which indicates that less than 20% of the
waveband information from field hyperspectral data contributes to the prediction for water quality
parameters (Chl-a and TSS) and over 80% were redundant. In the reflectance dataset, wavebands
primarily in the red wavelengths were selected: between 630 and 710 nm for Chl-a; for TSS, 560 nm,
620–630 nm, and 720 nm. In the FDR dataset, the selected wavebands for estimating both Chl-a and
TSS involved more regions than the reflectance dataset. Nevertheless, similar wavelengths in the
visible and NIR regions were selected; blue (410 nm), green (approximately 490 nm, 510 nm), and red
(approximately 603 nm, 615 nm) for Chl-a; and blue (approximately 420 nm), green (approximately
500 nm), red (approximately 620 nm, 680 nm and 700 nm), and NIR (approximately 730 nm) for TSS.
Intensive absorption by Chl-a resulted in reflectance troughs around 440 and 670nm (Figure 5a) [49].
Low absorption of algal pigments or the scattering of phytoplankton cells and inorganic suspended
materials might cause the reflectance peak near 570 nm [41]. The reflectance spectrum peak near
700 nm had a strong correlation with Chl-a concentration [42,50,51]. Several previous studies
of inland water quality also proved these wavelengths have the potential to predict Chl-a and
TSS concentrations [52–54]. This study brings obvious evidence that the ISE-PLS model may be
considered as a unified approach for remote quantification of constituent concentrations in water
quality assessment. Using this method, more informative wavebands can be selected from hundreds
of hyperspectral wavebands, which indicates the accuracy and efficiency can be enhanced by ISE-PLS
when it comes to using hyperspectral sensors in satellites with a high temporal and spatial resolution
to monitor relatively small area inland water quality in the future.

6. Conclusions

The present study develops models for estimating Chl-a and TSS concentrations in irrigation
ponds using water surface reflectance spectral data. Our results show that PLS regression analysis
has high potential for predicting Chl-a and TSS based on field hyperspectral measurements, and that
ISE wavebands selection in combination with PLS regression analysis can enhance predictive ability.
Chl-a and TSS concentrations were estimated with high accuracy by using ISE-PLS, which explains
98% of the variance for Chl-a and 97% of the variance for TSS. The important wavebands for estimating
Chl-a and TSS using ISE–PLS represented 16.97% and 8.38%, respectively, of all 501 wavebands over the
400–900 nm range. The selected wavebands approximately match the absorption peaks published by
previous researchers. Compared to the estimation of water quality parameters by satellite sensors such
as MODIS, ISE–PLS selected more informative wavebands, especially the wavelength at approximately
700 nm. These results provide useful insights for future analyses on the assessment of water quality in
irrigation ponds, especially when using satellite imagery.
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Abstract: A phytoplankton bloom occurred in Ardley Cove, King George Island in January 2016,
during which maximum chlorophyll-a reached 9.87 mg/m3. Records show that blooms have
previously not occurred in this area prior to 2010 and the average chlorophyll-a concentration
between 1991 and 2009 was less than 2 mg/m3. Given the lack of in situ measurements and the poor
performance of satellite algorithms in the Southern Ocean and Antarctic waters, we validate and
assess several chlorophyll-a algorithms and apply an improved baseline fluorescence approach to
examine this bloom event. In situ water properties including in vivo fluorescence, water leaving
radiance, and solar irradiance were collected to evaluate satellite algorithms and characterize
chlorophyll-a concentration, as well as dominant phytoplankton groups. The results validated
the nFLH fluorescence baseline approach, resulting in a good agreement at this high latitude, high
chlorophyll-a region with correlation at 59.46%. The dominant phytoplankton group within the bloom
was micro-phytoplankton, occupying 79.58% of the total phytoplankton community. Increasing sea
ice coverage and sea ice concentration are likely responsible for increasing phytoplankton blooms in
the recent decade. Given the profound influence of climate change on sea-ice and phytoplankton
dynamics in the region, it is imperative to develop accurate methods of estimating the spatial
distribution and concentrations of the increasing occurrence of bloom events.

Keywords: chlorophyll-a estimation; fluorescence approach; King George Island; phytoplankton
bloom

1. Introduction

Due to the extreme climate and the difficulties of conducting field research above 60◦ south, the
Southern Ocean (SO), especially around Antarctica, lacks a systematic in situ sampling program of its
peculiar bio-optics and micro-organism community structure [1–3]. As a result, satellite measurements
from space still have large errors in estimating phytoplankton biomass [4,5] and global chlorophyll-a
satellite algorithms typically underestimate chlorophyll-a in the Southern Ocean [6–11].
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There are three main reasons for global algorithm underestimation. First is the difference in
optical properties between global and SO waters. Compared with the global ocean, the SO has a
narrower water leaving radiance in the green band [12]. This narrow gap leads to underestimation of
chlorophyll-a in blue-green band ratio algorithms such as OC3 or OC4 [13,14]. Second, seasonal sea
ice causes contaminated pixels, which underestimate chlorophyll-a in > 1.5 mg/m3 and overestimates
in < 1.5 mg/m3 waters [15,16]. These are obvious patterns in the Arctic and are probably similar in
Antarctica. Third, inappropriate atmospheric correction in the SO introduces error when converting
top of atmosphere radiance into the water leaving radiance. The SO has unique aerosols and cloud
coverage [17], and lacks a proper vertical atmospheric simulation to correct for aerosol influences [18].

In addition to band-ratio chlorophyll-a algorithms, state-of-the-art algorithms for global
chlorophyll-a estimation include IOP (inherent optical property) bio-optical models (e.g., GSM01 [19]
and QAA (quasi-analytical algorithm) [20]) and baseline algorithms, such as nFLH (normalized
fluorescence line height). Bands setting at 667, 678, and 748 nm help MODIS become the only satellite
to achieve the baseline nFLH approach, which estimates chlorophyll-a through fluorescence intensity
from photosynthesis products [21].

F(λem) = E(λex)a∗(λem)[Chla]ϕ f Q∗
a(λem) (1)

where, F(λem) is the fluorescence intensity (mol quanta m−3·s−1), E(λex) is the incident intensity
(mol quanta m−2·s−1), a∗(λex) is are chlorophyll-a absorption coefficients (m2·mg·Chla−1) per
chlorophyll unit (* average per [Chla]), [Chla] is the chlorophyll-a concentration (mg·m−3), ϕ f is
the fluorescence yield (mol quanta), and Q∗

a(λem) is the re-absorption coefficients in cells. From
this equation, a∗(λex)Q∗

a(λem) reflects the phytoplankton composition features and E(λex)ϕ f is
from the light acclimation mechanism (photosynthetic adjustment in response to light availability).
Under stable phytoplankton community composition and light acclimation, chlorophyll-a will have a
linear relationship with fluorescence intensity. The nFLH approach helps to avoid contamination of the
chlorophyll-a signal by suspended sediments, detritus, and CDOM (colored dissolved organic matter)
and typically produces more accurate results in case 2 coastal waters [22]. However, photosynthetic
mechanisms are subject to NPQ (non-photochemical quenching) when phytoplankton encounters
intense light [23]. Non-linearity then occurs between chlorophyll-a and fluorescence intensity,
limiting the applications of nFLH in high-intensity light areas, such as midday direct solar radiation.

A phytoplankton bloom occurred in Ardley Cove near King George Island (KGI) in January
2016. Historical records showed that phytoplankton blooms had not previously occurred in this area
prior to 2010 and the average of chlorophyll-a between 1991 and 2009 was less than 2 mg/m3 [24].
An obvious phytoplankton bloom was reported until 2010, during which maximum chlorophyll-a
reached 20 mg/m3. In situ records show an increasing trend of phytoplankton biomass in this area,
likely caused by increasing SST (sea surface temperature) related to global warming [25]. The aim of
this study was to document an algal bloom in Ardley Cove through the validation and regionalization
of the MODIS nFLH algorithm.

2. Materials and Methods

All the samples were collected on a Zodiac (an inflatable boat) in the Great Wall Cove and
Ardley Cove near the China Great Wall Station on KGI between 6 and 27 January 2016 (Figure 1a,b).
Clear sky, high solar evaluation (40◦–50◦ in 10 am–2 pm), and light breeze (wind speed < 5m/s) were
chosen as the threshold conditions during sampling to reduce the impact on above-water optical
property retrieval.
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Figure 1. (a) Sampling area location. (b) Locations of in situ samples. (c) Chlorophyll-a spatial pattern
interpolated from the in situ samples during January 2016. (d) In vivo fluorescence interpolated from
the in situ samples during January 2016.

2.1. Apparent Optical Properties

We applied (45◦, 135◦) angles for above-water measurements recommended by NASA Ocean color
protocol [26], to normalize water radiance from simultaneous sky radiance and to remove interference
from environmental light conditions. A hand-held VNIR spectroradiometer (HH2, ASD Inc., Boulder,
Colorado, USA), with a high spectral resolution of 1 nm, was used to measure water leaving radiance.
When measuring, the Zodiac stopped its engine to prevent white capping. However, without power,
the boat did not drift far from its original location. The black hull of the boat decreased the probability
of reflected light from contaminating the spectrometer readings. Furthermore, being close to the
water allowed measurements to be made from 20 cm above the surface of the water, qualifying the
measurement as an ‘at surface’ reading. Every station had duplicate measurements and each duplicate
had 15 samples for water, sky and standard plaque. Averaging of the 15 samples improved the
signal-noise ratio. Upwelling radiance was converted into normalized water leaving reflectance with
Equation (2),

Rrs =
[
Swater − rSsky

]
× ρp/πSp (2)

where, Swater, Ssky, Sp are signals for water, sky, and standard plaque respectively, ρp is the reflectance
rate for the standard plaque on whole bands (%, which is provided by factory calibration), and r is the
sea-air interface reflectance rate (%). As a response to wind speed, r varies from 2.5%–2.7% (see details
in Tang, et al. [27]). Solar irradiance has significant impacts on water upwelling radiance, while lesser
influences on water reflectance (see Figures 4 and 5 in Mobley [28]). Since reflectance takes into account
environmental factors from solar irradiance after normalization and all measurements were conducted
at the same angles, they can be directly compared with each other. Water reflectance then went through
a baseline correction to shift the infrared band to 0 (Rrs(λ) − Rrs(763)), and was smoothed with a
five-point median filter. We also simultaneous collected sky iPAR (instant photosynthetically available
radiation) from a cosine receptor setup on an ASD HH2 at every station.
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2.2. In Situ Chlorophyll-a Concentration

Duplicate surface water samples (500 ml for each) were collected at each station (Figure 1b).
Water samples were filtered under 50 kpa onto a GF/F filter. The filter was immersed into a flask with 10
ml 90% acetone and wrapped with aluminum foil. All steps were conducted under low light conditions
to prevent chlorophyll-a decomposition. Extracted chlorophyll-a was stored for 24 h in a freezer.
The flask was then placed in a centrifuge for 10 min at 4000 revolutions/min (TDL-60B, Anke Ins.,
Ninbo, China). Total chlorophyll-a was measured from its supernatant with three readings using
a fluorometer (AquaFluor®Handheld Fluorometer and Turbidimeter, Turner Design, San Jose, CA,
USA), with an excitation band of 430 nm and an emission band of 660 nm. Pheophytin concentration
was measured again with the fluorometer after the supernatant had a chemical reaction with 10%
HCl for 1 min. The chlorophyll-a concentration responsible for photosynthesis is total chlorophyll-a
concentration minus the pheophytin concentration after converting the fluorescence intensity to
the chlorophyll-a value from a chlorophyll-a: fluorescence curve. All duplicates show a mean
deviation lower than 5.3%. Prior to chlorophyll-a evaluation, a spectrophotometer (HITACHI F-2700,
Hitachi High-Technologies Corporation, Tokyo, Japan) was used to calibrate the various chlorophyll-a
concentration values on the fluorometer using standard stock chlorophyll-a diluted gradient solutions.

2.3. In Vivo Fluorescence

A fluorometer (AquaFluor®Handheld Fluorometer and Turbidimeter, Turner Design, San Jose,
CA, USA.) was also used to measure in vivo fluorescence at all stations. Surface water was directly
placed in the measuring window to retain phytoplankton light acclimation and physiology information.
All samples were measured 3 times. The in vivo fluorometer has an excitation band at 430 nm
and emission band at 660 nm. This instrument directly transfers water fluorescence intensity into
chlorophyll-a concentration from a preset linear equation based on factory calibration.

2.4. Satellite/In Situ Match-Ups

We limited satellite/in situ match-ups with three criteria. First, we used a mean 3 × 3 spatial
windows on the satellite image. Second, the gap between in situ and satellite image was limited to
less than four hours. Lastly, an AOT (aerosol optical thickness) index lower than 0.15 was chosen.
All satellite data were L2 products from the Ocean Color Website collected by MODIS Aqua and
Terra. Before converting to water leaving reflectance, the L2 products were subject to pixel-by-pixel
atmospheric correction with the 6S model and kept at a spatial resolution of 1.1 km without any
resampling. Matchups between in situ chlorophyll-a concentration and water optical properties (Rrs)
were processed with global algorithms (Table 1) to estimate chlorophyll-a concentration accuracy and
error around Ardley and Great Wall Cove.

To obtain regional coefficients for the nFLH algorithm, we applied the ‘Leave One Out’
cross-validation method [29]. For each iteration, a matching pair was left out and residual error and
curve fitting coefficients were estimated. The 27 coefficients and residual errors were then averaged to
obtain the unbiased estimation.

RMSE =

√
(nFLHin situ − nFLHest)

2 (3)

LH = c1 nlw678 + c2 nlw667 + c3 nlw748 (4)

where, RMSE is the residual error, nFLHin situ is the fluorescence value from the field and nFLHest is
the value estimated from the 26 matching pairs. Equation (4) is the fitting function and c1, c2, and c3

are the fitting coefficients. The leave-one out approach helps to limit the problem of overfitting [29].
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2.5. Phytoplankton Absorption Coefficent Spectrum

We applied bio-optical models to determine phytoplankton absorption coefficients from water
leaving reflectance. There are two commonly used approaches in bio-optics, QAA [20] and GSM01 [19].
GSM01 retrieves simultaneous estimates for chlorophyll-a concentration, the absorption coefficients for
dissolved, and detrital materials and particulate backscatter. Model parameters are then tuned through
simulated annealing. The GSM01 model decreases residual errors from satellite and estimated Rrs
through a multiple iteration approach (Maritorena, et al. [19]). The QAA (Lee, et al. [19]) analytically
calculates coefficient values of total absorption and backscattering from remote sensing reflectance.
In comparison to GSM01, the QAA approach has the benefit of not requiring any prior information
about the spectral shape of aΦ(λ) and thereby reduces potential errors and uncertainties with spectral
models or inappropriate spectral shapes [19].

Considering the uniqueness of SO water optics [13,14], we intended to keep more original Rrs
signals in phytoplankton absorption coefficients. Therefore, we applied QAA approach to invert the
in situ Rrs and expanded the single band absorption into whole visible bands by introducing some
of GSM01 equations. The QAA approach we applied here followed its V5 coefficients [30] and pure
water absorption [31]. Details are shown in Appendix A.

Ciotti et al. [32] developed a micro-pico cell-size composition estimation approach from absorption
coefficient spectrum. They used least-square fitting to gain abundance (S〈 f 〉) of micro and pico cells
using whole bands.

â〈ph〉(λ) =
[
S〈 f 〉 · a〈pico〉(λ)

]
+
[
(1 − S〈 f 〉) · a〈micro〉(λ)

]
(5)

where â〈ph〉(λ) are phytoplankton absorption coefficients, S〈 f 〉 is abundance of pico-phytoplankton,
a〈pico〉(λ) and a〈micro〉(λ) are standard pico- and micro-absorption coefficients per unit from Table 3 in
Ciotti, et al. [32]. This algorithm was used to estimate micro-phytoplankton fractions.

Table 1. Various models application on chlorophyll-a estimations in KGI phytoplankton bloom area.

Model Algorithms Relationship (R) with
In situ Chlorophyll-a

Relative
Error (%) Regions References

chl = 10(0.573 − 2.259X + 0.203X2 − 1.300X3) + 0.386;
X = log((nlw 443 > nlw 460 > 520)/ nlw 545) 0.269214 0.367748 SO Mitchell et.al. [33]

chl = 2.22X;
chl < 1.5 mg/m3;

X = log(nlw 440/ nlw 555)
0.191404 0.990063 WAP Dierssen et.al. [7]

chl = 10(0.78 − 2.52X);
chl > 1.5 mg/m3;

X = log(nlw 520/ nlw 555)
0.260399 0.632074 WAP Dierssen et.al. [7]

chl = 0.45 + 0.53X;
chl > 1.5 mg/m3;

X = log(nlw 520/ nlw 555)
0.261184 1.160298 WAP Dierssen et.al. [7]

chl = 10 (0.641 − 2.058X − 0.442X2 − 1.140X3);
X = log(rrs490/rrs555) 0.28514 0.733532 WAP Dierssen et.al. [7]

chl = 10(0.3914 + 1.0176X − 0.3114X2 + 0.0186X3 + 0.0610X4);
X = log(rrs490/rrs555) 0.28981 0.811026 WAP Dierssen et.al. [7]

* nlw is water leaving radiance; WAP(West Antarctic Peninsula)

3. Results

3.1. Spatial Distribution of Water Optical Properties

Chlorophyll-a varied significantly between Ardley Cove and Great Wall Cove (Figure 1c). Ardley
Cove had a large phytoplankton bloom, with a maximum of chlorophyll-a at 9.87 mg/m3. Relatively
low chlorophyll-a concentrations occurred in the Great Wall Cove, reaching only 1.37 mg/m3.
Simultaneous in vivo fluorescence did not follow the same pattern, with the maximum occurring on
the east side of Ardley Island instead of the north side (Figure 1d).
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KGI Rrs spectrum produced 4 different shapes, with varied slopes between 550–560 nm (Figure 2a).
These shapes were driven by chlorophyll-a concentration, with chlorophyll-a concentration increasing
the overall Rrs value across all wavelengths less than 600 nm. For red bands higher than 600 nm,
4 Rrs spectra decreased significantly due to pure water absorption [32].

Despite the different Rrs spectral shapes for the various chlorophyll-a concentrations,
the phytoplankton absorption coefficients showed similar curves after removing non-phytoplankton
absorptions and particle backscattering coefficients (Figure 2b). Two obvious peaks appear in the blue
and red bands of phytoplankton absorption spectra. Higher chlorophyll-a concentration has higher
absorption coefficients, and the 660 nm absorption band has a good agreement with chlorophyll-a
concentration (52.6%, p < 0.05) (Figure 2c).

Figure 2. (a) Four selected above water Rrs spectra. (b) Four featured phytoplankton absorption
coefficients derived from Figure 2a using QAA v5 presented in Appendix A. (c) Correlation between
phytoplankton absorption coefficients and in situ chlorophyll-a concentration.

3.2. Algorithim Chlorophyll-a Estimation and In Situ/Satellite Match-Ups

Chlorophyll-a estimation from various algorithms were compared to in situ Rrs and residual
errors were calculated. The results showed poor relationships with almost all previously developed
algorithms (Table 1). All correlations were lower than 30%. An exception was the algorithm of Mitchell
et.al [33]. Relative errors from estimated and in situ chlorophyll-a were greater than 60%. Although all
these algorithms were built from the SO dataset, scarce samples in high latitude and high chlorophyll-a
coastal water resulted in poor performance of chlorophyll-a estimation in KGI waters.

In addition, satellite-derived chlorophyll-a and fluorescence intensity from global empirical
algorithms were evaluated. The comparison between in situ and satellite data showed a relatively
good correlation with fluorescence intensity (55.35%) (Figure 3a). Direct band-ratio chlorophyll-a
estimation showed a non-linear relationship with in situ chlorophyll-a with an 11.43% correlation
(Figure 3b). Poor estimation was also apparent in the QAA bio-optical approach at a correlation
of 1.62% (Figure 3b).
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Figure 3. (a) Correlation between satellite derived fluorescence and in situ measured
in vivo fluorescence (n = 28). The satellite fluorescence algorithm here is based on the
global fluorescence coefficients from NASA ocean color group (https://oceancolor.gsfc.nasa.gov/
atbd/nflh/). (b) Correlation between satellite and in situ chlorophyll-a concentrations. The satellite
algorithm applied here is the OC3 global band-ratio (http://oceancolor.gsfc.nasa.gov/cms/atbd/
chlor_a) and NASA IOP model derived absorption coefficient for phytoplankton (http://oceancolor.
gsfc.nasa.gov/cms/atbd/giop).

3.3. Fluorescence Approach Estimation for Chlorophyll-a

Based on the relatively good linear relationship between in situ and satellite fluorescence
measurements, we explored the feasibility of using the fluorescence approach for estimating
chlorophyll-a in KGI. This issue of non-linearity between in vivo fluorescence and chlorophyll-a,
caused by NPQ under intense solar irradiance, was considered. Our measurements also showed a
decreasing exponential phase of fluorescence per chlorophyll-a: iPAR (Figure 4a). Increasing solar
irradiance decreases the fluorescence of chlorophyll-a yield, illustrating the impact of NPQ.

Previous research [23] reported a turning point of NPQ when iPAR reaches 100 μ mol/sec.
After that point, NPQ will grow slowly. Since our measurements were collected in the southern summer
with long daytime and high solar irradiance, the in vivo fluorescence influence on chlorophyll-a
decreased (Figure 4a). Their correlation was 40.64%. High chlorophyll-a concentration samples had
larger underestimation and deviation from 1:1 line than low chlorophyll-a concentration measurements
(Figure 4b).

For the relationship between global empirical fluorescence from satellite and in situ chlorophyll-a
(Figure 4c), the global coefficients do not work well in estimating chlorophyll-a in Ardley Cove since
the fluorescence reacts a lot on phytoplankton physiology and iron stress [34]. Therefore, we optimized
the three coefficients in the nFLH algorithm from the 30 in vivo fluorescence samples for the KGI
region to produce the following algorithm:

nFLH =
13
91

nlw678 +
26
91

nlw667 − 53
91

nlw748, (r2 = 65.15%, rmse = 0.056) (6)

where at 678, 667, and 748 nm, respectively. This optimization improved fluorescence estimation
by about 10% from global empirical coefficients according to Figure 3a. Then, NPQ (FLH/iPAR)
and phytoplankton absorption package correction (FLH/aph, where aph is absorption mean between
300–700 nm per chlorophyll-a unit following Babin et al. [35]) were applied to the fluorescence
estimation. The final fluorescence: chlorophyll-a relationship increased from original 40.64% to 59.46%
(Figure 4d). Those two corrections referenced Behrenfeld et al. [23] correction in their Figure 2b,d. We
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do not introduce a global satellite average for iPAR and aph to non-dimensionlization as they did in
their correction. In our equation, the magnitude of in situ iPAR (103) and aph (10−3) balanced out and
produced agreeable results.

Figure 4. (a) Relationship between fluorescence per chlorophyll-a unit and iPAR. (b) Relationship
between in situ chlorophyll-a and fluorescence intensity. (c) Relationship between in situ chlorophyll-a
and in situ Rrs estimated fluorescence. (d) Relationship between in situ chlorophyll-a and in situ
fluorescence estimated chlorophyll-a after regional coefficients improvement, NPQ correction and
phytoplankton absorption package correction.

3.4. Nutrient, Light, and Phytoplankton Composition

Behrenfeld et al’s. [23] algorithm was useful in providing phytoplankton physiological status
for our samples. According to Behrenfeld et al. [23], the remaining fluorescence signal divided
by chlorophyll-a after NPQ and phytoplankton absorption package corrections are defined as
fluorescence quantum yield and reflects the factors limiting phytoplankton growth (e.g., iron, light,
or nitrogen/phosphorus). NPQ correction removes the photo-protection impacts on fluorescence
intensity, and phytoplankton absorption package correction decreases the gaps between various
phytoplankton communities. Fluorescence quantum yield is then quantified to global phytoplankton
growth limitation factors where > 1.4% stands for iron limitation and < 1.4% means light,
nitrogen/phosphorus limitation (in Figure 4 from their publication). The quantum yield in our
samples was < 0.7% indicating that light and nitrogen/phosphorus limitation is greater in KGI Great
Wall Cove than Ardley Cove (Figure 5a).

255



Remote Sens. 2017, 9, 210

Figure 5. (a) Fluorescence quantum yield interpolated from in situ samples during January 2016,
and (b) iPAR spatial pattern interpolated from in situ samples during January 2016.

The spatial pattern of iPAR (Figure 5b) is similar to fluorescence quantum yield and chlorophyll-a in
Figure 1c., which showed a stronger positive link between solar irradiance and phytoplankton biomass.

Phytoplankton size, deduced from the phytoplankton absorption coefficients, showed that the
dominant phytoplankton in the bloom area are micro-size algae (> 20μm) (Figure 6a). The abundance
of micro-size algae occupied 79.58% of the entire bloom phytoplankton community in Ardley Cove
during our study. The mean residual error for Sf (pico-phytoplankton fraction estimation) is 16.54%.

Figure 6. (a) Pico-phytoplankton fraction spatial pattern retrieved from the in situ spectrum
algorithm (Equation (5)) during January 2016 (b) Hovmoller longitude-average plots of satellite records
on fluorescence estimated chlorophyll-a from Giovanni (http://giovanni.gsfc.nasa.gov/giovanni/).
(c) Hovmoller longitude-average plots of satellite records on sea ice concentration from Giovanni.

Additionally, satellite-estimated chlorophyll-a and sea ice in this area show an increasing trend
after 2002 (Figure 6b,c). When we focus on the year with extended sea ice coverage and high sea ice
concentration (2009, 2011, and 2015), fluorescence intensity also increased in the following southern
summer (2010, 2012, and 2016). Those years with high phytoplankton concentrations included
2010 [7]. It is noted that the fluorescence data shown here did not go through NPQ and phytoplankton
absorption package corrections, so Figure 6b illustrates the relative trend with in the most recent decade.

4. Discussion

4.1. Fluorescence Approach Estimation for Chlorophyll-a

Light energy is an important factor regulating phytoplankton growth in KGI though
photo-inhibition. The spatial pattern of IPAR (Figure 5b), which showed good agreement with
chlorophyll-a concentration (Figure 1c), clearly illustrated the influence of light limitation on
phytoplankton growth. This physical condition prevents optimal light for phytoplankton growth and
this along with intense wind and terrigenous particles, typically leads to low primary productivity

256



Remote Sens. 2017, 9, 210

KGI [25]. From the perspective of this study, low light conditions ensured the reliability of the
fluorescence approach and the nFLH algorithm.

Studies have shown improved application of the baseline fluorescence approach in case II waters
over the global blue-green band-ratio algorithms [36]. The fluorescence approach also has higher
effectiveness than the semi empirical algorithms like QAA (this study). Studies have also shown that
inefficiencies in the SO bio-optics algorithms is generated from green band reflectance, leading to an
obvious underestimation in chlorophyll-a when using global empirical coefficients [9]. In addition,
the blue band is highly affected by CDOM, whose absorption coefficient was reported to occupy 70%
of the non-water components in WAP (west of the Antarctica Peninsula) [37]. The absorption spectrum
of CDOM has decreasing exponential influence, showing less influence on longer bands. Since the
red band has longer wavelengths in the visible band, the selection of red bands will introduce less
contamination in CDOM rich waters.

Conversely, this band selection has some issues. The red/NIR bands are more susceptible to
atmospheric interference. Two recent programs, SOCTRATES [16] and WCRP [38] focused on the SO
atmosphere, intend to improve the understanding of clouds, aerosols, air-sea exchanges over the SO.
The improvement of SO atmospheric model will further meet the demands of input parameters for
ocean color estimation in the near future.

SST-based corrections of fluorescence intensity have also been applied to SO waters.
Browning et al. [39] found that extremely low SST in the SO has a strong connection with NPQ
parameters and can be used to correct field chlorophyll-a fluorescence signals. They showed highly
variable phytoplankton physiology features and communities under regional irradiance conditions
and suggested more regional studies on NPQ capacity impacts. However, this correction needs an
empirical relationship between SST and physiology coefficient B and was not applied in this study.

The byproduct of fluorescence quantum yield from the fluorescence approach also has a
significant role in estimating primary productivity. State-of-the-art algorithms for primary productivity
estimation are mainly based on chlorophyll-a absorption-fluorescence quantum yield equation or a
photosynthesis-irradiance equation [40]. If we improve the estimation of fluorescence quantum yield
from space, we will improve estimation for SO phytoplankton photosynthesis and carbon export.
This will lead to a clearer understanding of the role of the SO in global climate change.

4.2. Factors on Phytoplankton Bloom in KGI

As an island hosting several international research stations, the ecological trend of the coastal
waters surrounding KGI deserves attention. Historical records in KGI have shown that no
phytoplankton blooms [6] occurred in these waters until 2010, during which maximum chlorophyll-a
reached 20 mg/m3. Research has assumed that the increasing phytoplankton growth was exacerbated
by global warming [25]. This manuscript documented another phytoplankton bloom in 2016 and
attempted to determine its potential cause from optics and satellite history records. Iron limitation was
widely observed in SO phytoplankton growth, which leads to ferredoxin deficiency in photosystem I
and decreases photosynthetic efficiency. Iron depletion is reported as a major restriction for SO
primary productivity [41,42]. However, previous research in KGI found no obvious nutrient or iron
deficiencies in phytoplankton growth [43]. The microphytoplankton dominant features in this bloom
(Figure 6a) further confirms iron enrichment because micro-size cells favor the iron abundant water.
Micro-phytoplankton maintains a high growth rate in iron rich water, and their large size prevents
zooplankton grazing [44].

Diatoms found around the WAP are larger in size than those found in other regions [44,45].
The phytoplankton bloom reported in 2010 was dominated by micro-algae (e.g., Porosira glacialis,
Thalassiosira antarctica, and T. ritscheri [25]). Phytoplankton tends to adapt their cellular physiology to
optimize light harvesting and photoreception [44]. Generally, small size algae benefit from light
limited conditions due to their high absorption-photosynthesis effectiveness and small cellular
shading [46]. Micro-size algae have more self-protection under high light conditions because
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their large surface area will cause low absorption-photosynthesis effectiveness. Therefore, for the
micro-phytoplankton dominant bloom in KGI, nutrient support and zooplankton grazing has more
influence on phytoplankton community composition than light limitation.

Owing to extended sea ice coverage and high sea ice concentration (Figure 6b,c), KGI has more
fresh water input following southern summer to form strong stratification and keep phytoplankton in
surface waters. This shallow mixed layer increases the probability for phytoplankton to absorb light
energy. In addition, sea ice melt brings nutrients for algal growth [46–49]. The increasing trend of sea
ice increases nutrients input (e.g., iron or micronutrients), which will lead to phytoplankton blooms
in spring and summer. In addition, phytoplankton tends to bloom in marginal sea ice regions in the
coastal ocean of the SO [46–49]. Therefore, increasing sea ice extent and coverage in KGI is a likely
trigger for increased phytoplankton blooms.

4.3. Errors for Fluorescence Approach Estimating Chlorophyll-a

Two factors are responsible for accurate satellite estimation of chlorophyll-a. These include the
sea-air model for calculating chlorophyll-a from water leaving Rrs and the atmospheric radiation
transfer model to transfer top-of-atmosphere radiance into water leaving Rrs. Atmospheric correction
has a large probability of introducing errors, because its signal occupies 90% of the total signal
received at the satellite [50]. Therefore, atmospheric correction deserves great attention, particularly in
improving its accuracy. Until now, there has not been a proper high latitude atmospheric correction
model for the southern hemisphere and high cloud coverage in the SO creates a challenge for accurate
atmospheric correction [16,17,51–53].

Atmospheric correction requires several steps to remove the influence of the atmosphere, such
as single scattering, multiple molecular scattering, aerosol/ozone, and other gas absorption [54].
The procedure usually removes cloud contaminated pixels by the threshold of the near infrared band
albedo. However, this method does not work well on cloud edges. Current satellite algorithms provide
estimates of cloud optical thickness [55], which can be used to quantify the impacts of clouds on ocean
color data in the near future.

The ocean color signal reflected from water is generally the integrated light reflected from the
light penetration depth [56,57]. With increasing depth, deep waters have less contribution to the
water modulated reflectance signals. However, we still cannot ignore it in chlorophyll-a inversion
algorithms. In the SO, the deep chlorophyll-a maximum increases the contribution from deeper waters.
Research seldom applies chlorophyll-a profiles and integrated chlorophyll-a signals to compare in
situ and satellite match-ups. Current reports have already shown the obvious underestimation from
satellite algorithms [6–11]. If considering the deep chlorophyll-a maximum and chlorophyll-a profile,
there is a larger underestimation in SO chlorophyll-a retrieval. Chlorophyll-a profile estimation should
be considered in future research. In fact, due to wind mixing, a deep chlorophyll-a maximum is a
common situation in the SO [58,59]. Sullivan et al. [60] built a model on polar phytoplankton growth
and reduction. They found that there is a high probability of maintaining a subsurface chlorophyll-a
maximum during the post-bloom period.

5. Conclusions

Decades of development in satellite ocean color has produced multiple algorithms to
detect, among other things, chlorophyll-a, fluorescence intensity, particulate organic carbon,
photosynthetic available radiation. Satellites provide almost every parameter needed for observation
and understanding the global ocean. However, the uncertainty of those parameters varies between
regions. Our research validated the fluorescence approach to estimate chlorophyll-a concentration
in KGI, resulting in a good agreement (59.46%) at this high latitude, high chlorophyll-a region.
The phytoplankton bloom in 2016 showed that the dominant phytoplankton is micro-phytoplankton,
occupying 79.58% of the total phytoplankton community in Ardley Cove. Increasing sea ice coverage
and sea ice concentration are possible reasons for the increasing occurrence phytoplankton blooms in
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the recent decade. Due to NPQ, the fluorescence approach does not accurately estimate chlorophyll-a
in places that have intense solar irradiance. However, the fluorescence approach and red band
selection has notable advantages in avoiding CDOM interference from blue bands and decreasing
gaps from the peculiar bio-optics of SO green bands. Our future work intends to validate and extend
the application of this algorithm to the entire SO. The photosynthesis mechanism revealed by the
fluorescence approach will provide more information on SO primary productivity estimation and its
role on global carbon cycling.
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Appendix A

The QAA-v5 algorithm and expanded equations are listed as follows, which is a comprehensive
application from QAA-v5 and GSM01.

Table A1. QAA-v algorithm and expanded rules combined from QAA-v5 and GSM01.

Symbol and Description Equation and Process

rrs , below-surface remote-sensing reflectance (sr−1); Rrs ,
Above-surface remote-sensing reflectance (sr−1) rrs = Rrs/(0.52 + 1.7Rrs)

u, ratio of backscattering coefficient to the sum of absorption and
backscattering coefficients, bb/(a + bb) u(λ) =

−g0+[g0
2+4g1rrs (λ)]

1/2

2g1
, g0 = 0.089, g1 = 0.125

aw , absorption coefficient of pure water (m−1); 443, 490, 555, 667,
band wavelength (nm)

χ = log

(
rrs (443)+rrs (490)

rrs (555)+5 rrs (667)
rrs (490) rrs (667)

)
,

a(555) = aw(555) + 10−1.146−1.366χ−0.469χ2

bbw , backscattering coefficient of pure water (m−1); bbp ,
Backscattering coefficient of suspended particles (m−1)

bbp(555) = u(555)a(555)
1−u(555) − bbw(555)

Y, spectral power of particle backscattering coefficient Y = 2.0
{

1 − 1.2exp
[
−0.9 rrs (443)

rrs (555)

]}
λ, all band wavelength (nm) bbp(λ) = bbp(555)( 555

λ )
Y

ag , absorption coefficient of gelbstoff and detritus (m−1); S, Spectral
slope for gelbstoff absorption coefficient

ξ =
ag (410)
ag (440) = exp[S(443 − 411)],

S = 0.015 + 0.002
0.6+rrs (443)/rrs (555) ,

ag(440) = [a(410)−ζa(440)]
ξ−ζ − [aw (410)−ζaw (440)]

ξ−ζ

η, spectral exponential coefficient for gelbstoff and detritus ag(λ) = ag(440) exp[−η(λ − 440)], η = 0.015

aph , absorption coefficient of phytoplankton aph(λ) = a(λ)− aw(λ)− ag(λ)
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Abstract: Knowledge of the chlorophyll-a dynamics and their long-term changes is important for
assessing marine ecosystems, especially for coastal waters. In this study, the spatial and temporal
variability of sea surface chlorophyll-a concentration (Chl-a) in the Bohai Sea were investigated using
13-year (2000–2012) satellite-derived products from MODIS and SeaWiFS observations. Based on
linear regression analysis, the results showed that the entire Bohai Sea experienced an increase in Chl-a
on a long-term scale, with the largest increase in the central Bohai Sea and the smallest increase
in the Bohai strait. Distinct seasonal patterns of Chl-a existed in different sub-regions of the Bohai
Sea. A long-lasting Chl-a peak was observed from May to September in coastal waters (Liaodong bay,
Qinhuangdao coast, and Bohai bay) and the central Bohai Sea, whereas Laizhou bay had relatively
low Chl-a in early summer. In the Bohai strait, two pronounced Chl-a peaks occurred in March and
September, but the lowest Chl-a was in summer. This pattern was quite different from those in other
regions of the Bohai Sea. The water column condition (stratified or mixed) was likely an important
physical factor that affects the seasonal pattern of Chl-a in the Bohai Sea. Meanwhile, increased
human activity (e.g., river discharge) played a significant role in changing the Chl-a distribution
in both coastal waters and the central Bohai Sea, especially in summer. The increasing trend of
Chl-a in the Bohai Sea might be attributed to the increase in nutrient contents from riverine inputs.
The Chl-a dynamics documented in this study provide basic knowledge for the future exploration of
marine biogeochemical processes and ecosystem evolution in the Bohai Sea.

Keywords: satellite data; long-term changes; sub-regions; Bohai Sea

1. Introduction

Marine phytoplankton is a fundamental component of marine biogeochemical cycles and
ecosystems, accounting for approximately 50% of global organic matter production [1,2]. It also
influences the diversity of marine organisms and global climate processes [3,4]. Chlorophyll-a is widely
used to indicate phytoplankton biomass [5], as it can generally reflect the situation of phytoplankton
growth. Due to the limitation of field methods, chlorophyll-a concentrations (Chl-a) collected by field
methods are usually insufficient for investigating the Chl-a dynamics.

Satellite ocean color observations can provide large spatial and temporal coverage, which is ideal
for examining the spatial and temporal variability of Chl-a [6]. Empirical and semi-analytical Chl-a
algorithms have been developed to infer information about Chl-a from space on both global and regional
scales [7–10]. For instance, the Tassan-like algorithm [8] and OC4 algorithm [10] have been widely
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applied to satellite data. In addition, the OC4 algorithm was performed on SeaWiFS and MODIS data to
derive the NASA standard products of Chl-a, which are provided at http://oceancolour.gsfc.nasa.gov/.

Recent efforts have been made to evaluate Chl-a in the global oceans using satellite-derived
products. These studies clearly revealed that increased Chl-a occurred in many coastal waters
(e.g., the eastern China seas), and the reason was generally attributed to the interaction between
human activity and climate change [11–13]. For instance, Gong et al. [14] found that the rate of
primary production in the subtropical East China Sea was regulated by seawater temperature during
winter and early spring and nutrients during summer and autumn. Shi and Wang [15] studied
the seasonal distribution of satellite-derived Chl-a, sea surface temperature (SST), and normalized
water leaving radiance (nLw) spectra in the eastern China seas. These results showed that ocean color
property variations were driven by the ocean stratification, sea surface thermodynamics, and river
discharge, among other factors. Yamaguchi et al. [16] presented the seasonal and summer temporal
variability of satellite-derived Chl-a in the Yellow and East China Seas from 1997 to 2007, and revealed
that the inter-annual variation of Chl-a in summer was significantly influenced by Yangtze River
discharge. He et al. [17] investigated the seasonal and inter-annual variability of phytoplankton
blooms in the eastern China seas using satellite-derived Chl-a from 1998 to 2011. They reported that
the doubling of the bloom intensity in the eastern China seas was mainly caused by an increase
in nitrate and phosphate concentrations. Based on the 15-year (1997–2011) satellite Chl-a data
derived using the OC4 algorithm, Liu et al. [18] analyzed the effects of bathymetry on seasonal
and inter-annual patterns of Chl-a in a larger region including the Bohai and Yellow Seas, but did
not examine the detailed Chl-a dynamics in sub-regions of the Bohai Sea. They also found that
the correlation between Chl-a and SST was positive in coastal waters and negative in offshore waters.

Previous researches have commonly investigated the Chl-a dynamics in a large region including
the Bohai Sea, such as the studies of He et al. [17] and Liu et al. [18]. However, studies specifically
focusing on the Chl-a dynamics on large temporal scales in sub-regions of the Bohai Sea are limited.
In addition, the possible factors of Chl-a variation in the Bohai Sea are not yet clear. Because of the highly
variable environmental conditions (e.g., river discharge, circulations, and water masses), the Bohai Sea
ecosystem is complex [19–21]. The phytoplankton growth needs nutrients and light [22]. The available
light for photosynthesis depends on photosynthetically available radiation (PAR), extinction coefficient,
and water clarity. Additionally, SST may influence the vertical structure of the water column,
which would further change the nutrient supply and light conditions. Fortunately, both the SST
and PAR parameters can be detected by satellite remote sensing technology, thus providing a large
quantity of materials to explore the influences of these two factors on the Chl-a dynamics.

Because atmospheric correction models can be inaccurate due to the uncertainty of the aerosol
and bio-optical algorithms in high suspended sediment areas (e.g., the Bohai Sea), it is difficult
to obtain reliable Chl-a data from satellite ocean color data [23]. For instance, the OC4 standard
algorithm performs well for Case-1 waters, but is not always valid for Case-2 waters [24].
Siswanto et al. [24] proposed an empirical local algorithm based on an extensive bio-optical
dataset collected in the Yellow and East China Seas. In brief, they regionally tuned and combined
the Tassan Chl-a and OC4v4 algorithms under low and high nLw555 (2 mW·cm−2·μm−1·sr−1)
conditions, respectively. This combined Chl-a algorithm can improve the retrieval accuracy of Chl-a,
especially for high suspended sediment area [25,26]. In addition, it was used as the standard algorithm
in the Geostationary Ocean Color Imager Data Processing System (GDPS) [27–29].

We hypothesize that the distinct Chl-a patterns existed in different sub-regions of the Bohai Sea
and may be influenced by separate mechanisms. Hence, in this study, we first assessed the performance
of the Chl-a algorithm of Siswanto et al. [24] in the Bohai Sea by comparing satellite-derived Chl-a with
in situ measurements. The main objectives of this study were: (1) to investigate the spatiotemporal
variability and trend of Chl-a in the Bohai Sea during a 13-year period (2000–2012); (2) to analyze
area differences in seasonal variations and long-term changes in Chl-a; and (3) to discuss the possible
factors that affect the Chl-a dynamics and its trend.

264



Remote Sens. 2017, 9, 582

2. Materials and Methods

2.1. Study Area

The Bohai Sea, located in northern China, is a shallow shelf sea with an average water depth of
18 m (with maximum depth of 80 m) and a total area of 77,000 km2 [30] (Figure 1). It is connected to
the Yellow Sea through the Bohai Strait. Numerous inland rivers flow into the Bohai Sea from Mainland
China with a total annual runoff of 8.88 × 1010 m3, nearly half of which comes from the Huanghe
(Yellow River) [31]. The Bohai Sea is important as the main fishing ground and base of the marine
fishery resources in northern China. Over the past several decades, the Bohai Sea has been influenced
by human activity (e.g., agriculture, and industrial and domestic sewage) [32]. The Bohai Sea ecosystem
has been gradually deteriorating due to red-tide events and eutrophication [33,34].

Figure 1. Location of the Bohai Sea (a) and the sampling locations of sub-regions, which are marked
by squares (b), namely, Liaodong bay, Qinhuangdao coast, Bohai bay, Laizhou bay, central Bohai Sea,
Bohai strait, and northern Yellow Sea. Locations of the match-up stations in the Bohai and northern
Yellow Seas (c).

In this study, the Bohai Sea was subdivided into six sub-regions, following geographical regions
(Figure 1b), including Liaodong bay (156 pixels), Qinhuangdao coast (144 pixels), Bohai bay (169 pixels),
Laizhou bay (128 pixels), central Bohai Sea (256 pixels), and Bohai strait (165 pixels). The areas along
the coastline of the Bohai Sea were excluded because of high levels of suspended sediment, which may
increase the uncertainties of satellite-derived Chl-a [35,36]. Meanwhile, the northern Yellow Sea
(400 pixels) was distinguished separately as a specific region. All clusters of pixels were isolated as
regions of interest, and the data were averaged within each sub-region.

2.2. In Situ Chl-a Data

The in situ Chl-a data used in this study were collected during three cruises in June 2005,
July 2011, and September 2012 in the Bohai Sea. Additionally, the Chl-a data collected during August
2015, June 2016, and December 2016 in the Bohai and northern Yellow Seas were also used in the
algorithm validation, although the collecting time of these data was beyond that of our study period,
because using the more data may give more reliable validation result. In total, the in situ dataset
included 367 Chl-a samples.

For Chl-a analysis, seawater samples at the near surface (0–3 m) were collected using 12-liter
Niskin bottles mounted on a CTD system. Water samples were filtered through 25-mm Whatman GF/F
glass fiber filters under low vacuum pressure (<0.01 Mpa). After filtration, these samples were stored
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in liquid nitrogen until analysis in the laboratory. Prior to analysis, chlorophyllous pigments
were extracted with N,N-dimethylformamide (DMF) for 24 h at 0 ◦C in the dark. Then, the florescence
values of each sample, in fluorescent standard units (FSU), were measured three times using a Turner
Design Fluorometer Model, and averaged these three measurements. Finally, the Chl-a was calculated
from the corresponding florescence values based on the calibration curves.

2.3. Satellite Data

The daily remote sensing reflectance Rrs products of MODIS and SeaWiFS were acquired from
the NASA ocean color website (http://oceancolour.gsfc.nasa.gov/). This dataset spanned 2000
to 2012 for a rectangular region (36–42◦N and 117–124◦E) that encompassed our study region.
Additionally, the Level 3 monthly SST and PAR data with global coverage during our study period
were obtained from the NASA ocean color website. These products were all cropped to the Bohai Sea.
In addition, the bathymetric data were obtained from the ETOPO5 data (Earth Topography-5 Minute)
at https://www.ngdc.noaa.gov/mgg/global/etopo5.html.

2.4. Chl-a Algorithm

In this study, we used the Chl-a algorithm of Siswanto et al. [24] to obtain satellite-derived Chl-a
data. In regions with nLw555 > 2 mW·cm−2·μm−1·sr−1, the regionally tuned Tassan-like algorithm
was used:

log(Chl − a) = −0.166 − 2.518log2
10(R) + 9.345log2

10(R) (1)

R = [(Rrs443/Rrs555)(Rrs412/Rrs490)]
−0.463 (2)

Under the low range of nLw555 (<2 mW·cm−2·μm−1·sr−1), the regionally tuned OC4v4 algorithm
was used:

log(Chl − a) = 0.248 − 2.703R + 1.695R2 − 1.764R3 + 1.092R4 (3)

R = log[max(Rrs443/Rrs555, Rrs490/Rrs555)] (4)

where R is a function of spectra value and Rrs(λ) is the remote sensing reflectance value at a given
wavelength. Note that the invalid Rrs pixels were masked out based on the level 2 flagged pixels of
the standard Rrs product. The daily Chl-a data were composed into monthly averages to match the
SST and PAR datasets.

To assess the performance of the Chl-a retrieval algorithm, the coefficient of determination (R2),
root mean square error (RMSE), and mean absolute percentage error (MAPE) were calculated between
satellite-derived Chl-a and these measured values as below:

RMSE =
1
n

√
n

∑
i=1

[(xi,derived − xi,field)/xi,field]
2 (5)

MAPE =
1
n

n

∑
i=1

|(xi,derived − xi,field)/xi,field| × 100% (6)

where n is the number of samples, and xi,derived and xi,field denote satellite-derived and in situ Chl-a
data for the i-th sample, respectively.

2.5. Calculation of Trend and Information Flow

The linear trend model is commonly used in environmental and climate change research.
The trend was obtained by: (1) subtracting the monthly climatological mean values from
each corresponding month to remove the seasonal signal (producing monthly anomaly) [37];
and (2) calculating the linear trend using linear regression analysis. The line trend was the slope
of the linear regression line for the time series of monthly anomaly, and its statistical significance
was assessed with a statistical F-test. It is worth emphasizing that the linear trend in this study
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was assessed under a high percentage (>70%) of valid pixels to the total number of the monthly
anomaly. If the percentage of valid pixels is too small (e.g., <30%), the trend statistical analysis may
have large uncertainty due to insufficient valid data.

The correlation between different parameters is often detected using Pearson correlation analysis,
but it is not designed to explore statistical dependencies between parameters [38]. In this study,
we used a mathematical method based on the information flow (IF), which can quantitatively evaluate
the cause and effect relation between time series [39]. The method was expressed as:

T2→1 = (C11 × C12 × C2,d1 − C2
12 × C1,d1)/(C2

11 × C22 − C11 × C2
12) (7)

d1 = (X1,n+1 − X1,n)/Δt (8)

where T2→1 is the rate of information flowing from X2 to X1, Cij is the sample covariance between Xi
and Xj, and Ci,dj is the covariance between Xi and dj. If the |T2→1| value is nonzero, there is causality
between X2 and X1; if not, there is no causality between them. In this study, the Chl-a anomaly and SST
(PAR) anomaly were symbolized by the subscripts “1”and “2” in Equation (7), respectively. The method
could analyze the cause-effect relation and compare degrees of influence between different factors.
It has been successfully applied to explain scientific problems in the real world. For instance, Liang [39]
investigated the causal relation between the El Niño and Indian Ocean Dipole. Stips et al. [40] used this
method to explore causality between different forcing components (e.g., anthropogenic, CO2, aerosol,
cloud, and solar) and annual global mean surface temperature anomalies since 1850.

3. Results

3.1. Validation of Satellite-Derived Chl-a in the Bohai Sea

We applied the Chl-a algorithm of Siswanto et al. [24] to satellite data to investigate the Chl-a
dynamics in the Bohai Sea. Before the application, the performance of the Chl-a algorithm was assessed
based on 69 pairs of in situ Chl-a and satellite Rrs(λ) data (Figure 1c). This match-up dataset only
consisted of satellite Rrs(λ) with an overpass time window within 5 h before and after field data.
To avoid the effects of outliers, the median Rrs(λ) values for a 3 × 3 pixels window centered
on the locations of the sampling stations were defined as satellite Rrs(λ). As shown in Figure 2,
satellite-derived Chl-a generally agreed well with in situ Chl-a, with R2, RMSE and MAPE values
of 0.53, 0.21 mg·m−3 and 38.38%, respectively. These results suggested that satellite-derived Chl-a
in the Bohai Sea had high accuracy, which was considered generally acceptable in remote sensing
research [24]. Therefore, we can further study the spatiotemporal variability of Chl-a in the Bohai Sea
based on satellite-derived Chl-a.

Figure 2. Comparison of satellite-derived Chl-a with in situ measured values.
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3.2. Chl-a Spatial Distribution and Variability in the Bohai Sea

Using the monthly Chl-a data, the spatial and variability patterns of Chl-a were obtained by
the temporal mean and standard deviation (SD) values during 2000–2012, respectively (Figure 3).
In general, the Chl-a in the Bohai Sea showed much higher values than those in the northern Yellow
Sea, and decreased gradually from coastal waters to offshore waters (Figure 3a). The highest Chl-a
(>4.5 mg·m−3) were in the Qinhuangdao coast, southern Laizhou bay, and northern Liaodong bay.
In addition, the relatively high Chl-a values (2.7–4.5 mg·m−3) were observed in coastal waters shallower
than 20 m, whereas the relatively low values (<2.7 mg·m−3) were in the central Bohai Sea and Bohai
strait. As shown in Figure 3b, the highest variability (SD > 2.5 mg·m−3) occurred in coastal area with
<10 m isobaths. The higher variability (SD = 1.0–2.5 mg·m−3) were distributed in coastal waters and
the central Bohai Sea, whereas lower variability (SD < 1 mg·m−3) appeared in the Bohai strait.

Figure 3. Distribution of the mean (a) and standard deviation (b) values of satellite-derived Chl-a
during 2000–2012. The invalid pixels in the image are indicated by the white color.

3.3. Chl-a Seasonal Patterns in the Bohai Sea

The seasonal patterns of Chl-a in each month from 2000 to 2012, represented by climatological
monthly images, are shown in Figure 4. The seasonal dynamics of Chl-a in the Bohai Sea resulted in a
growth process from May to September and depletion from October to April. The Chl-a values
during winter and early spring (December–April) (with most of the values below 2.5 mg·m−3)
were significantly lower than those from late spring to early autumn (May–September) (with most of
the values above 3.5 mg·m−3). Figure 4e–j shows that the Chl-a was relatively higher (>6 mg·m−3)
in coastal regions. The central Bohai Sea also had high Chl-a (>3 mg·m−3) from June to September
(Figure 4f–i).

3.4. Area Difference in Seasonal Variations of Chl-a

To gain more insight into seasonal variations of Chl-a over different locations, the Bohai Sea
was divided into six sub-regions, as described in Section 2.1. The sampling area-averaged 13-year
average of monthly Chl-a in the Bohai and northern Yellow Seas are shown in Figure 5. In the
Liaodong bay, Qinhuangdao coast and Bohai bay, the seasonal patterns of Chl-a were characterized by
a long-lasting Chl-a peak (>2.5 mg·m−3) from May to September (Figure 5a–c). However, in these three
areas, seasonal maxima of Chl-a appeared in June (4.7 ± 1.0 mg·m−3), August (4.4 ± 1.7 mg·m−3),
and June (4.7 ± 1.7 mg·m−3), respectively. In the central Bohai Sea (Figure 5d), the high Chl-a
(>3 mg·m−3) was observed from May, decreased from September, and then remained relatively low
during winter. The maximum Chl-a dominated in July or August (3.5 ± 2.0 mg·m−3). Two Chl-a
maxima occurred in March (3.7 ± 1.4 mg·m−3) and September (4.1 ± 1.2 mg·m−3) in the Laizhou

268



Remote Sens. 2017, 9, 582

bay. However, the relatively low Chl-a was identified from April to June (Figure 5e), which was
different from those in other coastal regions. Compared with other sub-regions, the Bohai strait had a
distinct seasonal pattern of Chl-a with two Chl-a peaks in March (2.8 ± 0.7 mg·m−3) and September
(2.2 ± 0.7 mg·m−3) and the lowest Chl-a in summer (Figure 5f). A similar seasonal pattern with the
maximum in April (2.5 ± 0.6 mg·m−3) was identified in the northern Yellow Sea, but no maximum
occurred in August or September.

Figure 4. (a–l) Monthly climatological Chl-a images in the Bohai Sea during 2000–2012. The invalid
pixels in the image are indicated by the white color.
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Figure 5. (a–f) Seasonal variation in 13-year averaged monthly Chl-a from January to December
in seven sub-regions.

3.5. Chl-a Trend in the Bohai Sea

The long-term trend of Chl-a in the Bohai Sea from 2000 to 2012 is shown in Figure 6. In general,
the Chl-a trend values in the Bohai Sea were higher compared with those in the northern Yellow
Sea. The upward trends (>0.0018 mg·m−3·month−1) were detected in the entire Bohai Sea, and its
pattern was heterogeneous. The larger increase in Chl-a (>0.0035 mg·m−3·month−1) prevailed over
coastal waters, especially in northern Liaodong bay and Qinhuangdao coast. The central Bohai Sea
also had large positive trends (0.0025–0.0038 mg·m−3·month−1). It is noted that some coastal regions
in the image, such as the Laizhou bay and Bohai bay, showed invalid pixels (white color) because of
small percentage (<70%) of valid pixels.

Figure 6. The long-term trend of monthly Chl-a anomaly from 2000 to 2012. The invalid pixels in the
image are indicated by the white color.

In this study, spring, summer, autumn, and winter were defined as March to May, June to August,
September to November, and December to February of the next year, respectively. The patterns of
the Chl-a trend across four seasons are shown in Figure 7. Clear spatial and temporal variations of
the Chl-a trend were observed in the Bohai Sea. In general, the Chl-a in the Bohai Sea displayed an
increasing trend throughout the year. The Chl-a trend during summer and autumn showed higher
values than those during winter and spring. At the temporal scale, the Chl-a trend was high in spring
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in the Bohai bay and Laizhou bay. In summer, the Chl-a trend was highest in most regions of the Bohai
Sea, especially in the Bohai bay, Qinhuangdao coast, and central Bohai Sea. During autumn and winter,
the Qinhuangdao coastal waters had high Chl-a trend.

Figure 7. (a–d) The long-term trends of Chl-a anomaly in four seasons from 2000 to 2012.

The inter-annual variations of Chl-a during 2000–2012 displayed different patterns for the six
sub-regions of the Bohai Sea (Figure 8). All the sub-regions had an increasing trend: Bohai strait
(0.0018), central Bohai Sea (0.0032), Laizhou bay (0.003), Bohai bay (0.0027), Qinhuangdao coast (0.003),
and Liaodong bay (0.0024). The largest increase in Chl-a was observed in the central Bohai Sea,
whereas the smallest increase in Chl-a was in the Bohai strait.

Figure 8. Linear trends of the Chl-a anomaly in the six sub-regions of the Bohai Sea. The black lines
represent the linear trend, and the red lines represent the scratch line of the year 2003, as mentioned
in Section 4.2.
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3.6. The Causality between Chl-a Anomaly, SST Anomaly, and PAR Anomaly

To assess the causality between Chl-a and SST and PAR in the Bohai Sea, we calculated
the information flow from the SST anomaly to the Chl-a anomaly (hereafter referred to as IFSST→Chl-a)
and those from the PAR anomaly to the Chl-a anomaly (hereafter referred to as IFPAR→Chl-a) in four
seasons using Equation (7) (Figure 9). Clearly, both the IFSST→Chl-a and IFPAR→Chl-a values were
nonzero in the areas marked by red (Figure 9a,b), in the sense that phytoplankton growth could
be affected by PAR and SST in spring. As shown in Figure 9c,d, the IFPAR-Chl-a values were higher than
IFSST→Chl-a. The IFPAR→Chl-a values in the Bohai Sea were above zero in summer, which indicated that
PAR may be one of the factors affecting the growth of phytoplankton. During autumn, SST mainly
showed significant IF in offshore waters (Figure 9e,f). IFSST→Chl-a was close to zero in the Bohai Sea
in winter (Figure 9g), thus essentially no causality could be identified here. The causality between PAR
and Chl-a occurred in most regions of the Bohai Sea in winter (Figure 9h). These results, as shown
in Figure 9, implied that the influences of environmental drivers (PAR and SST) on the Chl-a pattern
were complex, which has been confirmed by previous studies [22,41,42]. At this stage, it should
be stated that we investigated the causality between Chl-a and SST by mainly considering the indirect
influences of SST on Chl-a. This is because the changes in SST may induce stratification or mixing
of the water column, which further alter the light and nutrient conditions and thereby impact
the phytoplankton growth.

Figure 9. (a–h) The spatial distribution of information flow from the SST (PAR) anomaly to
the Chl-a anomaly.

4. Discussion

4.1. The Chl-a Seasonal Patterns in the Bohai Sea

Our results on the seasonal patterns of Chl-a in the Bohai Sea, as shown in Figures 4 and 5,
revealed that the Chl-a varied on both spatial and temporal scales. To better understand these results,
we focus on the discussion of the related physical and chemical effects and human activity on seasonal
scale, combined with the causality between Chl-a and environmental factors (SST and PAR), as below.

In spring, the information flow shown in Figure 8a,b indicated that SST and PAR can affect
phytoplankton growth [43]. Increased SST and solar radiation gradually reduce the vertical mixing
of the water column. In addition, weak wind stress can retain vertical mixing, which enhances
the transportation of the nutrient-rich bottom water to the euphotic layer [44]. This allows
phytoplankton to live longer in the upper euphotic layer and acquire sufficient nutrients and more
PAR for phytoplankton growth. Thus, the spring bloom occurred in our study regions, especially in the
Qinhuangdao coast, Laizhou bay, Liaodong bay, and Bohai strait (Figure 5).
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During summer, the causality between Chl-a and PAR was observed in the Bohai Sea (Figure 9d).
Surface warming and low wind stress would increase the stratification of the water column.
Theoretically, the stronger stratification and less mixing not only provide a higher percentage of
PAR that is available for photosynthesis, but also lead to high water clarity and thereby deepen
the euphotic layer depths. These conditions can favor phytoplankton growth. However, light may not
be a limiting factor for controlling phytoplankton growth during summer. In contrast, the nutrient
supply is expected to be an important factor in different regions [42].

Therefore, the nutrient conditions in different sub-regions of the Bohai Sea are discussed below to
help understand the area differences in seasonal variations of Chl-a during summer. In the Bohai strait,
the surface layer of the water column is stratified, preventing nutrient-rich waters from the deeper layer
entering the photic zone. Meanwhile, all nutrients are depleted. Thus, the growth of phytoplankton is
restricted, and the Chl-a reaches a minimum in summer (Figure 5). In contrast to the pattern in the Bohai
strait, a pronounced Chl-a peak from May to September was observed in coastal water bodies (Liaodong
bay, Qinhuangdao coast, and Bohai bay) and the central Bohai Sea. It may be related to the nutrients
added by river discharge. Because of freshwater discharge from inland rivers carrying abundant
nutrients, the trophic level in coastal waters increases significantly, especially in summer [45,46].
This has also been confirmed by Tang et al. [47] who reported that most harmful algal blooms may be
initiated by nutrients from river discharge. Thus, the increased nutrients may support higher Chl-a
levels in coastal waters. A question is why the central Bohai Sea also had higher Chl-a in summer. This
may be attributed to water exchange between coastal waters and offshore waters related to the Bohai
Sea circulation (including the warm current extension, Liaodong coastal current, and southern Bohai
coastal current) and wind-tide-thermohaline circulation [19,48,49]. The water-exchange can enhance
coastal nutrient transporting to the central Bohai Sea, thereby promoting the phytoplankton growth.
Therefore, during summer, the nutrient supply from river discharge might be a major controlling factor
in the high Chl-a in coastal waters and the central Bohai Sea. In contrast, the seasonal pattern of Chl-a
in the Laizhou bay showed the relatively low Chl-a in early summer (Figure 5). Liu et al. [18] also
reported this phenomenon in the sea region near the Yellow River mouth. This could be related to the
water storage of dams and reservoirs on the Yellow River. The decreased riverine inputs due to dams
and reservoirs can reduce the nutrient load, and thus result in the limitation for phytoplankton growth.
Gong et al. [50] and Jiao et al. [51] reported that the decreased nutrient load and primary productivity
during summer were associated with freshwater discharge reduction caused by water storages. In the
Laizhou bay, human activity (e.g., dams and reservoirs) might be the reason for the change in Chl-a in
early summer.

In autumn, the causality between SST and Chl-a (Figure 9e) indicated that the change in SST may
influence the phytoplankton growth. With a decreasing SST and stronger wind stress, the stratification
is broken down, and the vertical mixing of the water column increases, which could provide the
nutrient supply and a suitable environment for phytoplankton growth. In the Bohai Sea, seasonal water
stratification appears in April and breaks down at the end of September [47]. Thus, the relatively
high Chl-a was observed in the Bohai Sea, such as the Bohai strait, Laizhou bay, central Bohai Sea,
and Qinhuangdao coast (Figure 5).

When winter comes, stratification disappears and vertical mixing of the water column becomes
strong due to sea surface cooling and strong winds. A strong northerly monsoon wind from late
November to March influences the Bohai Sea [52], which can increase the mixing in the water column.
Nutrients are carried to the surface layer from underlying nutrient-rich waters, which could provide
for the spring bloom in the next year [53]. However, the low temperature and instability of the water
column make it difficult to support an optimal growth condition for phytoplankton. In addition,
mixing of the water column may decrease water transparency and increase the extinction coefficient
of the upper water, which could reduce the amount of light available to phytoplankton. These offer
an explanation to help us understand the relatively low Chl-a in winter (Figure 5). Due to the lack of
field nutrient data, currently, we can only give a general discussion on the influence of nutrients on
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Chl-a. Further investigations focusing on this topic are still required in the future, when nutrient data
become available.

4.2. The Increasing Trend of Chl-a in the Bohai Sea

The entire Bohai Sea exhibited an increasing trend of Chl-a from 2000 to 2012 (Figures 5 and 8).
In particular, there were clear long-term increases in Chl-a since 2003 in the Laizhou bay, Bohai bay,
Liaodong bay, Qinhuangdao coast, and central Bohai Sea (Figure 7b–f). There was a corresponding
significant increase in the annual total runoff data of the three major rivers (Yellow River, Haihe River,
and Liaohe River) since 2003, as shown in Figure 10a (date from Zhang et al. [54]). To further examine
the relationship between the long-term changes in Chl-a and river runoff, we generated scatter plots to
compare the annual Chl-a and annual total runoff for the six sub-regions of the Bohai Sea (Figure 10b).
Although it is difficult to assess the effects of river discharge on the Chl-a trend in different sub-regions
based only on 11-year time series data, we believe it is still useful to discuss their relationships. For these
six sub-regions, the correlations between the annual Chl-a and annual total runoff were all positive,
with high correlation coefficients (R ≥ 0.53), indicating that the increasing trend of Chl-a in the Bohai Sea
might be influenced by river discharge. The freshwater discharge from riverine inputs supplies large
amounts of nutrients to the Bohai Sea, favoring the phytoplankton growth. Furthermore, the nutrients
added by inland rivers has increased significantly over the past several decades, mainly due to the use
of chemical fertilizers and industrial/domestic sewage discharge [55]. Similarly, Li et al. [56] reported
that eutrophication in the Qinhuangdao coast was mainly affected by nutrients from river discharge.
Additionally, the higher and the lowest correlation coefficients were in the central Bohai Sea and Bohai
strait, respectively. This might offer an explanation for the different increases in Chl-a in the central
Bohai Sea and Bohai strait (Figure 7). The coastal nutrient can be transposed to offshore waters by
currents and wind-tide-thermohaline circulation [47,57]. Meanwhile, because of the limitation of the
Bohai strait, the central Bohai Sea has a longer water exchange with the Yellow Sea, and thus, the long
retention time can increase nutrient concentrations, which further promotes an increase in Chl-a [58].
In contrast, the high water-exchange ability in the Bohai strait leads to nutrients in a shorter retention
time and limits the increase trend of Chl-a. However, it is noted that we only showed the relationship
between the Chl-a and riverine inputs over a relatively short timescale (11 years). Longer time series
data with high temporal resolution (e.g., monthly) are needed to reveal the influence of river discharge
on the Chl-a trends in the future when more data become available.

Figure 10. The annual runoff data of the three major rivers from 2002 to 2011 (data from Zhang et al. [54])
(a). The scatter plots between the annual Chl-a of six sub-regions and the annual total runoff from 2002
to 2012 (b).

5. Conclusions

This study investigated the Chl-a dynamics in the Bohai Sea using satellite-derived products.
The seasonal patterns of Chl-a displayed a long-lasting summer peak (May–September) in the Liaodong
bay, Qinhuangdao coast, Bohai bay, and the central Bohai Sea. The relatively low Chl-a in early summer
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occurred in the Laizhou bay. In the Bohai strait, the two seasonal peaks appeared in March and
September, and the minimum Chl-a was observed in summer. These variations of Chl-a could be mainly
explained by the vertical structure of the water column, climate conditions (e.g., SST), and human
activity. Meanwhile, the inter-annual patterns of Chl-a from 2000 to 2012 showed an increasing trend in
the entire Bohai Sea, particularly in the central Bohai Sea, which might be related to river discharge.
To better understand the long-term changes in Chl-a and its mechanisms, further efforts should be
dedicated to making more detailed materials available (e.g., nutrient, water quality, and wind).

Acknowledgments: This research was jointly supported by the National Natural Science Foundation
of China (Nos. 41576172, 41506200, and 41276186), the National Key Research and Development
Program of China (No. 2016YFC1400901), the Provincial Natural Science Foundation of Jiangsu in China
(Nos. BK20151526, BK20150914, and BK20161532), the National Program on Global Change and Air-sea Interaction
(No. GASI-03-03-01-01), the Public Science and Technology Research Funds Projects of Ocean (201005030), a project
funded by “the Priority Academic Program Development of Jiangsu Higher Education Institutions (PAPD)”,
and the Research and Innovation Project for College Graduates of Jiangsu Province (1344051601032). Special
thanks to Shaojie Sun in University of South Florida for data support.

Author Contributions: Hailong Zhang designed this study; Zhongfeng Qiu contributed to the data analyses and
drafted the manuscript; Deyong Sun and Shengqiang Wang assisted with developing the research design and
results interpretation; and Yijun He contributed to the interpretation of result.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Field, C.B.; Behrenfeld, M.J.; Randerson, J.T.; Falkowski, P. Primary Production of the Biosphere: Integrating
Terrestrial and Oceanic Components. Science. 1998, 281, 237–240. [CrossRef] [PubMed]

2. Boyce, D.G.; Lewis, M.R.; Worm, B. Global phytoplankton decline over the past century. Nature. 2010, 466,
591–596. [CrossRef] [PubMed]

3. Roemmich, D.; Mcgowan, J. Climatic Warming and the Decline of Zooplankton in the California Current.
Science. 1995, 267, 1324–1326. [CrossRef] [PubMed]

4. Chassot, E.; Bonhommeau, S.; Dulvy, N.K.; Watson, R.; Gascuel, D.; Pape, O.L. Global marine primary
production constrains fisheries catches. Ecol. Lett. 2010, 13, 495–505. [CrossRef] [PubMed]

5. Henson, S.A.; Sarmiento, J.L.; Dunne, J.P.; Bopp, L.; Lima, I.; Doney, S.C.; John, J.; Beaulieu, C. Detection of
anthropogenic climate change in satellite records of ocean chlorophyll and productivity. Biogeosciences. 2010,
7, 621–640. [CrossRef]

6. Sun, D.; Hu, C.; Qiu, Z.; Cannizzaro, J.P.; Barnes, B.B. Influence of a red band-based water classification
approach on chlorophyll algorithms for optically complex estuaries. Remote Sens. Environ. 2014, 155, 289–302.
[CrossRef]

7. Maritorena, S.; Siegel, D.A.; Peterson, A.R. Optimization of a semianalytical ocean color model for
global-scale applications. Appl. Opt. 2002, 41, 2705–2714. [CrossRef] [PubMed]

8. Tassan, S. Local algorithms using SeaWiFS data for the retrieval of phytoplankton, pigments, suspended
sediment, and yellow substance in coastal waters. Appl. Opt. 1994, 33, 2369–2378. [CrossRef] [PubMed]

9. Tang, J.; Wang, X.; Song, Q.; Li, T.; Chen, J.; Huang, H.; Ren, J. The statistic inversion algorithms of water
constituents for the Huanghai Sea and the East China Sea. Acta Oceanol. Sin. 2004, 23, 617–626.

10. O’Reilly, J.E.; Maritorena, S.; Mitchell, B.G.; Siegel, D.A.; Carder, K.L.; Garver, S.A.; Kahru, M.; Mcclain, C.
Ocean color chlorophyll algorithms for SeaWiFS. J. Geophys. Res. Oceans 1998, 103, 24937–24950. [CrossRef]

11. Harley, C.D.G.; Hughes, A.R.; Hultgren, K.M.; Miner, B.G.; Sorte, C.J.B.; Thornber, C.S.; Rodriguez, L.F.;
Tomanek, L.; Williams, S.L. The impacts of climate change in coastal marine systems. Ecol. Lett. 2006, 9,
228–241. [CrossRef] [PubMed]

12. Smetacek, V.; Cloern, J.E. On Phytoplankton Trends. Science. 2008, 319, 1346–1348. [CrossRef] [PubMed]
13. Tan, J.; Cherkauer, K.A.; Chaubey, I.; Troy, C.D.; Essig, R. Water quality estimation of River plumes in Southern

Lake Michigan using Hyperion. J. Gt. Lakes Res. 2016, 42, 524–535. [CrossRef]
14. Gong, G.-C.; Wen, Y.-H.; Wang, B.-W.; Liu, G.-J. Seasonal variation of chlorophyll a concentration, primary

production and environmental conditions in the subtropical East China Sea. Deep Sea Res. Part II Top.
Stud. Oceanogr. 2003, 50, 1219–1236. [CrossRef]

275



Remote Sens. 2017, 9, 582

15. Shi, W.; Wang, M. Satellite views of the Bohai Sea, Yellow Sea, and East China Sea. Prog. Oceanogr. 2012, 104,
30–45. [CrossRef]

16. Yamaguchi, H.; Kim, H.C.; Son, Y.B.; Sang, W.K.; Okamura, K.; Kiyomoto, Y.; Ishizaka, J. Seasonal and
summer interannual variations of SeaWiFS chlorophyll a in the Yellow Sea and East China Sea. Prog. Oceanogr.
2012, 105, 22–29. [CrossRef]

17. He, X.Q.; Bai, Y.; Pan, D.L.; Chen, C.-T.A.; Cheng, Q.; Wang, D.F.; Gong, F. Satellite views of seasonal and
inter-annual variability of phytoplankton blooms in the eastern China seas over the past 14 years (1998–2011).
Biogeosci. Discuss. 2013, 10, 111–155. [CrossRef]

18. Liu, D.; Wang, Y. Trends of satellite derived chlorophyll-a (1997–2011) in the Bohai and Yellow Seas, China:
Effects of bathymetry on seasonal and inter-annual patterns. Prog. Oceanogr. 2013, 116, 154–166. [CrossRef]

19. Guan, B.X. Patterns and Structures of the Currents in Bohai, Huanghai and East China Seas. In Oceanology of
China Seas; Springer: Dordrecht, The Netherlands, 1994.

20. Zhao, B.; Zhuang, G.; Cao, D.; Lei, F. Circulation, tidal residual currents and their effects on
the sedimentations in the Bohai Sea. Oceanol. Limnol. Sin. 1995, 26, 466–473.

21. Zhang, Y.; He, X.; Gao, Y. Preliminary analysis on the modified water massea in the north Yellow Sea and
the Bohai Sea. Trans. Oceanol. Limnol. 1983, 2, 19–26. (In Chinese)

22. Jackson, J.M.; Thomson, R.E.; Brown, L.N.; Willis, P.G.; Borstad, G.A. Satellite chlorophyll off the British
Columbia Coast, 1997–2010. J. Geophys. Res. Oceans. 2015, 120, 4709–4728. [CrossRef]

23. Jamet, C.; Loisel, H.; Kuchinke, C.P.; Ruddick, K.; Zibordi, G.; Feng, H. Comparison of three
SeaWiFS atmospheric correction algorithms for turbid waters using AERONET-OC measurements.
Remote Sens. Environ. 2011, 115, 1955–1965. [CrossRef]

24. Siswanto, E.; Tang, J.; Yamaguchi, H.; Ahn, Y.H.; Ishizaka, J.; Yoo, S.; Kim, S.W.; Kiyomoto, Y.; Yamada, K.;
Chiang, C. Empirical ocean-color algorithms to retrieve chlorophyll-a, total suspended matter, and colored
dissolved organic matter absorption coefficient in the Yellow and East China Seas. J. Oceanogr. 2011, 67,
627–650. [CrossRef]

25. Yamaguchi, H.; Ishizaka, J.; Siswanto, E.; Son, Y.B.; Yoo, S.; Kiyomoto, Y. Seasonal and spring interannual
variations in satellite-observed chlorophyll-a in the Yellow and East China Seas: New datasets with reduced
interference from high concentration of resuspended sediment. Cont. Shelf Res. 2013, 59, 1–9. [CrossRef]

26. Terauchi, G.; Tsujimoto, R.; Ishizaka, J.; Nakata, H. Preliminary assessment of eutrophication by remotely
sensed chlorophyll-a in Toyama Bay, the Sea of Japan. J. Oceanogr. 2014, 70, 175–184. [CrossRef]

27. Ryu, J.H.; Han, H.J.; Cho, S.; Park, Y.J.; Ahn, Y.H. Overview of geostationary ocean color imager (GOCI) and
GOCI data processing system (GDPS). Ocean Sci. J. 2012, 47, 223–233. [CrossRef]

28. Qiu, Z.; Zheng, L.; Zhou, Y.; Sun, D.; Wang, S.; Wu, W. Innovative GOCI algorithm to derive turbidity
in highly turbid waters: A case study in the Zhejiang coastal area. Opt. Express. 2015, 23, A1179–A1193.
[CrossRef] [PubMed]

29. Yuan, Y.; Qiu, Z.; Sun, D.; Wang, S.; Yue, X. Daytime sea fog retrieval based on GOCI data: A case study over
the Yellow Sea. Opt. Express. 2016, 24, 787–801. [CrossRef] [PubMed]

30. Qiu, Z. A simple optical model to estimate suspended particulate matter in Yellow River Estuary. Opt. Express
2013, 21, 27891–27904. [CrossRef] [PubMed]

31. Zhou, H.; Zhang, Z.N.; Liu, X.S.; Tu, L.H.; Yu, Z.S. Changes in the shelf macrobenthic community over large
temporal and spatial scales in the Bohai Sea, China. J. Mar. Syst. 2007, 67, 312–321. [CrossRef]

32. Liu, S.M.; Zhang, J.; Chen, H.T.; Zhang, G.S. Factors influencing nutrient dynamics in the eutrophic Jiaozhou
Bay, North China. Prog. Oceanogr. 2005, 66, 66–85. [CrossRef]

33. Gao, X.; Zhou, F.; Chen, C.-T.A. Pollution status of the Bohai Sea: an overview of the environmental quality
assessment related trace metals. Environ. Int. 2014, 62, 12–30. [CrossRef] [PubMed]

34. Peng, S. The nutrient, total petroleum hydrocarbon and heavy metal contents in the seawater of Bohai Bay,
China: Temporal–spatial variations, sources, pollution statuses, and ecological risks. Mar. Pollut. Bull. 2015,
95, 445–451. [CrossRef] [PubMed]

35. Gong, G.-C. Absorption coefficients of colored dissolved organic matter in the surface waters of the East
China Sea. Terr. Atmos. Ocean. Sci. 2004, 15, 75–88. [CrossRef]

36. Cheng, C.; Huang, H.; Liu, C.; Jiang, W. Challenges to the representation of suspended sediment transfer
using a depth-averaged flux. Earth Surf. Process. Landf. 2016, 41, 1337–1357. [CrossRef]

276



Remote Sens. 2017, 9, 582

37. Gregg, W.W.; Casey, N.W.; Mcclain, C.R. Recent trends in global ocean chlorophyll. Geophys. Res. Lett. 2005,
32, 259–280. [CrossRef]

38. Sies, H. A new parameter for sex education. Nature 1988, 332. [CrossRef]
39. Liang, X.S. Unraveling the cause-effect relation between time series. Phys. Rev. E. 2014, 90, 052150. [CrossRef]

[PubMed]
40. Stips, A.; Macias, D.; Coughlan, C.; Garcia-Gorriz, E.; San Liang, X. On the causal structure between CO2

and global temperature. Sci. Rep. 2016, 6, 21691. [CrossRef] [PubMed]
41. Lin, C.; Su, J.; Xu, B.; Tang, Q. Long-term variation of temperature and salinity of the Bohai Sea and their

influence on its ecosystem. Prog. Oceanogr. 2001, 49, 7–19. [CrossRef]
42. Waite, J.N.; Mueter, F.J. Spatial and temporal variability of chlorophyll-a concentrations in the coastal Gulf

of Alaska, 1998–2011, using cloud-free reconstructions of SeaWiFS and MODIS-Aqua data. Prog. Oceanogr.
2013, 116, 179–192. [CrossRef]

43. Fennel, K. Convection and the timing of phytoplankton spring blooms in the western Baltic Sea. Estuar. Coast.
Shelf Sci. 1999, 49, 113–128. [CrossRef]

44. Behrenfeld, M.J.; O’Malley, R.T.; Siegel, D.A.; McClain, C.R.; Sarmiento, J.L.; Feldman, G.C.; Milligan, A.J.;
Falkowski, P.G.; Letelier, R.M.; Boss, E.S. Climate-driven trends in contemporary ocean productivity. Nature
2006, 444, 752–755. [CrossRef] [PubMed]

45. Lin, C.; Ning, X.; Su, J.; Lin, Y.; Xu, B. Environmental changes and the responses of the ecosystems of
the Yellow Sea during 1976–2000. J. Mar. Syst. 2005, 55, 223–234. [CrossRef]

46. Ye, L.; Yujie, Z.; Shitao, P.; Qixing, Z.; Ma, L.Q. Temporal and spatial trends of total petroleum hydrocarbons
in the seawater of Bohai Bay, China from 1996 to 2005. Mar. Pollut. Bull. 2010, 60, 238–243.

47. Tang, D.; Kawamura, H.; Oh, I.S.; Baker, J. Satellite evidence of harmful algal blooms and related
oceanographic features in the Bohai Sea during autumn 1998. Adv. Space Res. 2006, 37, 681–689. [CrossRef]

48. Sündermann, J.; Feng, S. Analysis and modelling of the Bohai sea ecosystem—A joint German-Chinese study.
J. Mar. Syst. 2004, 44, 127–140. [CrossRef]

49. Ning, X.; Lin, C.; Su, J.; Liu, C.; Hao, Q.; Le, F.; Tang, Q. Long-term environmental changes and the responses
of the ecosystems in the Bohai Sea during 1960–1996. Deep Sea Res. Part II Top. Stud. Oceanogr. 2010, 57,
1079–1091. [CrossRef]

50. Gong, G.-C.; Chang, J.; Chiang, K.-P.; Hsiung, T.-M.; Hung, C.-C.; Duan, S.-W.; Codispoti, L.A. Reduction of
primary production and changing of nutrient ratio in the East China Sea: Effect of the Three Gorges Dam?
Geophys. Res. Lett. 2006, 33. [CrossRef]

51. Jiao, N.; Zhang, Y.; Zeng, Y.; Gardner, W.D.; Mishonov, A.V.; Richardson, M.J.; Hong, N.; Pan, D.; Yan, X.H.;
Jo, Y.H. Ecological anomalies in the East China Sea: Impacts of the Three Gorges Dam? Water Res. 2007, 41,
1287–1293. [CrossRef] [PubMed]

52. Yuan, Y.; Su, J. Numerical modeling of the circulation in the East China Sea. Ocean Hydrodyn. Jpn. East
China Seas. 1984, 39, 167–176.

53. Yamada, K.; Ishizaka, J.; Yoo, S.; Kim, H.C.; Chiba, S. Seasonal and interannual variability of sea surface
chlorophyll a concentration in the Japan/East Sea (JES). Prog. Oceanogr. 2004, 61, 193–211. [CrossRef]

54. Zhang, M.; Dong, Q.; Cui, T.; Ding, J. Remote Sensing of Spatiotemporal Variation of Apparent Optical
Properties in Bohai Sea. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2015, 8, 1176–1184. [CrossRef]

55. Qu, H.J.; Kroeze, C. Past and future trends in nutrients export by rivers to the coastal waters of China.
Sci. Total Environ. 2010, 408, 2075–2086. [CrossRef] [PubMed]

56. Li, Z.; Cui, L. Contaminative conditions of main rivers flowing into the sea and their effect on seashore of
Qinhuangdao. Ecol. Environ. Sci. 2012, 21, 1285–1288. (In Chinese)

57. Hickox, R.; Belkin, I.; Cornillon, P.; Shan, Z. Climatology and seasonal variability of ocean fronts in the East
China, Yellow and Bohai seas from satellite SST data. Geophys. Res. Lett. 2000, 27, 2945–2948. [CrossRef]

58. Wei, H.; Sun, J.; Moll, A.; Zhao, L. Phytoplankton dynamics in the Bohai Sea—Observations and modelling.
J. Mar. Syst. 2004, 44, 233–251. [CrossRef]

© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

277



remote sensing 

Article

Estimation of Water Quality Parameters in Lake Erie
from MERIS Using Linear Mixed Effect Models

Kiana Zolfaghari * and Claude R. Duguay

Interdisciplinary Centre on Climate Change and Department of Geography and Environmental Management,
University of Waterloo, Waterloo, ON N2L 3G1, Canada; crduguay@uwaterloo.ca
* Correspondence: kzolfagh@uwaterloo.ca; Tel.: +1-519-888-4026 (ext. 31322)

Academic Editors: Yunlin Zhang, Claudia Giardino, Linhai Li, Magaly Koch and Prasad S. Thenkabail
Received: 16 February 2016; Accepted: 30 May 2016; Published: 3 June 2016

Abstract: Linear Mixed Effect (LME) models are applied to the CoastColour atmospherically-corrected
Medium Resolution Imaging Spectrometer (MERIS) reflectance, L2R full resolution product, to derive
chlorophyll-a (chl-a) concentration and Secchi disk depth (SDD) in Lake Erie, which is considered as
a Case II water (i.e., turbid and productive). A LME model considers the correlation that exists in the
field measurements which have been performed repeatedly in space and time. In this study, models
are developed based on the relation between the logarithmic scale of the water quality parameters
and band ratios: B07:665 nm to B09:708.75 nm for log10chl-a and B06:620 nm to B04:510 nm for
log10SDD. Cross validation is performed on the models. The results show good performance of the
models, with Root Mean Square Errors (RMSE) and Mean Bias Errors (MBE) of 0.31 and 0.018 for
log10chl-a, and 0.19 and 0.006 for log10SDD, respectively. The models are then applied to a time series
of MERIS images acquired over Lake Erie from 2004–2012 to investigate the spatial and temporal
variations of the water quality parameters. Produced maps reveal distinct monthly patterns for
different regions of Lake Erie that are in agreement with known biogeochemical properties of the
lake. The Detroit River and Maumee River carry sediments and nutrients to the shallow western
basin. Hence, the shallow western basin of Lake Erie experiences the most intense algal blooms
and the highest turbidity compared to the other sections of the lake. Maumee Bay, Sandusky Bay,
Rondeau Bay and Long Point Bay are estimated to have prolonged intense algal bloom.

Keywords: Lake Erie; MERIS; CoastColour; linear mixed effect model; chlorophyll-a; Secchi disk depth

1. Introduction

Lake Erie, a turbid and regionally eutrophic lake, is the most southern and shallowest of the
Laurentian Great Lakes. Total suspended matters (TSM) are a major contributor to the lake’s low
water clarity [1]. The problem of excess nutrients and resulting algal blooms are also threatening the
ecosystem of the lake and the economic activities of the surrounding regions. The ecological state
of Lake Erie significantly affects its role as a natural, social, and economic resource, considering that
the lake is as an essential drinking water source that also offers many opportunities for recreational
activities, fisheries and tourism. As a result, the Lakewide Management Plan was signed in 1972
to restore and maintain the ecological health of the lake [2]. Ongoing efforts to support this plan
require high-resolution measurements of the water quality parameters on a variety of spatial and
temporal scales. Conventional field-based measurements of these parameters can be expensive and
they are often sparse in either space or time, or both. Remote sensing has the potential to infer the lake
bio-optical/water quality parameters, overcoming these concerns.

The emerging water radiance measured by remote sensing instruments depends on the water
itself and its constituents. The water constituents interact with light and modify the incoming and
outgoing radiation at various wavelengths. Therefore, remote sensing measurements of water leaving
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radiance can be related to the composition and concentration of water constituents. In Case I waters,
chl-a concentration (phytoplankton population) and its co-varying particles are dominating the optical
properties, which is the case in nearly all open ocean waters. However, optically complex inland
waters and coastal waters are referred to as Case II waters, where chl-a alone is a poor predictor of light
attenuation, and variations in TSM and colored dissolved organic matter (CDOM) are also important
in light scattering or absorption, and therefore the water leaving radiance [3].

The delivery of data on water color has been explored using satellite sensors such as Landsat
Thematic Mapper (TM)/Enhanced Thematic Mapper (ETM+) due to their relatively high spatial
resolution of 30 m [4–6]. However, the shortcomings of Landsat in other capacities, such as its
relatively low temporal resolution (i.e., 16 days), spectral and radiometric sensitivity, make the
use of MODIS (Moderate-resolution Imaging Spectroradiometer) and MERIS (Medium Resolution
Imaging Spectrometer) data more attractive for water quality monitoring [7–9]. Images from these
satellite sensors compensate for the limitations of Landsat at the expense of a lower spatial
resolution (ca. 250–500 m). MERIS was originally designed for water quality monitoring applications.
Therefore, compared to MODIS, it has a more suitable spectral resolution in the red and near-infrared
(NIR) to derive the secondary chlorophyll-a (chl-a) absorption maximum [10]. This is essential for Case
II waters, as is the case for Lake Erie, where chl-a is not the predominant color-producing agent (CPA)
and multiple non-covarying CPAs may also confound the reflectance signal, particularly at shorter
wavelengths. Hence, the traditional and empirical blue/green band ratio algorithms, used for Case I
waters, result in large uncertainties in Case II waters due to the limited ability to distinguish signals
coming from the independent water constituents.

As a consequence of the ambiguities related to the shorter wavelengths, several authors have
investigated the applicability of red and NIR wavelengths for estimating chl-a concentration in turbid
optically complex waters to aim for a minimal sensitivity to other water-coloring parameters. The effect
of CDOM can certainly be neglected at these wavelengths [1]. Red-NIR band ratio algorithms have been
found to work well in Lake Chagan (chl-a concentration: 6.4 to 58.21 mg¨ m´3) [11], as well as Curonian
Lagoon (chl-a concentration: 44.1 to 85.3 mg¨ m´3) [12] and Zeekoevlei Lake (chl-a concentration: 61 to
247.4 mg¨ m´3) [13] that have chl-a concentration ranges typical of mesotrophic lakes and eutrophic
Lake Erie [1]. Band ratio algorithms developed to derive Secchi disk depth (SDD) variations make
use of bands in the visible range of the spectrum. Two multiple linear regression models have been
developed separately, based on blue and red bands of Landsat TM and MODIS, to predict the logarithm
of SDD in Poyang Lake National Nature Reserve in China [14]. A linear regression model has also been
proposed based on the logarithmic transformation of MERIS band ratio (490 nm to 620 nm) to estimate
the natural logarithm of SDD in the Baltic Sea [15]. However, the correlated errors resulting from
repeated measurements in space and time are not considered in the regression models developed in
these studies. Multiple measurements per variable will result in non-independency, which violates the
assumptions of regression methods. The Linear Mixed Effect (LME) model [16] approach developed
herein is appropriate for cases where observations are collected in time and/or space for the same
parameter, and therefore represent clustered or dependent data.

The applicability of LME models is tested in this study to estimate chl-a concentration and SDD
from the CoastColour (CC) atmospherically corrected MERIS reflectance product [17] in support of
water quality monitoring in Lake Erie. Although in situ measurements remain the most accurate
solution for water quality monitoring programs, satellite remote sensing can be added for routine
and synoptic measurements [18]. Chl-a is widely measured as an indicator of eutrophication and
primary production. SDD is another environmental descriptor that is indicative of water clarity. It also
provides a highly relevant measure of the extent of the euphotic layer where primary production is
possible [19,20]. Therefore, both parameters are of interest in this study. This work aimed to derive
chl-a and SDD by applying LME models on MERIS data. Also temporal and spatial variations of these
parameters were examined.
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2. Materials and Methods

2.1. Study Site

Lake Erie (42˝111N, 81˝151W; Figure 1) is the smallest (by volume), the shallowest, and the
warmest of the Laurentian Great Lakes [21]. It is a monomictic lake (with occasional dimictic years)
covering an area of 25,700 km2, with average and maximum depths of 19 m and 64 m, respectively [22].
The lake is naturally divided into three basins of different depths: the shallow western basin, the central
basin, and the deep eastern basin (Table 1). The basins are separated approximately based on the Lake
Erie Islands (~82˝491W) and the Long Point-Erie Ridge (~80˝251W) (Figure 1) [1]. River discharge
into Lake Erie originates mostly from the St. Clair River and Lake St. Clair through the Detroit River.
Other smaller rivers and streams in the territory of Lake Erie also contribute to water inflow into the
lake. Lake Erie drains into Lake Ontario through the Niagara River and shipping canals [2,23].

Figure 1. Location of Lake Erie and its boundary (Canada and US). In situ sampling stations from
cruises that took place in September 2004, May, July, and September 2005, May and June 2008, July and
September 2011, and February 2012 are illustrated by empty triangles.

Table 1. Lake Erie Basins Information (source: [23]).

Lake Erie Mean Depth (m) Maximum Depth (m)

West Basin 7.4 19
Central Basin 18.3 25

East Basin 25 64

Lake Erie is exposed to greater stress than any other of the Great Lakes due to agricultural
practices and urbanization in its surroundings. Chemically enriched runoff from agricultural lands
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in the basin flows into the lake. In addition, the lake receives the most effluents from wastewater
treatment works [2,23]. Lake Erie has experienced substantial eutrophication over the past half
century due to excess phosphorus loads from point and nonpoint sources producing algal blooms [21].
In general, phosphorus concentration in Lake Erie decreases from west to east and from near-shore to
the offshore [24].

2.2. Field Measurements of Water Quality Parameters

Sample collection in Lake Erie was conducted on board of the Canadian Coast Guard ship Limnos
during September 2004, May, July, and September 2005, May and June 2008, July and September 2011,
and February 2012. A total of 89 distributed stations were visited to provide measurements of a wide
range of optical properties as well as concentrations of the main CPAs in different locations of the lake
(Figure 1).

Composite water samples were collected at all stations, during 2004 to 2012, from the surface
mixed layer of the lake using Niskin bottles. The samples were filtered through a Whatman GF/F fiber
filter (0.7 μm) in the field.

The filtered samples are then frozen and sent to the laboratory (the National Laboratory for
Environmental Testing (NLET)) for extraction of the CPAs concentrations including chl-a. The chl-a
measurement method is based on the trichromatic spectrophotometry following fixation using a 90%
acetone solution and centrifugation. Absorption of the residue at specified wavelengths of 663 nm,
645 nm, and 630 nm are determined. Chl-a values are calculated using SCOR/UNESCO equations in
the analytical range of 0.1–100 mg¨ m´3. The following trichromatic Equation 1 is recommended by
SCOR/UNESCO to measure chl-a concentrations:

chl_a “ 11.64 e663 ´ 2.16 e645 ` 0.10 e630 (1)

where chl-a is in μg¨ cm´3; and e663, e645, e630 are the absorbances (cm´1) of light path at 663, 645,
630 nm after subtracting the 750 nm reading [25]. The reported chl-a concentration also contains
phaeopigments, which are degradation products of chl-a: phaeophytin and pheophorbide [26].

Secchi disk measurement is a worldwide accepted procedure to estimate water clarity in
water bodies [27]. Light propagation and Secchi disk readings decreases exponentially due to light
attenuation phenomenon [28]. SDD is regularly conducted during the Lake Erie cruises. Chl-a and
SDD measurement methods follow the Ocean Optics Protocols for Satellite Ocean Color Sensor
Validation [29,30].

2.3. Satellite Data and Processing

Launched by the European Space Agency (ESA) on 1 March 2002, the MERIS sensor was one
of the instruments operating on the Envisat polar-orbiting satellite platform. Contact was lost with
Envisat on 8 April 2012, which marked the end of the mission. MERIS was primarily dedicated to
ocean color studies. MERIS was a push-broom imaging spectrometer that could measure the solar
radiation reflected from the Earth’s surface in a high spectral and radiometric resolution (15 spectral
bands across the range 390 nm to 1040 nm) with a dual spatial resolution (300 and 1200 m). MERIS
scanned the Earth with global coverage every 2–3 days.

In this study, CC L2R (Version 2) MERIS reflectance full resolution images with full or partial
coverage of Lake Erie between September 2004 and February 2012 were acquired through the Calvalus
on-demand processing portal. The CC MERIS Level 2R product is generated using an atmospheric
correction algorithm applied to the Level 1P product, which is a refined top of atmosphere radiance
product with improved geolocation, calibration, equalization, smile correction, in addition to precise
coastline and additional pixel characterization information (e.g., cloud, snow). The atmospheric
correction procedure is based on two processors implemented in the Basic ERS & ENVISAT (A)ATSR
MERIS (BEAM) software (Version 5.0): the Case II Regional (C2R) lake processor and also glint
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correction processor [17]. A detailed description of C2R can be found in Doerffer and Schiller
(2007) [31].

The MERIS images were selected to be within a 2-day time window of in situ water quality
measurements for the study period (2004–2012). This criterion was set to maximize the number
of possible satellite and in situ measurements match-ups; at the same time reducing the effect of
time heterogeneity of water quality parameters, assuming that these parameters would not change
significantly in this time frame. Atmospherically corrected MERIS L2R reflectance values were
extracted from pixels covering the geographic location of the stations. A valid pixel expression
was defined that excluded all pixels with properties listed in Table 2. Spatial averaging of pixels
surrounding the station could be a technical solution to increase the number of resulting match-ups,
when the considered pixel is excluded due to flags [32]. However, the horizontal spatial heterogeneity
of parameters over the lakes prevents the averaging analysis.

Table 2. Flags of excluded pixels.

Level 1 Level 1P Level 2

Glint_risk Land AOT560_OOR (Aerosol optical thickness at 550 nm out of the training range)
Suspect Cloud TOA_OOR (Top of atmosphere reflectance in band 13 out of the training range)

Land_ocean Cloud_ambigious TOSA_OOR (Top of standard atmosphere reflectance in band 13 out of the
training range)

Bright Cloud_buffer Solzen (Large solar zenith angle)
Coastline Cloud_shadow
Invalid Snow_ice

MixedPixel

2.4. Water Quality Parameters Algorithms

Semi-empirical algorithms are based on the regression between individual bands or band ratios,
and the dependent variables, which are chl-a and SDD in this study. Different combinations can be
considered based on the 15 MERIS spectral bands. Lakes with various optical and biological properties
can produce different levels of correlation with these band combinations. This makes the use of
semi-empirical algorithms a robust approach that can work on the lake of interest and within the time
period that data samples were collected. The best band combinations were determined from the highest
calculated Pearson correlation coefficients (R) against the logarithmic scale of in situ measurements of
water quality parameters. It has long been known that the chl-a concentration distribution in the ocean
is lognormal [33]. Also, the logarithmic function linearizes the relationship of in situ observations to
band ratios and makes the distribution more symmetric (normal) (see Section 3.1). Considering the
optical complexity of Lake Erie (see Section 3.1), red and NIR bands are required to derive chl-a
concentration. Therefore, the selected band ratio for estimating chl-a was chosen among MERIS bands
centered at B05:560 nm, B06:620 nm, B07:665 nm, B008:681.25 nm, B09:708.75 nm, B10:753.75 nm,
B12:778.75 nm, and B13:865 nm. The band ratio for deriving SDD was selected among the visible
bands: B01:412.5 nm, B02:442.5 nm, B03:490 nm, B04:510 nm, B05:560 nm, B06:620 nm, B07:665 nm,
and B08:681.25 nm.

Sampling-wise, the same in situ measurements are repeated in time (month) over Lake Erie
during the study period. Multiple measurements per variable in space or time will generally result in
correlated errors and clustered data, which violate the assumptions of regression methods. Accordingly,
random effect of time has to be added to the error term of the general regression models to account
for measurements being made in clusters of time. The effect of time on the variation of water quality
parameters can be considered to differ on a monthly basis. Therefore, in situ data collected repeatedly
over the same month are considered to be correlated and this is the reason LME is used in this
study, and month is selected as the random effect. Also, the measurements for different stations are
inter-dependent. Different locations can affect each other’s measurements, depending on their distance.
Therefore, there is spatial dependency in in situ observations. To consider both random and fixed
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effects in the regression, a LME model approach was selected to handle the repeated measurements
and also the spatial autocorrelation of in situ observations.

Separate LME models were developed between the logarithmic scale of in situ chl-a and SDD with
selected individual bands or band ratios of MERIS atmospherically corrected reflectance. The models
were then used to predict chl-a and SDD over Lake Erie at different times. A LME model allows the
prediction to be made at the outermost level (level = 0: predictions only based on fixed effects, as it
would be in a standard regression model), and the innermost level (Level ‰ 0: predictions based on
estimated random and fixed effects).

2.5. Accuracy Assessment

Cross validation was performed to assess the accuracy of derived chl-a and SDD estimates.
Ten rounds were repeated by splitting the in situ measurements into training (70%) and testing (30%)
datasets. The model performance indicators were reported as the average over the iterations. The mean
bias error (MBE) and the root mean square error (RMSE) were used as the model performance indicators
to describe chl-a and SDD retrieval accuracies. The MBE, and RMSE statistics are defined as follows:

RMSE “
b

meanr`xpri ´ xobsi

˘2s (2)

MBE “ mean
`
xpri ´ xobsi

˘
(3)

where xpri is the predicted value, and xobsi
is the observed value of the quantity which is measured

in the field. Predicted and observed values should have the same scales. Therefore, the calculation
of RMSE and MBE in logarithmic scale were performed on log-transformed in situ observations
(algorithms’ output were already in the logarithmic scale). The RMSE is a comprehensive metric as it
combines the mean and variance of the error distribution into a single term [34]. MBE also reveals the
systematic errors [18].

Statistical analyses including: (1) finding the best band ratios using the MERIS atmospherically
corrected reflectance, based on correlation with in situ observations; (2) development of LME models
(regression method) based on selected band ratios and in situ observations; and (3) cross validation
were performed in the R programming language (Version 3.2.1) [35].

3. Results

3.1. Lake Erie Optical Properties

Descriptive statistics of various bio-optical parameters measured in Lake Erie over the 2004–2012
period are summarized in Table 3.

Table 3. Descriptive statistics of in situ measurements for Lake Erie (2004–2012). N is the number of
times samples were collected at stations. St. dev. is standard deviation. Chl-a is in mg¨ m´3 and total
suspended matters (TSM) is in g¨ m´3, aCDOM in m´1, and Secchi disk depth (SDD) in m.

N Min Max Mean St. dev.

Chl-a 190 0.20 70.10 4.27 7.82
TSM 190 0.18 50.50 5.75 8.00

aCDOM 160 0.04 2.36 0.31 0.33
SDD 117 0.20 11.00 3.69 2.68

Figure 2 shows the contribution of different water constituents to water clarity in Lake Erie by
investigating correlations between the concentrations of chl-a and TSM, and also absorption of CDOM
in 440 nm (aCDOM(440)) with the measured SDD. The graphs reveal that the concentrations of chl-a,
TSM, and aCDOM(440) are correlated with SDD over the period of measurements. TSM and to a lesser
extent CDOM are important contributors to water clarity observed in Lake Erie with coefficient of
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determination (R2) values of 0.67 and 0.54, respectively. There is a low correlation between in situ
measured chl-a and TSM demonstrating that these CPAs are non-covarying and independent.

Figure 2. Relationships between in situ SDD and three bio-optical parameters of the water: chl-a (a);
TSM (b); and aCDOM(440) (c); Relationship between in situ chl-a and in situ TSM is also shown (d).

The relative contribution of TSM compared to CDOM can be reduced in microtidal estuaries, or
depending on the bathymetry of the lake [36]. In shallow Lake Erie, re-suspension of bottom sediments
leads to higher water turbidity. Also, the Detroit and Maumee rivers contribute large sediment loads
into the western basin of the lake. Kemp et al. (1997) identified the regions off Long Point and the
mouths of these two rivers as the points of highest sedimentation rates in the lake [37]. The study of
Binding et al. (2012) identified these zones as the highest turbid areas in the lake, confirming that TSM
plays a major role in optically complex Lake Erie [1].

Based on the results presented in Table 3 and in Figure 2, Lake Erie can be classified as a typical
Case II water system where other water constituents play a major and independent role in its low
water clarity, besides chl-a concentration. Therefore, red and NIR reflectances are consistently the
most reliable and expedient remote sensing variables in predictive algorithms for chl-a concentrations
assessments in Lake Erie [11]. Figure 3 shows the probability density function (PDF) of in situ chl-a
and SDD in Lake Erie. The PDFs for both variables demonstrate a lognormal distribution. Therefore,
logarithmic transformations of chl-a concentration and SDD are used to develop the regressions.
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Figure 3. Probability density function of in situ chl-a (a) and SDD (b) in Lake Erie.

3.2. Linear Mixed Effect Models Calibration

The natural variation of the water quality parameter being measured determines the required
period of concurrency between satellite overpasses and in situ observations [38]. In this study,
satellite images were selected in a 2-day time window of in situ data collection. Using this criterion
resulted in 16 MERIS CC L2R images being available for analysis. Applying defined flags produced
117 (60) pairs of atmospherically corrected reflectance and in situ chl-a (SDD) observations.

Pearson correlation (R) coefficients were calculated from MERIS bands or band ratios against the
logarithmic scale of chl-a concentration and SDD measurements to select the best band or band ratios for
the regression analysis of chl-a and SDD, separately. Figure 4 shows the range of correlation coefficients
between the parameters of interest (chl-a and SDD) in logarithmic scale and both individual bands and
band ratios of atmospherically corrected reflectance. The ratio of B07:665 nm to B09:708.75 nm has the
highest correlation with chl-a concentration (R = ´0.68) and the ratio of B13:865 nm to B10:753.75 nm
the weakest correlation (R = ´0.14). The highest and lowest correlation coefficients between SDD
measurements and individual spectral bands or the ratio of them are observed for the band ratio of
B06:620 nm to B04:510 nm (R = ´0.90) and ratio of B04:510 nm to B02:442 nm (R = ´0.16), respectively.
From this analysis, band ratio B07:665 nm to B09:708.75 nm and band ratio of B06:620 nm to B04:510
nm were selected to investigate their predictive capability in estimating chl-a concentration and SDD,
respectively, using LME regression models.

Figure 4. Correlation coefficients between MERIS atmospherically corrected reflectance ratio and in situ
chl-a (a) and between MERIS atmospherically corrected reflectance ratio and in situ SDD (b) R1 and R2
represent nominator and denominator, respectively. Values along the diagonal line from lower left to
top right indicate correlation with reflectance of a single wavelength.
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Resulting scatterplots of selected band ratios against in situ data are shown in Figure 5 for chl-a
concentration and SDD measurements.

Figure 5. Scatter plots between selected MERIS atmospherically corrected reflectance ratio and in situ
chl-a (a) and between selected MERIS atmospherically corrected reflectance ratio and in situ SDD (b).

The LME models were developed from the relationships between selected band ratios and the
logarithmic scale of chl-a and SDD. The month of in situ data collection represented the random
effect due to repeated measurements in time. Random slopes and intercepts were considered for
each group of measurements in a single month. Goodness of fit (r-squared; R2) for the outermost
and innermost levels of prediction was 0.49 and 0.56 for chl-a and 0.78 and 0.83 for SDD, respectively.
Therefore, the innermost level of predictions was used to predict chl-a concentration and SDD,
with different values of slope and intercept for each month. The model developed for chl-a has average
values of ´1.16 (standard deviation: 3 ˆ 10–5, standard error: 0.1) and 2.44 (standard deviation: 0.12,
standard error: 0.2) for slope and intercept, and the model developed to predict SDD has average
values of ´1.04 (standard deviation: 0.09, standard error: 0.08) and 0.99 (standard deviation: 0.05,
standard error: 0.08) for slope and intercept. The estimated slope and intercept values for both models
are significant (p < 0.005). The derived models are summarized using only the fixed effects as follows:

log10 pchl_aq “ B07 p665 nmq
B09 p708.75 nmq ˆ p´1.16q ` 2.44 (4)

log10 pSDDq “ B06 p620 nmq
B04 p510 nmq ˆ p´1.04q ` 0.99 (5)

3.3. Evaluation of Linear Mixed Effect Models

The model performance indicators were derived for both models. Chl-a concentration is estimated
with RMSE and MBE values of 0.31, and 0.018, respectively, in a logarithmic scale (N = 117; in the
actual scale of chl-a: RMSE = 2.48 mg¨ m´3, MBE = ´0.58 mg¨ m´3). SDD is predicted with RMSE
value of 0.19 and MBE value equal to 0.006 in a logarithmic scale (N = 60; in the actual scale of SDD:
RMSE = 1.40 m, MBE = ´0.25 m). Comparisons between the measured and predicted log10chl-a and
log10SDD using the LME models show that the values are in close agreement with paired observations,
mostly evenly distributed along the 1:1 line (Figure 6). The chl-a model is, however, not sensitive
enough to detect changes in low concentrations (below 0.1 in logarithmic scale, ca. 1 mg¨ m´3) and,
as a result, the predicted values are not showing the variations corresponding to the small amount of
in situ chl-a concentration measurements.
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Figure 6. Comparison between MERIS estimates of chl-a (a) and SDD (b) using LME models and in situ
measurements for Lake Erie. The solid diagonal line is the 1:1 line.

3.4. Spatial and Temporal Variations of Chl-a and SDD

The average chl-a concentration and SDD for each month between 2005 and 2011 are shown in
Figures 7a and 8a. In situ data in 2004 were only collected in September, and the values were not
estimated for the months before September. Also, the Envisat satellite stopped operating in April 2012,
hence there were no full year time series estimated for 2004 and 2012. These years were therefore
disregarded in the time series analysis below. The statistics related to the number of available pixels
for each month is included in Figure 7a, which are the same for SDD measurements.

The three basins of Lake Erie are characterized by distinct physical, chemical, biological,
and optical properties. The highest chl-a concentrations and turbidity are experienced in different
times of the year for each basin. The western basin always experiences a more intense algal
bloom compared to the two other basins, with the most and least concentrations in September
(6.62 ˘ 4.67 mg¨ m´3)–October (4.83 ˘ 3.67 mg¨ m´3) and June (2.39 ˘ 3.68 mg¨ m´3), respectively.
Lake Erie’s central basin experiences spring bloom in April (2.08 ˘ 0.67 mg¨ m´3) and a more intense
bloom in fall (October: 2.80 ˘ 0.79 mg¨ m´3). The eastern basin shows the least chl-a concentrations
of the three basins, and its highest algal intensity occurs in summer (August, 1.78 ˘ 1.27 mg¨ m´3).
Some more specific areas of the lake are affected by prolonged intense algal bloom, including Maumee
Bay, Sandusky Bay, Rondeau Bay and Long Point Bay. The highest SDD values for the full lake
are estimated in July (5.38 ˘ 1.16 m), whereas the lowest SDD estimates are observed in March
(2.44 ˘ 1.20 m) and October (2.52 ˘ 1.13 m). There is also a north-south gradient noticeable in both
chl-a concentration and SDD in western Lake Erie.

Standard deviations of chl-a (Figure 7b) and SDD (Figure 8b) were also calculated for each
month (March to October) to show variations of log10chl-a and log10SDD from the average values.
Figures 7 and 8 show that the greatest variability occurs in the western basin for both log10Chl-a and
log10SDD, with its largest variability in March. The least variations in chl-a concentration and SDD
patterns occur in the offshore areas and eastern basin.
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Figure 7. Chl-a average (Avg, (a)) and standard deviation (St.Dev., (b)) in log10 scale from March to
October for the study period (2005–2011). The statistics shown on the left figures are related to the
number of available pixels for each month.
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Figure 8. SDD average (Avg, (a)) and standard deviation (St. Dev., (b)) in log10 scale from March to
October for the study period (2005–2011). The number of available pixels for each month is shown in
Figure 7a.
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4. Discussion

4.1. Linear Mixed Effect Model Results

Our study agrees with previous studies to the effect that Lake Erie is to be considered as a Case
II water. O’Donnell et al. (2010) employed modern instrumentation to measure IOPs and AOPs
in the western basin of Lake Erie. The study also concluded that the characterization of IOPs and
AOPs supports the fact that the western basin of Lake Erie is an optically complex Case II system.
Therefore, in such case, red and NIR band ratios are the most reliable predictors in regression algorithms
to estimate chl-a concentration in Lake Erie. Results from the LME models calibration show that the
band ratio of B07:665 nm to B09:708.75 nm is highly negatively correlated with the variations of chl-a
concentration in Lake Erie. Gitelson et al. (2007) applied a two-band model, as the special case of
a conceptual three-band model [39], to the turbid (Case II) waters of Chesapeake Bay to estimate
chl-a concentration [40]. The tuning process found the ratio of 720 nm to 670 nm as the optimal
spectral band ratio, with the maximal R2 of 0.79 in a positive correlation. Water samples collected
from Chesapeake Bay contained widely variable chl-a concentrations (9 to 77.4 mg¨ m´3), when SDD
ranged from 0.28 to 1.5 m. Duan et al. (2010) also found the band ratio of 710/670 nm to be positively
correlated with chl-a concentration in eutrophic Lake Chagan with R2 = 0.70. Chl-a concentration
in this lake was between 6.40 and 58.21 mg¨ m´3 and SDD rarely exceeded 0.50 m [11]. Simis et al.
(2005, 2007) correlated the absorption of chl-a to MERIS band ratio of 708.75 to 665 nm for turbid,
cyanobacteria-dominated lakes in the Netherlands and Spain. Hicks et al. (2013) reported that the
logarithmic scale of SDD measurements and logarithmic scale of Landsat 7 ETM+ band ratio of
B01(0.450–0.515 nm)/B03(0.630–0.690 nm) were positively correlated with a high correlation (R = 0.82).
This study was conducted for shallow lakes (ranging from 1.8 to 8.7 m depth) in the Waikato region in
New Zealand, with SDD in situ observations varying between 0.005 and 3.78 m [41]. In our study, the
highest correlation between MERIS band ratios and SDD variations in Lake Erie was estimated for the
band ratio of B06:620 nm to B04:510 nm.

The selected band ratios were used to develop two separate LME models to estimate chl-a
concentration and SDD in Lake Erie. The models were evaluated using the testing data in a cross
validation approach. Results showed that LME model was in a high agreement with the chl-a in situ
observations with RMSE and MBE values of 0.31, and 0.018, respectively, in a logarithmic scale.
The overestimation of chl-a concentration derived from the LME model can be attributed to the
contribution of TSM in the red/NIR region of the spectrum that is not necessarily correlated with chl-a
concentration. In turbid waters such as Lake Erie, the signals measured in the red and NIR regions
can no longer be attributed to the chl-a concentration absorption and fluorescence and water alone,
while TSM can also confound the signal [1]. Although, formation of blooms in a thick surface layer can
dominate the reflectance and eliminate much of the contribution of TSM to reflectance [42]. The LME
model is particularly overestimating while not showing sensitivity to chl-a values lower than 0.1 in
logarithmic scale (see Figure 6a). Binding et al. (2013) assessed the sensitivity of maximum chlorophyll
index (MCI; measures a peak in red/NIR region near 708 nm relative to a baseline which is drawn
between two suitable wavelengths) to mineral sediments. The modeling results in this study suggested
that the sensitivity of MCI to mineral turbidity particularly increases at low chlorophyll concentrations
when mineral sediments can contribute to reflectance and lead to substantial increase in the resulted
MCI [42]. This study derived a strong linear relationship between in situ MCI and chl-a concentration in
Lake Erie with R2 value of 0.70, suggesting a minimal contamination of the MCI signal from sediments
under intense surface algal blooms [42]. A blue/green band ratio algorithm was tested for western
basin Lake Erie in Ali et al. (2014) and resulted in R2 value of 0.46. For chl-a concentrations below 6
mg¨ m´3, a closer 1:1 relationship with the in situ measurements was derived [43]. However, Witter et
al. (2009) found systematic overestimation of low chl-a concentration in the western basin of Lake Erie
applying regionally calibrated quadratic algorithms (employing blue/green bands as the predictor)
on SeaWiFS imagery. Therefore, the difficulties associated with estimation of chl-a using blue/green
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band ratio algorithms in turbid, optically complex waters is demonstrated. In this region of spectrum,
CDOM confounds the signals as well as TSM and chl-a concentrations [44].

Moore et al. (2014) applied a blending approach, to manage the selection between two band ratio
algorithms in the blue/green and red/NIR regions, based on the optical water type classification of
Lake Erie. RMSE and MBE values were 0.32, and 0.023 in logarithmic chl-a units [18]. Sá et al. (2015)
evaluated CC chl-a products including: OC4, NN, and merged products, for the Western Iberian coast.
The uncertainty estimation analysis was presented on the logarithmic scale of chl-a (0.249 < RMSE <
0.278, 0.139 < MBE < 0.200; for 3-hour time intervals) [45]. The derived LME model for SDD estimation
resulted in RMSE and MBE values of 0.19, and 0.006, in logarithmic units. Wu et al. (2008) estimated
SDD in Poyang Lake in China from two multiple regression models. The models were developed
using spectral bands of Landsat TM and MODIS, separately. In both models the blue and red bands
were used in the regression. The logarithmic scale of SDD was predicted with RMSE values of 0.20
and 0.37 for the models, respectively [14]. Results from our study indicate that the LME models can be
used to derive the bio-optical quantities; the models provide accuracies comparable to that of other
studies. A good agreement between the selected band ratios (B07/B09 for chl-a and B06/B04 for
SDD) of atmospherically corrected CC L2R MERIS data and in situ measurements of chl-a and SDD in
logarithmic scale were derived for Lake Erie for the 2004–2012 study period.

4.2. Interpretation of Spatial and Temporal Variations in Chl-a and SDD

Monthly maps of chl-a concentration and SDD for Lake Erie (Figures 7 and 8) show that
Maumee Bay, Sandusky Bay, Rondeau Bay and Long Point Bay have persistent intense algal
blooms. These specific areas are known to experience cyanobacteria blooms due to constant nutrient
enrichment [1]. Maumee River drains a large watershed which is dominated by agricultural fields,
and also is a tributary of the largest storm runoff within the Lake Erie basin [46,47]. There was also a
north-south gradient in western basin for chl-a concentration and SDD estimations. This gradient can
be explained by inflows from the Detroit River. The Detroit River is a major source of flows from the
upper Great Lakes into Lake Erie, which carries contaminated sediments and nutrients from a highly
urbanized and industrialized watershed into western Lake Erie [1,48]. However, the comparatively
clearer water that is carried through this river from the upper Great Lakes can create the north-south
gradient in Lake Erie [1]. Also, Dolan (1993) reported that municipal phosphorus loads from US
sources have a higher magnitude compared to the Canadian ones during the period 1986–1990 [49].
Therefore, if the same trend of phosphorus loads in those years occurs during the time period of
this study, the observed differences between north and south near-shore algal productivity can be
enlightened [1].

Re-suspension, shoreline erosion and loading from different sources such as rivers are among
the most important factors influencing SDD estimates. Wind, as the primary source of kinetic
energy, affects the sediment redistribution in the water column in Lake Erie [50]. The high-energy
and short-lived winter storms are a characteristic of Lake Erie wave climate that interrupts a long
period of relative calm weather [47]. These strong storms usually occur before the lake freezes
(in October, November, and December) and also in spring after ice break-up (March and April) [1].
However, it should be noted that the depth of the lake directly affects the amount of kinetic energy
generated by wind. In other words, the re-suspension of sediment loads generated by wind in the
shallower areas can be more pronounced than in the deeper areas of Erie. Comparing SDD estimates
(Figure 8) with lake depths in Figure 9, it can clearly be seen that the deeper areas are relatively clearer,
while the shallow areas are more turbid. The maximum depth of the western basin is only 11 m [51].
Hence, being the shallowest area, the western basin is the most vulnerable to physical processes such
as re-suspension. Therefore, re-suspension of TSM can result in a prolonged constant turbidity in
West Erie basin. Rivers and streams can supply suspended matters to the lake; and result in SDD
reduction. The Detroit River (1.6 million tons/year) and the Maumee River (1.2–1.3 tons/year) have
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the major role in loading fine-grained sediments into Lake Erie [52]. Rainstorms can even strengthen
the contribution of river discharges to load sediments in the lakes [53].

Figure 9. Bathymetry of Lake Erie (source: NOAA).

The largest variations in chl-a concentration (Figure 7) and SDD (Figure 8) occur in the western
basin in March. This area of the lake is the estuary of the Detroit River and close to Maumee Bay
and Sandusky Bay. Precipitation and runoff during this time of year, after the ice break-up period
on the lake, cause more variations in nutrient availability and water column re-suspension effect on
algal biomass and lake turbidity. The offshore areas and eastern basin have the least variations in
chl-a concentration and SDD patterns. These lake sections appear to experience low fluctuations in
the availability of required resources for algal bloom such as nutrients. Also, eastern basin of Lake
Erie is the deepest with an average depth of 24 m (max depth = 64 m). Physical processes such as
re-suspension have the least effect on the turbidity and its variations in the deep parts of the lake,
as opposed to the shallow western basin.

Meteorological forcings can also have an impact on the magnitude and timing of blooms.
In general, a temperature increase leads to higher rates of photosynthesis and therefore to a
greater phytoplankton growth rate under adequate resource supplies such as nutrients and light.
Light-limited photosynthesis rate is insensitive to temperature, whereas a light-saturated one increases
with temperature [54]. The resource availability of light and nutrients can be accompanied by
vertical mixing. Therefore, the seasonal cycles of stratification and wind-induced vertical mixing
are the key variables that condition the growth rate of phytoplankton in the water column [54].
Stratification results in a nutrient-depleted condition at the water surface, when the upward flux of
nutrients from the deep water layers is suppressed. Also, the overall impact of windiness decreases
light availability in the lower depth due to re-suspension of sediments [54]. As a result, the balance
found between meteorological forcings, which sometimes can have opposite effects, is one of the
driving factors determining the bloom condition. Phytoplankton production is a complex function
and can be controlled by resources dynamics, species composition, and predator–prey interactions in
the ecosystem [54].

4.3. Limitations and Uncertainties of the Applied Linear Mixed Effect Model on MERIS

The influence of other existing particulates in a Case II water, such as CDOM and TSM, will be
significantly decreased employing the chosen wavelengths to develop the chl-a LME model, as opposed
to empirical blue-to-green band ratio algorithms. The absorption of CDOM is greatest in the blue
region and certainly decreases exponentially with increasing wavelength, being near negligible in
the NIR for the majority of the Great Lakes waters [1]. The wavelengths (665 and 708.75 nm) have
a minimal sensitivity to other CPAs, but the absorption and scattering of suspended matters can
still interfere within the chl-a algorithm selected wavebands. Increasing sediment loads result in the
reflectance peak to move from blue to green to red in turbid waters [55]. Therefore, the semi-empirical
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models need to be tuned for each water body of interest characterized by different optical properties,
in order to obtain the optimized wavelengths that can discriminate algal from suspended matters, and
result in improved retrieval accuracy. Binding et al. (2012) presented a method to discriminate algal
from particulate matters. The method simultaneously extract algal and suspended matters for Lake
Erie from red and NIR bands of MODIS-Aqua sensor. The study resulted in estimated concentrations
in close agreement with in situ observations with RMSE and R2 values of 2.21 mg¨ m´3 and 0.95 for
chl-a and 1.04 g¨ m´3 and 0.91 for TSM, respectively [1].

In addition, one has to consider that there is a relatively higher level of errors in computing remote
sensing reflectance at longer wavelengths. Water absorption in red-NIR is strong and produces less
remote sensing reflectance and, accordingly, a lower signal-to-noise ratio. This error is even higher
in the case of clear waters where there is a low concentration of CDOM and TSM to produce remote
sensing reflectance [1]. In Lake Erie, however, the contribution of suspended and dissolved matters
in remote sensing reflectance is high enough to allow the use of the proposed wavelengths from this
study and produce a strong agreement between the modeled and observed values.

Atmospheric corrections are a critical step over water bodies, since the radiance signal emerging
from the water column is much less than that of land. Atmospheric corrections become even more
challenging in highly turbid inland and coastal waters where the ‘black pixel’ assumption of negligible
water-leaving radiance in the near-infrared (NIR) is no longer valid due to scattering from suspended
matters [50]. Thus, typical atmospheric corrections fail and other schemes based on radiative transfer
models or other approaches are required [13]. The accuracy of atmospheric correction algorithms
used in different models is very important to evaluate the satellite-derived water quality products.
However, in a band ratio algorithm with bands near each other, atmospheric effects are normalized [13].

In the northern part of the western basin of Lake Erie, benthic algae can be seen at the surface
when the water is clear enough. Consequently, in some remote sensing methods, benthic algae can
contribute to the remote sensing reflectance [1]. In the present study, however, there is no need to
distinguish benthic algae from surface algae. The rapid in-water attenuation of the wavelengths
selected in this study for chl-a model means that the remote sensing reflectance in these wavelengths
originates mostly from the upper 30 cm of water column in the lake (depends on the diffuse attenuation
coefficient) [50]. Therefore, there is no contribution of reflectance from algae at the bottom of the lake
or subsurface. The estimated chl-a concentration is attributed to the surface or near surface algae
even in the shallow areas or sections of the lake with clear water. The in situ samples to measure
chl-a concentration in Lake Erie were collected from the surface mixed layer. There is a constant
relationship between chl-a concentration at the surface and the one averaged over the mixed layer,
as Lake Erie is shallow and exposed to strong wind-driven mixing to create a mainly mixed water
column condition [50].

In situ data are required for algorithm evaluation purposes and also for parameterizing the LME
models. The water quality parameters measured in the field can change at a scale smaller than that
of the satellite image pixel resolution (300 m for MERIS), especially in Lake Erie due to different
river inputs and wind effect. Thus, multiple measurements around stations are necessary to consider
spatial heterogeneity. Also, the time lapse between satellite overpasses and in situ data collection may
characterize a large change in the water quality parameter magnitude. The extent of these variations
depends on the particular condition in the water body and defines the time window to be considered
between satellite and in situ measurements. A time window of 3 h between satellite overpass and
in situ data collection is recommended for open ocean waters [56]. However 2-day time window
was selected for inland waters of Lake Erie to increase the number of matchups for validation and
training purposes. There are also some uncertainties associated with in situ data collections. Over- or
underestimation of chl-a concentration measurements in the field is inevitable when the collected
samples contain all of the pigments, due to spectral absorption overlaps [57–60]. SDD measurements
are subjective and may vary depending on the operator’s ability. In shallow water bodies, disk contrast
disappears at a shorter depth due to bottom reflections. Also, the disk can reach the bottom of the
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shallow parts of the lake without disappearing [28], which is not the case in Lake Erie as the depth
measured in the survey was always larger than SDD [1].

Although MERIS is no longer active, the upcoming Sentinel-3a and b satellite missions of ESA,
which will each carry the OLCI (Ocean and Land Colour Instrument) sensor (heritage of MERIS),
will mark a new era in the measurement of lake water quality parameters from space. OLCI has an
optimized design to minimize sun-glint and will provide 21 spectral bands compared to the 15 bands
available from MERIS. Therefore the band ratio selection is between a larger numbers of bands that are
improved with regards to radiometric correction.

5. Conclusions

This paper presented and assessed a remote sensing approach that utilizes spectral bands in the
red and NIR portions of the spectrum to estimate chl-a concentration, and visible bands to determine
SDD from MERIS images obtained over Lake Erie for the 2004–2012 period. LME models were
developed based on the selected bands and in situ measurements. This method presents advantages
over the traditional regression models that are only based on fixed effects, and that do not consider the
correlation that stems from repeated measurements in space and time. Also, the LME models for chl-a
and SDD are semi-empirical models that, unlike the semi-analytical models, do not require detailed
knowledge of the IOPs of the CPAs in water.

Despite the limitations of remote sensing methods, they can still be considered as providing
a complementary approach for the estimation of parameters related to water optical properties for
many lakes over large areas and with frequent temporal coverage. Measurements at an acceptable
frequency are required in order to discern potential water quality problems associated with the lake.
In situ measurements of water quality parameters at sufficient temporal and spatial resolutions are,
on the other hand, problematic due to field logistics and extended periods without sampling as a
result of changes in funding priorities by agencies. Remote sensing has the potential to infer the lake
bio-optical/water quality parameters overcoming these concerns.
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The following abbreviations are used in this manuscript:

BEAM Basic ERS & ENVISAT (A)ATSR MERIS
CC CoastColour
CDOM Colored Dissolved Organic Matters
Chl-a Chlorophyll-a
CPA Color-Producing Agent
ESA European Space Agency
IOP Inherent Optical Property
LME Linear Mixed Effect
MBE Mean Bias Error
MCI Maximum Chlorophyll Index
MERIS Medium Resolution Imaging Spectrometer
MODIS Moderate-resolution Imaging Spectrometer
NLET National Laboratory for Environmental Testing
OLCI Ocean and Land Colour Instrument
RMSE Root Mean Square Error
SDD Secchi Disk Depth
TSM Total Suspended Matters
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Abstract: Suspended particles in waters play an important role in determination of optical properties
and ocean color remote sensing. To link suspended particles to their optical properties and thereby
remote sensing reflectance (Rrs(λ)), cross-sectional area is a key factor. Till now, there is still a lack of
methodologies for derivation of the particle cross-sectional area concentration (AC) from satellite
measurements, which consequently limits potential applications of AC. In this study, we investigated
the relationship between AC and Rrs(λ) based on field measurements in the Bohai Sea (BS) and Yellow
Sea (YS). Our analysis confirmed the strong dependence of Rrs(λ) on AC and that such dependence is
stronger than on mass concentration. Subsequently, a remote sensing algorithm that uses the slope of
Rrs(λ) between 490 and 555 nm was developed for retrieval of AC from satellite measurements of
the Geostationary Ocean Color Imager (GOCI). In situ evaluations show that the algorithm displays
good performance for deriving AC and is robust to uncertainties in Rrs(λ). When the algorithm
was applied to satellite data, it performed well, with a coefficient of determination of 0.700, a root
mean squared error of 2.126 m−1 and a mean absolute percentage error of 40.7%, and it yielded
generally reasonable spatial and temporal distributions of AC in the BS and YS. The satellite-derived
AC using our algorithm may offer useful information for modeling the inherent optical properties
of suspended particles, deriving the water transparency, estimating the particle composition and
possibly improving particle mass concentration estimations in future.

Keywords: particle cross-sectional area; remote sensing; retrieval model; the Bohai Sea and Yellow
Sea; Geostationary Ocean Color Imager (GOCI)

1. Introduction

Suspended particles are an important type of matter in coastal and oceanic waters because
of their significant roles in marine physical and biogeochemical processes [1,2]. More specifically,
sunlight entering the near surface of the sea is attenuated by suspended particles due to absorption
and scattering. This process significantly impacts the depth of penetration of sunlight into the sea,
which regulates marine primary production [3,4]. At the same time, certain fractions of sunlight are
scattered backward by suspended particles to emerge from the sea surface. This backscattered light
is the essential foundation of ocean color remote sensing for monitoring of suspended particles,
water transparency, turbidity, etc., using satellite measurements [5]. Thus, knowledge of the
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properties of suspended particles related to light attenuation is fundamentally important for improved
understanding of water radiative transfer, aquatic photosynthesis processes and ocean color algorithms.

Theoretically, when a photon enters the sea, the probability of the photon interacting with
a particle depends on its cross-sectional area [6,7]. The optical properties (e.g., light attenuation,
scattering and backscattering coefficients) are therefore directly related to the particle cross-sectional
area concentration (AC) [7,8]. Taking the backscattering coefficient bbp(λ) as an example, based on the
assumption of a sphere for particle, the relationship between bbp(λ) and AC is expressed as follows [9].

bbp(λ) = Qbbe(λ)AC (1)

where Qbbe(λ) indicates the backscattering efficiency. Though AC is known to be important for
understanding optical properties of particles, field measurement of AC has been a technical difficulty
in the past. Therefore, mass concentration of total suspended matters (TSM) which can be easily
measured using filtration of water samples in the field is often used by researchers to understand
optical properties [4,6]. However, note that there is no exact theoretical basis between TSM and optical
properties. The observed relationship between TSM and optical properties is actually based on the
correlation of TSM with AC, but such correlation is not stable due to additional impacts of the size
distribution and density of particles [7,8].

In the past decade, field instruments such as digital cameras and laser diffraction (e.g., laser in
situ scattering and transmissometry device, LISST) have gradually made it easier to measure the
AC of suspended particles [10–12]. For instance, volume concentrations of suspended particles in
a given size bin can be derived through inversion of the near-forward scattering measured by a LISST
instrument. Based on information on the distribution of particle volume with size, the AC of suspended
particles can be calculated by assuming a spherical shape and material homogeneity for the particles.
Due to the available measurements of AC, increasing numbers of laboratory and field studies have
been conducted in recent years to investigate the impacts of AC on the optical properties of particles
under various conditions (e.g., flocculation and phytoplankton bloom) [8,9,11–15]. These studies have
clearly showed that the optical properties of suspended particles strongly depend on AC, and this
dependence is stronger than TSM. For instance, Hatcher et al. [11] observed that for suspension of
aggregates (>10 μm), although a drop in TSM was noted and caused poor correlation between bbp(λ)
and TSM, the linear relationship between bbp(λ) and AC still performed well. In two typical shallow
and semi-enclosed seas, namely, the Bohai Sea (BS) and the Yellow Sea (YS), Wang et al. [15] also found
that AC is strongly related to both attenuation coefficient and bbp(λ) (coefficient of determination
R2 > 0.90). Meanwhile, LISST measurements of volume concentrations of suspended particles in
a given size also enable determining more biogeochemical information about particles, such as particle
size distribution and density; and thus to better understand optical properties of particles [9,15,16].

As the improvement in knowledge of controlling factors (e.g., AC, particle size distribution
and density) of optical properties of particles, some studies have attempted to derive more plentiful
biogeochemical properties of particles from satellite observations in addition to TSM, such as particle
size distribution [17]. For AC, several studies have also examined its relationship with remote
sensing reflectance (Rrs(λ)), and compared with that between Rrs(λ) and TSM [7,8,14,18]. For instance,
during a laboratory experiment, Bale et al. [18] observed that when the size of the suspended particles
varied from large to fine, Rrs(λ) increased 10-fold despite the constant value of TSM, while such
increases in Rrs(λ) were strongly correlated with AC, showing a R2 value of 0.897. Meanwhile, based on
field observations, Mikkelsen [8] showed that reflectance spectra are highly dependent on AC rather
than TSM. Similarly, using in situ measurements in shelf seas and estuaries, Bowers & Braithwaite [7]
claimed that reflectance is more closely linked to the AC of suspended mineral particles (mainly in
flocculation conditions) than they are to TSM, with R2 values of 0.82 and 0.53 with AC and TSM,
respectively. At this stage, we must note that although previous studies have examined the relationship
between Rrs(λ) with AC, and provided clear evidence indicating a closer relationship between Rrs(λ)
with AC than TSM. There is still a lack of methodologies for successful derivation of AC from satellite
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measurements. This gap consequently limits potential satellite applications of AC, such as modeling
of the inherent optical properties of particles, detecting water turbidity, and retrieval of particle
composition, among others.

In this study, we mainly focus on the development of the AC estimation model. Based on an in
situ dataset composed of AC of particles derived from LISST measurements and the corresponding
Rrs(λ) collected during three cruises in the BS and YS, we firstly investigated the relationships between
AC and Rrs(λ) and evaluated the capability of several spectral indicators of Rrs(λ) for derivation of AC.
Consequently, a remote sensing algorithm was proposed for mapping AC in the BS and YS from ocean
color data, and potential satellite applications of AC were further discussed.

2. Materials and Methods

2.1. Study Area and Sampling

The data used in this study were collected during three cruises in May 2014, November 2014
and August 2015 in the BS and the YS aboard the R/V Dongfanghong 2 (Figure 1). The BS is known
as a shallow (average depth of 18 m) and highly productive inner sea of China [19]. A notably large
amount of mineral-rich particles carried by the Yellow River flows into the BS. Additionally, in the
past several decades, the BS has been strongly impacted by human activities because of the rapid
proliferation of surrounding industries, agriculture, aquaculture and domestic sewage [19]. The YS
is one of the largest marginal seas in the western North Pacific, with an area of 380,000 km2 and
an average water depth of 44 m. The YS is semi-enclosed by the contiguous lands of China in the west
and Korea in the east and is connected with the BS through the Bohai Strait. Because of freshwater
discharge from inland rivers carrying abundant nutrients and sediments and water mixing driven
by winds and tides, water properties in the YS are regionally and seasonally varied over a wide
dynamic range [20,21]. In addition, the YS is influenced by industrial pollution, agricultural runoff,
and domestic sewage [21].

Figure 1. Locations of sampling stations in the Bohai Sea and the Yellow Sea during three cruises in
2014 and 2015. Colors indicate water depth.

At each sampling station, a profiling package was used to measure various water properties.
This package includes a Sequoia Scientific LISST-100X (type C) for determining the particle size
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distribution (PSD), a Seabird SBE911P conductivity-temperature-depth (CTD) profiler for measuring
the hydrological characteristics of the water column, and other optical instruments (i.e., a WET labs
AC-S and a HOBI Labs Hydroscat-6) used to determine the inherent optical properties of water.
The profiling package was immersed in surface waters for several minutes to equilibrate the sensor
temperature and the seawater temperature, and was subsequently slowly (0.2 m·s−1) lowered from the
surface to 2–3 m above the bottom to measure a vertical profile. We used only downcast measurements
for data analysis to avoid perturbations of the package on the water column. At the daytime stations,
a Satlantic Hyper-Profiler II radiometer was used to derive Rrs(λ). Similarly, this instrument was also
stabilized at the surface water for several minutes to reduce the influence of temperature differences
between sensor and water. This process also allowed the instrument to drift further away from the
ship to avoid the ship’s shadow. Using a hand-controlled cable, we lowered the instrument from the
surface in vertical free-fall mode until it reached the euphotic layer, which is defined as the depth
with 1% surface photosynthetically active radiation [22]. The downcast measurements were used in
determining of Rrs(λ). In addition, surface water samples for measurement of TSM concentrations
were simultaneously collected using 12-liter Niskin bottles mounted on a CTD/rosette system. In total,
86 surface samples with good quality were obtained that incorporated all measurements from the
profiling package, Hyper-Profiler II and TSM concentrations.

2.2. In Situ Data Measurements

The cross-sectional area concentration AC values were calculated from field measurements of the
volume scattering function using a LISST-100X Type-C particle size analyzer (Sequioa Scientific Inc.,
Bellevue, WA, USA). In brief, this instrument records the light scattering of particles at a wavelength of
670 nm at 32 logarithmically spaced scattering angles in the near-forward direction [10]. The volume
concentrations with mean diameters of 32 particle size bins (range: 2.5–500 μm) are determined
through inversion of the angular forward-scattering pattern based on Mie theory calculations [23].
By assuming the particles as spherical, the cross-sectional area concentration of particles of each size
class was calculated as

ACi =
3

2Di
VCi, (2)

where ACi, Di and VCi denote the cross-sectional area concentration, mean diameter and volume
concentration of particles in size bin i, respectively. As reported in previous studies [9,24],
measurements from the LISST instrument usually show significant instability at the smallest and
largest size ranges. These instabilities are possibly caused by the presence of particles that are smaller
and larger than the measured size range and that of the smallest size ranges might also be associated
with stray light [25]. Therefore, the data from the first and the last size bins, which respectively
correspond to the smallest and the largest size ranges, were excluded from our analysis. The total
cross-sectional area concentration AC was subsequently obtained as

AC =
31

∑
i=2

ACi, (3)

where i ranges from 2 to 31 with corresponding values of 3.2 μm ≤ Di ≤ 390 μm.
Remote sensing reflectance Rrs(λ) values were determined using measurements from the

Hyper-Profiler II (Satlantic Inc., Halifax, NS, Canada). This instrument includes three inter-calibrated
radiometers, i.e., a deck sensor that measures the above-water surface downwelling irradiance
(Ed(λ, 0+)) and two underwater sensors that respectively measure the vertical profiles of downwelling
irradiance (Ed(λ, z)) and upwelling radiance (Lu(λ, z)). These measured spectra range from 349 to 804 nm
with a mean bandwidth of approximately 3.3 nm. The radiometric measurements were processed to
perform calibration, data filtering, binning and interpolation using the manufacturer-provided software
Prosoft 7.7.16 [26]. Data with tilt angles >5◦ or/and downward velocity >0.5 m·s−1 were excluded
during the processing, and Rrs(λ) was obtained as
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Rrs(λ) =
Lw(λ)

Ed(λ, 0+)
, (4)

where Lw(λ) is the water-leaving radiance determined from the profile of Lu(λ, z) at the upper layer,
as described by Rudorff et al. [26].

In this study, we intended to investigate the utility of ocean color measurements for retrieval of
AC. Recently, the Geostationary Ocean Color Imager (GOCI), the world’s first geostationary ocean color
satellite sensor, has become increasingly popular due to its high temporal resolution. GOCI observes
the Northeast Asian region 8 times within a day from 8:15 to 15:15 local time (temporal resolution of 1
h). In the visible region, GOCI contains 6 bands with central wavelengths of 412, 443, 490, 555, 660 and
680 nm. Therefore, in this study, we resampled the in situ hyper-spectral Rrs(λ) to the GOCI bands
based on the spectral response function.

TSM concentrations were determined gravimetrically by filtration of 0.5–2 L of seawater onto
47-mm Whatman GF/F glass fiber filters [27]. These filters were pre-weighed on a balance with
an accuracy of 0.01 mg and stored in a desiccator before the cruise. Water samples were filtered onto
the pre-weighed filters under low vacuum pressure (<0.01 MPa). After filtration, the filters were
rinsed three times using 50 mL MilliQ water to remove immersed salt and immediately frozen at
−20 ◦C before drying at 105◦ for 4 h in the laboratory. The filters were reweighed on a balance to
obtain the TSM concentrations until the difference between the last two measurements was within
0.02 mg. The TSM concentrations were corrected for the sea salt plus water of hydration retention
using the method proposed by Stavn et al. [28]. The salinity data used for the correction was from the
CTD measurements.

2.3. Satellite Data

Level 1B products of top-of-atmosphere radiance of GOCI (with 8 images per day) in 2015
and during our cruise period in 2014 were obtained from the Korea Ocean Satellite Center (KOSC).
These products were cropped to the BS and the YS and processed to Level 2 data for Rrs(λ) using
the GOCI Data Processing Software (GDPS, version 1.3) set to the default parameters and standard
atmospheric correction [29]. Subsequently, to derive the monthly variations of AC in the BS and the YS,
we produced monthly Rrs(λ) in 2015 from the hourly Level 2 Rrs(λ) using the combined time-series
tool of GDPS.

2.4. Accuracy Assessment

The performance of the AC estimation model proposed in this study was assessed with
comparison between the Rrs(λ)-retrieved AC and those measured values [30]. The coefficient of
determination R2 calculated in the log-log space was used to show how well the derived AC agreed
with the measured values. Two other indicators, the root mean squared error (RMSE) and the mean
absolute percentage error (MAPE), were also used to demonstrate the scatter between the measured
and estimated values, which were calculated as follows [31]:

RMSE =

√√
√
√ 1

N

N

∑
i=1

[yest,i − ymea,i]
2 (5)

MAPE =
1
N

N

∑
i=1

∣
∣
∣
∣
yest,i − ymea,i

ymea,i

∣
∣
∣
∣× 100% (6)

where yest,i and ymea,i represent the estimated and measured AC for the ith sample, respectively,
and N is the total number of samples.
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3. Results

3.1. Data Distributions

The particle concentrations showed wide dynamic ranges and significant variability (Table 1).
The TSM varied from 0.53 to 43.88 g·m−3 with a mean value of 7.60 g·m−3 (standard variation of
7.25 g·m−3). The variation coefficient of TSM was 95.4%. Compared with TSM, the AC showed more
significant variation with a range from 0.12 to 13.00 m−1. The values for the mean, standard variation
and variation coefficient of AC were 1.74 m−1, 2.14 m−1 and 123.0%, respectively. In general, the AC
was log-normally distributed, as shown in Figure 2.

Correspondingly, the remote sensing reflectance Rrs(λ) values of all samples showed large
variations in both magnitude and spectral shape, although the spectral shapes generally appeared
similar (Table 1 and Figure 3). The spectral variability in magnitude and shape of Rrs(λ) were generally
in accord with those reported in previous studies in coastal regions [32,33]. For the majority of samples,
the Rrs(λ) spectra displayed peaks between 550 and 600 nm, whereas the spectral peaks of some
samples mainly collected from offshore waters of the Bohai Strait and YS during late summer and
autumn were shifted to around 490 nm. The in situ hyper-spectral Rrs(λ) were resampled to the GOCI
6 bands according their spectral response functions. The statistics of synthetic GOCI Rrs(λ) at 6 bands
were summarized in Table 1.

Table 1. Statistics of concentrations of total suspended matters (TSM) and cross-sectional area (AC)
and remote sensing reflectance Rrs(λ) from all stations.

Variable Band (nm) Min Max Mean S.D. CV (%)

TSM (g·m−3) 0.53 43.88 7.60 7.25 95.4

AC (m−1) 0.12 13.00 1.74 2.14 123.0

Rrs(λ) (sr−1)

412 0.0006 0.0111 0.0042 0.0030 70.7
443 0.0008 0.0152 0.0060 0.0045 75.2
490 0.0012 0.0217 0.0086 0.0066 76.0
555 0.0010 0.0333 0.0110 0.0094 85.7
660 0.0001 0.0239 0.0045 0.0057 126.1
680 0.0001 0.0220 0.0040 0.0051 127.8

Figure 2. Frequency distribution of cross-sectional area concentration (AC) of particles. The red line
represents a log-normally distributed fitting curve.
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Figure 3. Remote sensing reflectance Rrs(λ) from in situ measurements. The values of mean and
standard deviation (S.D.) are indicated using blue and red lines, respectively. GOCI 6 channels are
indicated using gray bars.

3.2. Development and Performance of AC Retrieval Model

Before the model development, we analyzed the relationship between Rrs(λ) and AC, and compared
with those between Rrs(λ) and TSM. Considering the log-normal distribution of AC (Figure 2),
the correlations of log-transformed AC (log10(AC)) with Rrs(λ) were analyzed for each band of GOCI.
The highest correlation between log10(AC) and Rrs(λ) was found at 555 nm with a value of 0.85 (Figure 4).
The second highest correlations occurred at 490 and 660 nm with values of 0.77 and 0.77, respectively.
We also analyzed the correlation between log10(TSM) and Rrs(λ). Although the variation pattern of
the correlations along the wavelength between log10(TSM) and Rrs(λ) was similar to that between
log10(AC) and Rrs(λ), the values of the correlations between log10(TSM) and Rrs(λ) were much lower,
with the highest correlation of only 0.62 at 555 nm. The causes of these differences are discussed later in
Section 4.2.
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Figure 4. Correlation coefficient (R) of log10(AC) and log10(TSM) with remote sensing reflectance Rrs(λ)
at six bands of GOCI.

Empirical models have been widely used to derive water quality parameters [34,35] because
of their simple and easy implementation. Considering the log-normal distribution and the above
correlation analysis, we designed an empirical model for retrieval of AC from Rrs(λ), the general form
of which can be expressed as

log10(AC) = k1X2 + k2X + k0 (7)

where X represents the spectral indicator constructed from Rrs(λ), and k0, k1, and k2 are model
parameters that can be derived by regression analysis. This general form of the retrieval model for AC
is similar to that used for TSM in previous studies, and single band, band ratios and band arithmetic
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calculations are often used in the spectral indicator X [36–38]. In this study, we designed four forms of
X to derive the best model for estimating AC. Regarding the four forms, X1 and X2 represent the single
band and band ratio, respectively; X3 denotes the difference of Rrs(λ) at two bands; and X4 represents
the arithmetic calculation of Rrs(λ), which was referred from the spectral form used for estimation of
TSM [34] (Table 2).

For each spectral indicator X, its ability for estimating AC was examined for all possible
combinations from GOCI 6 Rrs(λ) bands. The best band combinations that displayed the highest
R2 and the lowest RMSE and MAPE for estimation of AC are shown in Table 2. Among the four types
of spectral indicator, X3 indicating the difference of Rrs(λ) between 490 and 555 nm showed the best
performance, and the performance of X1 representing the single band of Rrs(λ) at 555 nm was the
worst. The X2 and X4 showed slightly poorer ability than X3. Therefore, we recommend X3 as the
best spectral indicator for estimation of AC from Rrs(λ) and decided to use it in our model. The fitting
plots between log10(AC) and X3 are shown in Figure 5. It can be observed that most of the samples
cluster around the fitting curve with an R2 value of 0.843. Comparisons between the measured AC
and estimated values for the same dataset also showed good agreement with RMSE and MAPE values
of 1.145 m−1 and 38.9%, respectively (Table 2).

Note that the model fitting of this study was based on the log-transformed AC data, while the
fitting can also be conducted directly based on untransformed data. We have compared the two
manners for the model fitting, the results indicated that the model based on log-transformed AC
data generally performed better than the model based on untransformed data (data not shown),
probably because that log-transformation may reduce uncertainty of outliers to some extent. Thus,
the log-transformed AC data are recommended to use for model calibration.

Table 2. Summary of the performance of different spectral indicators X for retrieval of the
cross-sectional area. X1 to X4 indicate four forms of X.

X General Form Best Band (nm) R2 RMSE MAPE (%)

X1 Rrs(λ1) λ1 = 555 0.755 1.084 50.3
X2 Rrs(λ1)/Rrs(λ2) λ1 = 660, λ2 = 412 0.807 1.095 44.2
X3 Rrs(λ1) − Rrs(λ2) λ1 = 555, λ2 = 490 0.843 1.145 38.9

X4
Rrs(λ1)+Rrs(λ3)

(Rrs(λ2)/Rrs(λ1))
1.2 λ1 = 555, λ2 = 490, λ3 = 412 0.816 1.167 44.3

y = -9497.10x2 + 207.46x - 0.37
R² = 0.843
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Figure 5. Scatter plots of log10(AC) versus the difference between Rrs(555) and Rrs(490) of GOCI.
Solid black line indicates the fitted curve.

To further evaluate the performance and test the robustness of the AC estimation model,
we conducted a cross-validation [39]. In brief, one sample was selected from the full dataset, which was
used in model validation. The remaining samples were used in model calibration, and the calibrated
model was adapted to derive the AC for the remaining one sample. This procedure was repeated
until all of the samples of the full dataset were selected as the validation sample. The estimated AC
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values obtained from the above steps were independent of each other and formed a new validation
dataset. Subsequently, comparisons were performed between these estimated AC and the measured
values, and R2, RMSE and MAPE were calculated. As shown in Figure 6, a strong linear relationship
was found between the estimated AC and measured values in logarithmic space, with values of R2,
RMSE and MAPE of 0.783, 1.744 m−1 and 48.4%, respectively.
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Figure 6. Scatter plots of estimated AC versus measured AC during the cross-validation. The solid red
line indicates the 1:1 line.

3.3. Model Sensitivity Analysis

The sensitivities of the developed models to the uncertainties in Rrs(λ) were examined. We added
random errors with a standard deviation of m and average value of 0 to the spectral indicator X3

(i.e., the difference of Rrs(λ) between 490 or 555 nm) of all samples. This process was repeated
1000 times; thus an approximately normal distribution was produced in the added random errors.
The mean of the relative errors in the estimated AC compared with those derived from Rrs(λ) without
addition of errors was subsequently calculated by averaging the errors across the 1000 repetitions.
Considering the uncertainty in X3 may reach around 40% for GOCI satellite measurements as shown
in Figure 8 later, we varied the standard deviation m of the errors from 5% to 45% with an interval of
5% and conducted the above procedure for each value of m.

As shown in Figure 7, it was found that the relative errors in the estimations of AC increased with
increases in the random errors added to spectral indicator X3, and the increase rate gradually became
large. Note that although the relative errors in the estimations of AC gradually became large with
the increases of the uncertainty in X3, when 45% random errors were added to X3, the relative errors
yielded by the model was 20.1%. These results indicate that the AC estimation model is robust for
input errors.
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Figure 7. Relative errors in estimation of AC when random errors with standard deviation of 5%, 10%,
15%, 20%, 25%, 30%, 35%, 40% and 45% were respectively added to the spectral indicator X3.

306



Remote Sens. 2016, 8, 841

3.4. Model Application to Satellite Data

We applied the developed AC retrieval model to the GOCI satellite data to preliminarily
investigate the spatial and temporal variations of AC in the BS and the YS. Before the application,
the satellite derived Rrs(λ) and the performance of the AC retrieval model for satellite Rrs(λ) was
validated based on a dataset containing 28 pairs of in situ measurements and GOCI satellite data.
This match-up dataset only included satellite Rrs(λ) with an overpass time within 3 h before and
after field measurements [30,40,41]. To avoid the influences of outliers, the median Rrs(λ) values from
a 3 × 3 pixel window centered on the locations of the field sampling stations were used as GOCI
satellite Rrs(λ). In general, satellite derived Rrs(490) and Rrs(555) of the most samples showed good
agreement with in situ measured values, while large errors were also observed for some samples
(marked by crosses) (Figure 8a,b). However, note that the model of this study uses the spectral
indicator X3 (i.e., the difference between Rrs(555) and Rrs(490)) rather than the single band. We found
that although these samples showed large errors in satellite Rrs(λ), X3 of them were consistent with in
situ measured values (Figure 8c). Subsequently, these 28 satellite Rrs(λ) were used to derive AC by the
model which was calibrated based on the remaining subset (N = 58) of the full 86 in situ measurements
(independent of validation dataset). As shown in Figure 8d, the satellite-derived AC generally agreed
well with field measured AC, with values of R2, RMSE and MAPE of 0.700, 2.126 m−1 and 40.7%,
respectively. These results suggest that our model has good performance for satellite application of
GOCI data.
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Figure 8. Comparisons of GOCI satellite derived Rrs(490) (a); Rrs(555) (b); spectral indicator X3

(i.e., the difference between Rrs(555) and Rrs(490)) (c) and AC (d) with in situ measured values. The red
lines indicate the 1:1 line.

The distributions of the AC estimated from composited GOCI monthly Rrs(λ) were shown in
Figures 9 and 10. Clear spatial and temporal variations of AC were observed in the BS and the YS
(Figure 9). In general, the AC of coastal shallow waters showed much higher values than those in
offshore waters, while variations of the AC in coastal regions were lower compared with those in
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offshore waters (Figure 10). The high AC in the Yellow River mouth and the Changjiang River mouth
and their adjacent regions might be related to sediment loads from these rivers, and the high AC in
other coastal regions is possibly associated with re-suspension of particles driven by tidal mixing
and/or wind stress [42,43]. For offshore waters, the AC in the BS is higher than in the YS. At the
temporal scale, the AC was the lowest in summer in most regions of the BS and the YS, whereas
in winter, the AC showed the highest values, especially in December. During spring and autumn,
high values of AC were observed in offshore waters. The lowest and the highest AC during summer
and winter might be related to water stratification and strong mixing, respectively, and the high AC
in spring and autumn in offshore waters is possibly caused by algae bloom [20,44]. Understanding
the controlling factors of the spatial and temporal variability in AC is beyond the scope of this study,
but this topic will be further investigated. However, as mentioned above, re-suspension of particles,
sediment loads from rivers and water mixing are possible causes. Meanwhile, we note that some
coastal regions in images show invalid pixels (white color). These invalid pixels are mainly related to
the effects of unsuccessful atmospheric correction. In this study, we used the standard atmospheric
correction method to process GOCI data, by which turbid waters are often masked. Atmospheric
correction in coastal regions has been a difficult point for ocean color remote sensing for a long time.
Further efforts focusing on this issue are still required.

Figure 9. Distributions of the AC derived from GOCI satellite measurements in 2015.
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Figure 10. Distributions of the minimum (a); maximum (b); mean (c) and coefficient of variation
(d) values of the AC derived from monthly GOCI satellite data in 2015.

4. Discussion

4.1. Rationality and Limitation of AC Retrieval Model

Suspended matters significantly impact the underwater light field, algae photosynthesis and the
ocean color signal through light absorption and scattering processes [3,4]. Theoretical, experimental
and in situ studies have proved that the inherent optical properties of suspended particles are more
sensitive to AC than TSM [6,11,12,15] because of the direct dependences of the chance of a photon
interacting with a particle on cross-sectional area rather than mass [7]. Consequently, remote sensing
reflectance Rrs(λ) as a function of light absorption and backscattering is also more strongly related to
AC than TSM [7,8,18]. In this study, as expected, our analysis showed that although the AC varied
over a large range, the correlations between AC and Rrs(λ) at six bands of GOCI were strong and were
approximately 1.4 times higher than those between Rrs(λ) and TSM (Figure 4). The strong relationship
between AC and the inherent optical properties, thus Rrs(λ), offers a solid optical basis for deriving
AC from Rrs(λ).

The retrieval model of AC was empirically determined by comparing the performances of
four types of spectral indicators constructed from all possible GOCI satellite band combinations.
The difference between Rrs(λ) at 490 and 555 nm, which in fact represents the slope of Rrs(λ) between
these two bands, is recommended as the best spectral indicator for estimation of AC (Table 2 and
Figure 5). This observation is consistent with our correlation analysis, which indicated that these
two bands showed the highest correlations with the AC (Figure 4). The model sensitivity analysis
suggests that our model is robust for uncertainties in Rrs(λ) (Figure 7). In general, the AC retrieval
model is simple and can be easily implemented in other regions as well as in other ocean color sensors,
such as the Sea-viewing Wide Field-of-view Sensor (SeaWiFS), the Moderate Resolution Imaging
Spectroradiometer (MODIS) and the Medium Resolution Imaging Spectrometer (MERIS) because
bands similar to 490 and 550 nm are commonly set for most of the ocean color sensors. This was
confirmed when we derived a retrieval model of AC for MODIS based on a synthetic dataset of
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MODIS Rrs(λ) using the same approach as that for GOCI. We found that for MODIS, the difference
between Rrs(555) and Rrs(488) was also the best for deriving the AC, and the model performances were
comparable to those of the model for GOCI, with R2, RMSE and MAPE values of 0.842, 1.146 m−1 and
38.9%, respectively (Figure 11). However, due to the lack of sufficient match-ups of MODIS satellite
data and in situ measurements, currently it is difficult to evaluate the performance of the algorithm for
real MODIS satellite data.

y = -8947.30x2 + 202.85x - 0.38
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Figure 11. Scatter plots of log10(AC) versus the difference between Rrs(555) and Rrs(488) of MODIS.
Solid black line indicates the fitted curve.

It was noted that the data used in this study were collected mainly from coastal regions,
and a subset even originated from turbid waters, showing mean values of TSM and AC of 7.60 g·m−3

and 1.74 m−1, respectively, and the highest values reached 43.88 g·m−3 and 13.00 m−1, respectively
(Table 1). These results imply that the model developed in this study might be mostly suitable for
coastal regions. We verified this speculation by analyzing the distribution of the percentage errors
(PE) in estimations of AC. As shown in Figure 12, when the AC was larger than 0.20 m−1, our model
performed well, showing that the PE were uniformly distributed around the two sides of the 0%
line with a mean absolute value of 30.9%. At a notably low AC range (AC < 0.20 m−1), the samples
showed significant estimation errors, with PE >50%, and the PE values of these samples were positive,
indicating overestimations in AC. However, it was noted that the samples were few (N = 11). A future
hybrid model applicable for both coastal and clear waters, and particularly for clear waters, might
further improve the accuracy in estimations of AC, but it is difficult to conduct such an analysis at this
stage because of limited samples from clear waters in our dataset. In addition, bio-optical properties
of particles in coastal regions are complex and dynamic due to changes in particle assemblages [45].
Although the algorithm of this study performed generally well in the BS and YS, its applicability in
additional coastal regions must be validated in further investigations.
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Figure 12. Distributions of percentage error (PE) in estimations of AC using the model developed in
this study. Blue dash indicates the PE of 0%. Samples with large PE are circled.
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The AC estimation model proposed in this study uses the difference between Rrs(550) and
Rrs(490). It is known that Rrs(λ) is regulated by the absorption of pure seawater, particles and
colored dissolved organic matter (CDOM), and the backscattering of pure seawater and particles [46].
Usually, absorption and backscattering coefficients of pure seawater are treated as constant values [46].
In this sense, changes in the absorption of CDOM may impact the AC estimation model, since although
the absorption of CDOM at 490 and 555 nm is usually low, it should not be ignored. Due to the lack of
in situ measurements of CDOM, we could not exactly examine to what extent CDOM would impact
the AC estimation model. The in situ data used in this study collected from large regions covering
river-influenced coastal waters and offshore waters, in which CDOM might vary greatly, while the
AC model performed generally well. This observation implies that the AC estimation model may
be generally robust to CDOM in the BS and YS, while further investigations are required based on
available CDOM measurements.

It should be noted that the AC data used in this study were determined from LISST measurements.
Due to the inherent limitation of LISST instrument, the AC data only account for information of
particles within the size range of 3.2–390 μm. Risović [47] showed that sub-micron particles may
have significant contribution to backscattering signal, so that the particles measured by LISST may
not appropriately explain changes in bbp(λ) and Rrs(λ) as well. However, in our previous studies
conducted in the BS and YS [15], we found that more than 90% of variability in bbp(λ) could be
explained by the AC of particles measured by LISST. Therefore, although LISST measurements only
effectively cover a size range of 3.2–390 μm, we believe in our study region, the AC values derived
from LISST measurements can effectively explain variations in optical properties. In addition, to
describe the relationship between AC and optical properties, particles are usually assumed to be
spherical. This assumption is useful and has been widely used in studies of bio-optical properties
of particles [9,13,16,48], while we have to admit that this assumption may be not necessarily valid
in natural environments, which may bring uncertainty in the relationship between AC and optical
properties described in this study. Therefore, regarding the above two issues, more advanced field
instruments that can cover larger particle size ranges and reveal more adequate particle shapes should
be developed in future that will facilitate development of a more accurate AC estimation model.

4.2. Implications of Remote Sensing Applications of AC

The cross-sectional area of suspended particles is a key factor to link the suspended particles
with their optical properties. Satellite derived AC using the model proposed in this study provide
a new property of suspended particles from space, which may improve our understanding of particle
biogeochemical properties and the role of particles in determination of water optical properties.
First of all, AC is closely related to the inherent optical properties (i.e., attenuation, scattering and
backscattering coefficients) as shown in Equation (1) for the backscattering coefficient as an example,
and the relationships are often observed to be strong [11,12,15]. This observation indicates that the
inherent optical properties can be modeled from AC with knowledge of the corresponding efficiency
factors. Additionally, because the chances of photons interacting with particles directly depend on the
cross-sectional area, the light conditions underwater might also be estimated based on the information
about AC. In our dataset, strong correlation between AC and transparency (R2 = 0.87) in log-log space
was observed, implying that AC retrieved from satellite observations using our model might have
great potential for mapping transparency and photosynthetically active radiation, which is important
for phytoplankton photosynthesis.

Inherent optical properties are linked with AC by efficiency factors. Many field investigations
have observed clear differences in attenuation and backscattering efficiencies among different
particle compositions (e.g., phytoplankton and mineral particles) [9,15,48–51]. For instance,
Vaillancourt et al. [50] showed that Qbbe(λ) levels at 620 nm for cultured 28 phytoplankton species
varied from 0.001 to 0.068 with a mean of 0.011; and Peng and Effler [51] found that Qbbe(λ) levels
at 650 nm of mineral particles ranged from 0.046 to 0.062 with a median value of 0.051. Particularly,
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Bowers et al. [48] observed a strong positive relationship between Qbbe(665) and particle composition
(the ratio of minerals to total suspended matters) (R2 = 0.62), implying that Qbbe(665) might be used
to detect particle composition. Similarly, in the BS and the YS, Wang et al. [15] found that Qbbe(640)
clearly classified particles into two types respectively dominated by organic or relatively large particles
and small mineral particles. As shown in this study, AC can be successfully derived from satellite
measurements using the model developed in this work. At the same time, values of bbp(λ) can also be
retrieved from satellite Rrs(λ) using an inherent optical properties algorithm [52,53]. Consequently,
Qbbe(λ) can be easily calculated as the ratio of bbp(λ) to AC. When satellite Qbbe(λ) data become
available, particle composition or particle classification might be mapped based on the findings of
previous studies [15,48], and specific studies focusing on this topic are expected in future.

Although TSM has been widely used to quantify the amount of particles, and various remote
sensing algorithms have been developed to map TSM from satellite measurements [27,54–57],
the correlation of the inherent optical properties with TSM is weaker compared with AC. This may
cause an unstable relationship between TSM and Rrs(λ), and thereby bring large errors in
TSM estimations which could reach a factor of 10 if their values are derived from satellite
measurements [8,18,58]. The reason for the large uncertainties is attributed to the fact that Rrs(λ)
reflects the information not only for TSM but also for particle size distribution and density which might
also vary by up to several orders of magnitude from location to location due to changes in particle
composition and flocculation [13,59]. However, because of a more direct relationship between AC and
Rrs(λ), retrieval of AC from Rrs(λ) suffers fewer influences from changes in particle size distribution
and density. The relationship between TSM and AC can be approximately expressed as [7,9].

TSM =
2AC

3ρaDA
(8)

This implies that satellite derived AC might offer an alternative approach for mapping of TSM.
However, at this stage, it is important to note that estimation of TSM from AC also requires additional
information on particle size and density, which is beyond of the scope of this study. Meanwhile, it is
still needed to further evaluate whether this approach can improve the estimation of TSM.

5. Conclusions

The cross-sectional area of suspended particles is of fundamental importance for understanding
water optical properties. Based on in situ measurements conducted in the Bohai Sea (BS) and the Yellow
Sea (YS), this study proposed an algorithm for deriving concentration of particle cross-sectional area
(AC) from GOCI satellite measurements. The designed algorithm uses the slope of the remote sensing
reflectance Rrs(λ) between 490 and 555 nm as an input. Both in situ and satellite validations indicated
that the algorithm shows good performances, with the R2 values of 0.783 and 0.700, RMSE values of
1.744 and 2.126 m−1 and MAPE values of 48.3% and 40.7%, respectively. This result indicates the great
potential of the algorithm for mapping of AC from satellite measurements, which was confirmed by
the generally reasonable patterns of the temporal and spatial distributions of AC derived using the
new algorithm in the BS and the YS. Overall, this study provides a technological basis for estimation
of AC from satellite measurements in the BS and the YS, and it may be easily implemented in other
regions and for other ocean color sensors, while further investigations are required. The values of AC
derived from satellite measurements might offer new potential applications of ocean color, such as
modeling of the inherent optical properties of particulates, deriving water transparency, estimating
particle composition and possibly improvement in the concentration estimations of total suspended
particles, topics that will be specifically studied in future work.
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Abstract: The performance of empirical band ratio models were evaluated for the estimation of
Coloured Dissolved Organic Matter (CDOM) using MODIS ocean colour sensor images and data
collected on the North-Central Western Adriatic Sea (Mediterranean Sea). Relationships between
in situ measurements (2013–2016) of CDOM absorption coefficients at 355 nm (aCDOM355) with
several MODIS satellite band ratios were evaluated on a test data set. The prediction capability of the
different linear models was assessed on a validation data set. Based on some statistical diagnostic
parameters (R2, APD and RMSE), the best MODIS band ratio performance in retrieving CDOM was
obtained by a simple linear model of the transformed dependent variable using the remote sensing
reflectance band ratio Rrs(667)/Rrs(488) as the only independent variable. The best-retrieved CDOM
algorithm provides very good results for the complex coastal area along the North-Central Western
Adriatic Sea where the Po River outflow is the main driving force in CDOM and nutrient circulation,
which in winter mostly remains confined to a coastal boundary layer, whereas in summer it spreads
to the open sea as well.

Keywords: Western Adriatic Sea; CDOM; MODIS; remote sensing

1. Introduction

Ocean colour imagery collected over the past decades from many satellites has the
potential for providing synoptic retrievals of bio-optical properties in the world’s oceans [1,2].
Unfortunately, the optical complexity of coastal waters affects remote sensing products and
their accuracy. Thus, the pressing need of validating large-scale remote sensing coastal products
makes attractive the availability of cross-site consistent in situ observations performed applying
comprehensively assessed and standardized measurement protocols. Improving retrievals of water
borne constituents in coastal systems requires the optimization of algorithms using regional in situ
measurements of optical and biogeochemical water properties.

In this context, the Coloured Dissolved Organic Matter (CDOM) represents the optically active
fraction of DOM in natural waters and plays various roles in physical and biogeochemical processes.
CDOM absorption is characterized by an exponential absorption decrease from ultraviolet (UV) to
visible wavelengths. It can dominate the inherent light absorption at the blue wavelengths in surface
waters of the coastal seas (20%–70% at 440 nm; [3,4]), pelagic seas and oceans (>50% at 440 nm; [5]),
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hence competing with phytoplankton for photosynthetically active radiation [6,7]. In many coastal
areas, CDOM absorption is several times that of chlorophyll and confounds the retrieval of the
latter from ocean colour satellite observations due to overlapping absorbance spectra at the blue
wavelengths [8–10]. Furthermore, CDOM has proven to be a useful tracer not only for carbon but also
as a proxy for mixing in a wide variety of environments [11–13].

Primary sources of CDOM are rivers and groundwater near coastlines, which carry CDOM
primarily from soils, but coastal waters, can contain plankton-derived CDOM produced in rivers and
estuaries, as well as anthropogenic compounds from runoff, sewage discharge and other effluents [14,15].
However, biological processes such as phytoplankton growth, zooplankton grazing and microbial
activity can also contribute to marine-derived CDOM in continental margins and pelagic ocean [16–19].
On the other hand, photobleaching is the dominant process for CDOM removal from natural
waters [20], while microbial decomposition is of less importance [21,22]. The balance between sources
and sinks controls the patterns of CDOM distribution.

Historically, many ocean colour algorithms have been developed to retrieve biogeochemical
properties (e.g., chlorophyll-a, total suspended matter and CDOM) based on direct empirical
relationship with the remote sensing reflectance, Rrs(λ), or ratios of Rrs at various wavelengths. Many of
these models estimate the absorption coefficient of CDOM (aCDOM) and detrital (non-pigmented)
particles as a single parameter (aCDM), because CDOM and detritus have similar spectral responses in
the visible spectrum [23–33]. The retrieval of aCDM by these algorithms yields reasonable results in
open ocean regions. However, such algorithms typically do not work well in coastal waters due to
the optical complexity of turbid coastal waters (high levels of CDOM, coloured detrital particles, and
phytoplankton; [34]).

During the last years, many authors [32,35,36] have attempted to separate aCDOM from aCDM and
to derive the CDOM spectral slope in various spectral regions [37–39]. Other authors [34,40] described
how retrievals of bio-optical properties with a spectral references band near 640 nm showed significant
improvement over the standard 555 nm band because total light absorption near 640 nm is primarily
greatest for seawater itself rather than for other constituents in the water column. Anyway, the primary
limitation to rigorous validation is the lack of sufficient data of coincident field measurements and
satellite observations that are independent from the data used to develop the algorithms.

Satellite ocean colour optical sensors currently operating are: (a) SEVIRI (Spinning Enhanced
Visible and Infrared Imager) onboard the Meteosat Second Generation (MSG-3; 2005-present)
geostationary platforms with a Ground Sampling Distance (GSD) of 1–4 km; (b) Moderate Resolution
Imaging Spectroradiometer on board the polar-orbiting Terra/Aqua satellites (MODIS-A; 2002–present)
and the Visible Infrared Imager/Radiometer Suite (VIIRS; 2011–present) on the NPOESS Preparatory
Project (NPP) satellite mission, with a GSD of 250–1000 m; (c) the Operational Land Imager (OLI;
2013–present) on the polar-orbiting Landsat-8 satellite with a GSD of 30 m; and (d) Sentinel-2A
(launched on 23 June 2015) and Sentinel 3A (launched on 16 February 2016 and available from
17 November 2016) polar-orbiting multispectral high-resolution imaging ESA missions (Copernicus
Services) with a GSD of 10–300 m. The data recorded by these satellite optical sensors cover the range
of temporal (15 min to 15 days) and spatial (10 m to 4000 m) resolutions that are currently free available
for the monitoring of sea surface dynamics.

In this study, we evaluate and analyse the performance of the MODIS-A-derived CDOM
estimations using the Copernicus Marine Environment Monitoring Service CMEMS Remote sensing
reflectance (Rrs at wavelengths of 412, 443, 488, 531, 547 and 667 nm) for the North-Central Western
Adriatic Sea (NCWAS) in Italy, which is a complex system influenced by the Po River, one of the
largest Mediterranean rivers [41]. Ocean colour satellite retrievals of aCDOM could have many potential
applications and in this work, some regional CDOM empirical algorithms for the NCWAS were tested
and validated on MODIS-Aqua-measured Rrs(λ) and aCDOM in situ data were collected from 2013 to
2016. After validation, the optimal model was used to produce aCDOM maps of the NCWAS to describe
his distribution throughout the basin. The results of the work are drawn from field measurements
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supported by multiple research projects in order to collect sufficient coincident satellite data with
field observations.

2. Materials and Methods

2.1. Study Site

The North Adriatic Sea (Figure 1) is the northernmost part of the Mediterranean Sea, extending
as far North as 45◦47′N. The area is strongly influenced by river floods [42–45], which affect both the
circulation through buoyancy input and the ecosystem by introducing a large amount of matters [46–48].
The Po River provides the major buoyancy flux with an annual mean freshwater discharge rate of
about 1500 m3·s−1 [41,49]. On the annual basis, the Po River alone carries 28% of the total Adriatic
Sea runoff (5500−5700 m3·s−1), 45% comes from the eastern coast (about half of which from Albania),
19% from the northern coast and 8% from the entire western coast [41,50]. The southward coastal
flow, i.e., the Western Adriatic Current (WAC [50–53]), is driven by the Po River buoyancy flux
(low-salinity waters) and northeastern Bora winds that characterize this region during the winter
months. Bora winds cause elevated sea surface height along the western coasts, producing the
downwelling and transport of coastal dense waters toward the open sea [54].

Figure 1. Study area. In the upper pictures, the blue dotted box indicates Zone A, the green dotted box
Zone B and the yellow dotted box Zone C (see text). In the top left picture, stations pertaining to the
test data set are indicated by blue dots, in the top right picture the red dots indicate stations pertaining
to the validation data set. Many stations were sampled more than once. In the lower picture, the red
box indicates the location of the study area in the Mediterranean basin.

The Po River freshwater may flow southward along the shelf strengthening the Western Adriatic
Current (WAC) or cross the shelf extending toward Istria in the central basin [55]. In particular, during
periods of weak stratification, in absence of wind forcing, vortices constrain fresh Po River waters to
a southward flow along the Italian shelf [56]. In contrast, in periods of stratification, particularly in
spring and summer, the Po River fresh water plume spreads across the basin to the Istrian coast to
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form a front that divides the northern basin [57,58]. The extent of Po riverine flow and wind forcing,
therefore, modulate fresh water penetration in the North Adriatic [59].

Eutrophication, which periodically occurs along the Italian coast of the Adriatic Sea [60–63],
is mainly caused by the discharge of organic and inorganic matter from the Po River and detrital
coming from other rivers flowing into the NCWAS and contributes to make this area a complex optical
system due to simultaneous presence of CDOM, coloured detrital particles, and phytoplankton [34].
Therefore, in this work, only CDOM-based algorithms (aCDM-based algorithms works better for other
study sites where detrital particles concentrations are not so high) were considered, as CDOM is the
variable of main interest for the study area; moreover, detrital particles and phytoplankton were not
measured as extensively as CDOM.

2.2. Field Measurements of Seawater

As part of numerous national and international projects, several oceanographic cruises in NCWAS
were conducted between November 2013 and July 2016. One hundred seventy-two water samples,
corresponding to clear-sky days during which MODIS-A satellite has acquired images over the selected
study area, were collected (Figure 1; Table 1). For each of these water samples, CDOM and salinity
were measured at the sea surface level (in situ CDOM).

Table 1. List of field data from cruises for the absorption coefficient of Coloured Dissolved Organic
Matter (aCDOM) and salinity (S).

Region Cruise Dates No. of Measurements

aCDOM, S

Zone A Ritmare A 29 November 2013 6
Zone B ANOC14_1 13 February 2014 4
Zone B ANOC14_2 21 Marh 2014 5
Zone A Balmas 1 25 March 2014 3
Zone B Balmas 2 24 May 2014 4
Zone B Balmas 3 21–22 August 2014 3
Zone C Ecosee/a 1 26 August 2014 15
Zone A ANOC_4 22 September 2014 7
Zone C Ecosee/a 2 7 October 2014 6
Zone B Ecosee/a 3 17 October 2014 4
Zone B Balmas 4 29 October 2014 3
Zone A Ritmare B 11–12 December 2014 18
Zone B ANOC15_1 11 February 2015 6
Zone B ANOC15_2 14 March 2015 4
Zone B ANOC15_2 6 May 2015 5
Zone B Ecosee/a 4 22 July 2015 11
Zone B ANOC15_4 18 September 2015 7
Zone B Escavo AN 10 November 2015 10
Zone A Solemon2015 29 November 2015 2
Zone B ANOC16_1 11 February 2016 7
Zone B ANOC16_2 18–19 March 2016 15
Zone A Ritmare C 28–29 April 2016 7
Zone B ANOC16_4 18 June 2016 6
Zone A Medias2016 23 June 2016 6
Zone C Post-Ecosee/a 15 July 2016 8

Salinity (S) of the surface waters was measured using a SeaBird Electronics 911-plus CTD (Conductivity
Temperature Depth). The CTD data were processed according to UNESCO standards [64].

Seawater samples for analysis of CDOM absorbance spectra were filtered through sterile Whatman
GD/X 0.2 μm filters, under low pressure. The filters were washed with 100 mL of sample before its
collection in order to avoid any CDOM contamination. Samples were: (a) filtered immediately after
the sampling in order to avoid alteration due to microbial activity; (b) collected in amber glass bottles,
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previously acid-soaked (10% HCl); (c) rinsed with Milli-Q water; and (d) rinsed three times with the
sample before its collection. The filtered water was kept at 4 ◦C until the optical measurements were
performed, at the latest within four weeks.

CDOM absorbance was measured throughout a dual beam UV-VIS spectrophotometer
(SHIMADZU 2600 Series), using a 10 cm path length cells with ultraviolet oxidized Milli-Q water
as the blank and reference [65]. Instrument scan settings were as follows: 250–750 nm wavelength
scan range, fast scan speed; 1 nm sampling interval; 0.5 nm slit width. The quartz cuvettes for blanks
and samples were acid-soaked for one hour and then rinsed with Milli-Q water and sample aliquots.
The absorbance (A) was converted into absorption coefficients (aCDOMλ) by Equation (1):

aCDOMλ = 2.303 × Aλ/L (1)

where Aλ is the absorbance at wavelength λ and L is the path length expressed in meters.
Before determining aCDOMλ, absorbance data were corrected by subtracting the mean absorbance
from 680 to 690 nm from each wavelength. The absorbance measurements ranged from 250 to 450 nm
representing wavelengths where the signal was sufficiently high for a reliable estimation of aCDOMλ [48,66].
Specifically, the absorption coefficients at 355 nm (aCDOM355) were calculated because this wavelength
shows the maximum excitation for humic-like substances [66], i.e., those of terrestrial origin. Since
the NCWAS is an area impacted by high river discharges we chose this absorption coefficient for the
retrieval algorithms on the assumption that most of CDOM is of terrestrial origin.

2.3. Satellite Data and Processing

MODIS-Aqua data over the study areas in the NCWAS were acquired from CMEMS online
catalogue [67]. MODIS is an ocean colour sensor aboard the polar-orbiting Aqua (MODIS-A) and
Terra (MODIS-T) satellite platforms with 36 spectral bands and three spatial resolutions of 250 m,
500 m and 1 km. For the Mediterranean Sea, Rrs and diffuse attenuation coefficient of light at
490 nm is operationally produced and uploaded on the CMEMS catalogue by the Group for Satellite
Oceanography (GOS-ISAC) of the Italian National Research Council, in Rome, for near real time data
from MODIS-A and NPP-VIIRS sensors [1,68,69].

Rrs(λ) is the fundamental quantity to be derived from ocean colour sensors and it is defined as the
ratio of upwelling radiance and downwelling irradiance at any wavelength that can be expressed as
the ratio of normalized water leaving radiance and the extra-terrestrial solar irradiance. The spectral
remote-sensing reflectance Rrs is defined as [70]:

Rrs(θ,φ, λ) =
Lw(in air, θ,φ, λ)

Ed(in air, λ)
(2)

where the depth argument of “in air” indicates that Rrs is calculated using the water-leaving radiance
Lw and Ed in the air, just above the water surface. The Rrs is a measure of how much of the downwelling
radiance that is incident onto the water surface in any direction is eventually returned through the
surface into a small solid angle ΔΩ centered on a particular direction (θ,φ). However, Rrs is usually
computed for nadir-viewing directions only.

In this study, nominal MODIS-A six Rrs bands (412, 443, 488, 531, 547 and 667 nm) were used for
CDOM retrieval, with a spatial resolution of 1.1 km and acquired in the same dates of the field campaign
period 2013–2016 (temporal window between satellite overpass and the time of field sampling = ±12 h).
Figure 2a shows an example of Rrs MODIS imagery (R: 547 nm; G: 488 nm; B: 443 nm) resized on the
Adriatic Sea in Italy centred on the Ancona coastal area (red box in Figure 2a). MODIS Rrs imagery
was acquired on 22 July 2015, i.e., on the same date of the eleven measurement stations performed in
these coastal areas (white dots in Figure 2b; Ecosee/a 4 Cruise). In Figure 2c the graph shows the Rrs

spectra relative to the eleven coastal measurement stations. As expected, Rrs spectra relative to stations
3, 10 and 11 show higher values in the blue band at 443 nm. This is also evident from the MODIS Rrs
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RGB imagery in Figure 2 that shows both the CDOM gradient along the coastal area occurring in this
date of acquisition (22 July 2015) and the higher values in the blue band at 443 nm for the stations
more distant from the coast (i.e., 3, 10 and 11).

 
Figure 2. (A) Overview of MODIS Rrs imagery (R: 547 nm; G: 488 nm; B: 443 nm) with the Rrs spectra
relative to the oceanographic cruises stations acquired in the Ancona coastal area (Italy) on 22 July 2015
shown in inset (B) as coloured dots (with the relative station number). Eastings and Northings are in
geographic coordinates (latitude/longitude). (C) Rrs spectra of the eleven measurement stations shown
in (B) and represented with the same colour and number of the dots.

2.4. CDOM Models

Due to the lack of coincident in situ measurements and satellite observations, previous attempts
to retrieve bio-information from satellite data in this complex optical region found better results on
the retrieval of chlorophyll and suspended matter rather than of CDOM [71–74]. Having a consistent
number of in situ and satellite data, the main aim of this work is on the definition of empirical
models useful to effectively retrieve aCDOM355 values using the optical satellite data acquired on
the northwestern Adriatic coastal sea waters. Simple linear algorithms were chosen among several
algorithms available in literature for CDOM retrieval, as they proved to be nearly effective with
respect to the more complex models in CDOM retrieval [39]. On the other hand, empirical algorithms
are known to be valid only regionally as they are particularly sensitive to changes in the specific
composition of water constituents when boundary conditions are changed [75]. For the fitting and
evaluation of our empirical models, the collected data were divided into two data sets: data collected
from November 2013 to May 2015 (test data set, 93 observations) and data collected from July 2015 to
July 2016 (validation data set, 79 observations). The initial data set was split according to two different
time intervals in order to assess the prediction capability of the models. The spatial coverage of the
two data sets was about the same, Figure 1. Even if the spatial coverage could be considered not very
extensive, it must be kept in mind that this limitation was due to the necessity to have corresponding
data from in situ and satellite measurements. The mathematical models were fitted on the test data
set and the prediction performance evaluated on the validation data set. In all cases, a least squares
analysis was carried out in order to identify the best relationship between the dependent variable, the
CDOM absorption coefficient aCDOM355, and the independent variables. As independent variables,
the following MODIS Rrs band ratios were considered: (a) Rrs(547)/Rrs(412); (b) Rrs(547)/Rrs(488);
(c) Rrs(667)/Rrs(412); (d) Rrs(667)/Rrs(488); (e) Rrs(667)/Rrs(443); and (f) Rrs(531)/Rrs(412). The inverse
band ratios (a) and (b), i.e., Rrs(412)/Rrs(547) and Rrs(488)/Rrs(547), were used to define empirical
algorithms in coastal waters by many authors [23,37,39,76]. However, the reference wavelength at
547 nm is affected by particles light scattering [77] that in coastal waters interferes with the CDOM
retrieval. Since the NCWAS is strongly influenced by freshwaters/terrestrial input, a wavelength in the
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red or near infrared (667 nm) was added as numerator of the band ratios (c) and (d) in order to reduce
the effects of detritus particles, as suggested by other authors [40,78,79]. At first, a simple multilinear
model was tested by ordinary least square (OLS) using both the dependent and the independent
variables transformed according to the log function [39]. This first analysis provided a quite low value
of the adjusted coefficient of determination (adjusted R2 = 0.5671). Therefore, we started using a simple
multilinear model with untransformed variables and, as shown in the Results Section, proceeded
according to model check and diagnostics. Once obtained some final models, their prediction capability
was assessed against the validation data set.

The accuracy of model prediction was evaluated according to the following statistical indicators:
(a) the adjusted coefficient of determination (adjusted R2) between the in situ validation values
aCDOM355is’s and the calculated values aCDOM355c’s; (b) the mean and standard deviation of the
absolute per cent difference (APD) (APD = 100 × |aCDOM355is − aCDOM355c|/aCDOM355is); and (c)
the root mean square error (RMSE) between aCDOM355is’s and aCDOM355c’s. All the statistical analyses
were performed using the open source statistical software R ver. 3.3.1 [80] at a significance level of 0.05.

Finally, the retrieved optimal model was used to construct CDOM time maps for this geographical
area to further evaluate the applicability of the aCDOM355 algorithm. These maps were then compared
with the corresponding Po river discharges, which as aforementioned has a great influence in CDOM
and nutrient circulation in the northwestern Adriatic Sea coastal areas.

3. Results

3.1. Field Distribution of CDOM

The surface distribution of salinity and CDOM (aCDOM355) are summarized in Table 2. Because
of the complexity of the basin, the NCWSA was divided in three sub-areas: the northern part (Zone A),
directly influenced from Po River runoff, and the central (Zone B) and southern parts (Zone C)
both influenced by minor river discharges and indirectly by Po River runoff carried out along the
northwestern Adriatic coastal areas by the WAC.

Table 2. Mean and standard deviation (s.d.) of in situ aCDOM355 and salinity (S) measurements as a
function of the area, see Figure 1. The last column shows the number of observations (n).

Region aCDOM355 (m−1) S n

Mean s.d. Mean s.d.

Zone A 0.81 0.49 31.75 5.25 42
Zone B 0.38 0.30 36.27 2.26 99
Zone C 0.38 0.16 35.16 0.52 29

River discharges along the Western Adriatic Sea coastal areas enrich seawater in CDOM, especially
in Zone A (Figure 1). A strong linear relationship between aCDOM355 and salinity confirms this
assumption (R2 = 0.80; Figure 3). Salinity is a useful parameter commonly used to characterize the
main terrestrial origin of CDOM, i.e., riverine CDOM, along the NCWAS.

The NCWAS is characterized by a decrease of CDOM from north to south and from coast to
off-shore coupled with a salinity increase as expected. Throughout the study period a wide range of
CDOM and salinity (S) are observed (S ranges from 18 to 38.7 and aCDOM355 from 0.08 to 2.18 m−1),
as shown by the high standard deviations (Table 2). The high spatial and temporal variability of the
data is however useful for satellite observation in order to define a properly CDOM retrieval algorithm.
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Figure 3. Relationship between aCDOM355 and salinity (S) from in situ observations. The symbols
represents the three areas of the Western Adriatic Sea, see text. The solid line is a regression line.

3.2. Model Definition

3.2.1. Simple OLS Linear Regression

Before starting the model tuning, a simple correlation analysis was carried out among the
independent variables, i.e., the band ratios, to avoid the problem of collinearity. It turned out that
the band ratio Rrs(667)/Rrs(443) was nearly perfectly correlated with the band ratio Rrs(667)/Rrs(488),
Pearson correlation coefficient = 0.991, and the band ratio Rrs(531)/Rrs(412) was nearly perfectly
correlated with the band ratio Rrs(547)/Rrs(412), Pearson correlation coefficient = 0.996. Since the aim
of this work is the development of a good prediction algorithm for the dependent variable [81],
the band ratios Rrs(667)/Rrs(443) and Rrs(531)/Rrs(412) were dropped in the following analysis.
According to [78], the band ratio Rrs(667)/Rrs(488) was maintained because riverine CDOM still
shows significant absorption at 488 nm, whereas chlorophyll does not. The band ratio Rrs(547)/Rrs(412)
was maintained in order to compare our results to previous works [23,37].

At the beginning, a simple multilinear model with untransformed variables was chosen as
starting algorithm:

aCDOM355 = b1 + b2 × Rrs(547)/Rrs(412) + b3 × Rrs(667)/Rrs(412) +
b4 × Rrs(667)/Rrs(488) + b5 × Rrs(547)/Rrs(488),

(3)

where the bi’s are the parameters to be estimated using satellite Rrs band ratios and the in situ aCDOM355
values (test data set, 93 observations collected from November 2013 to May 2015). The results of the
OLS regression for this model on the test data set are briefly summarized in Table 3. The adjusted
coefficient of determination R2 of this model was 0.8502.

Table 3. Results of the OLS regression of aCDOM355 algorithm (3) on the test data set.

Parameter Parameter Estimate Standard Error t-Value p

b1 0.22966 0.08290 2.770 0.006831 *
b2 0.01374 0.03707 0.371 0.711856
b3 0.26675 0.24283 1.098 0.274996
b4 1.63251 0.47735 3.420 0.000951 *
b5 −0.18052 0.15756 −1.146 0.255012

* Significant at p = 0.05.

From Table 3, only the intercept and the band ratio Rrs(667)/Rrs(488) can be considered significant
for the model. Therefore, the following simplified algorithm (Model 1) was evaluated:
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Model 1: aCDOM355 = b1 + b2 × Rrs(667)/Rrs(488) by OLS. (4)

The regression analysis of Model 1 provided the results presented in Table 4. The Model 1 fit is
shown in Figure 4 along with the experimental data. The adjusted coefficient of determination R2 was
0.8433. This high value of adjusted R2 is comforting to pursue further the simple linear model.

Table 4. Results of the OLS regression of Model 1 on the test data set.

Parameter (Model 1) Parameter Estimate Standard Error t-Value p

b1 0.1165 0.0226 5.157 1.46 × 10−6 *
b2 1.9089 0.0857 22.273 <2 × 10−16 *

* Significant at p = 0.05.

 

Figure 4. Plot of the in situ aCDOM355 values versus the in situ band ratio Rrs(667)/Rrs(488) of the test data
set. The solid and dashed lines are the OLS fitted Model 1 and the 95% confidence interval, respectively.

The diagnostic check of Model 1 was carried out according to the normal distribution of the
residuals and the constancy of the variance (i.e., the homoscedasticy). The Shapiro–Wilk normality
test on the model residuals gave a P value of 0.7093. However, as shown in Figure 5, the plot of
the residuals against the fitted values displays a variance which increases with the increment of the
fitted value (i.e., the heteroscedasticity). Heteroscedasticity was also confirmed by the studentized
Breusch–Pagan test [82], which gave a p-value of 1.091 × 10−6. Besides heteroscedasticity, the residuals
trend is slightly upward concave, Figure 5. This additional feature is discussed in Section 3.2.4.

 

Figure 5. Plot of the residuals of Model 1 versus fitted values. Note the spread increase of the residual
values with the increase of the fitted values.
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Even if the OLS estimates of the parameters and the coefficient of determination (R2) are not
biased by heteroscedasticity, this violation affects the confidence intervals of OLS parameters [82].
Two different approaches can be adopted to overcome heteroscedasticity. The first approach is a
dependent variable transformation according to the Cox-Box analysis [83]. The second approach
is to carry out a generalized least square (GLS) regression with a specific variance structure [84].
Both approaches are adopted in the following.

3.2.2. Dependent Variable Transformation

The dependent variable transformation was carried out according to the Box-Cox transformation,
i.e., y′ = yα, where y is the original dependent variable, y’ the transformed variable and α the
transformation exponent. The plot in Figure 6, as produced by the R package MASS [85], suggests a
square root transformation [83], i.e., y′ = y0.5, with the following Model 2 to be tested:

Model 2: aCDOM3550.5 = b1 + b2 × Rrs(667)/Rrs(488) by OLS (5)

Figure 6. Plot of the log-likelihood function as a function of λ for the variable transformation y′ = yα.

Table 5 reports the regression results obtained for Model 2 on the test data set. The model fit
is shown in Figure 7 along with the experimental data. The adjusted coefficient of determination
was 0.8369.

Table 5. Results of the OLS regression of Model 2 on the test data set.

Parameter (Model 2) Parameter Estimate Standard Error t-Value p

b1 0.42387 0.01403 30.21 <2 × 10−16 *
b2 1.15761 0.05321 21.75 <2 × 10−16 *

* Significant at p = 0.05.

Figure 7. Plot of the in situ aCDOM3550.5 values versus the in situ band ratio Rrs(667)/Rrs(488) of the test data
set. The solid and dashed lines are the OLS fitted Model 2 and the 95% confidence interval, respectively.
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Both the plots of the residuals (not shown) and the studentized Breusch–Pagan test (p = 0.7571)
indicate that the problem of heteroscedasticity was solved.

3.2.3. Generalized Least Squares (GLS)

Another way of tackling the problem of heteroscedasticity is to perform a generalized least squares
(GLS) regression analysis. In this case, the dependent and independent variables are untransformed,
but the variance of the dependent variable is let to vary instead of being considered constant as in the
OLS. Model 3 is, therefore, given by

Model 3: aCDOM355 = b1 + b2 × Rrs(667)/Rrs(488) (6)

with the fitting parameters bi’s to be estimated by GLS. The fitting results of this model, which were carried
out by using the R package “nlme” with a variance structure of the type “varPower()” [86], are shown in
Table 6. Figure 8 shows the experimental data and the model fit. The adjusted coefficient of determination
was 0.6325. Comparing the values of intercept b1 and slope b2 of Model 1 (Table 4) and Model 2 (Table 6),
we can see that they are statistically different. This is unexpected, since heteroscedasticity should not
affect the estimate of the regression parameters. Evidently, heteroscedasticity is not the only issue that
emerges from the analysis of the residuals plot. In the next section, this problem is analysed more deeply.

Table 6. Results of the GLS regression Model 3 on the test data.

Parameter (Model 3) Parameter Estimate Standard Error t-Value p

b1 0.18325 0.01552 11.81 <2 × 10−16 *
b2 1.48088 0.11732 12.62 <2 × 10−16 *

* Significant at p = 0.05.

 
Figure 8. Plot of the in situ aCDOM355 values versus the in situ band ratio Rrs(667)/Rrs(488) of the test data
set. The solid and dashed lines are the GLS fitted Model 3 and the 95% confidence interval, respectively.

3.2.4. Curvature of the Residuals

As shown in Figure 5, a slight curved trend is present in the residuals of Model 1. This curvature
usually implies the presence of higher order terms in the model [87]. In this section, besides the
possibility of introducing terms of higher order, also the interaction between independent variables
was considered. The detailed steps of this kind of analysis are described in Crawley [88]. According to
this procedure, preliminarily to the regression analysis, two explorative investigations should be carried
out: (1) a regression tree to see if the model has a complex structure, i.e., there are interaction terms
between the independent variables; and (2) a generalized additive model (GAM) analysis to see if high
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order terms are necessary. Once ascertained the general model, a repeated OLS regression is performed
cancelling, each time, the non-significant terms starting from the highest interaction terms. When all the
surviving terms are significant, the regression procedure stops. However, if heteroscedasticity is present
in the final model diagnostic, the regression procedure must be repeated from the beginning after the
transformation of the dependent variable. In our case, the regression tree and the GAM analysis both
indicated that we had to start with a model comprising all the main effects, i.e., all the independent
band ratios, all the interaction terms and a quadratic term for the band ratio Rrs(667)/Rrs(488). At the
end of the regression steps, the studentized Breusch–Pagan test indicated that the dependent variable
had to be transformed, also in this case as y′ = y0.5. Repeating all the regression steps, the final model
was the one with the dependent variable transformed as y′ = y0.5 and with the following lengthy form:

Model 4: aCDOM3550.5 = b1 × Rrs(547)/Rrs(412) + b2 × Rrs(667)/Rrs(412) + b3 ×
Rrs(667)/Rrs(488) + b4 × Rrs(547)/Rrs(488) + b5 × [Rrs(547)/Rrs(412)]2 + b6 ×

[Rrs(667)/Rrs(412)]2 + b7 × [Rrs(667)/Rrs(488)]2 + b8 × [Rrs(547)/Rrs(488)]2 + b9 ×
Rrs(547)/Rrs(412) × Rrs(667)/Rrs(412) + b10 × Rrs(547)/Rrs(412) × Rrs(667)/Rrs(488) +
b11 × Rrs(667)/Rrs(412) × Rrs(667)/Rrs(488)

(7)

The adjusted coefficient of determination R2 was 0.9873. The results of the regression analysis
carried out by OLS are summarized in Table 7.

Table 7. Results of the OLS regression of Model 4 on the test data set.

Parameter (Model 4) Parameter Estimate Standard Error t-Value p

b1 −0.39669 0.07517 −5.277 1.05 × 10−6 *
b2 2.18707 0.74484 2.936 0.004309 *
b3 −5.50891 1.12927 −4.878 5.18 × 10−6 *
b4 1.70642 0.12586 13.55 <2 × 10−16 *
b5 0.06978 0.01424 4.901 4.74 × 10−6 *
b6 3.18145 1.13802 2.796 0.006450 *
b7 13.1729 3.34276 3.941 0.000170 *
b8 −0.74416 0.10134 −7.343 1.37 × 10−10 *
b9 −1.15771 0.27683 −4.182 7.20 × 10−5 *
b10 3.41274 0.61429 5.556 3.34 × 10−7 *
b11 −13.29309 3.88291 −3.423 0.000967 *

* Significant at p = 0.05.

3.2.5. Model Validation

In order to validate the four models tested so far, the calculated values aCDOM355c of each
model were compared to the in situ values of the validation data aCDOM355is (validation data set,
79 observations collected from 2015 to 2016). The calculated aCDOM355c were obtained by inserting
the appropriate values of the band ratios of the validation data set into the equations of the four
fitted models. The accuracy of the four models was then assessed by comparing the calculated values
against the in situ values of the validation data set according to following statistical indicators: (a)
the adjusted coefficient of determination (adjusted R2) between aCDOM355is and aCDOM355c; (b) the
mean and standard deviation of the APD (APD = 100 × |aCDOM355is − aCDOM355c|/aCDOM355is);
and (c) the RMSE between aCDOM355is and aCDOM355c. Table 8 summarizes the results of the validation.
For comparison, we have considered three additional empirical models developed by other authors.
When a band of the additional models was not coincident with any of the bands considered for this
work, the closest band among those at hand was chosen.
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Table 8. Comparison results of the prediction ability of the four models on the validation data set.
Three additional models taken from bibliography are also included.

Algorithm Adjusted R2 APD RMSE (m−1)

Model 1 0.8426 33 (28) * 0.1421
Model 2 0.8322 31 (24) 0.1482
Model 3 0.8426 35 (31) 0.1496
Model 4 0.5528 72 (65) 0.3344

Mannino et al. [37] 0.5594 28 (23) 0.2580
Del Castillo and Miller [78] 0.0098 74 (71) 0.3541

D’Sa and Miller [76] 0.4122 39 (30) 0.2922

* Mean value (standard deviation).

The second column of Table 8 indicates a very good correlation between the calculated and the in
situ values for the first three models, with adjusted R2 values in the range of 0.832–0.843. The adjusted
R2 value for Model 4 was far below in spite of its highest fitting of the test data. The good agreement
for the first three models must be truly appreciated considering that the validation data were collected
more than one year after the test data. According to the APD values, Model 2 has the best prediction
accuracy, while Model 4 the lowest one. The best value, 31 for Model 2, is comparable with APD’s
found by other authors [39,71] even if Mannino et al. obtained values as low as 18–20 [37]. On the
absolute scale, the prediction accuracy was almost comparable for the first three models, as indicated
by the RMSE values. With the highest RMSE value, the low prediction capability of Model 4 was
confirmed. The performances of the three additional models were quite low and comparable to Model
4, in some cases even worse.

3.3. Application of Satellite-Derived CDOM

In order to verify the ability of Model 2 (i.e., the one with the best prediction accuracy) to capture
the dynamic range of CDOM for the test areas, maps of satellite aCDOM355 were produced for the
studied region. The selected days to produce the maps were chosen on the basis of daily flow rate of the
Po River [89] and the availability of cloud free MODIS-A Rrs imagery in order to show the distribution
of riverine CDOM along the NCWAS. The processed MODIS-A satellite Rrs images, as shown as
examples in Figure 9, indicate that the proposed Model 2 algorithm can be confidently applied to
generate consistent MODIS-A maps of aCDOM355. The satellite retrieved CDOM distribution fits quite
well based on the field measurements and the processes that affect the distribution of biochemical
properties along the NCWAS.

Furthermore, the field measurements as well as optical satellite data demonstrate a decrease in
aCDOM355 from North (Po River mouth) towards South and from nearshore to offshore. Increasing and
decreasing of CDOM due to differences in Po River flow rate is a quite evident process (as expected)
along the Western coast of the Adriatic Sea.
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4. Discussion

According to the above model analysis, the band ratio Rrs(667)/Rrs(488) was the most significant
independent variable for the retrieval of aCDOM355 in the study area of NCWAS, which is characterized
by high river discharges. The results confirm that the performance of empirical algorithms in a complex
basin, i.e., a basin strongly influenced by freshwater/terrestrial input, can be significantly improved by
selecting at least one band with a wavelength greater than 600 nm [34,40,78]. The additional spectral
bands in the red or near infrared could be also helpful in better accounting for detritus particles because
they are less sensible to the constituents in the seawater column so that the Rrs(667) can be assumed
to be mainly invariant as not influenced by detritus particles. On the sea surface at the wavelength
of 667 nm the total light absorption is highest for seawater rather than for other constituents in the
seawater column so that the Rrs(667) can be assumed to be constant [34]. Moreover, riverine CDOM
shows a higher absorption at 488 nm than the chlorophyll [40]. On the other hand, the Rrs(547) nm
is mostly driven by particles light scattering that in coastal water could reduce the uncertainty of
CDOM retrieval when used as a reference point in band ratios [77]. Furthermore, the NCWAS is
well described by many authors to be impacted by particles coming from many rivers [60–62,90].
Therefore, we applied the ratio Rrs(667)/Rrs(488) that is more sensitive to changes in CDOM rather
than in chlorophyll because, in low salinity waters as in the NCWAS, most of the light attenuation is
controlled by CDOM [14,91]. The high river discharges on the NCWAS should therefore imply the use
of a band ratio normally used in retrieving algorithms for river-plume waters. In this work, only simple
linear models were considered. However, as shown in the Section 3, they proved to be quite effective
for modelling the available data. Of the final four algorithms, only Model 2 and Model 4 fulfil the
fundamental requirements for a correct linear regression. Considering the prediction capability, from
our analysis Model 2 can be indicated as the best algorithm in order to retrieve aCDOM355 in NCWAS
starting from the band ratio Rrs(667)/Rrs(488). The predictions of this model in data collected more
than one year after the model fitting showed a very good comparison with the in situ measured data
with an adjusted R2 value of 0.8322, Table 8. Just for comparison, similar validation analyses for
coastal sea waters gave R2 values of: 0.37 in the same geographical area for aCDOM412 [71], 0.61 for
aCDOM443 in the western Canada coastal waters [92], 0.62 for aCDOM412 in the Gulf of Mexico [91],
0.70 for aCDOM442 in the North Sea and Western English Channel [32], 0.83 aCDOM420 in a Finnish
lake [93] and 0.96 for aCDOM355, aCDOM412 and aCDOM443 in coastal waters in U.S. Middle Atlantic
Bight [37]. To better illustrate the agreement between calculated and measured values, in Figure 10 a
graphical comparison between the in situ validation data and the Model 2 calculated data is shown.
Figure 10 indicates that the prediction capability of the model seems to be rather good. It is however
fair to add that the model performances could be overestimated due to the size of the validation data
set, which is not very large, and the limited range of aCDOM355 values, which roughly spans only one
order of magnitude.

Plots of satellite-derived distributions of aCDOM355 are spatially and temporally consistent with
changes in Po River discharges (Figure 9) and the NCWAS. Since terrestrial DOM is the main
source of CDOM to estuaries and coastal seas, aCDOM355 values should generally decrease from
the estuary to off-shore. The CDOM maps of Figure 9, moreover, show that the minimum CDOM
concentration appears in 2015 only after a long period of reduced Po River flows (daily flow less than
500 m3·s−1), nevertheless determining the distribution of the sediments along the western Adriatic
coast. The increase in surface aCDOM355 corresponds to high river discharge.

As an example, Figures 9b and 11 show how an exceptional Po River discharge, happened
in autumn 2014 (mean discharge 10 November–10 December 2014: 5028.2 m3·s−1) spreads high
concentrations of riverine CDOM over the NCWAS compared with other periods, reaching the Istrian
coast [44]. In particular, Figure 11 shows the CDOM map obtained by applying Model 2 to the
Rrs Landsat 8 (30 m/pixel) bands closest to the Rrs(667) and Rrs(488) MODIS bands. In this case,
we exceptionally tested the Model 2 equation on the Landsat Rrs imagery, which was besides the
severe cloud cover affecting the study area the only available for the day of the maximum Po River
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discharge between 2014 and 2016 (i.e., 19 November 2014; see plot of Figure 9e). Landsat retrieved
CDOM map, because of the higher GSD, moreover, correctly depicts the detrital contribution of all
the minor rivers’ discharges occurring in the North and West Adriatic coasts, as well as the Venice
Lagoon sub-basins. However, it is important to remark that MODIS Rrs are recursively generated as
standard product [68,69], while Landsat Rrs were retrieved by applying the following commonly used
Rrs equation using as input Landsat radiance data.

Rrs(λ) = Ltot(λ) − Lsurf(λ)/Ed(λ) = Lw(λ)/Ed(λ) (8)

where Ltot(λ) = L0(λ) − L↑(λ) is the total spectral radiance signal above the water surface; Lsurf(λ) is the
contribution to the radiance due to the reflection of the water surface; Lw(λ) is the water leaving spectral
radiance; and Ed(λ) = E(λ)cosθzτ↓(λ) is the incident irradiance above the water surface. Once the surface
reflection is removed, the Rrs can be considered Lambertian for short variation of the viewing angle
around the zenith. In order to estimate and then remove the signal reflected by the water surface
(Lsurf) we used the Hydrolight 4.3 software that is a radiative transfer numerical model that computes
radiance distributions and derived quantities for water bodies [94].

 

Figure 10. Plot of the in situ aCDOM355 values versus the aCDOM355 values calculated according to
Model 2. All data are from the validation data set. The solid line corresponds to the one-to-one
relationship and the dashed lines are the 95% prediction intervals of Model 2.

Figure 11. CDOM (m−1) map retrieved by applying Model 2 equation to the Landsat 8 Rrs acquired
on the NCWAS on 19 November 2016. CDOM map is overlaid (only for visualization purposes) on
ASTER GDEM World Wide Elelvation data (1 arc-second of spatial resolution) where dark green colour
depicts land and the light grey colour the sea (in our case no-data values due to the clouds).
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Landsat atmospheric correction and Rrs retrieval are anyhow out of the scope of this study and the
use of Landsat data is not an important step for consistency validation of the CDOM algorithm here
proposed and validated only for MODIS—A Rrs on the NCWAS coastal areas. In addition, the central
wavelengths of the two bands applied for the aCDOM algorithm (667 nm and 488 nm) from Landsat-8
and MODIS are close, while their bandwidths and SNRs (signal to noise ratio) are different.

The decrease in surface aCDOM355 towards Southern Adriatic Sea and off-shore during spring 2014
and summer 2015 is consistent with photobleaching due to high solar radiation (both periods; [10,20])
as well as low river discharge (summer period).

5. Conclusions and Future Work

Based on the in situ data collected from several cruises in the North-Central Western Adriatic Sea
(Mediterranean Sea) and on the corresponding MODIS ocean colour data, empirical models for the
estimation of Coloured Dissolved Organic Matter (CDOM) using sensor data were tested. Data were
split into two data sets: a test data set for model fitting (data collected from 2013 to 2015) and a
validation data set (data collected from 2015 to 2016) for model assessment. The model set up was
based on some statistical indicators: adjusted R2, absolute percentage difference (APD) and root mean
square error (RMSE).

Following statistical check and diagnostic, four final simple linear models were obtained. Three of
them gave very good results in terms of comparison between the calculated and the in situ measured
values of the validation data set (adjusted R2 in the range 0.83–0.84). On the base of APD and RMSE,
the best model resulted to be a simple linear model (Model 2) with the dependent variable transformed
according to y′ = y0.5 and the band ratio Rrs(667)/Rrs(488) as the only independent variable. The use of
the Rrs(667) instead of the Rrs(547) as a reference point in band ratio seems to reduce the uncertainty of
CDOM retrieval in the NCWAS characterized by high light particles scattering. However, in this view,
future work will be dedicated to demonstrate that retrievals are effective even for high particulate
concentrations, e.g., by showing their efficacy even for high Rrs(547) conditions and for particularly
high river outflows.

The validation methods and processing of MODIS-A data show that Model 2 provides a good
retrieval for aCDOM355 and it is consistent with the spatial and temporal distribution of freshwater
discharges along the Western Adriatic Sea.

The spatial and temporal limitations associated with in situ and remote sensing data has introduced
some uncertainties. Anyway, the retrieved algorithm (Model 2) is very promising for CDOM mapping
in this complex basin and should be considered when applying ocean colour remote sensing data to
quantify other ocean constituents (e.g., chlorophyll).

MODIS-A data provision started on 2002 and its quality in terms of bands and Signal to Noise
Ratio is going down, therefore, future work will be focused on developing new CDOM algorithms
for the recently launched multispectral optical satellite sensors (e.g., Landsat 8 and Sentinel 2 and
3 with a GSD of 30 m) including also VIIRS observations and next generation hyperspectral sensor
(e.g., EnMAP and PRISMA with a GSD of 30 m and the VNIR VENμS Superspectral Camera with a
GSD of 10 m) and their validation strategy using novel in situ measurements.
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Abstract: Synoptic monitoring of estuaries, some of the most bio-diverse and productive
environments on Earth, is essential to study small-scale water dynamics and its role on spatiotemporal
variation in water quality important to indigenous marine species and surrounding human
settlements. We present a detailed study of turbidity, an optical index of water quality, in Apalachicola
Bay, Florida (USA) using historical in situ measurements and Landsat 5 TM data archive acquired
from 2004 to 2011. Data mining techniques such as time-series decomposition, principal component
analysis, and classification tree-based models were utilized to decipher time-series for examining
variations in physical forcings, and their effects on diurnal and seasonal variability in turbidity in
Apalachicola Bay. Statistical analysis showed that the bay is highly dynamic in nature, both diurnally
and seasonally, and its water quality (e.g., turbidity) is largely driven by interactions of different
physical forcings such as river discharge, wind speed, tides, and precipitation. River discharge
and wind speed are the most influential forcings on the eastern side of river mouth, whereas all
physical forcings were relatively important to the western side close to the major inlet, the West Pass.
A bootstrap-optimized and atmospheric-corrected single-band empirical relationship (Turbidity
(NTU) = 6568.23 × (Reflectance (Band 3))1.95; R2 = 0.77 ± 0.06, range = 0.50–0.91, N = 50) is
proposed with seasonal thresholds for its application in various seasons. The validation of this
relationship yielded R2 = 0.70 ± 0.15 (range = −0.96–0.97; N = 38; RMSE = 7.78 ± 2.59 NTU;
Bias (%) = −8.70 ± 11.48). Complex interactions of physical forcings and their effects on water
dynamics have been discussed in detail using Landsat 5 TM-based turbidity maps during major
events between 2004 and 2011. Promising results of the single-band turbidity algorithm with Landsat
8 OLI imagery suggest its potential for long-term monitoring of water turbidity in a shallow water
estuary such as Apalachicola Bay.

Keywords: Apalachicola Bay; Landsat; turbidity; bootstrapping; classification tree; PCA; turbidity maps

1. Introduction

Estuaries are economically important and bio-diverse zones located between terrestrial and marine
environments. Highly dynamic physicochemical conditions, such as nutrient richness, steep light
and salinity gradients, and highly variable water column stratification conditions, well-mixed
water column, make these transition zones some of the most productive regions in the coastal
ocean [1]. Apalachicola Bay, Florida (USA), is such an estuary that has experienced significant
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urbanization and population-stress due to its economic-importance, thus necessitating a regular
and synoptic monitoring of the bay’s water quality [2,3]. Turbidity is an optical index of water
quality that directly impacts light availability to the photosynthetic organisms (e.g., phytoplankton
and submerged vegetation), and in many cases can be directly linked to the amounts of suspended
particulate matter (SPM) [4–7]. High turbidity is commonly responsible for obscuring the vision
of marine nekton, damaging early-stage larval development, affecting prey-predator interactions,
and causing significant mortality of commercially-important species (e.g., oysters) [8,9]. Spatiotemporal
monitoring of water turbidity can further provide useful information about SPM and its impact
on marine biota [4,10,11], the distribution and transport of SPM-coupled pollutants [12], and on
depositional/erosional events [13–15] in coastal and inland environments.

Conventional turbidity monitoring requires an extensive network of in situ observations that
can be demanding in both time and cost. In addition, traditional in situ methods are limited by
poor spatial and temporal coverage to resolve estuarine-scale processes. Alternatively, continuous
measurement strategies (e.g., point locations with data-loggers) may resolve temporal variations in
water turbidity at specified locations, yet fail to provide synoptic representations of water dynamics
and bay-shelf exchanges. Turbidity is a measure of incoming light attenuation, mainly due to
particle scattering [16], while, water-leaving radiance carries information about optically-active water
constituents [17]. Hence, a successful linkage between these optical parameters is a key tool in
obtaining synoptic views of estuarine-scale turbidity distribution—using remote sensing platforms
(e.g., satellites). Numerous studies have reported effective ways to utilize satellites in monitoring
turbidity and suspended particulate matter in inland and coastal waters [18–24]. However, it is
important to remember that water turbidity is closely linked to the optical characteristics of particles
(e.g., particle size, shape, and composition), rather than just mass-specific properties such as particle
weight and concentration [25]. Hence, the direct comparisons of particles in suspension and turbidity
are still critically needed in these dynamic environments where particle properties change rapidly.

In the past few decades, advances in satellite technology have opened new horizons for achieving
efficient monitoring of water quality in coastal and inland waters [19,21,26–28]. The ocean color satellite
sensors such as MODIS (Aqua and Terra), OCM-2, VIIRS, and GOCI provide temporal coverage of
hours to days with coarse spatial resolution. Although the temporal coverage of these sensors may
aid the study of short time-scale processes (e.g., hours to days), their coarser spatial resolution limits
applications to estuarine-scale water dynamics and turbidity distribution. In contrast, Landsat 5 TM
sensor provides fine resolution of ~30 m to study small estuaries (e.g., Apalachicola Bay), but is
limited by a longer revisit time of 16 days and poor signal-to-noise ratio compared to its successors
(e.g., ETM+ and OLI) and the ocean color satellites.

In this paper, we investigate turbidity climatology over an 8-year period (2004–2011) in
Apalachicola Bay. The aim of this study was to examine seasonally-varying water dynamics and
its effect on the bay’s turbidity distribution, and therefore, importance was given to the spatial
resolution rather than temporal coverage of a satellite sensor. Using historical Landsat 5 TM imagery
in conjunction with in situ point measurements, we propose a single-band empirical relationship for
monitoring turbidity in Apalachicola Bay, Florida (USA). The performance of Landsat 5 TM—turbidity
relationship was also evaluated on the recently launched Landsat 8 OLI imagery. A time-series
of turbidity was then analyzed using advanced statistical techniques to investigate the effects of
meteorological, hydrological, and astronomical forcing on the water turbidity in Apalachicola Bay.
Using the Landsat-based turbidity maps and in situ observations, we examined spatial variability in
the bay’s turbidity and water dynamics seasonally and during major hydrological and meteorological
events, such as the Apalachicola River floods, passages of the cold fronts, and the hurricane landfall
during our study period. Water quality monitoring strategy presented in this study supports the
US Environmental Protection Agency’s (EPA) water quality standards under the Clean Water Act to
protect human health and the environment.
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2. Materials and Methods

2.1. Study Area

Apalachicola Bay is an elongated shallow (average depth = ~3 m) estuarine system located in the
Florida’s Panhandle that covers an area of ~540 km2 (Figure 1) [29]. Apalachicola River, the largest
river in Florida, is the main source of freshwater and nutrients in the bay [30]. The bay is bounded by
four barrier islands (St. Vincent, St. George, St. Little George, and Dog), and exchanges water through
three natural passes (Indian, West, and East) and one man-made pass (Sikes Cut). Apalachicola Bay is
one the most productive estuarine systems in North America. For example, it is well-known for its
oyster harvest that supplies ~90% of the oysters in Florida, and accounts for ~10% of nationwide oyster
production [31]. However, environmental stresses such as salt-water intrusion [32], tropical storms [33],
Deep Water Horizon oil spill [34], and droughts/floods [35,36] have negatively affected the bay’s
commercial oyster industry. Historical sediment records showed a decrease in nutrient levels in
Apalachicola Bay possibly due to the reduction in river discharge and rising sea-level [37]. The bay
is located in a transition zone, where diurnal tides of the western Gulf change to semi-diurnal tides
towards the Florida’s Panhandle [38,39]. It also experiences relatively shorter periods of strong winds
during extreme weather events, such as cold fronts, storms, and hurricanes that can have large effects
on the bay’s water quality [40,41].

 

Figure 1. Apalachicola Bay, USA (white star in inset). In situ turbidity is observed near DB (Dry Bar)
and CP (Cat Point) stations. White star represents a meteorological station maintained by Apalachicola
National Estuarine Research Reserve (ANERR). Arrows represent various natural and man-made
connections between the bay and the Gulf of Mexico.

2.2. Data Sources

A list of in situ and satellite measurements with their sources and purpose in this analysis is given
in Table 1. Meteorological and hydrological data, such as wind speed, wind direction, river discharge,
tidal height, and rainfall, were requested from various state and federal agencies. Water quality
measurements, such as turbidity and salinity, were collected from the Apalachicola National Estuarine
Research Reserve (ANERR)-maintained YSI-6600 series sondes (YSI Inc., Yellow Springs, OH, USA)
positioned ~0.3 m above the bottom at two locations, Cat Point (CP) and Dry Bar (DB) (Figure 1).
Three sets of clear-sky Landsat imagery with no sun-glint artifact were requested from USGS Landsat
data archive that include 19 images of Landsat TM, ETM+ and OLI sensors for validating ENVI-FLAASH
atmospheric correction, 57 images of Landsat TM sensor for developing turbidity algorithm and spatial
analysis, and 17 images of Landsat OLI sensor for evaluating the performance of proposed algorithm
on Landsat 8 OLI imagery.
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Table 1. A list of data that are used in 8-year turbidity analysis (2004 to 2011) in Apalachicola Bay.

Data N (Duration) Location Source Purpose

Field Measurements

Turbidity (NTU) 2758 (CP) 2745 (DB)
(2004–2011)

Cat point (CP)
(29.702◦N, −84.875◦W)

Dry Bar (DB)
(29.675◦N, −85.058◦W)

Apalachicola National
Estuarine Research
Reserve (ANERR)

Temporal and statistical
analysis of turbidity,

Satellite-based
turbidity maps

Wind speed (ms−1)
and Wind direction

2842 (2004–2011) East Bay (EB)
(29.791◦N, −84.883◦W) ANERR Effects on turbidity

Tidal height (m) 2922 (2004–2011) ID-8728690
(29.435◦N, −84.90◦W)

NOAA Tides
and Currents Effects on turbidity

River discharge
(m3s−1) 2922 (2004–2011) ID-02359170 (near

Sumatra, Florida)
USGS Water Data for

the Nation Effects on turbidity

Rainfall (mm) 2439 (2004–2011) ID-080211 (Apalachicola
Airport) Florida Climate Center Effects on turbidity

Salinity 2922 (2004–2011)

Cat point (CP)
(29.702◦N, −84.875◦W)

Dry Bar (DB)
(29.675◦N, −85.058◦W)

Apalachicola National
Estuarine Research
Reserve (ANERR)

Effects on turbidity

Remote Sensing Measurements

Landsat TM,
ETM+ & OLI

19 clear-sky images
(2011–2014) Path 22, Row 40 Landsat Data Archive

(USGS)

Validation of
ENVI-FLAASH

atmospheric correction

Radiance Lw
(mWcm−2μm−1sr−1)

and AOT

19 match-ups
(2011–2014)

CSI-6
(28.867◦N, −90.483◦W)

AERONET-OC
(WAVCIS)

Validation of
ENVI-FLAASH

atmospheric correction

Landsat 5 TM images
57 images with

clear-sky conditions
(2004–2011)

(Path 18/19, Row 39/40) Landsat Data Archive
(USGS)

Landsat based turbidity
maps, Analysis of

spatiotemporal changes
in turbidity

Landsat 8 OLI
images

17 images with
clear-sky conditions

(2014–2016)
(Path 18/19, Row 39/40) Landsat Data Archive

(USGS)

Performance evaluation
of turbidity algorithm on

Landsat 8 OLI

2.3. Methods

2.3.1. Overview

The main aim of this study was to examine the effects of physical forcings (e.g., Apalachicola
River, winds, precipitation, and tides) on water turbidity, and to investigate the possible use of
Landsat sensors (e.g., Landsat 5 TM) to get synoptic views of estuarine water dynamics and turbidity
distribution in Apalachicola Bay. Regular monitoring of water quality parameters using space-borne
sensors generally requires two necessary steps: (1) to achieve reasonable estimates of water-leaving
radiance by removing atmospheric contributions from a signal received at the top-of-atmosphere (TOA);
and (2) to obtain a robust relationship between water quality (e.g., turbidity) and satellite-based optical
parameters (e.g., remote sensing reflectance—Rrs and surface reflectance—ρ) [42]. Remote sensing over
water is quite challenging mainly due to low contributions of water-leaving light, and strong influence
of atmosphere (~90%) to light sensed at the TOA. Consequently, it is necessary to remove atmospheric
signal prior to the usage of satellite data for ocean color applications [43]. Numerous methods have
been proposed for the removal of the atmospheric contribution to get better estimation of water-leaving
radiance [43–48]. The complexity associated with these schemes makes them time-intensive and
unsuitable for day-to-day monitoring purposes. Freely available tools (e.g., SeaDAS (OBPG, NASA))
incorporate many of these schemes for satellite data processing, but these tools do not support the
older Landsat 5 TM sensor data. This study used a commercially available ENVI-FLAASH® (Fast Line
of sight Atmospheric Analysis of Spectral Hypercubes) atmospheric correction module to correct
clear-sky Landsat 5 TM imagery acquired for the analysis. However, the validation of FLAASH
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results (e.g., surface reflectance) was a necessary step before algorithm development and analysis.
Furthermore, this study mainly focused on the historical data, and in situ matchups for validation
analysis were not available over the study area. To obtain confidence on FLAASH’s performance
in moderately turbid coastal waters, the atmospheric-correction module was tested first near the
only available AERONET-OC site in the Gulf of Mexico. Subsequently, Landsat 5 TM—turbidity
relationships were analyzed for different seasons, and a robust general relationship was developed
using statistical techniques for converting atmospheric-corrected Landsat imagery into the turbidity
maps in Apalachicola Bay. A schematic diagram (Figure 2) illustrates the pathways to generate turbidity
maps in the bay wherein, AERONET-FLAASH comparison is represented by Path 1 (dashed lines),
while satellite and in situ data quality check/processing are shown by Path 2 and Path 3, respectively.

Figure 2. A schematic diagram of processing pathways for developing an empirical relationship
between in situ turbidity and atmospheric-corrected Landsat 5 TM red band (Band 3). Dashed lines
represent processing units for AERONET—FLAASH validation on a separate set of 19 clear-sky
images. DNs = Digital numbers, TM = Thematic mapper, ETM+ = Enhanced thematic mapper,
OLI = Operational land imager, TOA = Top-of-the-atmosphere, and CDOM = Chromophoric Dissolved
Organic Matter.

2.3.2. Landsat Image Processing

Raw at-sensor radiance images were corrected for the atmosphere using the ENVI-FLAASH®

module (Exelis Visual Information Solutions, 2015). Radiometric-calibration was applied first to all of
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the raw images to convert at-sensor DNs (digital numbers) to at-sensor radiance values (LTOA) at each
spectral band,

Ln = C0n + C1n × DNn (1)

where C0, is the offset and C1 the gain coefficients of Landsat 5 TM for the corresponding band n.
Surface-leaving radiance (Lu) conveys valuable information about the in-water constituents, but it
contributes only about 10% to the LTOA. Major part of LTOA is contributed by the atmosphere (aerosols
and gases), specular reflection of directly transmitted sunlight from the water surface (sun glint),
direct reflected radiance from the water surface (sky light) and radiance reflected from whitecaps.
The FLAASH module facilitates automated atmospheric correction with MODTRAN4 code over water
using NIR (Band 4) and SWIR (Band 5) channels. The FLAASH processing methodology [49] is briefly
described next. At sensor radiance is given by,

LTOA = Latm +

(
A × ρ

1 − ρx × S

)
+

(
B × ρx

1 − ρx × S

)
(2)

where, ρ = surface reflectance of target pixels, ρx = spatially averaged surface reflectance of surrounding
region, A and B = coefficients that depend on atmospheric and geometric conditions, S = the spherical
albedo of the atmosphere, LTOA = radiance that is received at the top-of-the-atmosphere (TOA), Latm

= radiance that is back-scattered by the atmosphere (aerosols, gases, and water molecules) to the
sensor’s field of view. In Equation (2), LTOA includes radiance contributions from mainly 3 paths,
(1) path radiance which is light scattered by the atmosphere (first term); (2) surface radiance which
includes water-leaving radiance (Lw), part of sky light (Lsky1), and part of sun-glint (Lglint1) from that
reflected from target pixels (second term); and (3) surface radiance that is diffusely transmitted into
sensor, giving rise to “adjacency effect” (third term). It also includes part of skylight (Lsky2) and part of
sun-glint (Lglint2) from the surrounding pixels.

In processing, FLAASH first utilizes MODTRAN4 radiative transfer model to calculate A, B, S and
Latm by using manually provided image-based information such as viewing and solar angles (date and
time of image acquisition), the mean surface elevation of the measurement (~705 km for Landsat 5 TM),
model atmosphere (Mid-Latitude summer or Tropical based on in situ air temperature and month
of image acquisition), and aerosol model (maritime-aerosol model). FLAASH includes a method for
retrieving the aerosol amount and estimating a scene average visibility using an automated dark-pixel
reflectance ratio method [50]. A dark-pixel is obtained by using an infrared wavelength (usually 2.1 μm;
Landsat 5 TM Band 7) at which reflectance retrieval is generally insensitive to visibility. FLAASH then
uses the Landsat bands 4 (NIR) and 7 (SWIR) with a nominal reflectance ratio (1 or 0.81) and a band 4
reflectance cutoff of 0.03. This assumes that the source of water reflectance in the infrared is spectrally
flat or foam (white caps) with reflectance ratio 1 representing spectrally flat assumption whereas 0.81 is
better suited for foam conditions (Moore, Voss, and Gordon, 2000). The visibility estimate is then
combined with MODTRAN4 aerosol representation to describe the atmosphere. The values of A, B,
S and Latm are also strongly dependent on the water vapor column amount, which is generally not
well-known and may vary across the scene. Landsat sensor does not have the appropriate bands
to perform water retrieval, so it is determined according to the standard water column amount for
the selected atmospheric model which is then multiplied by an optional water column multiplier
(e.g., Mid-Latitude summer—2.08 gcm−2 and Tropical—4.11 gcm−2 in our case).

Next, spatial averaging is implied by convolving radiance image of LTOA (Equation (2)) to find
Lequivalent (at sensor) by using upward diffused transmission spatial point spread function that describes
the relative contributions to the pixel radiance from points on the ground at different distances from
the direct line of sight. ρx is then obtained by neglecting contribution of surrounding pixels,

Lequivalent ≈ Latm +

(
(A + B)× ρx

1 − ρx × S

)
(3)
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Once, Latm, ρx, A, B, and S are available, Equation (2) is solved for ρ (surface reflectance). It is
important to note that adjacency correction partially removes sun-glint and skylight that is contributed
by neighboring pixels; however, their exact values are unknown as they are removed during adjacency
correction. Therefore, water surface reflectance (ρ) may have some effects of residual skylight and
sun-glint. FLAASH-based image processing was used as described in Joshi and D’Sa (2015) [51].
After applying suitable quality-check criteria to remove the effects of outliers, average values of 5 × 5
and 7 × 7 pixels were calculated from the atmospherically-corrected Landsat images for turbidity
algorithm and FLAASH—AERONET analysis, respectively, at each sampling site. We have used
SeaDAS 7.2 (OBPG, NASA) to generate turbidity maps for further analysis (Figure 2).

2.3.3. FLAASH vs. AERONET

A separate analysis was performed to examine the validity of the FLAASH’s atmospheric
correction. We used a different set of Landsat images (e.g., TM, ETM+, and OLI) collected over
the AERONET WAVCIS CSI-6 site located to the south of Terrebonne Bay close to the Mississippi River
delta (Figure 3). A validation analysis at CSI-6 can apply to Apalachicola Bay because of the similarity
in turbidity conditions of the bay and the relatively low influence from the Mississippi-Atchafalaya
river system at CSI-6. Nineteen clear-sky Landsat images (100% clear-sky image with no sun glint)
were acquired over the AERONET station between 2011 and 2014. They included five Landsat 5 TM
images, eight Landsat 7 ETM+ images and six Landsat 8 OLI images.

 

Figure 3. AERONET WAVCIS (CSI-6) station, Gulf of Mexico (white box). A 7 × 7 box was chosen
to the right of AERONET site rather than centered at the site to avoid noise from the station itself
(black box).

The validity of FLAASH-corrected satellite observations was evaluated using two approaches,
namely, (1) comparing the aerosol optical thickness (AOT); and (2) relating water-leaving radiance
(Lw) or normalized water-leaving reflectance ([ρw]normalized) obtained from the in situ and satellite
measurements. The first approach used AOT obtained from in situ AERONET measurements and
Landsat images. In situ AOT acquired just before and after the satellite overpass were averaged
to keep comparison closer to satellite measurement. Since the in situ AERONET measurements
do not provide AOT (550 nm), these were obtained by the interpolation of nearby wavelengths.
Furthermore, FLAASH utilizes MODTRAN4 code (which is not freely available) to calculate AOT
(550 nm) using image data and historical climatology, but it does not provide AOT as an output in
atmospheric-correction procedure. However, FLAASH does provide horizontal visibility which can be
approximately converted to AOT using Koschmieder’s equation [52],

Visibility (km) =
3.912

AOT550
(4)
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The second approach compared normalized water-leaving reflectance obtained from in situ
measurements and atmospheric-corrected Landsat imagery. AERONET uses water-leaving radiance
Lw, ozone optical thickness (τo), Rayleigh optical thickness (τr), and aerosol optical thickness (τa)

to obtain normalized water-leaving radiance ([Lw]normalized). [Lw]normalized is then converted to
[ρw]normalized by using the following equation,

[ρw]normalized =
π

F0
× [Lw]normalized (AERONET − OC) (5)

where, F0 = Extraterrestrial solar irradiance (mWcm−2μm−1) [53]. Satellite-based water-leaving
reflectance (ρw) was obtained from FLAASH-corrected imagery with 7 × 7 box centered near to the
AERONET site (Figure 3), which is then converted to [ρw]normalized [54],

[ρw]normalized = ρw × exp
[(τr

2
+ τo + M × τa

)
× 1

cos θ

]
(Landsat 5 TM) (6)

where, θ = solar zenith angle, M is related to scattering phase function of aerosol.

2.3.4. Statistical Analysis

Time-series decomposition, principal component analysis (PCA), and classification-tree based
models were used to examine relative importance of meteorological (e.g., wind speed and wind
direction), hydrological (e.g., river discharge and salinity), and astronomical (e.g., tidal height) factors
on the historical trends of turbidity in Apalachicola Bay. Time-series decomposition was applied using
a loess-based seasonal-trend decomposition procedure (STL) [55]. The STL decomposes time-series
into seasonal, yearly trend, and remainder components to extract useful information about seasonal,
inter-annual, and random variations from the original time-series (“STL” package in R). PCA was used
to show the complexity of Apalachicola Bay; this is a powerful dimension reduction technique that
reduces a large number of variables into a few orthogonally separated principal components. Principal
component is a linear transformation of the variables into a lower dimensional space that retains the
maximum amount of information about the original variables. We used R statistical analysis software
with “prcomp” package for the PCA analysis. Likewise, the relationship between turbidity and physical
forcings, for example, could be strongly non-linear and involve complex interactions that could not be
explained by commonly-used statistical modeling approaches. Classification (categorical dependent
variable) and regression (numerical dependent variable) trees are the modern statistical techniques
for exploring and modeling such a complexity in data [56], and have been widely used in a variety
of fields such as agriculture, coastal environment [51], and freshwater and marine ecology [57,58].
Trees explain the variation of a single dependent variable corresponding to one or more explanatory
variables by splitting data recursively based on the most influential independent variable. At each
node, model splits observations into two mutually-exclusive groups based on a threshold value of
the most influential explanatory variable by keeping each group as homogenous as possible with a
minimum residual sum of squares. We used R statistical analysis software with “CART” package for the
tree-based analysis.

It is complex to derive a general relationship for the diversity of sub-habitats in estuarine
systems with a small sample size. Furthermore, the regression relationships between dependent
and independent variables changes completely if a different set of training data is drawn from
the sample every time. Therefore, uncertainty analysis is necessary for the reasonable estimates
of regression coefficients and a robust general relationship for the study area. A bootstrapping
approach was used with 5000 simulations to get reasonable estimates of regression coefficients for
the Landsat 5 TM—turbidity relationship, and to obtain the validation statistics (e.g., Bias and root
mean squared error (RMSE)) [59,60]. The bootstrapping is a machine-learning technique that provides
reasonable inferential statistics for population with random and repeated sample selection, especially
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when the sample size is limited. In regression analysis, algorithm development and validation
require the data to be divided in training and testing sets (e.g., training data = 50; testing data = 38
total data = 88). In processing, the first bootstrap-run picks up a training set from the given sample
to develop a relationship between dependent and independent variables. Then, it validates this
relationship on remaining data (e.g., testing set), and provides statistical inferences for the prediction
accuracy. Next, the second bootstrap runs on the new set of randomly selected training and testing
data sets, and provides statistical parameters and inferences of regression and validation (e.g., slope,
intercept, R2, Bias, and RMSE). If bootstrapping procedure is run for N times on the given sample size,
it can provide good estimates of regression coefficients and validation accuracy for the population.
Furthermore, the means of regression coefficients (e.g., slope and intercept) can be used as the
reasonable estimates for developing a general regression model if their distributions are not highly
skewed. In this analysis, 5000 bootstrap simulations (training data = 50 and testing data = 38) provided
population distributions of regression estimates, inferential statistics, and validation accuracy for the
Landsat 5 TM—turbidity relationship in Apalachicola Bay.

3. Results and Discussion

3.1. Satellite Assessment of Water Turbidity in Apalachicola Bay

3.1.1. Assessing the Performance of ENVI-FLAASH Based Atmospheric Correction

The FLAASH derived AOT550 showed a good correlation (R2 = 0.96, RMSE = 0.011, N = 19) to in
situ AOT550 that indicated a reasonable retrieval of aerosol properties by MODTRAN4 code (Figure 4a).
However, the uncertainty increased towards low visibility (or high AOT) conditions. The Koschmieder’s
equation (Equation (4)) assumes the equality in vertical and horizontal extinction coefficients with no
effects of vertical extinction profile on the AOT. However, vertical extinction coefficient may become
larger than horizontal extinction coefficient in many cases (e.g., high aerosol concentration in the
upper atmospheric layers, and temperature inversions). Furthermore, the conversion of AOT from
horizontal visibility may cause large RMSE especially for the visibility <30 km [52]. FLAASH-corrected
[ρw]normalized and in situ [ρw]normalized also showed a reasonable agreement between satellite and
above-water measurements (R2 = 0.86; N = 24) (Figure 4b).

 

Figure 4. An assessment of FLAASH-based atmospheric correction using in situ (a) aerosol
optical thickness (AOT550), and (b) normalized water-leaving reflectance ([ρw]normalized) observed
at AERONET-WAVCIS site in the northern Gulf of Mexico.

3.1.2. Band Selection

In principle, water turbidity is mainly a measure of the light scattered (back or side scattering of
white or NIR light based on instrument design) from particles in suspension [16]. Therefore, it can
be related to water-leaving light (e.g., Rrs and ρ) recorded by satellite sensor by assuming, (1) water
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column is homogenously mixed; and (2) surface water is spatially homogenous around the study area.
Generally, estuaries, such as Apalachicola Bay, are highly productive due to their nutrient richness
and light availability for the primary production [61]. Furthermore, they receive considerable amounts
of sediments and dissolved organic matter (e.g., CDOM) from the river, its tributaries, and adjacent
wetlands [62]. Also, physical forcings such as winds and tides make these shallow water systems optically
complex due to water column mixing and bottom sediment re-suspension. Therefore, band selection for
the turbidity algorithm is difficult especially in the estuarine environment where larger concentrations of
major optical constituents do not co-vary.

Water turbidity can be mainly related to the presence of reflective particulate matter in a water
column (e.g., non-algal particulate matter (NAP) and detritus). In natural waters, back-scattering
spectra generally show a broad peak in blue-green region (e.g., 500–600 nm) that decreases towards
blue and red regions possibly due to strong pigment absorption [63,64]. Additionally, the presence of
CDOM further downgrades the water-leaving radiance at the blue and green wavelengths especially
in CDOM-rich coastal waters such as Apalachicola Bay [65,66]. Therefore, these wavelengths are
generally avoided for the remote sensing of suspended particles and turbidity especially in optically
complex estuarine and inland waters. The CDOM and NAP absorptions decrease toward the red and
NIR wavelength, and particle back-scattering becomes a major contributor to the surface reflectance
except in chlorophyll-a absorption region (~670–680 nm). Several studies have demonstrated the
successful application of red and NIR wavelengths to monitor water quality in coastal and estuarine
environments [19–21,67–69]. Landsat 5 TM NIR band is broad (760–900 nm, band width = ~140 nm),
and water absorption increases about an order of 4 from the red (~660 nm) to the NIR wavelength
(~727.5 nm) [70]. Therefore, NIR band could be useful only in highly-turbid waters where particle
back-scattering prevails over the water absorption, but it may not provide useful information about
water clarity in low to moderately turbid waters [71]. This could be one of the reasons that NIR band
showed relatively poor correlation (R2 = 0.55) with turbidity in Apalachicola Bay (Figure S1). On the
other hand, red band could be useful as it has relatively narrower (630–690 nm) bandwidth with
the dominance of back-scattering in the larger portion of bandwidth compared to the chlorophyll-a
absorption, thus we have used surface reflectance (ρ) of Band 3 (red band) which was obtained from
FLAASH-corrected Landsat imagery for algorithm development.

3.1.3. Landsat 5 TM-Turbidity Algorithm and Validation

Landsat 5 TM—turbidity relationships were evaluated separately for different seasons. Despite
the influence of the chlorophyll absorption peak, the correlation between in situ turbidity and Landsat
5 TM reflectance (Band 3: 630–690 nm) was reasonably good in the spring (R2 = 0.79, N = 22), the fall
(R2 = 0.89, N = 19), the winter (R2 = 0.76, N = 27) except in the summer (R2 = 0.50, N = 21) (Figure S2).
The temporal variability in in situ measurements (± 1 h of satellite overpass) and pixel-to-pixel
variability in surface reflectance (5 × 5 pixels centered close to in situ station) were relatively smaller
in the spring, and the winter likely due to energetic mixing of water column by river discharge, and
winds along with sustained-influence of these forces during the time of measurements. Both Cat Point
and Dry Bar stations are located on the hard bottom substrate (with no vegetation) of productive oyster
bars [72]. The large uncertainties in reflectance measurements in relatively clearer water scenarios
indicated the possible contamination due to the variability in bottom reflectance at each pixel [73].

The bootstrap approach yielded reasonable statistics for turbidity algorithm (R2 = 0.77 ± 0.06,
range = 0.50–0.91, N = 50), and its validation (R2 = 0.70 ± 0.15, range = -0.96 – 0.97, N = 38;
RMSE = 7.78 ± 2.59 NTU) (Table S1; Figure S3). The regression coefficients for the mean RMSE
(= 7.78 NTU) of simulations were considered as the reasonable estimates of slope and intercept for the
following power-law relationship between turbidity and Landsat 5 TM red band (Figure 5a),

Turbidity (NTU) = 6568.23 × (Re f lectance (Band 3))1.95 (7)
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3.1.4. An Optimization of the General Turbidity Algorithm Based on Seasonal Thresholds

Because the slope and range of the general turbidity algorithm are different than individual
seasonal Landsat 5 TM—turbidity relationships, the usage of a general algorithm outside the ranges
of individual relationships can cause erroneous estimates of turbidity. Therefore, using reflectance
thresholds corresponding to different seasons further optimized the algorithm. The lower threshold
(surface reflectance = 0.01), was kept the same for all the seasons whereas upper threshold, was selected
where modeled seasonal relationships deviated significantly from the general turbidity algorithm as
shown in Figure 5b (e.g., ρ = 0.11 for the spring, ρ = 0.08 for the winter, ρ = 0.07 for the fall, and ρ =
0.04 for the summer). Furthermore, any signature of strong bottom reflectance and skylight will result
in very high reflectance at the surface. If signature is too high to cross the upper limits, the pixel will
be masked out from the image and thus, erroneous pixels can be avoided in the analysis with the
proposed thresholds.

 

Figure 5. (a) Turbidity algorithm using bootstrap estimations; (b) optimization of turbidity algorithm
based on seasonal thresholds. Grey box represents data bounds for the general turbidity algorithm
(black line), whereas colored boxes represents threshold bounds for different seasons (e.g., green for
spring (ρmin = 0.01 and ρmax = 0.11), blue for winter (ρmin = 0.01 and ρmax = 0.08), yellow for fall (ρmin

= 0.01 and ρmax = 0.07), and red for summer (ρmin = 0.01 and ρmax = 0.04).

3.2. Temporal Variations in Physical Forcings in Apalachicola Bay

3.2.1. Time-Series Analysis

Apalachicola Bay generally experienced elevated river flows in late winter and spring that
gradually reduced to minimal flows towards the warm seasons (Figure 6a). Furthermore, a right-skewed
frequency distribution of discharge (~558.21 ± 499.10 m3s−1) suggested that the bay usually
experiences long periods of low-flow conditions and strong episodes of elevated river flow (Table S2;
Figure S4). High river discharge were normally observed during the Apalachicola River flood
events (e.g., March–April, 2005; 2008; 2009), and during passages of strong cold-frontal systems (e.g.,
January-February, 2010) (also see blue bars in Figure 6a). However, heavy precipitation and associated
run-off in the lower ACF basin (Apalachicola-Chattahoochee-Flint) can also occasionally affected the
freshwater inflow to the bay. Seasonally-decomposed precipitation revealed frequent occurrences of
rainfall events in the summer and fall seasons (Figure 6b; Figure S5). The anomalously high river
discharge and precipitation observed during winter and spring may have also been related to the weak
and moderate El Niño events in 2004–2005 and 2009–2010, respectively [74,75].

Apalachicola Bay was relatively saline near to the freshwater sources in warm seasons, and was
relatively fresher in winter and spring indicating seasonal-influence on the bay’s water quality
(Figure 6c). Mean-daily salinity showed similar trends at Cat Point (CP) (21.69 ± 7.78) and Dry
Bar (DB) (21.99 ± 7.45) stations, but they varied considerably in many instances possibly due to
complex interactions of river, wind, precipitation, and tidal forcings during the study period (also see
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red ellipses in Figure 6c). The bay experiences a micro-tidal environment with tidal height of 0.28
m (± 0.06 m) above the mean lower low water datum (MLLW = 1.307 m). Diurnal tidal-range was
relatively larger in spring and summer than in the fall and winter (Figure 6d). Furthermore, mean-daily
tidal height showed a bimodal distribution with relatively higher tides in the summer and fall seasons,
and relatively lower tides in winter. Although wind speed can vary significantly at shorter time
intervals (e.g., minutes), the bay experienced low to moderate mean-daily wind speed (2.67 ± 1.06
ms−1) from 2004 to 2011 (Table S2). Wind vectors also showed yearly trends of strong northerly winds
in winter and early spring, and relatively milder southerly winds in the summer and fall (Figure 6e).

 

Figure 6. Time-series of (a) Apalachicola River discharge (m3s−1); (b) precipitation (mm); (c) salinity,
(d) tidal height (m); (e) wind speed (ms−1) and wind direction (◦N); and (f) water turbidity (NTU) from
2004 to 2011. The gray-dashed line represents Cat Point (CP) station and black-solid line represents
Dry Bar (DB) station in figures (c,f). Blue boxes illustrate the effects of high river flow conditions on
salinity and water turbidity, e.g., salinity decreases and turbidity increases as river discharge increases.
Red ellipses indicate the difference in salinity at two stations during the low-flow conditions. Black
arrows illustrate wind direction during cold (downward) and warm (upward) seasons in general. Red
bars in (a) represent Landsat 5 TM clear sky match-ups for turbidity algorithm and validation analysis
during the study period. HC = Hurricane, TS = Tropical storm, AR = Apalachicola River.

A time-series of mean-daily turbidity showed irregular variations that could be attributed to
complex interactions between the Apalachicola River plume, daily tidal cycles, precipitation, and erratic
behavior of winds across the bay (Figure 6f). Mean turbidity at DB was relatively higher than at CP
likely due to shallower depth and proximity to the major inlet at West Pass (Figure 1; Table S2).
Large turbidity peaks were well-correlated with high-flow conditions in the Apalachicola River
(blue boxes in Figure 6) and tropical storms [14,41]. A seasonally-decomposed turbidity suggested the
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difference in trends at two stations, e.g., Cat Point experienced turbid waters, whereas Dry Bay station
remained less turbid in the summer (Figures S6 and S7). Despite the proximity to major river mouth,
the observed differences in turbidity ranges could also be associated with complex mechanisms of
plume dynamics in the bay (Table S2).

3.2.2. Principal Component Analysis

In Figure 7, each point represents physical state of the bay based on different physical variables,
e.g., salinity, tidal height, river discharge etc. It is difficult to summarize the bay’s “conditions” with
this many variables because some of them remain stable for most of the days (e.g., air temperature,
while others vary more frequently during different days (e.g., wind speed). PCA generated new
characteristics (e.g., principal components) with maximum possible variance in data for easier
explanation (Figure 7). The PCA results showed that ~50% of the information (variance) contained
in the data are retained by the first two principal components, which indicated that the variance in
data can be explained by more than two principal components and in more than two dimension
spaces. Principal component-1 (PC1) explained ~26% variance, and generally described the data based
on seasonality (e.g., days in the winter and spring to the right) and in summer and fall to the left
(Figure 7). Therefore, blue/green points in figure are the days of winter and spring when the bay
experienced elevated river discharge, higher air pressures, more turbid waters at Dry Bar than at
Cat Point, cold air temperatures, and became relatively fresher as compared to the summer and fall.
Furthermore, a positive association of PC1 to the river discharge (~49%) and negative association with
salinity (at Cat Point (~40%) and Dry Bar (~46%)) and tidal height (~40%), supported the time-series
results which showed that the bay generally experienced moderate river discharge, low tidal heights,
and low salinity environments in winter and spring, and vice versa.

 

Figure 7. Principal Component Analysis (N = 2377 days) on meteorological (wind speed,
wind direction, and air temperature), hydrological (river discharge, precipitation, turbidity,
and salinity), and astronomical (tidal height) variables in Apalachicola Bay. A color scheme and symbols
are used to illustrate seasonality, e.g., blue color represent the winter (November to February), green
square represent the spring (March to May), red triangle represents the summer (June to August), brown
crossed-square boxes represent the fall (September & October). The shades of group color indicate
months in each group, e.g., November—sky blue, January—Navy blue, July—orange, August—red.
Turbidity_DB = Turbidity at Dry Bar, Turbidity_CP = Turbidity at Cat Point, Salinity_DB = Salinity at
Dry Bar, and Salinity_CP = Salinity at Cat Point.
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Conversely, principal component-2 (PC2) explained data generally based on water turbidity,
whereby, less turbid days had positive scores on PC2 and more turbid days had negative scores on
PC2. The PC2 was strongly related to wind speed and water turbidity at both locations indicating the
importance of winds on diurnal variability in the bay’s turbidity. Loadings of river discharge were
located closer to Dry Bar turbidity (Turbidity_DB), suggesting stronger influence of river discharge
in the western part of bay (e.g., DB) than the eastern part (e.g., CP)—except during periods of strong
westerly winds that could veer the river plume towards St. George Sound (Figure 1). Similarly, tides
could affect more the turbidity at the CP compared to the DB station. As expected, high pressure
and low temperatures were generally observed in the winter. Moreover, in many instances we
observed positive correlations between high barometric pressures and river discharge, possibly due
to wind-driven river flow during frontal passages. However, these interactions of frontal winds and
river discharge, and their effects on turbidity, were not apparent in the PCA results. Overall, a small
difference in first two principal components (25.63% and 18.04%, respectively) to explain variance in
data indicated that various physical parameters strongly interact with each other, making Apalachicola
Bay a complex estuarine system. Classification tree-based models were analyzed to further examine
the relative importance of wind, tides, river discharge, and precipitation on the bay’s turbidity in the
eastern and western regions of the bay.

3.2.3. Tree-Based Classification Models

Tree-based classification models showed relative importance of major physical forcings on the
mean-daily turbidity at Cat Point (CP) and Dry Bar (DB) locations in Apalachicola Bay from 2004
to 2011. The mean turbidity at CP was 11 NTU (n = 2170 days). Similar to PCA, tidal height
was the important factor at Cat Point that was used to classify data in two groups based on tidal
influence, e.g., Node 2 (Tide < 0.25 m, turbidity = 8.3 NTU, n = 653 days), and Node 3 (Tide > 0.25 m,
turbidity = 12 NTU, n = 1517 days) (Figure 8a). A tidal height threshold (0.25 m) separated data based
on seasonal amplitudes, e.g., low tidal-height in winter and early spring, whereas high tidal-height
in late spring, summer, and fall (Figure 6d). River discharge was a major contributor to the turbidity
at Node 2. High-river flow conditions (RD > 1467 m3s−1) showed the largest increase in turbidity
(Node 5, mean = 24 NTU, n = 33 days) that is likely to represent flood days (e.g., March–April, 2009;
also see Figure 6a), and elevated river flow during frontal passages in winter months (e.g., December
and January–2010; also see Figure 6a). Apalachicola River discharge is usually low in late spring,
summer, and fall (Figures 6a and 7), however the periods of moderate winds can likely lead to increase
in water turbidity through water-column mixing or by veering of the river plume water towards
the eastern part of the bay (Node 7, mean turbidity = 15 NTU, n = 682 days). Variable importance
analysis showed that Apalachicola River discharge was the most influential forcing (~43%) associated
with the largest variation in water turbidity, followed by wind speed (~32%) and tidal height (~19%).
In contrast, precipitation had a least influence (~6%) on variability in turbidity to the eastern region of
the bay (e.g., Cat Point).

At Dry Bar station, wind speed was the primary factor that explained variability in turbidity
during the study period (Figure 8b). Mean water turbidity was generally ~50% higher during the
strong winds (Node 3, Mean turbidity = 18, wind speed > 3 ms−1, n = 507) than weak winds (Node 2,
Mean turbidity = 12 NTU, wind speed < 3 ms−1, n = 1453 days). In addition, periods of strong winds
during high river flow and precipitation events showed significant increases in water turbidity (~142%
and ~84% at Node-7 and Node-13, respectively) in comparison to the weak winds (Node 2) at the Dry
Bar station. Variable importance analysis showed that wind speed (~36%) was the most important
factor for daily turbidity variations that was followed by river discharge (~27%), precipitation (~23%),
and tidal height (~14%) towards the western region of bay (e.g., Dry Bar).
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Figure 8. Classification tree model for turbidity at (a) Cat Point; and (b) Dry Bar (right) in Apalachicola
Bay from 2004 to 2011. Wind speed in ms−1, Apalachicola River discharge in m3s−1, tidal height in
meter, and precipitation in millimeter.

3.2.4. Seasonal Turbidity Patterns in Apalachicola Bay

Apalachicola Bay’s turbidity ranges from 1 to 70 NTU during normal days [29]. According to
US EPA’s (Environmental Protection Agency) water quality standards under the Clean Water Act
(CWA), the bay’s water is classified as CLASS II water which is suitable for shellfish propagation and
harvesting. Although turbidity classification of low, moderate and high levels varies with locations
and importance of a water body, a turbidity reading of <10 NTU indicates fairly clean water for
most of the lakes and rivers. Furthermore, the EPA has set a turbidity criterion of <29 NTU above
background (5–10 NTU) as normal condition in the bay. Often however values can increase beyond
100 NTU especially during extreme events such as cold fronts, floods, and tropical storms. Based on
this information, we classified turbidity levels as low (<10 NTU), moderate (10–50 NTU), and high
(>50 NTU) in Apalachicola Bay.

Cross-year (2004–2011) seasonally mean turbidity maps showed distinct variations in spatial
patterns of turbidity in Apalachicola Bay. Moderate turbidity (>10 NTU) was observed in central
and east bays in the spring and the winter (Figure 9a,d). However, spatial extent of moderately
turbid water was usually widespread and uniform in the spring indicating a strong influence of river
discharge on the bay’s water turbidity in the wet season. In contrast, highly turbid water, mainly
observed on shallow regions of the bay (e.g., EB, VC, and near barrier islands), was likely due to
wind-supported sediment resuspension and river discharge in winter. Apalachicola Bay generally
experiences low turbidity (<10 NTU) during low flow conditions (e.g., Figure 9b,c). Frequent periods
of precipitation and run-off activities could be responsible for showing well-distributed turbid waters
close to terrestrial sources as observed in summer. Nonetheless, the effects of bottom reflectance on the
seasonal maps cannot be ignored (e.g., VS, CP, and DB) during low flow conditions (e.g., summer and
fall). Bottom reflectance can be very pronounced in the fall when the bay lacks adequate supply
of particulate material—via freshwater sources (e.g., rivers and run-off). However, short periods
of wind-induced sediment resuspension could have resulted in moderate turbidity in central bay
in the fall. St. George Sound (GS) remained relatively clear in all seasons possibly due to lack of
freshwater sources and relatively deeper water column [72]. Seasonal turbidity maps also indicated
that Apalachicola Bay can be generally classified as a low to moderately turbid estuary.
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Figure 9. Mean seasonal turbidity maps in Apalachicola Bay. (a) Spring (March, April, and May)—12
images; (b) summer (June, July, and August)—12 images; (c) fall (September and October)—13 images,
and (d) winter (November, December, January, and February)—12 images. Data outside the seasonal
reflectance and turbidity thresholds (as in Section 3.1.4) have been masked with black color. Clouds
mask (ρband-7 > 0.011) is applied similar to Wang and Shi (2006) [76]. VS = St. Vincent Sound, DB = Dry
Bar, CB = Central Bay, EB = East Bay, CP = Cat Point, and GS = St. George Sound.

3.3. Turbidity Maps during Extreme Events in Apalachicola Bay

The general turbidity algorithm was used with applications of season-dependent thresholds
to convert atmospheric-corrected satellite images to the turbidity maps in Apalachicola Bay.
Three extreme case scenarios were examined to investigate the effects of major physical forcings
on the distribution of turbidity and water dynamics in the bay.

3.3.1. Apalachicola River Flood Conditions (4 April 2005 and 15 April 2009)

Landsat 5 TM images were obtained during two extreme case scenarios when (1) a peak river
discharge (~4580 m3s−1) was observed in the strongest Apalachicola River flood event (April-2005)
in the 8-year study period; and (2) the diminishing phase of river discharge (~1910 m3s−1) during
the strong flood event in 2009 (also see Figure 6a). On 4 April 2005, Apalachicola River discharge
was ~8 times higher than the mean discharge (~558 m3s−1) of study period (Figure 10a). Tidal height
indicated flooding phase approaching to slack water, and northwesterly winds were relatively weaker
(~2 ms−1) to play significant role in bay’s water dynamics (Figure 10c). Turbidity map showed highly
turbid water mass (>50 NTU) in central bay directed towards the east, and gradually diluted by the
saline Gulf water entering through the East Pass (Figure 10e). Apalachicola Bay experienced longer
period of ebb tidal phase just few hours before the image acquisition. Although the tidal range was
small, a combination of ebb tidal currents and high river discharge could have drawn significant
amount of water in the central bay that later could have been trapped inside the bay due to shorter
transition period from ebb to successive flood tidal phase. Flooding-supported intrusion of less
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turbid saline waters through the West and Indian passes is clearly evident in the maps. Furthermore,
St. George Sound is relatively deeper than St. Vincent Sound [72]. Therefore, west to east surface
gradient and increasing tidal height could have caused the net eastward movement of turbid fresh
water plume during the image acquisition. Interestingly, distinct dark colored water enters from
the marshes, Tate’s hell long-leaf pine forest (East Bay), and the Carrabelle River plume to the bay
(See Figure 1). This CDOM-rich water has been masked out in the turbidity map.

Figure 10. (a–f) A true color image (top), tidal-height and wind time-series (center), and turbidity map
(bottom) for the Apalachicola River flood condition on 4 April 2005 (left panel) and on 15 April 2009
(right panel).

Second case represents the influence of wind speed and river discharge during low energy
(slack water) and high tidal period (Figure 10b). The bay experienced sustained periods of moderate
northwesterly winds (>3 ms−1) during the flooding phase before image acquisition (Figure 10d).
Hence, a distinct feature of turbid water mass in St. Vincent Sound could be an outcome of wind
induced sediment re-suspension rather than the river supplied sediments possibly due to the relatively
shallower depths of this region. Furthermore, tidal forcing was weak during the image acquisition,
and hence moderate exchange of turbid river plume could have occurred via the West Pass and
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Sikes Cut despite high tides in the bay (Figure 10f). Moreover, high tidal phase could have caused a
two-layered water column at the inlets with relatively low-density river water exiting the bay over
underlying denser saline water. The eastward transport, mixing, and dilution of sediment rich water
were similar as observed in the previous case.

3.3.2. Passages of Strong Cold Fronts over Apalachicola Bay (12 January 2010 and 13 February 2010)

In winter and early spring, Apalachicola Bay experiences frequent passages of southward
propagating high-pressure systems characterized by cold air temperatures and strong winds.
This scenario is represented by two cases, (1) a remnant of a strong frontal system that passed on
9 January 2010; and (2) a passage of strong frontal system on 13 February 2010. On 12 January 2010,
a frontal remnant passed over the bay in the morning, and moderate northwesterly winds (>2.5 ms−1)
sustained throughout the day. Furthermore, the bay experienced a severe “cold stun” event
(7–14 January 2010) when water temperature fell below 10 ◦C affecting marine life for several days [77].
Apalachicola River discharge was about 1.5 times higher than the mean discharge of study period
(Figure 11a). There were no records of precipitation over the bay within a time span of 3 days before
image acquisition. Tidal height distribution showed flooding phase, however, to be relatively weaker
during this time of a year as discussed in the temporal analysis (Figures 7d and 11c). The elevated
river discharge in absence of precipitation indicated influence of sustained winds that could have
drawn off the river water and increased water turbidity in the bay due to mixing and re-suspension.
Furthermore, northwesterly winds could have directed turbid plume water towards the barrier islands
from where it could have been further diverted to the east towards St. George Sound and to the west
towards central bay. Although water level in the bay was relatively high at the end of flood tidal phase,
wind supported salt-water intrusion and shallower depths of the western region could have blocked
the plume from escaping freely through the West Pass. This hypothetical view is further supported
by turbidity patterns in the map that could have occurred due to strong interactions between turbid
fresh water mass and a relatively clear marine water mass in central bay (Figure 11e). The net water
movement could have occurred towards relatively deeper St. George Sound. The effect of flooding
phase is clearly evident as intrusion of less turbid and saline water through the East Pass and Sikes Cut.

On 13 February 2010, a strong frontal system passed over Apalachicola Bay. The river discharge
was 4 times higher than the mean discharge in the bay (Figure 11b). Apalachicola Bay experienced
anomalously higher precipitation since the beginning of the year 2010 with ~16 mm of rain on the
day of image acquisition. During winter and early spring, the anomalously high rainfall events in the
southwest USA have been previously associated to the ENSO [74,75]. The year 2009–2010 experienced
a moderate El Niño event that can be linked to the change in precipitation and river discharge pattern
in the Apalachicola Basin. Also, the bay experienced moderate northerly winds that prevailed much
longer before image acquisition (Figure 11d). Therefore, river plume dynamics could have been similar
to the previous case. However, turbid water could have to escape through the West Pass, the East
Pass, and Sikes Cut despite the flooding phase possibly due to unique combination of wind and river
forcing. The highest turbidity was generally observed over the shallow regions of the bay, e.g., oyster
bars, possibly due to sediment re-suspension, although the turbidity was masked because it exceeded
the reflectance thresholds generally observed during winter (Figure 11f).
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Figure 11. (a–f) A true color image (top), tidal-height and wind time-series (center), and turbidity
map (bottom) during the cold-front passages on 12 January 2010 (left panel) and on 13 February 2010
(right panel).

3.3.3. Low Flow Conditions in Apalachicola Bay

This scenario represents two cases, (1) the effect of a tropical storm during low flow condition
on 8 September 2004; and (2) a strong frontal passage during low flow conditions on 22 November
2008. The first case shows turbidity map two days after the Hurricane Frances that made landfall to
the East of Apalachicola Bay on 6 September 2004, when river discharge was ~50% lower than the
average discharge (~558 m3s−1) of the study period (Figure 12a). As expected, the bay experienced
sustained periods of southwesterly winds—as generally observed to the southwest of tropical storms.
Tidal height showed the beginning of ebb tidal phase during the image acquisition (Figure 12c).
However, winds could have been more dominant than the tidal forcing near the West and Indian passes,
which could have veered the turbid river plume towards East Bay and St. George Sound (Figure 12e).
Overall, the well-mixed nature of the bay indicated the dominance of storm-induced southerly winds
during low flow conditions. Chen et al. (2009) used MODIS high-resolution imagery to generate
total suspended solids (TSS) maps, and studied the effects of Hurricane Frances in Apalachicola Bay.
They observed similar patterns of total suspended solids and southwesterly winds after the passage of
Hurricane Frances.
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In the second case, a strong frontal system passed perpendicular to the Apalachicola River.
The strongest winds (>6 ms−1) were observed among all the cases, however river discharge was ~50%
lower than the mean discharge of ~558 m3s−1 (Figure 12b). In contrast to the northwesterly winds,
perpendicular forcing of the northeasterly winds could have confined the river water to the river
channel. Interestingly, river discharge was higher before and after the cold front, whereas it decreased
during the frontal passage. Despite the ebb tidal phase, wind could have supported the water intrusion
through the East Pass, and net water movement from the East to West (Figure 12d). Turbidity was the
highest in the shallower parts of central bay (e.g., Dry Bar) possibly due to wind-induced sediment
re-suspension and sediment transport from St. George Sound and East Bay (Figure 12f).

Figure 12. (a–f) A true color image (top), tidal-height and wind time-series (center), and turbidity
map (bottom) after a hurricane passage on 8 September 2004 (left panel) and during frontal passage in
low flow condition on 22 November 2008 (right panel).

4. Assessing Potential Applicability of Turbidity Algorithm to Landsat 8 OLI

Landsat 8 OLI, a successor of Landsat 5 TM and Landsat 7 ETM+ sensors, contains spectral
bands similar to its predecessors except additional channels in deep blue (430–450 nm) and infrared
(1360–1380 nm) spectral regions that further improve its capability in monitoring water resources
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and cirrus cloud detection. In addition, the signal-to-noise ratio and radiometric resolution (12 bits)
of OLI were higher than Landsat 5 TM (8 bits). The OLI red band has a better spectral resolution
(640–670 nm, bandwidth = 30 nm) than Landsat 5 TM (630–690 nm, bandwidth = 60 nm). Furthermore,
the red band is located just outside chlorophyll-a absorption peak which might reduce the chlorophyll
contamination to the particulate back-scattered signal and hence, Landsat 5 TM—turbidity relationship
could be applicable to Landsat 8 OLI. A set of FLAASH-corrected 17 clear-sky Landsat 8 OLI
images (Table S3) were converted to turbidity using the proposed single band empirical relationship.
The matchup comparison between modeled and in situ turbidity showed promising results along
with turbidity maps as illustrated in Figure 13. Turbidity maps represent images for 3 seasons:
winter (18 February 2015) (Figure 13b), spring (8 March 2016) (Figure 13c), and summer (7 July 2016)
(Figure 13d). In spring, river discharge was approximately two and three folds higher (~1050 m3/s)
than in winter and summer, respectively. However, wind speed and direction appears to be major
controlling factors of the bay’s water dynamics and turbidity distribution despite elevated river
discharge in the spring and the winter. Interestingly, these individual images are also matching with
seasonally averaged turbidity maps (Figure 6), further supporting the applicability of the Landsat 5
TM-based turbidity algorithm to Landsat 8 OLI, and its potential for long-term monitoring of water
turbidity in a shallow water estuary such as Apalachicola Bay.

Figure 13. (a) Performance of Landsat 5 TM-based red band empirical relationship on Landsat 8 OLI
images (R2 = 0.80, N = 31); (b–d) Turbidity maps derived using Landsat 8 OLI imagery (18 February
2015, 08 March 2016, and 7 July 2016, respectively) and the general turbidity algorithm. Reflectance
values beyond seasonal thresholds and clouds are masked in the maps.
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5. Conclusions

Apalachicola Bay is a bar-built estuary located to the west of Florida’s panhandle and is
well-known for its commercial oyster yields. We investigated turbidity climatology (2004–2011) to
understand roles of meteorological, hydrological and astronomical factors on the bay’s water dynamics
and turbidity distribution. Together, time-series, PCA, and classification tree-based analysis conveyed
important information that the bay is highly dynamic in nature, both diurnally and seasonally, and its
water quality (e.g., turbidity) is largely driven by interactions of different physical forcings, such as river
discharge, tides, winds, and precipitation associated run-off, except during the extreme conditions
when one or more of these factors become the dominant regulator of the bay’s water dynamics
(e.g., river flood, cold fronts, and tropical storms). The following conclusions can be derived from the
temporal analysis of physical forcings in Apalachicola Bay:

(1) Apalachicola Bay, especially the western and eastern sides of river mouth, experiences higher
turbidity in the spring and the winter mainly due to elevated supply of sediments by the Apalachicola
River and wind-induced sediment re-suspension and mixing of the shallow water column. In addition,
periods of strong winds, mainly associated with the passage of low-pressure systems (e.g., storms and
hurricanes), can result in higher flow velocity and increased water turbidity for a few days under low
flow conditions in summer and fall [14,41].

(2) Apalachicola River discharge and wind speed were the major influential forcing at Cat Point
(the eastern region) station, but tidal height could be the common factor for the variations in diurnal
turbidity especially in the St. George Sound possibly due to the strong influence of semi-diurnal
tides and its remoteness to the fresh water sources [38,39]. In contrast, all the forcings were relatively
important at Dry Bar (the western region) due to its shallower depths and proximity to major inlets
and land.

(3) The study of water dynamics and turbidity distribution is highly complex due to the multiple
inlets and strong interactions of major physical forcings in Apalachicola Bay. The water dynamics
is mainly controlled by the interactions of three forces: river discharge, tide, and winds. River
plume generally flow from north to south with tendency to escape the bay through the closest inlet,
the West Pass. In contrast, tides and winds either control the free flow of river plume either by
blocking/diverting it in the opposite direction or by assisting the river mass to escape through the
tidal inlets.

Landsat sensors (e.g., TM, ETM+, and OLI) are mainly designed for land application; however
they can be utilized to investigate estuarine water dynamics and turbidity distribution. We have
used ENVI’s FLAASH-based atmospheric correction, as it is a crucial step in ocean color remote
sensing. However, the validation of FLAASH performance was necessary before using the
atmospheric-corrected Landsat reflectance in the algorithm development. FLAASH-AERONET
comparison yielded promising results to provide enough confidence for using FLAASH-derived
surface reflectance in low to moderately turbid waters in Apalachicola Bay. Although this comparison
contains many errors mainly due to the effects of skylight, it gave a preliminary indication of reasonable
performance of the FLAASH. We have explored historical archives of Landsat 5 TM and in situ turbidity
measurements to develop a simple single band (Band 3: 630–690 nm) Landsat 5 TM—turbidity
relationship in Apalachicola Bay. Bootstrap-based uncertainty analysis overall yielded a reasonable
performance of a turbidity algorithm with realistic possibility of training and testing data sets (N = 5000
simulations). The bootstrap results provided reasonable estimates of a constant and power law
exponent for a turbidity algorithm for the Apalachicola Bay. We also tested seasonal dependency of
the Landsat 5 TM—turbidity relationship and found that the individual seasonal relationship deviates
significantly from the general turbidity algorithm. Hence, we restricted the use of the turbidity
algorithm to different seasons by applying seasonal thresholds. Seasonally-mean turbidity maps
showed distinct patterns of turbidity in Apalachicola Bay with moderate to highly turbid waters in
spring and winter, in contrast to low to moderately turbid waters in summer and fall. Shallow regions
of the bay (e.g., East Bay, St. Vincent Sound, Cat Point Bar, and Dry Bar) remain turbid throughout
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the year while relatively deeper parts (e.g., Central Bay and St. George sound) of the bay remain
clearer—except during strong winds and high fresh water inputs.

We presented synoptic views of three extreme case scenarios to examine water dynamics and
turbidity distribution in Apalachicola Bay. Turbidity maps generally showed good agreement with
the meteorological, hydrological, and astronomical forcings in the bay. The following results can be
derived from these extreme case scenarios:

(1) Apalachicola River discharge is the major controlling factor on turbidity during the high-flow
conditions. Winds may affect turbidity, especially in shallow regions of the bay, through sediment
re-suspension and mixing, but only if it prevails over longer periods. Tidal-influence mainly depends
on the flood and ebb tidal phases, except during the slack waters when tidal forcing is weak. The flood
tides increase the tidal height by introducing saline water in the bay, whereas ebb tides decrease the
tidal height by drawing water out of the bay. Turbidity maps indicated that the synchronization of ebb
tidal flow and river discharge during high river flow conditions may have stronger effects on bay’s
water turbidity than the combination of river discharge and flood tides – which can cause dilution of
the bay’s water.

(2) Apalachicola Bay experiences strong northerly winds during the passage of cold-frontal
systems. The sustained winds can increase water turbidity by drawing off the river water and by
re-suspending sediments in shallow regions of the bay. Similarly, anomalously high precipitation and
associated run-off can further increase water turbidity in the bay. Westerly and easterly components
of northerly winds can divert river plume waters to different regions of the bay. Likewise, flood and
ebb tidal phases affect the sediment transport and its exchange to the shelf. Overall, Apalachicola Bay
experiences extremely turbid environments when two forcings, winds and river flow, are in phase.

(3) Wind becomes the dominant factor controlling water dynamics during low flow conditions.
The bay becomes well-mixed and relatively saline after the passage of tropical storms and hurricanes.
However, the bay’s turbidity depends on the strength of winds. Furthermore, if strong winds move
perpendicular to the river channel, it can reduce the freshwater input to the bay by confining river
water within the river channel.

Turbidity maps showed reasonable performance of a turbidity algorithm in Apalachicola Bay;
however several issues may have affected the performance of the algorithm that still needs to be
addressed. These include the following: (1) contamination of signal by the bottom reflectance;
(2) interference due to high concentrations of CDOM; (3) instrumentation error in in situ measurements;
(4) sensor calibration; (5) contributions from skylight and sun-glint on the surface reflectance products;
(6) performance of the atmospheric correction module and; (7) simplistic assumptions of water column
homogeneity. The aim of this study was to investigate the turbidity climatology in Apalachicola Bay
and thus, historic Landsat 5 TM data were used in the analysis. The performance of single-band
empirical relationships showed promising results on more advanced instruments (e.g., Landsat 8 OLI)
and its applicability should be further explored in other coastal regions using much robust ocean color
parameters (e.g., remote sensing reflectance (Rrs)). Although the proposed algorithm has been shown to
work well in Apalachicola Bay, it could be subject to change in band combination, coefficients, and/or
regression function, if it is used in other coastal regions. Nonetheless, the promising performance of
the empirical Landsat 5 TM—turbidity relationship supports the use of Landsat data in monitoring
water quality in estuarine environments.

Supplementary Materials: The following are available online at www.mdpi.com/2072-4292/9/4/367/s1,
Figure S1: Landsat 5 TM turbidity algorithm with NIR band (Band 4), Figure S2: Turbidity-Landsat 5
TM relationships for different seasons. Blue and orange symbols represent measurements at Cat Point
and Dry Bar stations, Figure S3: Bootstrap simulation (N = 5000) results, (a) intercept or log (constant)
(Mean ± SD = 8.32 ± 0.50, range = 6.2–10.16), (b) slope or power law exponent (Mean ± SD = 1.76 ± 0.14,
range = 1.16–2.35), c) R2 for turbidity-Landsat 5 TM algorithm, (d) R2 for algorithm validation, (e) RMSE for
algorithm validation, and (f) bias for algorithm validation., Figure S4: Histogram of mean-daily Apalachicola
River discharge from 2004 to 2011, Figure S5: Decomposition of precipitation time-series (2004–2011) into, (a) daily
(N = 2439 days), (b) seasonal, (c) yearly trend, (d) random or remainder component (=daily time-series − (seasonal
component + yearly trend)), Figure S6: Time-series of turbidity was decomposed into seasonal, trend, and random
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components for recognizing the underlying pattern during the 8-years of study period at Cat Point station,
Figure S7: The turbidity time-series at Dry Bar was decomposed after removing outliers, Table S1: Bootstrapping
statistics for the turbidity algorithm and its validation, Table S2: Sample size, mean, standard deviation, and range
of mean-daily river discharge, precipitation, salinity, tidal height, wind speed, water depth, and turbidity from
2004 to 2011 in Apalachicola Bay, Table S3: Turbidity matchups at Cat Point and Dry Bar stations used to evaluate
applicability of the Landsat 5 TM-based turbidity algorithm to Landsat 8 OLI images (17 images).
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Abstract: We investigated the long-term variations in primary production in Lake Taihu using
Moderate Resolution Imaging Spectroradiometer (MODIS) data, based on the Vertically Generalized
Production Model (VGPM). We firstly test the applicability of VGPM in Lake Taihu by comparing
the results between the model-derived and the in situ results, and the results showed that a
strong significant correlation (R2 = 0.753, p < 0.001, n = 63). Then, VGPM was used to map
temporal-spatial distributions of primary production in Lake Taihu. The annual mean daily primary
production of Lake Taihu from 2003 to 2013 was 1094.06 ± 720.74 mg·C·m−2·d−1. Long-term primary
production maps estimated from the MODIS data demonstrated marked temporal and spatial
variations. Spatially, the primary production in bays, especially in Zhushan Bay and Meiliang Bay,
was consistently higher than that in the open area of Lake Taihu, which was caused by chlorophyll-a
concentrations resulting from high nutrient concentrations. Temporally, the seasonal variation of
primary production from 2003 to 2013 was: summer > autumn > spring > winter, with significantly
higher primary production found in summer and autumn than in winter (p < 0.005, t-test), primarily
caused by seasonal variations in water temperature. On a monthly scale, the primary production
exerts a clear character of bimodality, increasing from January to May, decreasing in June or July,
and finally reaching its highest value during August or September. Wind is another important factor
that could affect the spatial variations of primary production in the large, eutrophic and shallow
Lake Taihu.

Keywords: primary production; VGPM model; Lake Taihu; carbon cycle; remote sensing estimation

1. Introduction

Phytoplankton is at the bottom of the food chain, creating fresh organic matter from inorganic
nutrients, carbon dioxide and energy from sunlight, which strongly influence nutrient concentrations
and support higher trophic levels such as zooplankton and filter feeder. When either system is
employed, phytoplankton creates organic matter from inorganic compounds and carbon dioxide,
which is called phytoplankton primary production [1,2]. The rate of phytoplankton primary production
is a fundamental property of aquatic system and measurements of primary production are critical to
our understanding of the carbon cycle [3]. Estimation of the phytoplankton primary production is also
an important topic in fisheries resource management and global change [4].

One of the major goals of modern biological oceanography is to acquire a better understanding of
primary production in various oceanic provinces, with a special emphasis on marine carbon cycling
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and climate change on regional to global scales [5]. As an important part of the global carbon cycle,
estimating the primary production in lakes is also the major goals of modern limnology, and important
for us to understand the regional ecological environment [4]. Actually, lake primary production,
which is commonly regarded as the photosynthetic capacity of phytoplankton for the unit volume,
is an important parameter to describe ecosystem and environmental characteristics of lake [6].

Traditionally, the primary production of an aquatic environment was obtained from cruise samples.
While in situ experiments provided accurate estimates of primary production in small volumes of
water, they may not be easily extrapolated to lake-wide estimates [7–9]. Moreover, these experiments
provide an integrated measure of production that is dependent on many variables (e.g., phytoplankton
biomass, light, temperature, etc.), thus limiting their predictive value. Early ways to estimate primary
production for the great lakes may be biased because of deficiencies in traditional collection and
incubation techniques [10–15].

Satellite data have been widely used to derive several lake biogeochemical parameters, such as,
total suspended matter, chlorophyll a (Chla), and diffuse attenuation coefficient of photosynthetically
active radiation (Kd(PAR)). Satellite remote sensing has many advantages in estimation of lake
biogeochemical parameters. The repeated coverage by remote sensing enables the detection of the
temporal and spatial variation, which has proven beneficial for rapidly estimating lake biogeochemical
parameters [16]. Additionally, satellite remote sensing is more practical and economical than the
other monitoring methods and also can be easily integrated into geographic information [17–19].
However, remote sensing data cannot directly provide information on primary production without
support of models [20]. Vertically Generalized Productivity Model (VGPM) is the most widely used
to estimate primary production due to its minimal input parameters, which has been validated by
thousands of in situ measured data over several orders of magnitude. Among these input parameters,
Chla and euphotic depth are could be derived from remote sensing data, providing a possibility for
estimating primary production using remote sensing data. Many studies have successfully estimated
phytoplankton primary production by combining remote sensing data to VGPM for open ocean [21–23].
However, due to difficulty in retrieval of Chla and euphotic depth in complexly optical waters,
there have been few applications of the VGPM to lakes [24–26].

As the third-largest freshwater lake in China, Lake Taihu has a water surface area of 2338 km2,
and a mean depth of 1.9 m [24]. This large, shallow lake is located in one of the world’s most heavily
populated regions, which has experienced rapid economic development in recent years. Lake Taihu
serves as a key drinking water resource for the approximately 10 million local residents residing in
several large nearby cities, such as Shanghai, Suzhou, Wuxi and Huzhou [27,28]; it also has additional
economic functions including tourism, fisheries and shipping [29]. Besides, Lake Taihu Basin also
contributes 11.6% of China’s gross domestic product, despite accounting for only 0.38% of China’s
total area. With economic development, a lot of wastewater, sewage and polluted water surrounding
urban and rural areas were discharged to Lake Taihu, resulting in phytoplankton blooms and then
triggering a drinking water crisis in 2007 [30]. Phytoplankton are commonly the most important
primary producer in lake ecosystems, strongly influencing nutrient concentrations and supporting
higher trophic levels such as zooplankton and filter feeders. Phytoplankton primary production is
an important indicator of water quality and algal biomass. Therefore, describing the temporal and
spatial variations in phytoplankton assemblages and primary production is crucial for understanding
the development of eutrophication and ecosystem dynamics in Lake Taihu [31].

Biogeochemical parameters in Lake Taihu are always characterized by highly temporal-spatial
dynamics, indicating that estimates of primary production using traditional sampling methods may
lead to large uncertainty when we investigate primary production dynamics in the whole lake for a
long time period.

In recent years, we have calibrated and validated Chla and euphotic depth estimation model in
Lake Taihu, making it possible for us to estimate the phytoplankton primary production based on
the VGPM model. Therefore, the aims of ours study were to (1) assess the accuracy and feasibility
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of VGPM in Lake Taihu using in situ measurement data; (2) estimate the phytoplankton primary
production of Lake Taihu from 2003 to 2013 using MODIS-derived data; (3) analyze the temporal and
spatial variations in primary production in Lake Taihu and discuss the potential affecting factors.

2. Materials and Methods

2.1. Study Area

Lake Taihu is a crucial water source for the Yangtze River Delta, located between 30◦56′N–31◦33′N
and 119◦54′E–120◦36′E (Figure 1) [30]. In this article, Lake Taihu can be divided into six areas based on
shoreline geometry, environmental factors, and human activities: Meiliang Bay, Zhushan Bay, Gonghu
Bay, Xukou Bay, East Lake Taihu and the open area (Figure 1) [32,33]. It should be noted that the East
Lake Taihu, Gonghu Bay and Xukou Bay were outside of the scope of the study area, defined as the
non-region-of-interest (NROI) for this research, because the retrieved Chla were unusually high in these
regions. In fact, these regions were marcophytic-dominated rather than phytoplankton-dominated [34],
and the abundant submerged plants resulted in the deviation of retrieved Chla by MODIS data because
of similar spectral characteristics with algae.

Figure 1. Maps showing location of Lake Taihu and the sampling sites. The in situ primary production
were measured at two sites, THL04 (31.44583◦N, 120.18883◦E) and THL08 (31.24816◦N, 120.10062◦E),
from 2005 to 2013. The in situ nutrient concentration in 2013 including total nitrogen and total
phosphorus were collected from 32 sites THL00-THL32 (except THL02).

2.2. Field Data

A total of 63 samples were used to validate the VGPM model and a total of 20 samples were used
to analyze the correlation between phytoplankton primary production and nutrients. 63 phytoplankton
primary production samples were collected between 2005 and 2013 from the two sites (THL04 and
THL08). Rates of phytoplankton primary production and respiration were measured using the
light–dark bottle incubation method. Within the dark bottle, only respiration can occur; and within the
light bottle, both respiration and photosynthesis can occur. From the difference in O2 within the light
and dark bottles relative to the initial O2, the rate of primary production can be calculated [35–37].
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The nutrient concentration data in 2013 were collected from 32 sites THL00-THL32 (except THL02)
(Figure 1).

2.3. Image Data Description and Processing

The MODIS-Aqua data have been freely available since 2002 and has a maximum spatial resolution
of 250 m (band 1 and band 2) and a very short revisit interval (1 image/day). MODIS-Aqua L-0 data
from January 2003 to December 2013 (more than 4000 images) were downloaded from NASA’s Goddard
Space Flight Center (GSFC, http://oceancolor.gsfc.nasa.gov/). Due to the clouds, cloud shadows,
or thick aerosols, not all downloaded images were used in this study. We selected 1086 cloud-free
images of Lake Taihu from January 2003 to December 2013. These images were processed to Level-1
(calibrated spectral radiance) using the software package SeaDAS (version 6.0).

2.4. Method Description

After investigating the variability observed in primary production by assembling a dataset of
11,283 14C-based measurements of daily carbon fixation collected at 1698 oceanographic stations
in both open ocean and coastal waters, Behrenfeld and Falkowski discovered a consistent trend in
the vertical distribution of primary production and observed that the VGPM well accounted for the
trend in normalized primary production estimated from depth integrated primary production [14].
VGPM model has been validated by thousands of in situ measured data points on a large scale and in
different water areas. Therefore, it has been used widely to accurately estimate primary production.

The equation of VGPM is given below:

PPeu = PB
opt × Dirr ×

Zeu∫

z=o

(1 − e
−Ez

Emax )e(βd∗Ed)

(1 − e
−Eopt
Emax )e(βd∗Eopt)

× Cz × dz (1)

where PPeu represents primary production from sea surface to the euphotic depth (mg·C·m−2·d−1.),
PB

opt is the maximum optimal rate of carbon fixation of water mass, Dirr is the illumination period, Zeu
is the euphotic depth, Ez represents Photosynthetically Active Radiation(PAR) that is photosynthetic
effective radiation at depth Z (mol quanta/m2), Emax represents the maximum photosynthetic effective
radiation, Eopt is the PAR where PB

opt is located and βd is the initial slope of curve P-I chlorophyll
concentration at depth Z.

After contrasting the results calculated by the VGPM model and ship-measured data, Behrenfeld
and Falkowski considered that the model describes 79% of temporal-spatial variety of primary
production (n = 10857). After simplification, the model can be presented as:

PPeu = 0.66125 × PB
opt ×

Eo

Eo + 4.1
× Zeu × Copt × Dirr (2)

where PB
opt is the maximum rate of carbon fixation within a water column (mg C/(mg Chl·h)), E0 is

PAR of the surface photosynthetic effective radiation of the lake, Zeu is the euphotic depth, Copt is Chla
concentration where PB

opt is located, which can be replaced by remote sensed surface Chla concentration,
and Dirr is day length in decimal hours.

The model parameters can be acquired through the following methods:
(1) Calculation of PB

opt is based on the experienced relationship between PB
opt and the lake surface

temperature (LST, ◦C) obtained with field investigation data provided by Behrenfeld and Falkowski.
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Therefore, PB
opt can be commonly considered as a function of the lake surface temperature, which was

described by Behrenfeld and Falkowski [12,14] as:

PB
opt =

⎧
⎪⎪⎨

⎪⎪⎩

1.13 (T ≤ −1.0 ◦C)

4.00 (T ≥ 28.5 ◦C)

PB′
opt (−1.0 < T < 28.5 ◦C)

(3)

where

PB′
opt = 1.2956 + 2.749 × 10−1T + 6.17 × 10−2T2 − 2.05 × 10−2T3 + 2.462 × 10−3T4

−1.348 × 10−4T5 + 3.4132 × 10−6T6 − 3.27 × 10−8T7 (4)

The LST data from Lake Taihu can be calculated from MODIS data. Previous studies have showed
that MODIS-derived LST and in situ water temperatures in Lake Taihu were significantly correlated,
with a coefficient of determination higher than 0.96 and a root mean square error between 1.2 ◦C and
1.8 ◦C [38]. Then, the PB

opt can be derived from MODIS-derived LST using the Equations (3) and (4).
(2) Chla can also be acquired from the MODIS data based on the model which was developed by

Shi et al using Rayleigh-corrected reflectance as follows [31]:

Chla = −1454.3 × IndexMODIS + 69.35 (5)

where IndexMODIS = (EXP(Rrc645) − EXP(Rrc859))/(EXP(Rrc645) + EXP(Rrc859)). A significant linear
correlation was found between in situ and estimated Chla with the normalized spectral index (R2 = 0.72,
p < 0.005; t-test). The relative error of the model for the validation dataset ranged from 0.4% to 64.5%
with a mean absolute percent error of 27.1% (RMSE = 15.01 μg/L). The good agreement showed that
the Chla can be used to estimate the primary production of Lake Taihu.

(3) The euphotic depth (Zeu) in this study was calculated using the relationship between the
euphotic depth and the PAR diffuse attenuation coefficient (Kd(PAR)) as follows:

Zeu(PAR) =
4.605

Kd(PAR)
(6)

In this study, the Kd(PAR) can be derived using a estimation model developed for Lake Taihu
using MODIS-Aqua remote sensing reflectance at the 645 nm band (Rrs(645)) (Unpublished data)
as follows.

Kd(PAR) = 1.56 × exp[44.603 × Rrs(645)] (7)

This model has been validated with independent random samples, and indicated a good
performance for Taihu Kd(PAR) estimation (R2 = 0.71; p < 0.001, t-test; RMSE = 1.06 m−1; MAPE = 25%).
It is noted that there will be such a situation arose in which estimation euphotic zone depth exceeded
bottom depth and if so, we use the bottom depth to replace the estimation euphotic zone depth [39].

(4) Dirr can be calculated based on the time and position of the water column. In this study,
northern, southern and central regions of the Lake Taihu were selected to calculate the day length of
each day.

(5) E0 data from Lake Taihu can be calculated according to the following equation from Zhang
and Qin [40]:

E0 = (0.2909 + 0.0764 × lgE∗)× Q (8)

where E0 is monthly mean total daily PAR and E* is the vapor pressure corrected by air pressure,

E∗ = P0 × E/P (9)
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where P0 and P are the air pressure at sea level and at the monitoring station, respectively, E is the
monthly mean vapor pressure and Q is the monthly mean daily global solar radiation. Q can be
calculated according to the percentage of sunshine as follows [41]:

Q = Q0 × (0.1351 + 0.5707 × s1) (10)

where Q is the monthly mean total daily global solar radiation, Q0 is the monthly mean total
daily extra-terrestrial radiation outside the Earth’s atmosphere and s1 is the percentage of actual
sunshine expressed relative to the duration of possible sunshine. This model has been validated with
independent random samples, and indicated a good performance for Taihu E0 estimation (R2 = 0.83,
p < 0.001; t-test)

With the VGPM model and the Chla data, lake surface photosynthetic available radiation,
day length, optimal rate of daily carbon fixation and the euphotic depth, daily primary production in
Lake Taihu from 2003 to 2013 has been calculated using the Equation (2).

2.5. Statistical Analysis and Accuracy Assessment

Statistical analysis, including calculation of the maximum, minimum, mean, median values and
linear and non-linear regressions were performed using the Statistical Program for Social Sciences
(SPSS) 17.0 software. The significance level was reported to be significant (p ≤ 0.05) or not significant
(p > 0.05). The fitting determination coefficient (R2) was calculated through linear regression using
theOriginPro8.5 software.

The accuracy of the phytoplankton primary production estimation was assessed for the two
validation datasets by comparing the estimation with the measured primary production values.
This comparison was quantified by means of the percent difference (MNB) between the estimated
primary production (PPesti) and analytically measured phytoplankton primary production (PPmeas):

MNB = |PPesti,i − PPmeas,i

PPesti,i
| × 100% (11)

Systematic and randomized errors were characterized by the root mean square error (RMSE), and
Mean absolute percentage error (MAPE).These metrics were defined as follows:

RMSE =

√√
√
√ 1

N

N

∑
i=1

(PPesti,i − PPmeas,i)
2 (12)

MAPE =
1
N

×
N

∑
i=1

|Ymeasured,i − Yestimated,i

Ymeasured,i
× 100% (13)

3. Results

3.1. Validation of VGPM

In theory, the estimated phytoplankton primary production through satellite data and in situ
measured phytoplankton primary production should be consistent within a limited period. We set
the criterion for matching the satellite data and the in situ observations to ≤12 h (the time interval
between the in situ measurements and the corresponding estimated data), according to the hourly
variations of the process being measured, to minimize the effects of the temporal difference between
the in situ and estimated phytoplankton primary production. Among all collected samples, there were
63 pairs of in situ data and estimated phytoplankton primary production that met the matching
criterion. The accuracy of the VGPM was then evaluated through the comparison of the estimated
phytoplankton primary production, and in situ phytoplankton primary production is shown in Figure 2.
The results show that these values were in good agreement, with a highly significant linear relationship

370



Remote Sens. 2017, 9, 195

(R2 = 0.753, RMSE = 384.68 mg·C·m−2·d−1, MAPE = 40.5%). For all data sets, the minimum and mean
of MNB were 1.3% and 41.7%, respectively, between estimated phytoplankton primary production and
in situ measurements. The good performance of the VGPM is encouraging and clearly demonstrates
that the VGPM could be used for remotely sensed estimations of phytoplankton primary production
in the turbid waters of Lake Taihu.

Figure 2. Relationship between measured and estimated primary production by VGPM.

3.2. Temporal-Spatial Distribution of Phytoplankton Primary Production

The daily average data were considered on a monthly, seasonal and annual basis, with the seasons
defined as follows: winter, December–February; spring, March–May; summer, June–August; and autumn,
September–November [23].

3.2.1. Annual Variation of Phytoplankton Primary Production

The annual means of the MODIS-derived phytoplankton primary production for Lake Taihu are
presented in Figure 3, demonstrating inter-annual changes in the phytoplankton primary production
from 2003 to 2013. The mean phytoplankton primary production of entire Lake Taihu ranged from
952.84 ± 759.36 to 1259.39 ± 859.71 mg·C·m−2·d−1. The mean daily phytoplankton primary production
in Lake Taihu (Open area, Meiliang Bay, Zhushan Bay) from 2003 to 2013 is 1094.06 ± 720.74 C/m2/d,
which is far higher than the average of case I water and some case II water, such as Lake Michigan
and Lake Huron [42,43]. In detail, the phytoplankton primary production of entire Lake Taihu in 2007
(1259.39 ± 859.71 mg·C·m−2·d−1) and 2008 (1215.48 ± 866.74 mg·C·m−2·d−1) was higher than that of
2005 (977.39 ± 634.76 mg·C·m−2·d−1) and 2013 (952.85 ± 759.36 mg·C·m−2·d−1), revealing that Lake
Taihu experienced moderate spatial and inter-annual variations in phytoplankton primary production.
It is worth noting that the highest phytoplankton primary production value was recorded in 2007.
This was probably due to abnormal weak cold air in farther northern part of the region, which caused
high temperature during the winter and spring of 2007, and the abnormal lack of precipitation may
have jointly contributed to the monthly variations in 2007 [44]. The phytoplankton primary production
in Lake Taihu experienced three markedly different variations from 2003 to 2013: (1) decreased from
2003 to 2005; (2) increased sharply from 2005 to 2007; and (3) decreased from 2007 to 2013.
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Figure 3. Annual variations of phytoplankton primary production in Lake Taihu from 2003 to 2013.

3.2.2. Seasonal Variation of Phytoplankton Primary Production

The time series of seasonal averages of MODIS-derived phytoplankton primary production values
from 2003 to 2013 were constructed for the three regions (open area, Meiliang Bay, Zhushan Bay) by
spatially and temporally averaging all valid pixels over the lake in each region. Overall, phytoplankton
primary production exhibited typical seasonal variability over Lake Taihu, with significantly higher
values in summer (1529.65 ± 782.77 mg·C·m−2·d−1) and autumn (1364.75 ± 697.83 mg·C·m−2·d−1)
than in spring (921.47 ± 536.79 mg·C·m−2·d−1 or winter (378.66 ± 206.81 mg·C·m−2·d−1) (t-test,
p < 0.001) (Figures 4 and 5).

Figure 4. Maps of the MODIS-derived mean daily phytoplankton primary production for the four
seasons in Lake Taihu generated using the VGPM.
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Figure 5. Seasonal variation of phytoplankton primary production in each region based on VGPM
estimation from 2003 to 2013 in (a) Zhanshan Bay; (b) Meiliang Bay; (c) the open area and (d) the
entire lake.

3.2.3. Monthly Variation of Phytoplankton Primary Production

Maps of monthly phytoplankton primary production derived from the VGPM are shown
in Figures 6 and 7, demonstrating the inter-monthly changes in the phytoplankton primary
production from 2003 to 2013. The highest monthly mean daily phytoplankton primary production
in Lake Taihu during the study interval from 2003 to 2013 was measured in August, with an
average value of 1675.49 ± 710.36 mg·C·m−2·d−1, nearly 7 times higher than the lowest value of
296.01 ± 130.83 mg·C·m−2·d−1 in January. Some interesting characteristics demonstrated that there
is a clear bimodality in character in the monthly variability in Lake Taihu. Specifically, the monthly
distribution of phytoplankton primary production increased from January to May, then decreased in
June or July, and finally reached highest value in August or September (Figure 7).

3.2.4. Spatial Variation of Phytoplankton Primary Production

The MODIS-derived phytoplankton primary production data from 2003 to 2013 were averaged
to calculate the regional phytoplankton primary production distribution for Lake Taihu. It can be
concluded that the decrease of phytoplankton primary production in Lake Taihu from the bay of the
lake to the open area is in accordance with the basic distribution principle of the spatial variability
(Figures 4 and 6). The area around the estuary such as Meiliang Bay and Zhushan Bay are the regions
where the maximum value of phytoplankton primary production was recorded. In the district of
the Meiliang Bay and Zhushan Bay, the annual mean daily phytoplankton primary production was
2205.47 ± 1397.98 mg·C·m−2·d−1, 1551.39 ± 851.36 mg·C·m−2·d−1, respectively, which was nearly
2 times and 1.5 times higher than the lowest value of 1019.25 ± 721.23 mg·C·m−2·d−1 that was
recorded in open area (Table 1).This is in agreement with previous observations of productivity in
Lake Taihu [24,26]. However, there was no significant spatial variation in the monthly mean daily
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phytoplankton primary production in winter, especially in January and February, possibly due to the
degradation of algae in the whole lake (Figure 6).

Figure 6. Monthly mean daily phytoplankton primary production of Lake Taihu from January
to December.
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Figure 7. Time series of monthly phytoplankton primary production in Lake Taihu from 2003 to 2013.

Table 1. Phytoplankton primary production variations of different seasons in different regions
(mg·C·m−2·d−1).

Lake Taihu Spring Summer Autumn Winter Mean

Open area 815.52 1458.07 1296.31 339.72 1019.25
Meiliang Bay 1673.32 1931.07 1707.68 685.55 1551.39
Zhushan Bay 2394.08 2951.64 2356.00 860.39 2205.47
Whole lake 921.47 1529.65 1364.75 378.66 1094.61

4. Discussion

4.1. Correlation between the Primary Production with Chla and Nutrient Concentrations

Previous studies have suggested that phytoplankton biomass is the most important factor
affecting the temporal variations of phytoplankton primary production [45–52]. The linear relationship
between Chla and phytoplankton primary production demonstrates that the Chla is strongly positively
correlated with phytoplankton primary production in Lake Taihu (Figure 8). Deng reported that
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Chla was low in winter and early spring, and increased in late spring to a maximum in late summer
and early autumn; the algae bloom began in May or June, and lasted until October. This finding
is consistent with the recorded temporal variations in phytoplankton primary production in Lake
Taihu [53]. The spatial variation in phytoplankton primary production was also consistent with the
variations in Chla; the highest productivity was observed near Zhushan Bay, where Chla was also the
highest among all the study areas (Figure 9).

 

Figure 8. (a) Relationship between Chla and MODIS derived primary productivity of Lake Taihu
from 2003–2013 (b) Monthly mean MODIS derived primary productivity and Chla of Lake Taihu
from 2003–2013.

Figure 9. (a) Chla distribution in Lake Taihu averaged from all Chla estimates from the MODIS data
gathered from 2003–2013 and (b) spatial PP distribution in Lake Taihu based on all PP estimates from
the MODIS data gathered from 2003–2013.

The phenomenon in which both higher phytoplankton primary production and higher Chla
appeared in the bay is related to nutrient distribution. The nutrients mainly affect phytoplankton
biomass to control the level of the phytoplankton primary production of phytoplankton. In fact,
previous studies have showed that total nutrients, especially the total phosphorus, play a key role
in determining phytoplankton in Lake Taihu [25,54,55]. Higher total nitrogen and total phosphorus
concentrations at ZhuShan Bay and MeilLiang Bay resulted in a marked increase in Chla. As a
highly eutrophic lake, high concentrations of nutrients in Lake Taihu provide good conditions for
phytoplankton to grow. The high phytoplankton biomass keeps phytoplankton primary production
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at a very high level, and the spatial distribution of nutrients can affect the spatial variation in
phytoplankton primary production of phytoplankton through affecting the Chla. Some studies have
shown that the spatial distribution of nutrient concentrations in Lake Taihu was consistent with
the variations in Chla [56,57]. Based on the above analysis, it can be found that the influence of
phytoplankton primary production of phytoplankton in Lake Taihu by nutrients is highly significant,
and the concentration and spatial distribution of nutrients are major factors responsible for the level
and spatial variations in phytoplankton primary production in Lake Taihu. Additionally, the temporal
variations of phytoplankton primary production in Lake Taihu appear to show a correlation with the
concentrations of nutrients, especially the total phosphorus concentration (Figure 10). Therefore, one of
the reasons for the temporal-spatial variations of phytoplankton primary production in Lake Taihu is
the temporal-spatial variation in Chla, originated by different nutrient concentrations.

Figure 10. Time series of total nitrogen and total phosphorusin 2013, and the correlation between
phytoplankton primary production and total phosphorus.

4.2. Correlation between the Primary Production and Lake Water Temperature

Although influenced by nutrient concentrations, the temporal variations of phytoplankton
primary production were also likely affected by water temperature. Chla and phytoplankton primary
production peaks appeared during different months (Figure 8b), suggesting that the water temperature
was likely to be responsible for this difference. The PB

opt is potentially the most important variable in the
estimation of phytoplankton primary production, and one of the principal approaches for estimating
PB

opt is to define predictive relationships between PB
opt and lake surface temperature by a high-order

polynomial. The suitable water temperature for phytoplankton growth was approximately 20 ◦C [34];
a temperature that is too high or too low will suppress the phytoplankton photosynthesis rate, therefore
maximal PB

opt values occur from18–23 ◦C (Figure 11). In January, the water temperature was the lowest,
which corresponded to a very low value for PB

opt, greatly inhibiting phytoplankton primary production.
As temperatures increased, the phytoplankton primary production dropped briefly due to the value
of inhibition of PB

opt result from the high water temperature of 23.6 ◦C in June and 26.6 ◦C in July.
In August and September, although the temperature remained high, the phytoplankton primary
production began to gradually rise to its maximum due to the explosive growth of the phytoplankton
biomass. In November and December, as with the decrease of phytoplankton biomass, the photoperiod
and PB

opt, phytoplankton primary production began to drop quickly. Based on the above analysis,
the water temperature in Lake Taihu seem to influence the temporal distribution by affecting the
maximum optimal rate of carbon fixation of water mass. Additionally, the mutual movement between
phytoplankton biomass and PB

opt was the intrinsic c motivation of the temporal variation mechanism
of phytoplankton primary production in Lake Taihu.
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Figure 11. Correlations between water temperature and maximum carbon fixation rate and
phytoplankton primary production.

4.3. The Effects of Wind-Driven Sediment Resuspension on the Spatial Distribution of Phytoplankton
Primary Production

Wind-induced sediment resuspension can affect phytoplankton primary production by
influencing euphotic depth and nutrient availability. To investigate the effect of wind-driven
sediment resuspension on the spatial distribution of phytoplankton primary production in Lake
Taihu, we performed a correlated analysis between the MODIS-derived phytoplankton primary
production and Kd(PAR). The results (Figure 12) showed the existence of a negative linear correlation
between the phytoplankton primary production and the Kd(PAR) in the open area, indicating that
the process of primary production in the open area was easily disturbed by wind-derived waves.
This result is in agreement with our finding that lower phytoplankton primary production was found
in the open area compared to the other regions of Lake Taihu. The dominant wind directions in Lake
Taihu were found to be NNW and ESE, resulting in longer wind fetches for northern and western parts
of Lake Taihu. Longer wind fetches yield stronger wind forces and thus more sediment resuspension
in the northern and western regions of Lake Taihu. In the littoral zones and bays, such as Zhushan
Bay and Meiliang Bay, the wind fetches are shorter than in the open area. Therefore, wind-driven
sediment resuspension, expressed using disturbance index, could explain the spatial variations in the
phytoplankton primary production in Lake Taihu.

Figure 12. Correlations between PAR diffuse attenuation coefficient and phytoplankton primary
production for the regions of (a) the entire Lake Taihu; (b) the open area; (c) Meiliang Bay and
(d) Zhushan Bay.
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5. Conclusions

The efficient and accurate estimation of the distribution and variation of phytoplankton primary
production is important for ecosystem and water resource management of lake. In this study,
we addressed one technical challenge and understanding of the long-term primary production
distribution variations in Lake Taihu, from 2003 to 2013. The technical challenge is that the
VGPM model is a good model for phytoplankton primary production estimation in Lake Taihu
(R2 = 0.753, RMSE = 384.68 mg·C·m−2·d−1). It holds considerable promise and could be useful for
primary production estimation in large lakes.

The annual mean daily phytoplankton primary production was 1094.06±720.74 mg·C·m−2·d−1

in Lake Taihu from 2003 to 2013. The spatial pattern in daily mean phytoplankton primary production
was similar to that of Chla, decreasing from bay to open area. The phytoplankton primary production
exhibited typical seasonal variability over the entire Lake Taihu, and there is a clear bimodality
characteristic of phytoplankton primary production in the monthly variability of Lake Taihu.

Temporal-spatial variations in phytoplankton primary production appeared to be mainly
driven by Chla variations, and the spatial distribution of nutrients affected the spatial variation
of phytoplankton primary production of through affecting Chla. High nutrient concentrations
determined the high Chla and then resulted in the high phytoplankton primary production of Lake
Taihu. Other contributing factors include water temperature, surface PAR, photoperiod and euphotic
depth responsible for the spatial variation of the phytoplankton primary production. In addition,
as a large, shallow lake, the wind-driven sediment resuspension plays an important role in spatial
distribution of phytoplankton primary production, especially in the open area.
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Abstract: Satellite remote sensing can be an effective alternative for mapping cyanobacterial scums
and aquatic macrophyte distribution over large areas compared with traditional ship’s site-specific
samplings. However, similar optical spectra characteristics between aquatic macrophytes and
cyanobacterial scums in red and near infrared (NIR) wavebands create a barrier to their discrimination
when they co-occur. We developed a new cyanobacteria and macrophytes index (CMI) based on a
blue, a green, and a shortwave infrared band to separate waters with cyanobacterial scums from
those dominated by aquatic macrophytes, and a turbid water index (TWI) to avoid interference from
high turbid waters typical of shallow lakes. Combining CMI, TWI, and the floating algae index (FAI),
we used a novel classification approach to discriminate lake water, cyanobacteria blooms, submerged
macrophytes, and emergent/floating macrophytes using MODIS imagery in the large shallow and
eutrophic Lake Taihu (China). Thresholds for CMI, TWI, and FAI were determined by statistical
analysis for a 2010–2016 MODIS Aqua time series. We validated the accuracy of our approach by in
situ reflectance spectra, field investigations and high spatial resolution HJ-CCD data. The overall
classification accuracy was 86% in total, and the user’s accuracy was 88%, 79%, 85%, and 93% for
submerged macrophytes, emergent/floating macrophytes, cyanobacterial scums and lake water,
respectively. The estimated aquatic macrophyte distributions gave consistent results with that based
on HJ-CCD data. This new approach allows for the coincident determination of the distributions
of cyanobacteria blooms and aquatic macrophytes in eutrophic shallow lakes. We also discuss the
utility of the approach with respect to masking clouds, black waters, and atmospheric effects, and its
mixed-pixel effects.

Keywords: Cyanobacteria and macrophytes index; Floating algae index; Cyanobacteria blooms;
aquatic macrophytes; Lake Taihu; MODIS

1. Introduction

Cyanobacteria dominated blooms are ubiquitous in many freshwater ecosystems affected by
human activities, increasing in frequency and distribution since the 1940s [1,2]. These blooms have
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multiple adverse impacts on local environments and economy, with a classic example being the
extensive and long-lasting bloom in Lake Taihu in 2007 [3].

Aquatic macrophytes support critical ecological services in most shallow lakes by providing the
habitat for a diverse and economically important faunal community, sequestering carbon and nutrients,
as well as stabilizing sediment and shorelines [4–6]. Many studies indicate that eutrophication may
lead to a reduction in macrophyte coverage as competition for available light and nutrients is impacted
by an increase in phytoplankton, suspended detritus and periphyton [7]. Macrophyte coverage can
indicate catchment scale and lake scale impacts of climate change on storm frequency, lake temperature,
and sediment inflow [8]. The distributional changes in the coverage of aquatic vegetation and
cyanobacterial scums can be considered an indicator of lake ecosystem conditions. The availability of
accurate long-term information of the distribution of cyanobacterial scums and aquatic macrophytes
can be a fundamental tool to lake management.

In reality, in situ measurements are often inappropriate to deal with the complex temporal
and spatial dynamics of cyanobacterial scums, due to rapid vertical migration [9] and very fast
replication [10], while the study of aquatic macrophytes requires a seasonal approach. In recent
decades, remote sensing became a fundamental tool to explore the spatial and temporal behavior
of aquatic ecosystems. Many studies have successfully used optical remote sensing to map algal
blooms [11–13] and aquatic macrophytes [14–16] in coastal, lacustrine, and lagoon environments.

Remote sensing of cyanobacterial scums includes indirect approaches using water quality
parameters such as transparency and direct approaches based on photosynthetic pigments
concentrations (chlorophyll-a and phycocyanobilin) and spectrum shape characteristics (Table 1) [17].
These chlorophyll-a algorithms become problematic in the event of surface scums, where thick
foams and complex chemical constituents are present [18], and have led to the development of
new qualitative approaches. Algorithms using near infra-red (NIR) bands have shown particular
promise, based on the red-edge effect to vegetation of blooms [18] including single band [19–22],
band ratio [23–29] and band difference [30,31], and some land vegetation indices such as Normalized
Difference Vegetation Index [25,32–35] and Enhanced Vegetation Index [25,36]. NIR bands are also the
basis for spectral shape methods, which use a computational equivalent to the second derivative [37],
including Fluorescent Line Height [38], Maximum Chlorophyll Index [39], Spectral Shape index [40–42],
Cyanobacterial Index [37,43], Maximum Peak-Height algorithm [44,45], Floating Algae Index [46–50],
and a Classification And Regression Tree [51].

Methods for identifying aquatic macrophytes by remote sensing have also undergone important
developments (Table 2), including unsupervised classifier [52–57], supervised classifier [58,59],
classification trees [60–67] and remote sensing combined with ancillary data [68,69]. Ratios of
band reflectances or band transformations (e.g., normalized difference index) based on the spectral
characteristics of macrophytes in the visible and NIR wavelengths can be used for macrophyte detection
and classification.

Due to their similar spectral characteristics, especially in red and NIR wavelengths, it is often
difficult to distinguish cyanobacterial scums and aquatic macrophytes by remote sensing. According
to Gao’s [70] and Rogers and Kearney’s [71] results that short-wave infrared (SWIR) bands were
sensitive to vegetation liquid water, Oyama [67] used SWIR bands of Landsat TM for distinguishing
cyanobacterial scums and aquatic macrophytes, with the floating algae index (FAI) and normalized
difference water index (NDWI) in Japanese lakes. However, extremely thick cyanobacterial surface
scums in Lake Taihu with relatively sparse aquatic macrophytes present a more complex condition.
Furthermore, SWIR is sensitive to conditions of elevated turbidity, a common characteristic of most
shallow lakes. The approach combined vegetation presence frequency (VPF) and FAI, suggested by
Liu [68], suffered from similar challenges from highly turbid or highly absorbing “black” waters.
Otherwise, this VPF method could not be utilized for routine monitoring because it is one of the
retrospective evaluation approaches.
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Compared to Landsat TM/ETM+ , MERIS, and MODIS imagery provide advantages for large
lakes due to their short overpass period and good spatial resolution [72,73]. MERIS, accessible
until April 2012, provided important insights into the concentrations of optically active substances
in large lakes [45,74]. MODIS (1999–present for Terra, 2002–present for Aqua) provides frequent
(daily) and synoptic global observations and is equipped with several medium-resolution bands
(“sharpening” bands designed for land use), and is also the prototype for VIIRS (the Visible Infrared
Imager/Radiometer Suite) [75,76], allowing MODIS algorithms to inform algorithm development
for VIIRS.

In the present study, we develop and validate a new approach to distinguish lake water,
cyanobacterial scums and different aquatic macrophytes in complex aquatic and atmospheric optical
conditions and mixed-pixel effects.

Table 1. Remote sensing identification methods on algal blooms in lakes and coastal sea with
satellite data.

Algorithm Form Satellite Data Study Area References

Single band

BNIR
MODIS

Lake Taihu [19]TM

BRED

CZCS
Northeast coast of the

Atlantic
Baltic Sea

[20,21]
AVHHR
MODIS
VIIRS

Band ratio

BNIR/BRED
BNIR/BGREEN

BGREEN/BBLUE

CZCS
MODIS
GOCI

Yellow Sea

[23–25,27–29]

East China Sea
Lake Taihu

Southeastern Mediterranean
Black Sea

Northwest European
continental shelf

BNIR/BRED AVHRR
Northwest European

continental shelf [26,27]
Lake Pontchartrain

Band difference BNIR − BRED
AVHRR
MODIS

Western shore of Canada
[30,31]Paracas Bay, Peru

NDVI (BNIR − BRED)/(BNIR + BRED)

AVHRR
MODIS

TM/ETM+
GOCI

the Baltic Sea

[25,32–35]
Yellow Sea

East China Sea
Lake Taihu

Lake Dianchi

EVI
G × (BNIR − BRED)/(BNIR + C1 ×

BRED − C2 × BBLUE + C3)
MODIS
GOCI

Yellow Sea
[25,46]East China Sea

Spectrum shape

FLH
MCI
SS

MPH

MERIS
MODIS

Lake Erie

[38–45]
Baltic Sea

Lake Taihu
Lake Victoria

Lake Michigan

FAI
MODIS

TM/ETM+

Lake Taihu

[46–50]
Lake Chaohu

Yellow Sea
East China Sea

West Florida Shelf

CART MODIS Lakes in southern Quebec [51]

NDVI: Normalized Difference Vegetation Index; EVI: Enhanced Vegetation Index; FLH: Fluorescent Line Height;
MCI: Maximum Chlorophyll Index; SS: Spectral Shape index; MPH: Maximum Peak-Height algorithm; FAI: Floating
Algae Index; CART: Classification and Regression Tree.
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Table 2. Aquatic macrophytes mapping approaches by satellite data.

Approaches Satellite Data Study Area References

Unsupervised classifier
Landsat-1
TM/ETM+

IRS-1B LISS-II Quickbird

North Dakota

[52–57]
California’s Central Valley
Great Bay, New Hampshire

Grand Teton National Park, USA
Lake Mogan Chwaka Bay

Supervised classifier TM/ETM+
Lower Mekong Basin

[58,59]Yakima River

Classification trees
TM/ETM+

SPOT
HJ-CCD

DelawareWater Gap National Recreation Area

[60–67]

Gallatin Valley of Southwest Montana, USA
Yellowstone National Park
Camargue or Rhône delta

Lake Taihu
Japanese lakes

Classification trees with
ancillary data MODIS Lake Taihu [68,69]

2. Study Area and Data

2.1. Lake Taihu

Lake Taihu, the third largest freshwater lake in China, is located in the Yangtze River Delta
(latitude 30◦55′40”–31◦32′58′ ′N; longitude 119◦52′32′ ′–120◦36′10′ ′E, Figure 1). The lake has a surface
area of 2338 km2, a maximum and average depth of 2.6 and 1.9 m, respectively, with a mean water
residence time of approximately 309 days [77]. Due to the rapid economic growth through urbanization
and industrialization of Lake Taihu basin, increasing eutrophication and recurrent cyanobacterial
scums (Microcystis) have occurred in recent years, posing a significant threat to millions of people
relying on the lake for drinking water supply [78]. Harmful cyanobacterial scums regularly occur in
the northern Meiliang, Zhushan, and Gonghu bays and on the western lakeshore [19]. The eastern
and southern lake areas are characterized by extensive areas of macrophytes, where turbidity is
low and cyanobacterial scums are rare [68,79]. Thus many researchers always divided Lake Taihu
into cyanobacteria-dominated zone and a macrophytes-dominated zone [64–66]. On the basis of
havitat, aquatic macrophytes can always be subdivided as emergent, floating-leaved, and submerged
macrophytes [80]. Fourteen dominant species of aquatic macrophytes were identified in historical
surveys in Lake Taihu (Table 3), including two emergent species, three floating species and nine
submerged species [81]. In recent field investigations between 2013–2016, submerged macrophytes
(i.e., Potamogeton crispus) have re-appeared in areas where they have been absent for more than a
decade, Zhushan and Meiliang Bays.

2.2. Field Data

Two hundred and sixty six in situ investigations were carried out in July and August of 2013,
May of 2014, June of 2015, and May of 2016 (Figure 1), covering the whole lake. Of the investigations
82.7% were located in the bays, especially in the eastern lake, always covered with aquatic macrophytes
or cyanobacterial scums. The name and classification (emergent, floating, and submerged macrophytes)
of aquatic vegetation, GPS and photographs of each site were recorded, and the percentage coverage of
the aquatic macrophytes were estimated by eye from the boat during field investigations. Otherwise,
37 in situ water leaving reflectance spectra Rrs(λ) were measured in September of 2014 and April
of 2015.
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Figure 1. The locations of field investigation samples collected from 2013 to 2016.

Table 3. Main dominant aquatic macrophytes in Lake Taihu due to field investigation.

Type Havitat Dominant Macrophyte Max Height

Emerged
macrophytes

Frequently growing above the waterline of lakes and
wetlands with only their roots located in wet or damp soils

Phragmites australis 2–5 m

Zizania latifolia 1.6–2 m

Floating-leaved
macrophytes

Having roots located into sediment and stems to lift the
leaves floating above the water surface

Nymphoides peltatum;
Nymphoides indica;
Trapa maximowiczii;

Above the
water surface

Submerged
macrophytes

Being usually but not always rooted, and putting their
whole body under the water except flowers

Potamogeton maackianus;
Potamogeton malaianus;
Ceratophyllum demersum;
Hydrilla verticillata;
Myriophyllum spicatum;
Elodea nuttalli;
Potamogeton crispus

Under the
water surface

Vallisneria natans –1.2 m

Chara –0.5 m

We measured the Rrs(λ) for two emergent macrophytes (Zizania caduciflora; Phragmites australis),
one floating macrophytes (Nymphoides peltatum) and two submerged macrophytes (Potamogeton crispus;
Potamogeton maackianus). In situ Rrs(λ) were measured with a FieldSpec FR spectroradiometer
(Analytical Spectral Devices, Boulder, CO) with the wavelength range from 350 to 2500 nm following
the NASA Ocean Optics protocols [82]. As recommended by Mobley [83], a viewing geometry
with an azimuth of 135◦ and zenith of 40◦, was used to avoid water surface reflection from direct
sun. Each water spectrum was sampled 90◦ azimuth with respect to the sun and with a viewing
angle of 45◦. The detector integration time was either 136 ms or 272 ms. A separate dark reading
was obtained each time the integration time was changed. The measurement sequence, repeated
five times for each measurement, began with a measurement of a standard 25 cm × 25 cm plaque
(25% reflectivity), water and sky radiances (each preceded by a dark offset reading). The water surface
reflectance factor ρ was assumed to be 0.028 but clearly depended on sky conditions, wind speed,
and solar zenith angle [83]. The viewing direction of 40◦ and 135◦ from the sun was considered a
reasonable compromise. This method has been used successfully in sea and inland lakes studies in
conditions where wind speeds less than 5 m/s [83–86]. The viewing direction was set by adjusting
the instrument angle to minimize the effects of sun glint and non-uniform sky radiance while also
avoiding instrument shading. Measurements were made from a location that minimized shading,
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reflections from superstructure, ship’s wake, associated foam patches and whitecaps, and specular
reflection of sunlight.

2.3. Satellite Image Data Processing

MODIS Level-0 data collected by Aqua (2010–2016) covering the study region were obtained from
the NASA Goddard Space Flight Center through its Ocean Biology Processing Group (OBPG) [87].
We used five bands from 469 nm to 1240 nm designed for land and atmosphere use, with a lower
dynamic range than the ocean bands, and therefore unlikely to saturate in the highly turbid conditions
of this shallow lake. The ground resolution of the 645 and 859 nm band is 250 m, and 500 m for the
bands at 469, 555, and 1240 nm.

MODIS data were processed using SeaDAS (version 7.0). First, the data were converted to
calibrated radiance (Level-1B). A key challenge remains in Case II waters, to perform a full atmospheric
correction where significant errors in visible range occur for turbid waters with classic atmospheric
correction methods, such as Gordon and Clark [88], Ruddick, Ovidio, and Rijkeboer [89], Wang and
Shi [90], and Bailey, Franz, and Werdell [91] etc. Therefore, to avoid this problem, a partial
atmospheric correction to correct for the gaseous absorption (mainly by ozone) and Rayleigh
(molecular) scattering effects was applied to the Level-1B data, resulting in Rayleigh corrected
reflectance (Rrc, dimensionless):

Rrc(λ) = ρt(λ)− ρr(λ) = ρa(λ) + π × t(λ)× t0(λ)× Rrs(λ) (1)

where ρt is the top of atmosphere (TOA) reflectance after adjustment of the atmospheric (gas)
absorption, ρr is the reflectance due to Rayleigh scattering, ρa is the reflectance due to aerosol scattering
and aerosol-Rayleigh interactions, t and t0 are diffuse transmittance from the image pixel to the satellite
and from the sun to the image pixel, respectively. Note that ρa, t, and t0 are functions of aerosol type,
aerosol optical thickness, and solar/viewing geometry. The above formulation assumes negligible
contributions from whitecaps and sun glint.

The Rrc data were mapped to a cylindrical equidistant projection for further analysis. First, the Rrc
data at 645 nm, 555 nm, and 469 nm were used to compose the Red-Green-Blue true color images to
screen for clouds and sun glint. After visual inspection, a total of 176 data granules between 2010 and
2015 (Table 4) were found to contain no cloud cover and sun glint, therefore suitable for thresholds
determination and method development.

Table 4. Temporal distribution of MODIS Aqua imageries used in this study.

2010 2011 2012 2013 2014 2015 2016 Total

January 0 0 2 0 5 5 5 17
February 0 0 0 0 0 5 13 18

March 1 0 2 4 10 2 5 24
April 0 2 1 7 0 3 4 17
May 4 1 5 6 4 2 3 25
June 1 1 0 0 0 2 2 6
July 1 3 3 2 1 2 2 14

August 4 0 0 5 0 5 14
September 2 4 1 1 0 2 10
October 1 2 5 3 6 5 22

November 1 0 3 7 4 1 16
December 6 0 0 2 14 5 27

Total 21 13 22 37 44 39 34 210

To further validate the results, we used the aquatic macrophyte distributions done by Luo [66]
using HJ-CCD images. HJ-1A and HJ-1B satellites were launched by the China Center for Resources
Satellite Data and Application (CRESDA) on September 2008, have a high revisit time (2 days) and
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wavebands (B1: 430–520; B2: 520–600; B3: 630–690; B4: 760–900 nm) that are appropriate for vegetation
mapping. According to Luo’s article [66], radiometric calibrations were made first using coefficients
provided with the image (e.g., gains and offsets), then the atmospherically corrected images were
geometrically corrected against a historical Landsat TM image with geometric accuracy of <0.5 pixel,
and lastly the FLAASH module was applied for atmospheric correction. All of the lake except Gonghu
Bay and the eastern lake was masked in Luo’s research.

3. Methods

3.1. Spectral Features of Lake Water, Cyanobacterial Scums, and Aquatic Macrophytes

Spectra for clear lake water had the maximum reflectance at the wavelengths between 550–580 nm
(Figure 2). Reflectance decreased sharply on both sides of the maximum, with reflectance at 500 nm
higher than at 650 nm [92]. The reflectance spectra of turbid waters were typical, with a low reflectance
in blue range and high reflectance in green range, owing to the absorption by dissolved organic
matter and tripton as well as backscattering by particulate matter [93]. Reflectance in the red
region (600–700 nm) had two minima around 620 nm and 675 nm, associated to phycocyanobilin
and chlorophyll-a absorption [94,95]. A distinct peak around 700 nm shifted from 690 nm at low
chlorophyll-a concentrations to 715 nm at high chlorophyll-a concentrations, which resulted from
both high backscattering and minimum absorption by all optically active constituents, including pure
water [96]. For low chlorophyll-a and high suspended sediments, this peak was reduced. The scattering
by all particulate matter controlled the variations of NIR reflectance [93].

The reflectance spectra of cyanobacterial scums not only had the typical chlorophyll-a and
phycocyanobilin absorption at 442, 665, and 620 nm respectively, but also an increase in wavelengths
ranging from 700 and 1800 nm with chlorophyll-a concentrations compared to that at visible and
longer than 1900 nm range [67]. This is similar to reflectance spectra of aquatic macrophytes.

 

Figure 2. The in situ reflectance spectra and corresponding photographs of water, turbid water,
cyanobacterial scums, and some typical aquatic macrophytes observed in Lake Taihu. Spectra were
determined by the average spectra of each aquatic macrophytes.

For aquatic macrophytes, high reflectance values at the NIR region are mainly due to the cellular
structure in the leaves [97]. A small absorption around 970 nm has been associated to water content [14],
and is similar to that observed in the reflectance spectra of cyanobacterial scums [67]. All aquatic
macrophytes investigated in Lake Taihu have similar reflectance spectra with pigment concentration
and cellular structure responsible for observable differences [16]. Submerged macrophytes have lower
reflectance values across the whole range due to the water absorption [16].
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3.2. A New Classification Method for MODIS

3.2.1. CMI, FAI, and TWI

Considering the similar NIR reflectance spectra between cyanobacterial scums and aquatic
macrophytes, indices based on other wavelengths were necessary to distinguish them. Compared to
aquatic macrophytes, the Rrc spectra of cyanobacterial scums have a distinguishable peak at 555 nm
and an obvious minimum at 469 nm (Figure 3). We note that the Rrc data used removed Rayleigh
scattering effects but not aerosol or other atmospheric effects. The use of the 1240 nm band to construct
a baseline with 469 nm removed additional impacts from atmospheric effects. This suggests that the
difference between Rrc(555) and baseline between 469 nm and 1240 nm, can be used to distinguish
cyanobacterial scums and aquatic macrophytes. The resulting Cyanobacteria and Macrophytes Index
(CMI) was defined as:

CMI = Rrc,GREEN − Rrc,BLUE − [Rrc,SWIR − Rrc,BLUE]× (λGREEN − λBLUE)/(λSWIR − λBLUE) (2)

following a baseline subtraction similar to the FAI index [46] with clearly different band combinations.
FAI, widely used for detecting floating algae in lakes [47,50] was expanded in this study to identify

different types of aquatic macrophytes as well as floating algae. FAI was originally developed using
MODIS red, NIR, and SWIR bands,

FAI = Rrc,NIR − Rrc,RED − [Rrc,SWIR − Rrc,RED]× (λNIR − λRED)/(λSWIR − λRED) (3)

When very high suspended sediments are present, they can dominate the optical signal, leading
both CMI and FAI to identify areas of high turbidity as cyanobacterial scums. To avoid this, we
created a Turbid Water Index (TWI), following algorithm approaches for suspended solids in Case II
waters [98]:

TWI = Rrc,RED − Rrc,SWIR (4)

For MODIS, these are λBLUE = 469 nm, λGREEN = 555 nm, λRED = 645 nm, and λSWIR = 1240 nm.

3.2.2. Classification Tree

The relationship between CMI, FAI, and NDWI [67] from typical lake waters (Figure 3) showed
CMIcyano > CMIwater > CMIfloat > CMIsub. While CMI of floating macrophytes was much lower than
that of cyanobacterial scums, respective FAIs overlapped significantly. Likewise, the FAI of the open
lake water and clean water with submerged macrophytes in Xukou Bay were similar. Due to Oyama’s
research, NDWI showed a much better capability to distinguish cyanobacterial scums and aquatic
macrophytes using Landsat TM/ETM+ [67]. Figure 3b indicated that NDWI of cyanobacterial scums,
aquatic macrophytes, and lake water mixed together based on MODIS data. The impact of high
concentrations of suspended solids on water reflectance at green, red, and NIR range was evident,
as was its impact on CMI and FAI in turbid waters.

A classification decision tree based on these relationships was constructed with five steps
(Figure 4). Step 1: identify and remove pixels of turbid water by TWI; Step 2: chose the CMI and
FAI thresholds due to the pixel location (cyanobacteria-dominated or macrophytes-dominated zone);
Step 3: identify which is existing in the pixel, cyanobacterial scum or aquatic macrophytes by CMI
threshold; Step 4: if cyanobacterial scum exists, identify lake waters using FAI = −0.004; Step 5:
if aquatic macrophytes exists, distinguish between floating and emergent/submerged macrophytes
using FAI threshold.

Three regions of interest (ROI_i, ROI_ii, and ROI_iii) respectively in open lake and Xukou
Bay of Lake Taihu were used to determine threshold values from MODIS Rrc data directly (Figure 5).
It should be noted that the values from in situ reflectance measurements could not be used for threshold
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development directly due to the complex optical conditions of the waterbody and impossibility to
apply a comparative full atmospheric correction.

 
(a)

(b)

 
(c)

Figure 3. RGB image (a), the relationship of Cyanobacteria and Macrophytes Index (CMI), Floating
Algae Index (FAI), and Normalized Difference Water Index (NDWI) (b) and the Rayleigh-corrected
MODIS spectral reflectance (Rrc(λ)) (c) of lake areas with different optical conditions on 8 September
2013 GMT.
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Figure 4. Classification decision tree to distinguish cyanobacterial scums and aquatic macrophytes in
Lake Taihu.

Figure 5. The flow chart for determining TWI, CMI, and FAI thresholds. ROI i was 80 × 80 pixels while
ROI_ii and ROI_iii were 10 × 10 pixels, see Figure 1 for location.

3.2.3. Accuracy Assessment and Validation

Three approaches were used to validate our new classification tree: first, in situ remote sensing
reflectance spectra were used to compare CMI to FAI and NDWI; second, user’s accuracy, overall
accuracy [99] and normalized accuracy [100] were calculated by comparing the satellite-derived
distribution to the ground-truth results during 2013 and 2016; thirdly, aquatic macrophytes
distributions derived from MODIS imageries were compared to those from 30 m spatial-resolution
HJ-CCD imageries.
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User’s accuracy (pu(i)) is a measure of the commission error associated with a class and is derived
from the number of pixels correctly allocated to a class relative to the total number of pixels predicted
to belong to that class in the accuracy assessment,

pu(i) =
pc(i)
pt(i)

(5)

where pc(i) is the number of correctly classified pixels of type i, and pt(i) is the number of total pixels
of type i based on the ground-truth measurements.

The overall accuracy (po) was defined as the percentage of samples that were classified correctly
and calculated using the following equation,

po =
∑n

i=1 pc(i)
pt

(6)

where n is the total number of types that were classified, pc(i) is the number of correctly classified
pixels of type i, and pt is the total number of pixels in the validation data set.

An iterative proportional fitting procedure which forces each row and column in the matrix to
sum to one was used to normalized error metrics [100,101]. This process then changes the cell values
along the major diagonal of the matrix (correct classifications) and therefore a normalized overall
accuracy can be computed for each matrix by summing the major diagonal and dividing by the total
of the entire matrix. The normalized accuracy is considered as a better representation of accuracy than
the overall accuracy computed from the original matrix because it contains information about the
off-diagonal cell values [100].

3.3. Classification Method for HJ-CDD Data

A spectral indices (B4 −∑3
j=1 Bj)/(B4 +∑3

j=1 Bj) (SF1), the second principal components (SF2) and
the difference between the greenness index and the brightness index from the tasseled-cap transform
(SF3) were used to construct Luo’s classification tree using HJ-CDD data [66]. First, SF1 was utilized
to detect emergent mocrophytes, then floating-leaved macrophytes were identified by SF2, and SF3

discriminated submerged macrophytes and open water lastly. The thresholds of SFs in the classification
tree were determined by corresponding field investigation data.

3.4. Analysis Methods

3.4.1. Atmospheric Effects

Considering MODIS Rayleigh corrected reflectance used in our research, in order to estimate
atmospheric effects on CMI, we simulated the influence of the different atmospheric conditions on CMI
using in situ reflectance measurements and an atmospheric radiance transfer model in the absence of
whitecaps and sun glint (Equation 1). Aerosol optical thickness (0–1 at intervals of 0.2), six aerosol
types (r30, 50, 70, 75, 80, and 85) and six typical solar/viewing geometry of Lake Taihu (oc1: solz = 40◦,
senz = 20◦, phi = 40◦; oc2: solz = 40◦, senz = 20◦, phi = −120◦; oc3: solz = 40◦, senz = 40◦, phi = 40◦;
oc4: solz = 40◦, senz = 40◦, phi = −120◦; oc5: solz = 60◦, senz = 20◦, phi = −120◦; oc6: solz = 60◦,
senz = 20◦, phi = 40◦) were extracted from SeaDAS LUTs.

3.4.2. Mixed Pixels Effects

The best spatial resolution of MODIS data is 250 m, which is much rougher than that of Landsat
TM/ETM+ and HJ-CCD. In order to assess mixed pixels effects on thresholds of CMI and FAI, a MODIS
image with both of the cyanobacterial scums and all the kinds of macrophytes should be chosen in
the following analysis. We therefore took the MODIS image on 9 August 2013 for an example to
investigate the influence of mixed pixels on the thresholds of CMI and FAI by varying the fraction of
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cyanobacteria blooms, submerged macrophytes or emergent/floating macrophytes from 0% to 100%
at intervals of 10%. However, first, the 5 × 5 pixels covering with only one of lake water, cyanobacteria
blooms, submerged macrophytes or emergent/floating macrophytes were detected based on in situ
investigations in 2013. Also, the average upper 25% values of CMI and FAI were determined as the
pure pixel thresholds for cyanobacterial scums or emergent/floating macrophytes. The average lower
25% values of CMI and FAI were decided as the pure pixel threshold for submerged macrophytes.
Then the CMI and FAI means of 5 × 5 lake water pixels were used as the pure lake water thresholds.
A simple linear model was chosen with two endpoints: one was pure lake water, and the other was
pure cyanobacterial scums, submerged macrophytes or emerged/floating-leaved macrophytes.

4. Results

4.1. Thresholds

4.1.1. TWI Threshold Determination for Turbid Waters

Considering the location and timing of elevated turbidity in Lake Taihu, a region of interest (ROI_i)
with 80 × 80 pixels in the open lake was chosen and 76 images from December to February were
visually checked for cyanobacterial scums and aquatic macrophytes. All pixels, with FAI > −0.004,
were put together to determine TWI thresholds (Figure 6a). Based on the near normal distribution
with a mean (μ) and standard deviation (σ) of 0.1326 and 0.0126, the TWI threshold for turbid waters
was 0.107 (μ − 2σ).

4.1.2. CMI Threshold Determination for Distinguishing Aquatic Macrophytes and
Cyanobacterial Scums

Based on the existed FAI threshold for cyanobacterial scums in Lake Taihu, FAI > −0.004 [47],
the CMI threshold was based on 176 images from ROI_i, which satisfied TWI ≤ 0.107 and
FAI > −0.004 at the same time. The CMI distribution of cyanobacterial scums pixels was also
in a normal fashion with μ = 0.0455 and σ = 0.0085 (Figure 6b). The priori knowledge on
Lake Taihu shows that the macrophytes-dominated zones are located in the east sections of the
lake [65]. In order to minimize the false positive, we used two different CMI thresholds for
detecting cyanobacterial scums in cyanobacteria-dominated zone and macrophytes-dominated zone
(Figure 1). For cyanobacteria-dominated zones, we chose 0.0285(μ − 2σ) as the CMIa

thresh, and for
non-cyanobacteria-dominated zones we chose a more strict 0.0455(μ) as CMIg

thresh.

4.1.3. FAI Threshold Determination for Detection Different Types of Aquatic Macrophytes

The published FAI threshold of −0.004 was used to distinguish cyanobacterial scum and water [47].
As FAI can also discriminate different types of aquatic macrophytes (Figure 3), and considering
the small area of emergent macrophytes and coarse spatial resolution of MODIS, we combined
emergent and floating macrophytes in one group. It should be noted that water quality in the
macrophytes-dominated zone was much better than that in the cyanobacteria-dominated zone [79].
We decided to use two thresholds FAI_suba

thresh and FAI_subg
thresh in these two zones to discriminated

waters and aquatic macrophytes respectively. FAI_suba
thresh was based on ROI_i (Figure 6c) where

TWI < 0.107, CMI < 0.0285 and FAI < −0.004. Similarly, FAI_subg
thresh was determined from ROI_ii

(Figure 6d), where TWI < 0.107, CMI < 0.0455 and FAI < −0.004. FAI_suba
thresh and FAI_subg

thresh
were −0.0122 and −0.011 (μ − 2σ) respectively. In the same way, ROI_iii in Xukou Bay was used to
determine the FAI threshold of 0.05 for submerged and emergent/floating macrophytes, interestingly
the same FAI value used by Oyama with Landsat TM/ETM [67].

All of the thresholds have been summarized in Table 5.
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Figure 6. Distribution of TWI (a), CMI (b) and FAI (c,d) for images to distinguish thresholds for turbid
water, cyanobacterial scums, submerged macrophytes, and floating macrophytes.

Table 5. The thresholds of TWI, CMI, and FAI used in the new classification method.

Index Usage Cyanobacteria-Dominated
Zone

Macrophytes
Dominated Zone

TWI To detect high turbid water 0.107

CMIthresh
To distinguish lake water with cyanobacterial scums

or with macrophytes 0.0285 0.0455

FAI_cyano To detect cyanobacterial scums −0.004 −0.004
FAI_subthresh To detect submerged macrophytes −0.0122 −0.011
FAI_floatthresh To detect emerged and floating-leaved macrophytes 0.05 0.05

4.2. Validation by in Situ RRS Measurements

We first validated the applicability of CMI, FAI, and NDWI to distinguish lake water,
cyanobacterial scums, submerged macrophytes, and emergent/floating macrophytes using in situ
reflectance spectra of 2014 and 2015. All of these indices were calculated by in situ measured reflectance
in simulated MODIS bands (Figure 7).

FAI was effective at separating lake water and others, but less useful for distinguishing
cyanobacterial scums and aquatic macrophytes (Figure 7b). In contrast, CMI showed significant
differences between the cyanobacterial scums and aquatic macrophytes, but was less useful for
detecting open lake waters (Figure 7a). The modelled MODIS band 2 (841–876 nm) and band 6
(1628–1652 nm) from in situ spectra were chosen to estimate NDWI, which also showed a good
separation between cyanobacterial scums and floating-leaved macrophytes from Figure 7c as that
achieved using Landsat TM/ETM+ [67]. However, if MODIS Rrc data were used, NDWI was less
useful due to Figure 3b. This may be the result of very thick cyanobacterial scums, relative disperse
and sparse aquatic macrophytes, and turbid waters as well as the spectral differences between MODIS
and Landsat TM. This validation by in situ Rrs indicated the improved effectiveness of combining CMI
and FAI.
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Figure 7. Box-and–whisker plots of CMI (a), FAI (b) and NDWI (c) for lake water, cyanobacterial scums,
macrophytes based on in situ reflectance spectra of Lake Taihu. The solid line in the box represents the
median value. The upper and lower fences represent the 1st and 3rd quartiles (Q1 and Q3), respectively.
The lower and upper whiskers were calculated from (Q1 − 1.5 × IQR) and (Q3 + 1.5 × IQR),
respectively, where IQR is the inter quartile range represented by the width of the box (i.e., Q3 − Q1).
The data above or under the whisker were defined as the outliers and are shown as cross. (W: Lake
water; C: Cyanobacterial scums; S: Submerged macrophytes; F: Emergent and floating macrophytes).

4.3. Validation by Field Investigation

To verify the stability and accuracy of the new method, we validated the predicted results with
synchronous ground-truth investigations in Lake Taihu (Table 6). From 2013–2016, the user’s accuracy
of the submerged macrophytes, emergent and floating macrophytes, cyanobacterial scums and lake
water was 83%–89%, 79%–83%, 75%–92% and, 92%–100% respectively, and the overall classification
accuracy each year was 87%, 92%, 80%, and 86%, respectively. Based on the off-diagonal matrix values,
the normalized accuracy was lower than the overall classification accuracy, which was 86.2%, 62.6%,
56.5%, and 81.0% for 2013–2016 respectively. In total, the overall classification accuracy and normalized
accuracy was almost similar, 86.0% and 86.8% respectively. The classification accuracy was influenced
by: the number and spatial distribution of ground-truth data [68] and the spatial resolution of MODIS
where mixed pixels effects could lower the overall accuracy.

Table 6. Accuracy assessment of classification results from 2013 to 2016.

Year Measured

Predicted

S E & F C W User’s
Accuracy

Overall
Accuracy

Normalized
Accuracy

2013
S 71 5 4 89%

87% 86.2%E & F 7 26 79%
W 3 34 92%

2014
S 11 1 1 85%

92% 62.6%C 11 1 92%
W 3 100%

2015
S 10 2 83%

80% 56.5%E & F 1 5 83%
C 1 3 75%

2016
S 7 1 88%

86% 81.0%C 3 1 75%
W 1 16 94%

Total

S 99 6 8 88%

86% 86.8%
E & F 8 31 79%

C 1 17 2 85%
W 4 53 93%

S: Submerged macrophytes; E & F: Emergent & floating macrophytes; C: Cyanobacterial scums; W: Water.

4.4. Validation by HJ-CCD Data

High-spatial resolution HJ-CCD data were used to validate spatial distributions of water,
cyanobacterial scums and different aquatic macrophytes for 9 and 16 August, and 16 and 26 September
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2013 (Figure 8). Aquatic vegetation spatial distributions on 16 August and 26 September 2013 were
provided only in the eastern part of Lake Taihu by Luo’s CT method [66] using HJ-CCD data. The two
datasets showed consistent spatial distributions of aquatic macrophytes in the macrophytes-dominated
areas: in the south shore of Gonghu Bay, there existed many submerged macrophytes and sparse
floating macrophytes; submerged macrophytes dominated Xukou Bay; floating macrophytes were
mainly located in the East lake especially in summer. However, emergent macrophytes distributed
dispersedly close to the shores were more difficult for MODIS data to identify.

Figure 8. Spatial distributions of lake water, cyanobacterial scums and different aquatic macrophytes
in Lake Taihu on 9 (a) and 16 (b) August, and 16 (c) and 26 (d) September 2013.

The expected temporal consistency was met, as submerged and emergent/floating macrophytes
in the macrophytes-dominated zone were 174.5 and 178.3 km2 on 16 August, and 255.7 and 105.6 km2

on 26 September, respectively and their location was consistent (Figure 8). Cyanobacterial scums
showed a much larger variation, changing from 68.4 to 0.75 km2 over the same period.

5. Discussion

5.1. Data Quality versus Data Quantity

Time-series and trend analyses for aquatic vegetation, both macro and micro, in inland water
bodies have been difficult to examine using satellite ocean color data due to challenging atmospheric
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conditions (e.g., clouds, thick aerosols, and sun glint) [72]. This complicates the separation of
in-water reflectance from the top of atmospheric reflectance. The use of Rrc(869) > 0.027 to screen
cloud pixels and low quality data significantly reduced data availability for Lake Taihu even under
cloud-free and glint-free conditions [72]. Not only thick aerosols but also cyanobacteria blooms
and aquatic macrophytes can increase reflectance in the near infra-red and shortwave infra-red
wavelengths. For turbid waters, Wang and Shi recommended a cloud threshold of Rrc(1240) = 0.0235
and Rrc(1640) = 0.0215 [102], while Hu suggested Rrc(1640) = 0.03 [47]. None of these are suitable for
the complex atmospheric, aquatic, and ecological conditions of Lake Taihu, where thick aerosols, sun
glint, cyanobacteria blooms, aquatic macrophytes, and elevated turbidity all co-exist. In order to avoid
false positive cloud masking from cyanobacteria blooms and aquatic macrophytes, we utilized Qi’s
Rrc(555) > 0.25 [72] and Rrc(1240) > 0.10 as constraint conditions for cloud masking. This resulted in
>90% valid data coverage per image for every climatological month (Figure 9). In comparison, the
mean valid data coverage for the Rrc(1240) < 0.0235 threshold was 35%–74%.

Figure 9. Mean percentage of usable data per image during each climatological month, based on
different Rrc(1240) thresholds.

5.2. Use in Highly Turbid Waters

For shallow and turbid Lake Taihu, re-suspended solids have a major impact on visible and near
infra-red reflectance spectra [103]. A comparison of reflectance spectra from cyanobacteria blooms,
typical aquatic macrophytes, and turbid waters with different suspended solid (SS) concentrations
shows that CMIs increased at higher suspended solid concentrations (Figure 10), impacting the
detection of cyanobacteria blooms and emergent/floating macrophytes. Figure 11 is an example
showing that the turbid water index, TWI, avoided these misclassifications, even under high wind
and high turbidity conditions. MODIS RGB image (Figure 11a) showed lake water in the open lake
was yellow and very turbid especially close to the west (W) and south (S) lakeshores, correspondingly
CMI(W: 0.040 ± 0.003; S: 0.043 ± 0.003) and FAI (W: –0.006 ± 0.008; S: 0.0001 ± 0.008) of high turbid
water were much higher than the other regions (Figure 11b,c). Therefore, high turbid water could be
misclassified to cyanobacterial scums in cyanobacteria-dominated zone and submerged macrophytes
in macrophyte dominated zones (Figure 11d). (W: 0.141 ± 0.014; S: 0.147 ± 0.010) As our new
method considered the disturbance from turbid water via TWI (Figure 11f), original false positives for
cyanobacteria blooms were rejected.
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Figure 10. A comparison of in situ water leaving reflectance (Rrs) spectra for different aquatic
macrophytes under different concentrations of suspended solids and cyanobacterial scums in
Lake Taihu.

 

W 

Figure 11. Spatial distributions of RGB (a), CMI (b), FAI (c) and TWI (e) based on MODIS Aqua image
of 12 May 2015; and spatial distribution of lake water, cyanobacterial scums, and macrophytes in Lake
Taihu before (d) and after (f) using TWI.

5.3. Impact of Black Waters

Black waters are another typical environmental phenomenon in eutrophic lakes, often associating
to lake areas with cyanobacteria blooms and macrophyte stands [104]. They are characterized by
high absorption due to elevated concentrations of colored dissolved organic matter (CDOM) [104,105].
In Lake Taihu, further studies on the 2007 algal bloom event indicated that the intrusion of a black
water bloom in the main water intake of Wuxi City was the key cause of the water source crisis [106].
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Studies show that Zhanshan Bay, Meiliang Bay, and Gonghu Bay were the main sensitive area to black
waters in Lake Taihu [104,107,108], all areas of high-frequency cyanobacterial scums [47]. Attempts to
use remote sensing to detect black waters have found that interference by cyanobacteria blooms and
submerged macrophytes can be significant [105]. Field observations indicate that black waters in Lake
Taihu have limited spatial and temporal scope, usually persisting for less than five days. They occur in
areas of submerged macrophytes (i.e., Potamogeton crispus) from March to May [109]. By integrating
the static location and growth period of submerged macrophytes, the possible interference of black
waters on the remote sensing of macrophyte and bloom was achieved.

5.4. Atmospheric Effects

The impact of aerosol thickness, aerosol type, and solar/viewing geometry on classification
indices was variable. The CMI value was supposed as 0.04 at AOT(555) = 0, aerosol type = r30,
solz = 40◦, senz = 20◦, and phi = 40◦. CMI was least sensitive to aerosol thickness, as only 12.1%
changed when AOT(555) varied from 0 to 1 (Figure 12a). Although the effects of aerosol thickness in
shorter wavelengths are stronger than those in longer wavelengths [110], the baseline subtraction of
CMI, like FAI, helped reduce the effects from different aerosol thicknesses. CMI changed <0.5% and
<15.2% with different aerosol types and solar/viewing geometry, respectively (Figure 12b,c). FAI has
been shown to be less sensitive to changes in aerosol and observing conditions [46].

Figure 12. CMI value variation with changing atmospheric conditions: optical thickness (a), aerosol
type (b) and solar/viewing geometry (c), based on model simulations (oc1: solz = 40◦, senz = 20◦,
phi = 40◦; oc2: solz = 40◦, senz = 20◦, phi = -120◦; oc3: solz = 40◦, senz = 40◦, phi = 40◦; oc4: solz = 40◦,
senz = 40◦, phi = −120◦; oc5: solz = 60◦, senz = 20◦, phi = −120◦; oc6: solz = 60◦, senz = 20◦, phi = 40◦).

5.5. Mixed Pixels Effects

Differences between the classification and ground-truth observations (Table 4) are likely to have
resulted from scale effects. Mixed MODIS pixels containing both open lake water and cyanobacteria
blooms or aquatic macrophytes were validated in field observations. Figure 13a shows that CMI
values of different fractions of cyanobacteria blooms were above the CMI thresholds of 0.0455
in macrophytes-dominated zones and 0.0285 in cyanobacteria-dominated zones. This confirmed
that the CMI thresholds detected cyanobacteria blooms correctly regardless of where cyanobacterial
scums occurred. The CMI threshold of 0.0455 allowed for the identification of aquatic macrophytes
in macrophytes-dominated zones (Figure 13b), not only emergent/floating macrophytes but also
submerged macrophytes. In cyanobacteria-dominated zone, however, the CMI threshold of 0.0285
misclassified emergent/floating macrophytes as cyanobacteria blooms, and similarly submerged
macrophytes were detected as cyanobacteria when submerged macrophytes coverage was lower
than 33.3%. Usually, few emergent/floating macrophytes grow in cyanobacteria-dominated zones
of Lake Taihu [111]. Due to this, we analyzed the influence of the CMI threshold of 0.0285 on the
detection of the pixel mixing with cyanobacteria blooms and submerged macrophytes (Figure 13c).
Submerged macrophytes were classified correctly only when their fraction was more than 79.2%.
In macrophyte-dominated zones, the CMI threshold of 0.0455 distinguished cyanobacteria blooms and
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aquatic macrophytes perfectly; but in cyanobacteria-dominated zones, the CMI threshold of 0.0285
was more appropriate for bloom detection.

The FAI threshold of –0.011 correctly detected submerged macrophytes from lake water when their
fractions were larger than 47.0% (Figure 14), and when the fraction of emergent/floating macrophytes
was more than 23.8%, the mixed pixel could be classified as emergent/floating macrophytes due to the
FAI threshold of 0.05.

Figure 13. (a–c) CMI variation in different lake water conditions, dominated by cyanobacterial scums
and aquatic macrophytes. The dotted line represents the CMI threshold between cyanobacterial
scums and different aquatic macrophytes in cyanobacteria-dominated zone, and the full line
represents the CMI threshold between cyanobacterial scums and different aquatic macrophytes in
macrophyte-dominated zones. The gray areas represent the area recognized as submerged macrophytes
by the threshold.

Figure 14. (a,b) FAI variation with different composition of lake water and aquatic macrophytes.
The dotted line represents the FAI threshold between lake water and submerged macrophytes, and
the full line represents the FAI threshold between submerged macrophytes and emergent/floating
macrophytes. The gray areas represent the area recognized as submerged macrophytes by the threshold.

6. Conclusions

In this study, a new method to examine the spatial distribution of cyanobacterial scums
and macrophyte vegetation dominated areas of optically complex shallow lakes was developed.
The approach was validated by in situ reflectance spectra, field investigations and high spatial
resolution HJ-CCD data. The results show an overall classification accuracy of 86% and a normalized
classification accuracy of 86.8% with a specific accuracy of 88%, 79%, 85%, and 93% for submerged
macrophytes, emergent/floating macrophytes, cyanobacterial scums, and lake water, respectively.
The possibility to separate open lake water, areas dominated by cyanobacterial scums and those with
different aquatic macrophytes opens new possibilities to explore the impacts of large scale changes in
lake and catchment management.

The MODIS indices were first developed; TWI, CMI, and FAI were tested in the highly complex
atmospheric and aquatic optical conditions of a large highly eutrophic and shallow lake in southeast
China. The classification method addressed first areas of high turbidity (TWI), then separated pixels
into lake waters with cyanobacterial scums or aquatic macrophytes (CMI). Lastly, FAI thresholds
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were used to separate cyanobacterial scums and lake water, and to classify the remaining areas into
submerged macrophytes, emergent/floating macrophytes or lake water.

The new method provided high accuracy, low sensitivity to changing atmospheric conditions, high
background reflectance (turbidity) or absorption (black waters), and mixed-pixels effects. The overall
approach to combining specific indices in a decision tree to identify and separate lake areas with
dominant optical properties can easily be extended to other lake ecosystems. The indices applied
in the present study are those most appropriate to shallow eutrophic lakes, therefore most directly
applicable to these more complex waterbodies. In deeper or less impacted lakes, the use of turbidity
indices (TWI) is not appropriate, and more specific indices related to the lake- specific dominant optical
components (e.g., CDOM) should be used. Furthermore, additional testing would be required for lakes
with significantly different types of macrophytes or where macrophytes and algae are both present.
Further validation to test the applicability of the new method using other satellite sensors would
extend the use of this approach.
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Abstract: Urban lakes play an important role in urban development and environmental protection
for the Wuhan urban agglomeration. Under the impacts of urbanization and climate change,
understanding urban lake-water extent dynamics is significant. However, few studies on the
lake-water extent changes for the Wuhan urban agglomeration exist. This research employed
1375 seasonally continuous Landsat TM/ETM+/OLI data scenes to evaluate the lake-water extent
changes from 1987 to 2015. The random forest model was used to extract water bodies based on eleven
feature variables, including six remote-sensing spectral bands and five spectral indices. An accuracy
assessment yielded a mean classification accuracy of 93.11%, with a standard deviation of 2.26%.
The calculated results revealed the following: (1) The average maximum lake-water area of the
Wuhan urban agglomeration was 2262.17 km2 from 1987 to 2002, and it decreased to 2020.78 km2

from 2005 to 2015, with a loss of 241.39 km2 (10.67%). (2) The lake-water areas of loss of Wuhan,
Huanggang, Xianning, and Xiaogan cities, were 114.83 km2, 44.40 km2, 45.39 km2, and 31.18 km2,
respectively, with percentages of loss of 14.30%, 11.83%, 13.16%, and 23.05%, respectively. (3) The
lake-water areas in the Wuhan urban agglomeration were 226.29 km2, 322.71 km2, 460.35 km2,
400.79 km2, 535.51 km2, and 635.42 km2 under water inundation frequencies of 5%–10%, 10%–20%,
20%–40%, 40%–60%, 60%–80%, and 80%–100%, respectively. The Wuhan urban agglomeration was
approved as the pilot area for national comprehensive reform, for promoting resource-saving and
environmentally friendly developments. This study could be used as guidance for lake protection
and water resource management.

Keywords: urban lake water; water inundation frequency; Landsat; random forest; Wuhan urban
agglomeration; climate change

1. Introduction

Urban lakes provide numerous ecosystem services that are closely related to human well-being
in both the present and future. These ecosystem services include agricultural production, fishery
resources, flood mitigation, water storage, and entertainment locations [1,2]. All of these ecosystem
services are affected by fluctuations in the lake-water extent over time and space [3]. Because the
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urban lake-water extent has been dramatically impacted due to urbanization, understanding the
spatiotemporal patterns of lake-water extent dynamics is necessary for sustainable urban development.

The Wuhan urban agglomeration—consisting of Wuhan, Huangshi, Ezhou, Xiaogan, Huanggang,
Xianning, Xiantao, Qianjiang, and Tianmen—is one of five national urban agglomerations and has
extensive lake-water extent, due to its wet climate. For example, Wuhan is nicknamed “Water City”
(Jiang Cheng). Over the past three decades, the Wuhan urban agglomeration has experienced a
rapid expansion and has faced increasing challenges in protecting the lake water, both qualitatively
and quantitatively, especially for Wuhan city [4–9]. However, few studies have focused on the
whole urban agglomeration. Moreover, these studies adopted imaging data for several specific years.
Obviously, mapping lake-water extent dynamics is unreasonable without considering the ephemerality
in the lake-water extent. A clear understanding of the spatio-temporal change of the lake-water extent
in the Wuhan urban agglomeration is thus important.

Remote-sensing data have been widely used for mapping the lake-water extent over time and
space [10–17], with Landsat image data being one of the most common data types for monitoring and
analyzing long-term lake-water extent changes, due to their high spatial resolution (30–60 m) and long
data record [11–16].

Two major methods exist for extracting the water extent, based on remote-sensing data.
One approach is the use of water indices, such as the Modified Normalized Difference Water Index
(MNDWI) [18], the Normalized Difference Water Index (NDWI) [19], and the Automated Water
Extraction Index (AWEI) [20]. However, an ideal single threshold for water indices, in order to
distinguish between water bodies and non-water bodies, is difficult to determine because the spectral
signature of water varies in space and time [13]. Automatic threshold methods have been adopted
for determining the optimal value, like Otsu [21,22]. Some comparative analyses between these
water indices have been conducted [23,24], but the best water indices cannot be determined. The
other method is classification based on a combination of spectral bands and other variables (e.g.,
water indices, shape features) [25]. These classification methods include Support Vector Machines
(SVM), Maximum Likelihood (ML) and Decision Tree (DT), et al. [26,27]. It is important to note
that a best classification method doesn’t exist for all cases. For long-term seasonally continuous
water mapping in a large area, DTs are more popular, primarily for their ease of application [26].
However, the DT method performs less well than algorithms such as SVM and neural networks.
But, the performance of Random Forest (RF), an improved implementation of DT, is superior to a
traditional DT [26,27]. Therefore, some studies employed the RF to classify the continuous remote
images [13,25,28]. For example, Tulbure et al. adopted RF to produce continuous surface water time
series at a subcontinental scale in an Australian semi-arid region, the Murray-Darling Basin [13].

With an increasing amount of available remote sensing data, the mapping of seasonally continuous
lake water is possible. This study employed a method that utilizes 1375 seasonally continuous
Landsat Thematic Mapper (TM)/Enhanced Thematic Mapper Plus (ETM+)/ Operational Land Imager
(OLI) data scenes from 1987 to 2015, to map the long-term lake-water extent in the Wuhan urban
agglomeration. This study is the first to evaluate the lake-water extent dynamics in space and time
in the Wuhan urban agglomeration, based on seasonally continuous Landsat images. The specific
objectives are: (1) to obtain the long-term seasonally continuous lake water extent; (2) to map the water
inundation frequency to explore the spatial distribution of the lake-water extent; (3) to analyze the
temporal variation of the lake-water extent; and (4) to explore the impacts of urbanization and climate
change on the lake-water extent. This study could be used as guidance for lake protection and water
resource management for the Wuhan urban agglomeration.
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2. Materials

2.1. Study Area

The Wuhan urban agglomeration, located in the eastern part of the Hubei province, China, covers
an area of 580,151.9 km2 (Figure 1). It consists of Wuhan, Huangshi, Ezhou, Xiaogan, Huanggang,
Xianning, Xiantao, Qianjiang, and Tianmen and was approved by the Chinese Government in 2008.
As one of five national urban agglomerations, the Wuhan urban agglomeration plays a critical role in
central China. On the one hand, the Wuhan urban agglomeration has witnessed rapid urban expansion.
For example, the built-up area in Wuhan city increased by 10.9% from 1990–2000 and increased by
154.5% from 2000–2013 [7]. On the other hand, rapid urban expansion has encroached upon lake
water bodies. Lake wetlands and marsh wetlands decreased by 18.71% and 50.3%, respectively,
from 1987–2005.

Figure 1. The location of the study area.

2.2. Study Data

2.2.1. Landsat Time Series

We used 1987–2015 data from the Landsat 4–5 TM, Landsat 7 Enhanced ETM+, and Landsat-8
OLI. We downloaded level 1 terrain-corrected (L1T) images with a cloud cover assessment threshold
of ≤40% for the study period, from USGS/EROS (http://landsat.usgs.gov/).

The Wuhan urban agglomeration is located within eight scenes (Path/Row: 121/39, 122/38,
122/39, 122/40, 123/38, 123/39, 123/40, and 124/39), and Table 1 lists the number of the Landsat
TM, ETM+, and OLI scenes processed per path/row. A total of 1375 scenes were used, including
1019 scenes from the TM from 1987–2011, 180 scenes from the ETM+ from 1999–2003, and 176 scenes
from the OLI from 2013–2015. After mid–late 2003, we did not use the scenes from the ETM+ with
the Scan-Line-Corrector-Off (SLC-Off) problem, because this problem creates data gaps in the ETM+
imagery, thereby leading to missing data. Since 2013, the Landsat 8 OLI datasets were utilized because
Landsat 5 was terminated in 2011. The temporal distribution of the adopted Landsat images for the
study area is shown in Figure 2. Although these images are unevenly distributed in time, they can
generally be used for the long-term mapping of surface water. Overall, the available time series were
relatively adequate for our study.
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Table 1. Number of Landsat TM, ETM, and OLI scenes processed per path/row.

Sensor
Path/Row

121/39 122/38 122/39 122/40 123/38 123/39 123/40 124/39 Total

TM (1987–2011) 122 130 141 124 139 129 115 119 1019
ETM (1999–2003) 26 23 23 19 24 22 22 21 180
OLI (2013–2015) 25 22 20 25 26 23 21 14 176

Total 173 175 184 168 189 175 158 154 1375

Figure 2. Temporal distribution (day of year) of Landsat images used in this study.

2.2.2. Landuse, Precipitation and DEM data

The landuse data acquired in 1995 and 2009 for the Wuhan urban agglomeration was collected, to
analyze the impacts of urbanization on the lake area. The data were collected from the LUCC database
of China. Moreover, to explore the correlation between the lake-water extent and precipitation,
daily precipitation levels from eight stations around the Wuhan urban agglomeration from 1987–2015
were collected from the China Meteorological Data Sharing System. Then, the average precipitations of
the eight stations were calculated. Moreover, the Advanced Spaceborne Thermal Emission and
Reflection Radiometer Global Digital Elevation Model (ASTE GDEM) data with a 30-m spatial
resolution were collected from the Geospatial Data Cloud (http://www.gscloud.cn), to aid in
lake-water extraction.

3. Methods

3.1. Flowchart

The flowchart of extracting the lake-water extent in this study is displayed in Figure 3.
It mainly consisted of five parts: the collection of feature variables, collection of training samples,
image classification based on the random forest model, rule filter, and accuracy assessment. The details
are described in the following sections.

3.2. Collection of Feature Variables

First, to diminish the negative influence from the images acquired over different locations
and times, as well as the solar irradiance, etc. [13,25], we converted digital numbers (DN) to Top
of Atmosphere (TOA) reflectance, according to previous research [29]. Bands 1–5 and 7 from the
TM/ETM+, and bands 2–7 from the OLI, were processed. Second, MNDWI [18], NDWI [19], EVI [30],
NDVI [31], and NDMI [32] were calculated, based the TOA reflectance. These spectral indices are
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common for water extraction [11,33]. Finally, a total of six bands and five spectral indexes were used
in the model.

 

Figure 3. Flowchart of the study.

3.3. Collection of Training Samples

We collected training samples through the visual interpretation of the Landsat TM, ETM+, and OLI
images. In addition, the five calculated spectral indices were also used to improve the confidence. The
selected training samples were acquired from different regions, years, seasons, and land-cover types, to
reduce possible biases [13,28]. We reclassified these training samples into water pixels (1; i.e., reservoirs,
rivers, lakes) and non-water pixels (0; i.e., building land, vegetation, cropland, bare land, cloud). The
research used 567,320 pixels (46,041 water pixels and 521,279 non-water pixels) from the TM, 235,663
pixels (63,272 water pixels and 172,391 non-water pixels) from the ETM+, and 243,421 pixels (54,300
water pixels and 189,121 non-water pixels) from the OLI (Table 2). Large amounts of training samples
can more comprehensively represent the spectral signature of both water and non-water pixels,
contributing to a higher model performance.

Table 2. Collected sample size of different sensor types.

Samples TM ETM OLI

water bodies 46,041 63,272 54,300
non-water bodies 521,279 172,391 189,121

Total 567,320 235,663 243,421

412



Remote Sens. 2017, 9, 270

3.4. Image Classification Based on Random Forest Model

In this study, RF was chosen and implemented for two reasons. RF does not overfit when the
number of trees increases and does not need any additional feature selection or model performance
test method, since a random selection of features and test methods is built into it [34–36]. Given these
advantages, RF has been extensively used to characterize remotely sensed datasets across space and
time [3,13,28]. We also employed RF as our classifier. The built-in “Out-of-Bag” (OOB) accuracy,
which is unbiased and can be used to substitute the cross-validation or independent test datasets [34],
was used to assess the performance of water/non-water pixel classification. In the random forest model,
the number of classification trees (T) and the number of features (m) at each node for spilling, is critical
to the results [36]. This study employed an RF classifier with 5, 10, 15, 20, 25, 30, 35, 40, 45, and 50
classification trees and chose the optimal item based on the OOB accuracy, using water and non-water
samples as the input data. Our sensitivity tests indicate that 20 classification trees are best because,
beyond that, the classification gains little performance improvement. For the number of features,
previous studies suggested m to be the root of the total number of features [35,37]. Hence, we set the
number of features at four. RF was supported by the scikit-learn package 0.17.

3.5. Extracting Lakes Based on Shape Features and Water Inundation Frequency

Our random forest model is not able to distinguish lakes and rivers, and it classified some artificial
ponds and paddy fields as water bodies. Given that these features have particular shape features,
such as length and roundness (a shape measure that compares the area of the polygon to the square of
the maximum diameter of the polygon), the study further adopted rule-based feature extraction for
extracted lakes. First, the study composed a maximum water area by stacking all of the classification
results. Then, the study built two shape feature rules (length >10,000 m and roundness <0.15) to identify
rivers, as well as some artificial ponds and paddy fields. In addition, the study distinguished shadow
and water bodies by setting the slope threshold (slope < 15◦). These thresholds were selected as the
most suitable ones after a trial-and-error process. Next, to diminish the effect of “salt and pepper noise”
in the classification process, the study calculated the water inundation frequency (WIF, the number
of times a pixel was flagged as a water body divided by the number of cloud-free observations per
pixel, expressed as 0% to 100%). Those areas with a lower WIF (~5%) were regarded as noise and
non-water bodies, although this process may also remove all traces of the low-frequency surface water
that characterizes flooding and ephemeral water bodies. On the other hand, a spatial filtering with a
3 × 3 window was also employed, to reduce the effect of “salt and pepper” based on a “majority vote”
rule. After that, remaining non-lake pixels are very little, and they are almost paddy fields, which can
easily be distinguished from lakes. Therefore, we manually removed these pixels and obtained the
composited maximum lake areas. The composited maximum lake extent was used as a mask to extract
the lakes in each image.

3.6. Accuracy Assessment of Extracted Lakes

Considering that most lakes are located in the tile (path/row 123/39), we selected eight images
for this tile and outlined the lake-water extent as being the true lake extent using visual interpretation.
The eight selected images consisted of four TM images from 5 December 1995, 13 February 2004,
22 July 2004, and 9 September 2009; two ETM images from 11 January 2000 and 22 July 2000; and two
OLI images from 17 September 2013 and 26 November 2015, accounting for four or five year intervals,
season changes, and sensor influences (Table 3). Moreover, these eight images have a good quality
due to small influence of clouds. Then, we calculated the percentage of overlapped lake-water extent
between the extracted lake-water extent and the true lake-water extent.
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4. Results

4.1. Determining Optimal Classification Trees

Figure 4 shows our sensitivity test results regarding the optimal classification trees, based on
the OOB error. Overall, the OOB errors are very low, ranging from 0.005 to 0.04. When the number
of classification trees is less than 20, the TM RF obtains a lower OOB error, followed by the OLI and
ETM+ RF. Their OOB errors decrease quickly as the number of classification trees increases and reach
a stable point (T = 20). From then on, increasing the number of classification trees has no significant
impact on the OOB error. Therefore, the study set the optimal classification trees at 20 for the TM,
ETM+, and OLI RF, when the number of features (m) was four.

 

Figure 4. Impacts of different numbers of trees in the Random Forest based on OOB error assessment.

4.2. Accuracy of the Extracted Lakes

The accuracies of the eight images were 93.17%, 95.14%, 96.04%, 91.71%, 95.53%, 89.68%, 90.17%,
and 93.41% (Table 3). The mean value and standard deviation of accuracy were 93.11% and 2.26%,
respectively. The results showed that lake-water extraction based on the random forest model
is feasible.

Table 3. Accuracy of extracted lakes based on the random forest model.

Sensor Type Date Extracted Lake Area (km2) True Lake Area (km2) Accuracy (%)

TM 1995/12/5 1003.64 1077.24 93.17
ETM 2000/1/11 618.19 649.76 95.14
ETM 2000/7/22 658.91 686.08 96.04
TM 2004/2/13 828.95 903.92 91.71
TM 2004/7/22 789.64 826.57 95.53
TM 2009/9/9 760.88 848.40 89.68
OLI 2013/9/17 810.32 898.67 90.17
OLI 2015/11/26 899.70 963.17 93.41

4.3. Water Inundation Frequency from 1987 to 2015

According to continuous Landsat time series, we calculated the WIF and divided it into six
grades: 5%–10%, 10%–20%, 20%–40%, 40%–60%, 60%–80%, and 80%–100% (Figure 5). The highest WIF
occurred over core areas of permanent lakes with a WIF over 80%. In contrast, the edge areas of lakes
experienced a decreasing WIF. Table 4 shows the statistics of five WIF grades across the entire study area.
The area of water bodies is 226.29 km2, 322.71 km2, 460.35 km2, 400.79 km2, 535.51 km2, and 635.42 km2

under WIFs of 5%–10%, 10%–20%, 20%–40%, 40%–60%, 60%–80%, and 80%–100%, respectively.
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Figure 5. Water inundation frequency from 1987~2015. (a)–(g) represents Shahu, Nanhu, Yanxihu,
Donghu, Tangxunhu, Liangzihu, and Futouhu, respectively. (h) shows the lake-water area at a water
inundation frequency of 5%–10%, 10%–20%, 20%–40%, 40%–60%, 60%–80%, and 80%–100% from left
to right, respectively.

4.4. Lake Water Extent Changes from 1987~2015 in Different Cities

We further explored the annual maximum lake-water extent across the entire study area from
1987–2015 (Figure 6). Considering that the earlier images are much smaller in number and cannot
cover the entire study area, we composited two multi-year maximum lake areas from 1987–1990
and from 1991–1994. The lake in the study area experienced an apparent decrease from 1987–2015.
From 1987–2002, the lake area shows a fluctuating tendency. However, it experienced a continuous
decrease from 2003–2007, followed by a fluctuating tendency from 2008–2015, but the lake area did not
return to the previous condition. The calculated results revealed that the average maximum lake area
was 2276.03 km2 from 1995–1999, and it decreased to 1966.94 km2 from 2011–2015, with a total loss of
309.09 km2 and a percentage loss of 13.58%.
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Among the eight cities, Wuhan experienced the most serious lake-water area loss from 1987–2015.
From 1995–1999, the average lake-water area was 803.01 km2, and the area decreased to 688.18 km2

from 2011–2015, with a total loss of 114.83 km2 or 14.30%. Huanggang, Xianning, and Xiaogan also
experienced relatively serious losses, totaling an area of loss of 44.40 km2, 45.39 km2, and 31.18 km2,
and a percentage loss of 11.83%, 13.16%, and 23.05%, respectively.

Figure 6. Lake water extent changes from 1987~2015.

4.5. Decreasing Lake Water Extent Due to Urbanization in Urban Areas

From 1995 to 2009, about 193.85 km2 of lake bodies have been changed into agricultural land
(paddy fields), and about 16.60 km2 of lake bodies have been changed into building land in the Wuhan
urban agglomeration, which indicates that a rapid urbanization over the past several years is an
important reason for the loss of lake areas, especially for Wuhan [7,8]. Therefore, we selected five
typical urban lakes (Tangxunhu, Donghu, Yanxihu, Nanhu, and Shahu) in Wuhan to explore the
phenomena (Figures 7 and 8, Table 4). These five urban lakes are majorly encroached by building land.

Table 4. Lake-water extent changes of typical urban lakes.

Lake Name
Lake Area (km2) Loss Rate (km2/year)

1995 2000 2008 2015 1995–2000 2000–2008 2008–2015

TangXunHu 44.52 46.40 43.70 41.98 −0.38 0.34 0.25
DongHu 33.62 33.82 32.24 30.53 −0.04 0.20 0.24
YanXiHu 12.59 12.53 12.25 12.01 0.01 0.04 0.03
NanHu 10.68 10.18 8.03 7.34 0.10 0.27 0.10
ShaHu 4.72 4.05 3.06 2.48 0.13 0.12 0.08

Note: Loss rate = (Areai−Areaj)/(j−i). Areai represents lake area in the previous year i, Areaj represents lake area in
the later year j. Therefore, the positive value indicates the decrease while the negative value indicates the increase.
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Figure 7. Lake water extent changes from 1987~2015.

Figure 8. Lake water area changes from 1987~2015. First column represents the water inundation
frequency (WIF) from 1987 to 2015 for these five lakes. The other four columns represent the composited
maximum lake-water extents of these five lakes at different years: 1995, 2000, 2008, and 2015.
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The study observed that Shahu and Nanhu have been declining from 1987–2015. The total areas
of loss of Shahu and Nanhu were 2.23 km2 and 3.35 km2, respectively, from 1995–2015, representing
47.35% and 31.31% of the lake-water areas in 1995. Yanxihu showed a relatively stable tendency before
2003 and then experienced a rapid declining tendency from 2013. The total area of loss of Yanxihu was
0.58 km2 from 1995–2015, accounting for 4.61% of the lake-water area in 1995. Donghu and Tangxunhu
displayed a fluctuating tendency before 2003. From 2003–2010, the two cities experienced a slight
declining tendency, followed by a rapid declining tendency after 2010. The total loss areas in Donghu
and Tangxunhu were 3.10 km2 and 2.54 km2, respectively, from 1995–2015, accounting for 9.21% and
5.71% of the lake-water areas in 1995.

4.6. Lake Water Extent Changes Due to Climate Changes in Non-Urban Areas

Precipitation variation plays a critical role in lake areas. This study chose Liangzihu and Futouhu
as non-urban lakes where urbanization has had little impact, to calculate the Pearson’s correlation
coefficient between lake areas and the annual maximum precipitation from 1987–2015. In addition,
the correlation of the entire study area was also calculated.

These two non-urban lakes showed a significant correlation (p-values < 0.05). For Futouhu and
Liangzihu, their r-values in area were 0.6771 and 0.6558, respectively. Overall, the lake-water areas of
the entire study area showed a significant correlation with precipitation. It is evident from Figure 9 that
much rainfall in the study area in 1996, 1998, 2002, and 2010 resulted in floods, which increased the
lake-water area (Figure 10), while little rainfall in the study area in 1997, 2001, 2006, and 2011 decreased
the lake-water area (Figure 11), because of droughts. From 1999–2001 and from 2002–2006, rainfall
in the study area continuously decreased, resulting in a continuous decrease in the lake-water area,
whereas, from 2007–2010, rainfall in the study area increased, resulting in an increase in the lake-water
area. Moreover, for Futouhu, we found that relatively regular enclosure nets are distributed in Lake
Futohu from Figure 5, indicating the influence of human activities. Therefore, the stable and increased
extent of Lake Futouhu from 2004 to 2006, while the precipitation was decreasing, is possible.

 

Figure 9. Correlation between annual maximum lake areas and annual precipitation from 1987 to 2015.
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Figure 10. Increased water area due to floods in four periods: 1996, 1998, 2002, and 2010. The lake
water area refers to the composited maximum area in the same year.

Figure 11. Decreased water area due to droughts in four periods: 1997, 2001, 2006, and 2011. The lake
water areas refer to the composited maximum area in the same year.

5. Discussions

5.1. Long-Term Lake Water Extent Dynamics from Landsat Time Series Data

This study applied all available Landsat time series data from 1987–2015 to generate a
comprehensive historical record of lake-water extent dynamics (1987–2015) at a high spatial resolution
(30 m), for the entire Wuhan urban agglomeration. The study justified using the random forest
model based on the multi-feature variables to extract water bodies from massive remote-sensing data.
Tulbure [13] also applied the same method to produce continuous surface water–time series at the
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subcontinental scale in an Australian semi-arid region, the Murray-Darling Basin, with an overall
classification accuracy of 99.9%. Given that the water-body types and land-use types in the Wuhan
urban agglomeration are more complicated than they are in the Murray-Darling Basin, the mean value
(93.11%) and standard deviation (2.26%) for this study are reasonable. In addition, this study did
not select the same feature variables as those in Tulbure’s study. For example, in Tulbure’s study,
AWEI [20] was used for the TM and ETM+ images. However, in this study, the use of AWEI is not
feasible for the OLI images because the SWIR band is different from the TM band.

5.2. Decreasing Lake Water Extent Dynamics Under Urbanization Process and Climate Changes

From 1987–2015, the lake-water extent in the Wuhan urban agglomeration suffered from a
substantial decrease, for two reasons. One import factor is urbanization. Due to rapid urban development
in the Wuhan urban agglomeration over the past several years, the lake was converted into built-up
areas, causing a substantial decrease in the lake-water extent (Figure 8). Chen et al. [7] revealed that the
population is the main driving factor causing the morphological change of an urban lake in Donghu,
Wuhan. Increasing numbers of people flowed into the urban area. Thus, increasing numbers of urban
lands were needed, causing land-use changes. However, the transformation did not occur simultaneously.
For example, Shahu is close to the city center, so it suffered a decrease in the lake-water extent at the
earliest point in time. As the urban area expanded outward, lakes such as Tangxunhu, that were
once far from the city’s center, began to experience damage due to the conversion into built-up areas.
In 2008, the Wuhan urban agglomeration was approved as the national comprehensive reform pilot
area for promoting resource-saving and environmentally friendly developments. Increasing attention
has been placed on environmental and ecological issues, and lake protection has been contained in
development planning. Therefore, the lake’s loss rate from 2008–2015 was lower than that from 1987–2015,
for Tangxunhu, Yanxihu, Nanhu, and Shahu (Table 4). Another more important factor is climate change,
especially the variation in precipitation. The total lake-water extent is strongly correlated with annual
precipitation (Figure 9). For example, in 2011, the lake area of the Wuhan urban agglomeration reached
the minimum value. At the same time, annual precipitation also reached the relative minimum value
(Figure 9). In addition, this study found that annual precipitation showed a decreasing trend, which may
explain the decrease in lake area from the perspective of climate change (Figure 9).

5.3. Uncertainties and Prospects

Some uncertainties exist in this study’s mapping of long-term lake-water extent. One uncertainty
is due to cloud cover. Cloud cover not only reduces the number of clear observations, but also causes
cloud shadow that is difficult to distinguish from water bodies. The assumption that clouds cannot
persist at the same place [38] could diminish the adverse effect by removing low-frequency water
bodies. Moreover, atmospheric effects play a very critical role in datasets across time and space.
However, due to the high cost of atmospheric correction in time and process, the study didn’t pursue
atmospheric correction. However, TOA reflectance was used as the feature variable to correct for the
difference of the sun–earth distance, exoatmospheric solar irradiance, and solar geometry between
images [25]. Future study will focus on the impacts of urbanization on the lake landscape and the
resulting adverse influences, based on long-term lake mapping.

6. Conclusions

As sustainable development is vigorously advocated by the government, lakes will play
an increasing role in providing urban ecosystem services for the Wuhan urban agglomeration.
Therefore, a clear understanding of lake-water extent dynamics is necessary. This research revealed
the lake-water extent dynamics in the Wuhan urban agglomeration, based on seasonally continuous
Landsat TM/ETM+/OLI data from 1987–2015 and the random forest model. Overall, this study
provides the following conclusions:
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(1) This study justified the use of the random forest model based on the multi-feature variables to
extract water bodies from massive remote-sensing data. Because this method is relatively simple,
feasible, and highly accurate, it is a promising method for identifying water bodies at a large
scale, such as nationally.

(2) The lake-water areas of the Wuhan urban agglomeration were 226.29 km2, 322.71 km2, 460.35 km2,
400.79 km2, 535.51 km2, and 635.42 km2 under water inundation frequencies of 5%–10%, 10%–20%,
20%–40%, 40%–60%, 60%–80%, and 80%–100%, respectively.

(3) The lake-water area of the Wuhan urban agglomeration experienced a substantial decrease.
The area was 2276.03 km2 from 1995–1999, and it decreased to 1966.94 km2 from 2011–2015.
In particular, the lake-water areas of loss of Wuhan, Huanggang, Xianning, and Xiaogan were
114.83 km2, 44.40 km2, 45.39 km2, and 31.18 km2, with loss percentages of 14.30%, 11.83%, 13.16%,
and 23.05%, respectively.
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