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Different Bioadsorbents in Binary Competitive Systems

Raquel Cela-Dablanca 1, Manuel Conde-Cid 2, Gustavo Ferreira-Coelho 1, Manuel Arias-Estévez 2,

David Fernández-Calviño 2, Avelino Núñez-Delgado 1,*, María J. Fernández-Sanjurjo 1

and Esperanza Álvarez-Rodríguez 1

Citation: Cela-Dablanca, R.;

Conde-Cid, M.; Ferreira-Coelho, G.;

Arias-Estévez, M.; Fernández-

Calviño, D.; Núñez-Delgado, A.;

Fernández-Sanjurjo, M.J.; Álvarez-

Rodríguez, E. Adsorption of

Tetracycline and Sulfadiazine onto

Three Different Bioadsorbents in

Binary Competitive Systems.

Processes 2021, 9, 28. https://dx.

doi.org/10.3390/pr9010028

Received: 30 November 2020

Accepted: 22 December 2020

Published: 24 December 2020

Publisher’s Note: MDPI stays neu-

tral with regard to jurisdictional claims

in published maps and institutional

affiliations.

Copyright: © 2020 by the authors. Li-

censee MDPI, Basel, Switzerland. This

article is an open access article distributed

under the terms and conditions of the

Creative Commons Attribution (CC BY)

license (https://creativecommons.org/

licenses/by/4.0/).

1 Department of Soil Science and Agricultural Chemistry, Engineering Polytechnic School,
Universidade de Santiago de Compostela, 27002 Lugo, Spain; raquel.cela@rai.usc.es (R.C.-D.);
gf_coelho@yahoo.com.br (G.F.-C.); mf.sanjurjo@usc.es (M.J.F.-S.); esperanza.alvarez@usc.es (E.Á.-R.)

2 Department of Plant Biology and Soil Science, Faculty of Sciences, Campus Ourense, Universidade de Vigo,
32004 Ourense, Spain; manconde@uvigo.es (M.C.-C.); mastevez@uvigo.es (M.A.-E.);
davidfc@uvigo.es (D.F.-C.)

* Correspondence: avelino.nunez@usc.es; Tel.: +34-982-823-140

Abstract: Different antibiotics contained in manure, slurry, wastewater or sewage sludge are spread
into the environment. The harmful effects of these antibiotics could be minimized by means of immo-
bilization onto bioadsorbent materials. This work investigates the competitive adsorption/desorption
of tetracycline (TC) and sulfadiazine (SDZ) onto pine bark, oak ash and mussel shell. The study was
carried out using batch-type experiments in binary systems (with both antibiotics present simultane-
ously), adding 5 equal concentrations of the antibiotics (between 1 and 50 μmol L−1). The adsorption
percentages were higher for TC (close to 100% onto pine bark and oak ash, and between 40 and 85%
onto mussel shell) than for SDZ (75–100% onto pine bark, and generally less than 10% on oak ash
and mussel shell). Pine bark performed as the best adsorbent since TC adsorption remained close
to 100% throughout the entire concentration range tested, while it was between 75 and 100% for
SDZ. Desorption was always higher for SDZ than for TC. The results of this study could be useful to
design practices to protected environmental compartments receiving discharges that simultaneously
contain the two antibiotics here evaluated, and therefore could be relevant in terms of protection of
the environment and public health.

Keywords: antibiotics; competitive sorption; retention/release; sorbents

1. Introduction

Antibiotics are widely used for the treatment of infectious diseases, both in humans
and animals, but in addition, these drugs are administered in intensive livestock production
systems to prevent infections, and in some countries, they are also used as promoters of
animal growth [1–5]. Cycon et al. [2], analyzing the situation in 75 countries, indicated that
between the years 2000 and 2015, the consumption of antibiotics increased by 65%, and
predictions indicate that, on a global scale, in 2030, the consumption of antibiotics will be
200% higher than that in 2015.

The fact that antibiotics are discharged into the environment has led to their presence
being detected in soils, waters and crops [4–7]. The reason is that antibiotics are not com-
pletely metabolized by humans and animals, and a high percentage of the administered
drug is released as the parent compound through feces and urine, discharging into domestic
wastewater and into the pits where slurries/manures are deposited [2]. The use of sewage
sludge and animal slurries as fertilizers, as well as the irrigation of farmland with wastew-
ater, has traditionally generated risks of chemical and microbiological contamination [8,9]
and can lead to the introduction of antibiotics into the soil, and subsequently could be
transferred to surface and groundwater, as well as to crops [5,10]. These pollutants can also

Processes 2021, 9, 28. https://dx.doi.org/10.3390/pr9010028 https://www.mdpi.com/journal/processes
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reach waterbodies from aquaculture facilities and through wastewater effluents because
many conventional treatments do not effectively remove these compounds [1]. All this
implies serious environmental problems, one of the most worrying being the proliferation
of bacteria resistant to antibiotics and the spread of genes resistant to antibiotics, which
reduce the effectiveness of these drugs to effectively fight against pathogenic bacteria
causing diseases in humans and animals [5,10]. To prevent environmental contamination
due to these emerging pollutants, different procedures have been used, trying to get their
degradation or removal, including techniques such as filtration, coagulation, flocculation,
advanced oxidation processes, membrane processes, and combined methods [11]. Many of
these methods are effective but expensive, and some of them generate products that lead
to secondary contamination [11]. Therefore, it is necessary to further investigate low-cost
strategies that are effective in minimizing environmental pollution due to antibiotics.

In this line, bioadsorbent materials have been used in recent years, investigating their
ability to retain these compounds. In previous studies, our team studied three abundant
and low-cost byproducts (pine bark, oak ash, and mussel shell) regarding their ability to
adsorb tetracyclines (TCs) and sulfonamides (SAs), working in individual systems (with
a single antibiotic added in each experiment). The results indicated that pine bark could
be used to effectively immobilize these pollutants due to its high adsorption and low
desorption capacities [12].

Despite the fact that antibiotics of these two groups (tetracyclines and sulfonamides)
are widely used in veterinary medicine [6,13] and can be present simultaneously in dis-
charges that reach soils and water bodies, there is a lack of studies on the characteristics of
their eventual competition for adsorption sites in different soils and bioadsorbents [13].

In view of this, the objective of this work is to shed light on the eventual competi-
tion for adsorption sites of the bioadsorbents pine bark, oak ash and mussel shell, taking
place between tetracycline (TC) and sulfadiazine (SDZ). To do this, batch-type adsorp-
tion/desorption experiments were carried out in binary systems (with both antibiotics
present simultaneously). The results of the research could be useful to design systems or
management strategies/alternatives for the treatment of pollution affecting environmen-
tal compartments where both antibiotics are spread simultaneously, which can also be
considered relevant at the public health level.

2. Materials and Methods

2.1. Bioadsorbent Materials

Three different low-cost and abundant byproducts were used in this study. Specifically,
two of them were from the forestry industry (pine bark and oak ash), and one from the
food industry (mussel shell). A complete characterization of these materials is detailed in
Quintáns-Fondo et al. [14], and the Supplementary Material (Tables S1 and S2) includes
methodological details regarding the analyses carried out.

2.2. Chemicals

Both antibiotics were supplied by Sigma-Aldrich (Barcelona, Spain), TC with a purity
of 95%, and SDZ with a purity of 99.7%. The reagents used were of analytical grade,
with a high degree of purity, and were supplied by Panreac (Barcelona, Spain), except for
acetonitrile (HPLC grade), which was supplied by Fisher Scientific (Madrid, Spain). All
solutions were prepared using Milli-Q water (Millipore, Madrid, Spain).

2.3. Adsorption/Desorption Experiments
2.3.1. Adsorption

Batch-type binary experiments (with TC and SDZ present simultaneously) were car-
ried out, putting in contact, for each of the bioadsorbents, 1 g of sorbent material with
40 mL of a solution containing 0.005 M CaCl2 (added as background electrolyte to keep
constant the ionic strength) together with both antibiotics, containing the same concentra-
tion for both, specifically 1, 3, 5, 25 and 50 μmol L−1 for each of them. The suspensions
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were shaken for 24 h (which was enough time to reach equilibrium, as demonstrated in
previous kinetic studies), in the dark and at room temperature (25 ± 2 ◦C) on a rotary
shaker, at 50 rpm, and then centrifuged (2665× g, 15 min) and filtered (using 0.45 μm nylon
syringe filters, Fisher Scientific, Madrid, Spain). All the adsorption tests were done in
natural (not adjusted) pH. HPLC-UV equipment was used to quantify the concentration of
the antibiotics in the equilibrium solution (see details below), while pH was measured by
means of a combined glass electrode (Crison, Barcelona, Spain). The amount of antibiotic
adsorbed was calculated as the difference between that initially added and that present in
the solution at equilibrium.

2.3.2. Desorption

To quantify desorption of the previously adsorbed antibiotics, the solids remaining
from the adsorption experiments were first weighed to calculate the volume of the occluded
solution. Next, 40 mL of 0.005 M CaCl2 were added, and the suspensions were shaken,
centrifuged, filtered and analyzed in the same way as described for adsorption. In parallel,
blanks without byproducts (containing just antibiotic) were performed to quantify the
possible loss of antibiotic due to degradation and/or adsorption to the tubes or filters,
obtaining in all cases that the loss of antibiotic was very low (<3%). In addition, the
biodegradation of both antibiotics has been ruled out in previous research [15,16]. All
experiments were carried out in triplicate.

2.4. Quantification of the Antibiotics

Tetracycline (TC) was determined as indicated in Fernández-Calviño et al. [17,18]
using HPLC equipment (Dionex Corporation, Sunnyvale, CA, USA) with a P680 quaternary
pump, an ASI-100 autosampler, a TCC-100 thermostated column compartment and a
UVD170U detector. Chromatographic separations were carried out by means of a Luna
C18 column (5 μm particle size; 4.6 mm internal diameter; 150 mm long) and a guard
column (5 μm particle size; 2 mm i.d.; 4 mm long) packed with the same material, both from
Phenomenex (Madrid, Spain). The flow rate was 1.5 mL min−1, for an injection volume of
50 μL, with a mobile phase constituted by acetonitrile (phase A) and 0.02 mol L−1 oxalic
acid/0.01 mol L−1 triethylamine (phase B). A linear gradient elution program was run
within 10.5 min, from 5% to 32% of phase A (and the rest to 100% of phase B). After
2 min, the initial conditions were reestablished and then held for 2.5 min. The total time for
analysis was 15 min, using 8.0 min as the retention time. The wavelength for detection of
TC was 360 nm.

Regarding the quantification of sulfadiazine (SDZ), it was carried out after passing
the suspensions through 0.45 μm nylon filters (Panreac, Spain), using the same HPLC
equipment as above, as well as the same flow rate and volume of injection. In this case, the
mobile phase A was also acetonitrile, and phase B was 0.01 M phosphoric acid. The linear
gradient was also run in 10.5 min, from 5% to 32% of phase A. Furthermore, coincident, the
total time for analysis was 15 min, but the retention time was 5.2 min, and the wavelength
for detection was 270 nm.

2.5. Data Analysis and Statistical Treatment

To describe the experimental adsorption data, the fitting to the following models were
tested: linear Equation (1), Freundlich Equation (2) and Langmuir Equation (3):

Qa = KdCeq, (1)

Qa = KFCn
eq, (2)

Qa =
KLCeqqm

1 + KLCeq
, (3)
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In these equations, Qa (expressed in μmol kg−1) is the amount of antibiotic adsorbed
once the equilibrium is reached; Ceq (μmol L−1) is the concentration of antibiotic remain-
ing in solution in the situation of equilibrium; Kd (L kg−1) is the distribution coefficient;
KF (Ln μmol1-n kg−1) is the Freundlich’s affinity coefficient; n (dimensionless) is the Fre-
undlich’s linearity index; KL (L μmol−1) is a Langmuir parameter related to the adsorption
energy; qm (μmol kg−1) is the Langmuir’s maximum adsorption capacity.

In addition, considering the possibility of eventual competition for adsorption sites,
the linear and Freundlich models could be adapted to be used in binary competitive
systems [19]. In this regard, the first step is to use Equations (4) and (5) to focus on the total
amount of adsorbed of both antibiotics (TC and SDZ).

(QaTC + QaSDZ) = Kd (CeqTC + CeqSDZ), (4)

(QaTC + QaSDZ) = KF (CeqTC + CeqSDZ)n, (5)

where Qa is the individual amount adsorbed of each of both antibiotics; Ceq is the concentra-
tion of each of both antibiotics in the equilibrium solution; Kd is the distribution coefficient,
and KF and n are the Freundlich parameters indicated above.

As the second step, the model developed by Murali and Aylmore [20] was also
used to deepen the study of TC and SDZ competitive adsorption in the binary system
Equations (6) and (7).

Qa1 = (KF1Ceq1
n1+1)/(Ceq1 + a12Ceq2), (6)

Qa2 = (KF2Ceq2
n2+1)/(Ceq2 + a21Ceq1), (7)

In these equations, Qa is the amount adsorbed of each of both antibiotics; Ceq is
the concentration in the equilibrium solution for TC (1) and SDZ (2); KF and n are the
Freundlich parameters obtained from the individual (not binary) experiments, and a12 and
a21 are parameters related to the competition between TC and SDZ for adsorption sites.
Taking into account that a12 and a21 are placed in the denominator of the quotients, higher
a12 and a21 values will give lower Qa results, indicating lower adsorption for the antibiotics.

Desorption was presented as percentages, which were calculated in relation to the
amounts previously adsorbed after determination of values for desorbed TC and SDZ
expressed as μmol kg−1.

The fitting of experimental data to the adsorption models was performed by using R
statistical software, version 3.1.3 and the nlstools package for R. In addition, any further
statistical treatments were carried out by means of the SPSS 21.0 software.

3. Results and Discussion

3.1. Adsorption of TC and SDZ onto the Bioadsorbents in Binary Systems

Figure 1 shows TC and SDZ adsorption when both are added simultaneously and at
the same concentration (with added concentration values between 1 and 50 μmol L−1 for
each antibiotic) to each of the three bioadsorbents (oak ash, pine bark and mussel shell).
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Figure 1. Tetracycline (TC) and sulfadiazine (SDZ) adsorption onto the three bioadsorbents studied (oak ash, pine bark and
mussel shell) in binary competitive systems. Adsorption curves on the left, and percentage adsorption on the right. Average
values (n = 3) with error bars indicating that coefficients of variation were <5%.

As shown in Figure 1, TC adsorption reached really high scores on the three bioad-
sorbents in these binary systems. Oak ash and pine bark have similar adsorption values
(maxima of 1966 and 1983 μmol kg−1, respectively), while mussel shell adsorbed much
less (maximum of 777 μmol kg−1 of TC). Regarding SDZ adsorption, the most effective
bioadsorbent was pine bark, reaching a maximum value of 1499 μmol kg−1, while the other
two bioadsorbents adsorbed less than 175 μmol kg−1 when the maximum concentration of
antibiotics (50 μmol L−1) was added.

When the results are expressed in percentage values, it is shown that pine bark
adsorbed 100% of both antibiotics when they were added at the two lowest doses (1 and
3 μmol L−1), while this sorbent was able of adsorbing 100% of added TC and about 75%
of added SDZ when the highest doses of antibiotics (25 and 50 μmol L−1) were applied.
Regarding oak ash, this sorbent was able of retaining 100% of the TC added, but the
retention percentages were poor for SDZ (always lower than 5%), causing that it could not
be considered as an effective bioadsorbent for simultaneous retention of the antibiotics
evaluated in the competitive binary systems. Finally, mussel shell adsorbed about 80%
of the added TC when the doses of antibiotic were low, but adsorption decreased to 40%
when the highest doses of TC were added, while SDZ adsorption onto mussel shell was
always less than 20%.

In a previous study, Conde-Cid et al. [21] worked with binary systems that included
different tetracyclines (not sulfonamides), finding that pine bark was able to adsorb most of
the antibiotics added, with low desorption in most cases. Oak ash showed high adsorption
for each antibiotic individually, but retention clearly decreased in the binary systems, and
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finally, the mussel shell showed poor adsorption in most cases. In addition, in another
research, Conde-Cid et al. [22] studied the adsorption of sulfonamides (including SDZ)
onto agricultural soils after being amended with the same byproducts here used, but
in individual (not competitive) experiments. These authors found that the pine bark
amendment caused an increase in the adsorption (and also decreased desorption) for the
three sulfonamide antibiotics they studied. However, mussel shell and oak ash did not
increase adsorption. These authors postulated that the positive effect of pine bark could
be due to its high organic carbon content and to its acidic pH value. In fact, as previously
found by Conde-Cid et al. [21], pine bark has the highest organic matter content (48.7%)
among all three bioadsorbents, while oak ash and mussel shell showed values clearly
lower (13.23 and 11.43%, respectively). These authors also indicate that oak ash showed
an alkaline value for pH in water (11.31), as mussel shell (9.39), while it was acidic for
pine bark (3.99), with differences between pH in KCl and pH in water indicating that oak
ash had more positive charges, while negative charges dominate in pine bark and mussel
shell. Conde-Cid et al. [21] also reported that oak ash showed an exchangeable Ca value
(95 cmolc kg−1) that was higher than those found for mussel shell (24.75 cmolc kg−1) and
pine bark (5.38 cmolc kg−1), and BET surface area was higher for oak ash, followed by
mussel shell and by pine bark.

In the current work, when analyzing the results and making a comparison focused on
the antibiotics, it can be observed that TC is generally more adsorbed than SDZ. Similarly,
other authors [13,23,24] found higher adsorption of tetracyclines in relation to sulfonamides,
this fact being responsible for the higher persistence of TCs in the environment, and
specifically in solid media.

It is noteworthy that both antibiotics (TC and SDZ) are amphoteric and can be present
as cations, zwitterions or as anions, depending on the pH of the medium [6,12,21,22].
However, the higher affinity for TC shown by the three bioadsorbents here assessed
could be related to the adsorption mechanisms of each antibiotic. Thus, while TC can be
adsorbed by various mechanisms, such as electrostatic interactions, complexation, cationic
bridges, H bonds [25], SDZ has electrostatic attractions as the predominant and almost
exclusive mechanism for adsorption [26], which reduces the possibility of interacting with
the functional groups of sorbents.

For example, at neutral pH, SDZ is mainly in its neutral form (SDZ0), and the ad-
sorption mechanism would imply the intervention of weak hydrophobic forces [13,27],
while TC molecules can be present as different chemical species, which is of great relevance
since they can be adsorbed by different mechanisms [13,17,28], also affected by their Log
KOW [29] and pKa values [30].

Focusing on the differences regarding adsorption onto the three bioadsorbents, the
most remarkable is the higher adsorption of SDZ taking place in pine bark, which could
be explained based on the pH and organic matter content of this sorbent, as previously
indicated by Conde-Cid et al. [22].

In fact, pH influences the speciation of both antibiotic molecules and the charge on the
surface of adsorbent materials, which can undergo protonation/deprotonation reactions
depending on the pH value [31], thus affecting the interaction between sorbate and sorbent.
In this regard, Białk-Bielińska et al. [32] indicate that as the pH decreases, the adsorption
capacity of sulfonamides increases, with maximum adsorption taking place at pH 4–4.25,
with these antibiotics being in the cationic form [33].

In view of this, it must be taken into account that pine bark has a pH of 3.99, and the
cationic species of SDZ will be adsorbed on the deprotonated carboxylic groups of the
organic matter of this bioadsorbent through electrostatic interactions [26]. On the contrary,
at the alkaline pH values characterizing oak ash and mussel shell, anionic species will
predominate for SDZ, which will be repelled by the negative charges of the organic matter
of these two bioadsorbents, causing that the SDZ/adsorbent bond would have to occur
through a cationic bridge, which is a rare mechanism for sulfonamides [26].
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However, TC is fully adsorbed both when the sorbent is acidic (pine bark) or strongly
alkaline (oak ash). As previously noted, TC has several mechanisms for binding to sorbents.
Thus, at an acidic pH, such as that found in pine bark (3.99), there are cationic species of
TC that will interact electrostatically with the carboxylic groups of the organic matter of the
bark, which begins to deprotonate from pH 3 [34,35]. At a strongly alkaline pH, like that of
oak ash (11.31), TC will be in anionic form, and the organic matter (13.23% carbon) and non-
crystalline components (8323.0 and 4233.0 mg kg−1 Al and Fe extracted with ammonium
oxalate) present in the ash will also be negatively charged, causing that adsorption will
occur through a cationic bridge, in which cations such as Ca2+ can intervene [13,25,35],
facilitated by its abundance in this sorbent (95 cmolC kg−1 of exchangeable Ca, clearly
higher than 24.75 and 5.38 cmolC kg−1 in mussel shell and pine bark, respectively). The
lower adsorption of TC in mussel shell can be related to the lower content of organic matter
(11.43% carbon) and non-crystalline components (178.33 and 171.0 mg kg−1 Al and Fe
extracted with ammonium oxalate) characterizing this sorbent.

Based on the adsorption data obtained under the conditions of this study, it can be
stated that pine bark could be used as an effective bioadsorbent for TC and SDZ in a binary
system (with both antibiotics present), while oak ash could be used to effectively remove
TC (but not SDZ) from solution, and finally, mussel shell would not be recommended as a
bioadsorbent for these two antibiotics, due to its limited efficacy.

3.2. Fitting of TC and SDZ Adsorption Data to Different Models

Tables 1–3 show results on the fitting of TC and SDZ adsorption onto the three
bioadsorbents, in binary systems, to three different models.

Table 1. Parameters of the linear model for tetracycline (TC) and sulfonamide (SDZ) adsorption onto
the three biosorbents studied.

Bioadsorbent Antibiotic
Kd

(L kg−1)
Error R2

TC - - -

Oak ash SDZ
TC + SDZ

1.51
42.06

0.16
0.46

0.939
0.999

TC 4805.01 275.58 0.979

Pine bark SDZ
TC + SDZ

113.09
256.45

7.17
12.42

0.975
0.982

TC 29.04 4.18 0.858

Mussel shell SDZ
TC + SDZ

3.50
13.49

0.37
0.96

0.934
0.955

Table 2. Parameters of the Langmuir model for tetracycline (TC) adsorption onto mussel shells. All other values for both antibiotics
and the three biosorbents studied had too high error values for fitting.

Bioadsorbent Antibiotic

Langmuir Parameter

Qm
(μmol kg−1)

Error KL
(L μmol−1)

Error R2

Mussel shell TC 934.35 97.63 0.14 0.05 0.986

Qm: maximum adsorption capacity; KL: constant related to the strength of interaction adsorbent/adsorbate; R2: coefficient of determination.
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Table 3. Parameters of the Freundlich model for tetracycline (TC) and sulfonamide (SDZ) adsorption onto the three biosorbents
studied.

Sorbent Antibiotic
Freundlich Parameter

KF (Ln μmol1−n kg−1) Error n Error R2

Oak ash
TC - - - - -

SDZ 0.07 0.01 1.82 0.05 1
TC + SDZ * 35.16 3.12 1.05 0.02 1

Pine bark
TC 6036.53 1411.70 1.22 0.22 0.985

SDZ 46.07 23.98 1.37 0.21 0.988
TC + SDZ * 123.29 54.40 1.30 0.6 0.991

Mussel shell
TC 148.88 18.95 0.50 0.04 0.992

SDZ - - 1.67 0.37 0.997
TC + SDZ * 50.18 9.16 0.70 0.04 0.997

KF: parameter related to the adsorption capacity; n: parameter related to the heterogeneity of the sorbent; R2: coefficient of determination.
* Obtained from Equation (5); -: error values too high for fitting.

Table 1 shows that the adjustments to the linear model are generally good, with
high R2 values. However, in the case of TC adsorption onto oak ash, the fitting was
not possible to the linear or any other model due to the high adsorption capacity of the
sorbent for TC (100% in most cases), causing that no TC was detected in the equilibrium
solution, making not possible to apply adsorption models. The best fit to the linear model
corresponded to pine bark for both antibiotics. In addition, it is noteworthy that Kd values
were much higher for TC (between 29.04 and 4805.01 L kg−1) than for SDZ (between
1.51 and 113.09 L kg−1), which indicates that the bioadsorbents studied have a higher
affinity for TC [13]. Furthermore, relevant, pine bark showed higher affinity for both
antibiotics, compared to oak ash and mussel shell (Table 1), which is in agreement with the
experimental results (Figure 1).

Just for comparison, we could take into account that Conde-Cid et al. [36] obtained
Kd values between 0.40 and 9.43 L kg−1 for SDZ in soils of Galicia, which are of the same
order as those obtained for other soils by Sukul et al. [37] (between 0.1 and 24.3 L kg−1),
and by Leal et al. [38] (from 0.8 to 14.3 L kg−1), while Hu et al. [39] found lower values
(1.54 and 3.41 L kg−1) in other agricultural soils. Compared to these results, the Kd values
obtained in the present study for SDZ in oak ash and mussel shell (1.51 and 3.50 L kg−1) are
of the order of those reported in the soils above, while Kd was clearly higher in pine bark
(113.09 L kg−1), which indicates a high affinity of this material for SDZ, and its potential
feasibility to be used to retain this antibiotic in soils, slowing its passage into water bodies
and the food chain.

Regarding TC, Kd values obtained in previous studies for Galician soils ranged be-
tween 53 and 30,237 L kg−1 [40], while Bao et al. [41] reported values between 838 and
15,278 L kg−1 for other soils. In the present study, Kd values for TC in mussel shell were
lower than those obtained in the lower range of the soils reported above, while Kd was
high in pine bark (4805 L kg−1), suggesting that this biosorbent could be used to increase
the retention of TC in soils with low adsorption capacity.

Table 1 also shows that when the linear model is applied to the set of the two antibiotics
in the binary system (TC + SDZ), R2 improves slightly compared to when considering the
antibiotics separately, and it is also observed that Kd values for TC + SDZ are lower than
those obtained for TC alone but higher than those for SDZ alone (Table 1).

Regarding the Langmuir model, Table 2 shows that it is not satisfactory to explain the
adsorption of TC and SDZ onto oak ash and pine bark in binary systems, just fitting for TC
adsorption onto mussel shell. In all other cases, error values were too high for fitting.

As regards the Freundlich model, Table 3 shows the model parameters for TC and SDZ
separately and for the set of the two antibiotics in the binary system. In fact, as previously
commented, the Freundlich model can be adapted to be used in binary competitive systems,
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as shown in Equation (5). The fits to this model are generally good, with R2 values between
0.985 and 1 (Table 3).

The values of the Freundlich KF parameter (related to the adsorption capacity of a
certain adsorbent, [42]) were higher for TC than for SDZ (Table 3). These results also
indicate a higher affinity of the bioadsorbents used in this study (specifically of pine bark)
for TC than for SDZ, and also a higher adsorption capacity of pine bark for both antibiotics,
compared to oak ash and mussel shell, which coincides with the experimental results
(Figure 1).

Using the Freundlich model adapted for the binary systems (Equation (5)), the result-
ing KF values for the set of the two antibiotics (TC + SDZ) were lower than those obtained
for TC and higher than those obtained for SDZ (Table 3), so that the sequence for the three
bioadsorbents, considering both the antibiotics individually and in binary systems, was:
TC> TC + SDZ> SDZ.

Regarding possible comparisons between the KF values of the present study and those
from previous research, it is hard to perform it properly due to the differences affecting the
experimental conditions, including the initial concentrations added. Therefore, at the level
of data comparison among different publications and adsorbent materials, it is preferable
to use the partition coefficient (Kd) discussed above for the linear model, which is less
sensitive to variations in the initial concentration than the adsorption capacity [43–45].

As regards the n parameter, it is related to the reactivity and heterogeneity of the active
sites of the adsorbents. Specifically, when n = 1 the adsorption is linear, when n > 1 the
adsorption process is mainly chemical, and when n < 1 physical adsorption is dominant,
with heterogeneous high-energy sites present, strong interactions taking place between
adsorbent and sorbate, and with high-energy sites being the first to be occupied [46–48]. In
the present study, n values were generally > 1 (denoting dominance of chemisorption), with
the exception of TC and the sum of TC + SDZ in mussel shell (Table 3). Other authors also
obtained values of n > 1 in chlortetracycline + SDZ binary systems, which suggest a strong
interaction between these two antibiotics and the high-energy sites of the bioadsorbents [13].
On the contrary, in studies dealing with soils in individual (non-binary) systems, values of
n < 1 were obtained for both TC [40] and SDZ [36], which suggests that the simultaneous
presence of both antibiotics in binary systems could cause modifications in the mechanisms
of interaction of these compounds with adsorbent surfaces.

Table 4 shows the results of the adsorption adjustments of TC and SDZ to the model
of Murali and Aylmore [20], with R2 values ranging between 0.725 and 0.991. This model
is used to study the competition between different sorbates for adsorption sites, which
is expressed by the competitiveness index a. The lower the value of a, the lower is the
competition between sorbates for the adsorption sites of the sorbents. Comparing the index
a12 (index of competition of SDZ to eventually occupy adsorption sites before TC) and
a21 (index of competition of TC to eventually occupy adsorption sites before SDZ), it is
observed that the former are always lower than the latter (Table 4); therefore TC would be
more likely to displace SDZ and occupy first the adsorption sites for which they compete.
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Table 4. Fitting of adsorption results to the Murali and Aylmore equation, using TC and SDZ
solutions in relation 1:1, with concentrations of the antibiotic adsorbed expressed in μmol kg−1 and
concentrations of antibiotic present in the equilibrium solution in μmol L−1.

Bioadsorbent a12 R2 a21 R2

Oak ash
−0.956 0.907 0 -

Pine bark
−0.555 0.991 −0.013 0.975

Mussel shell
−0.501 0.725 −0.045 0.98

a: parameter related to competition between antibiotics; a12: index of competition of SDZ with TC;
a21: index of competition of TC with SDZ.

3.3. Desorption of TC and SDZ from the Three Bioadsorbents in Binary Systems

Figure 2 represents the percentage of desorption for SDZ and TC, calculated taking
into account the amounts previously adsorbed in the binary systems in each of the three
bioadsorbents studied (oak ash, pine bark and mussel shell).

Figure 2. Desorption of TC and SDZ from the three different bioadsorbents studied (oak ash, pine bark and mussel shell) in
binary systems. Average values (n = 3), with error bars indicating that coefficients of variation were <5%.

Figure 2 shows that TC was irreversibly adsorbed (no desorption taking place) onto
pine bark and oak ash and intensely adsorbed onto mussel shell (desorption <10%). Regard-
ing desorption of SDZ, it was always higher than that of TC, and pine bark was the material
desorbing the least, with percentages always lower than 20%. In oak ash, the adsorption of
SDZ was irreversible up to a concentration of antibiotic added of 5 μmol L−1, but for the
two highest concentrations added, the desorption values exceeded 50% (Figure 2). Finally,
mussel shell desorbed up to 60% of SDZ for the three highest concentrations added. A sim-
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ilar behavior, with higher desorption of different sulfonamides in relation to tetracyclines,
was found in previous studies using individual (non-binary) systems in soils [12,49].

Taking into consideration adsorption and desorption data commented above, it is
clear that, in those cases where TC and SDZ are present simultaneously in a binary system,
pine bark is promising as bioadsorbent. However, it must be taken into account that from
concentrations of antibiotic added reaching values of 3 μmol L−1, SDZ adsorption drops to
75% and its desorption increases to 20%. In any case, pine bark is the adsorbent material
performing best among the three evaluated in the binary systems since oak ash and mussel
shell show very low adsorption capacity for SDZ, also desorbing practically half of the
previously retained amount.

In the present work, the good performance of pine bark to retain the antibiotics
studied in binary systems can be due to its high organic matter content, with an abundance
of adsorption sites, with a high affinity for these compounds, as previously shown for
tetracyclines [21]. To be noted that pine bark has a markedly acidic pH (<4) at which these
antibiotics have a positive or neutral charge, favoring binding to the negatively charged
carboxylic groups contained in the organic matter of the bark, that dissociate at pH between
3 and 6 [21].

4. Conclusions

The results of this study indicate that the three bioadsorbents evaluated (oak ash, pine
bark and mussel shell) have a higher affinity for tetracycline (TC) than for sulfadiazine
(SDZ). When TC and SDZ were incorporated together in a binary system, pine bark was
the most suitable sorbent for the retention of both antibiotics, but the efficacy against SDZ
decreased when the antibiotics were added in high concentrations due to lower adsorption
and higher desorption values. Oak ash and mussel shells were not efficient enough to
be recommended for adsorption of TC and SDZ in binary systems, as they have limited
affinity for SDZ. In the binary systems, adsorption data corresponding to each individual
antibiotic and to both present simultaneously showed the highest Kd and KF values (after
fitting to the linear and Freundlich models) for pine bark, which indicates that this material
has highly reactive adsorption sites for TC and SDZ, that hardly could be saturated. It was
also shown that competition for adsorption sites between TC and SDZ was favorable to
TC, with the highest competition taking place in mussel shells. Specifically, adsorption
percentages for TC were close to 100% onto pine bark and oak ash and between 40 and 85%
onto mussel shell, thus being higher than for SDZ (75–100% onto pine bark, and generally
less than 10% on oak ash and mussel shell). TC adsorption onto pine bark remained close to
100% throughout the entire concentration range tested, while it was between 75 and 100%
for SDZ. In addition, desorption was always higher for SDZ than for TC. The results of this
study could be useful when evaluating management strategies related to situations with
risks of simultaneous contamination by TC and SDZ, which may have environmental and
public health relevance. Future studies could consider other tetracycline and sulfonamide
antibiotics in competition, as well as other concentrations than that used here, and even
more than two antibiotics present simultaneously. In addition, studying additional low-cost
adsorbents, as well as modified sorbents, would give a broader view regarding alternatives
to retain/remove antibiotics from environmental compartments.
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30. Babić, S.; Horvat, A.J.M.; Mutavdžić-Pavlović, D.; Kaštelan-Macan, M. Determination of pKa values of active pharmaceutical
ingredients. Trends Anal. Chem. 2007, 26, 1043–1061. [CrossRef]

31. Figueroa-Diva, R.A.; Vasudevan, D.; MacKay, A.A. Trends in soil sorption coefficients within common antimicrobial families.
Chemosphere 2010, 79, 786–793. [CrossRef] [PubMed]
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Abstract: Herein, a novel method for energy recovery from molten synthetic slags is analyzed. In this
work, the potential energy that could be recovered from the production of synthetic slag is estimated
by means of an integrated experimental–theoretical study. The energy to be recovered comes from the
cooling–solidification stage of the synthetic slag manufacturing. Traditionally, the solidification stage
has been carried out through quick cooling with water, which does not allow the energy recovery.
In this paper, a novel cooling method based on metal spheres is presented, which allows the energy
recovery from the molten slags. Two points present novelty in this work: (1) the method for measuring
the metal spheres temperature (2) and the estimation of the energy that could be recovered from these
systems in slag manufacturing. The results forecasted that the temperature achieved by the metal
spheres was in the range of 295–410 ◦C in the center and 302–482 ◦C on the surface. Furthermore,
we estimated that 325–550 kJ/kg of molten material could be recovered, of which 15% of the energy
consumption is in the synthetic slag manufacturing process. Overall, the results obtained confirmed
the potential of our proposal for energy recovery from the cooling–solidification stage of synthetic
slag manufacturing.

Keywords: sustainable synthetic slag production; energy recovery; metal spheres; fixed bed regenerator;
waste and energy nexus

1. Introduction

1.1. Background

The future challenges related to the known circular economy policy need to intensify the research
of more environmental processes and less energy-intensive industrial processes [1,2]. In this sense,
one of the key points is the development of new product manufacturing through the recovery of
waste/by-products in applications with high added value and easy technology transfer to the industrial
sector [3,4]. The use of waste to form new vitreous materials offer a potential possibility for waste
valorization. Even though the idea of valorizing waste as constituents of cements is documented in
the literature through patents and research works [5–10], novelties can be studied in different ways
such as (1) exploring new materials and seeking similar properties to those presented by blast furnace
slags; (2) the obtaining of synthetic slags exclusively from waste mixtures that could be managed in
non-hazardous waste landfills; and (3) the energy-efficient production of synthetic slag manufacturing.

The first and second options pointed out above seek to provide value-added products from
waste based on compliance with regulatory requirements. Nevertheless, the third one is considered
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associated to the viability of the manufacturing process of these new materials from an energy
perspective. Therefore, the energy-efficiency study of the production process is considered one of
the keys to obtain its technical–economic viability, together with the minimization of waste transport
costs. In a previous work of this research group, cement substitutive with properties similar to blast
furnace slags (synthetic slags) was obtained. The typical composition of blast furnace slag can be seen
in Table 1. In this process, a mix of waste was proposed to obtain the synthetic slag material [11].
As announced in previous work, a deep energy recovery study is needed to estimate the viability of
this novel production method.

Table 1. Typical composition ranges of blast furnace slags. Own elaboration based on [12–14].

Composition Range
SiO2 CaO Al2O3 MgO Fe2O3 SO3 Na2O K2O

27–40 30–50 5–15 1–15 0.2–2.5 1–2.5 0.1–3 0.1–3

In accordance with EN 15167-1 [15], granulated blast furnace slag is a vitrified material produced
by rapid cooling of a molten slag of suitable composition. This kind of slag is obtained by melting
iron ore in a blast furnace, containing at least two-thirds of crystalline slag mass and having hydraulic
properties when activated properly. The parameters that influence the hydraulic behavior of the final
slag are the vitreous phase content, the chemical composition, the fineness, the additives, and the
methods and/or substances for the activation stage, presenting what is called latent or potential
hydraulic capacity [16]. The chemical composition of the blast furnace slags is one of the properties
that marks its hydraulic potential, since the greater the basicity of the slags, the better the hydraulic
behavior. However, the main characteristic related to hydraulic behavior is the proportion of the
vitreous phase of the slag, which must exceed 70% to guarantee the hydraulic behavior [17].

The efficient production of the manufacture of synthetic slags needs a study of the energy recovery
in its manufacturing process. These studies have been conducted in depth by numerous authors [18–22],
focusing especially on the energy that can be recovered in the cooling stage of the molten material.
Slag cooling systems can be classified according to the cooling fluid or material used for their impact
on the energy efficiency of the process (energy recovery in the form of steam and/or warm gases). Thus,
basically, all cooling systems consist of a heat exchange between the molten material and the selected
fluid (water and/or air) or solid material (metallic material). In any case, the technologies applicable
to the development of the cooling systems must perform a quick cooling, as well as being capable
of harnessing the potential energy contained in molten material during the cooling process. Below,
some methods for energy recovery from the molten material are explained, which are mainly based on
wet systems (water as cooling fluid) or dry systems (where the cooling fluid used is air/gases).

Cooling with water achieves the objectives regarding the vitreous properties of the material.
However, the disadvantages of water-based systems are related to their low energy efficiency and
contamination with particles and other pollutants, generating a highly corrosive vapor due to the
presence of acid gases that increase treatment, equipment maintenance, and energy recovery costs.
In the dry cooling system, a transmission occurs of heat from the molten material to a stream of air,
which is in contact with recovery boilers. In many of the air-cooling techniques, a prior atomization
of the molten solid could be performed. Subsequently, a contacting stage with a stream of air in a
fluidized or non-fluidized bed is carried out, which absorbs the heat, achieving solidification of the
melt. Other granulation options arise when the molten material is fragmented by rotating devices [23].
Another possibility of cooling could be by contact of the molten material with solid materials such as
spherical bodies. This option requires that the solid material that not react chemically with the molten
slag (i.e., metal spheres [24] or cooling on rotating metal drums [25–27]). With these example systems,
the energy recovery from the molten slag is possible. In addition, combining the energy efficiency of
these energy recovery systems with the improvement of slag properties, the overall energy recovery
efficiency of cooling processes can be increased [28].
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This paper studies the potential energy recovery of the cooling process of synthetic slags production
by means of a mass cooling system with metal spheres. Conceptually, the mass cooling system by
means of thermal regeneration with metal spheres achieves rapid cooling of the molten material as a
consequence of the transfer of energy from the molten material to the metal spheres. Subsequently,
there is the possibility of a recovery of the energy contained in the spheres by means of an air current.
In addition, the characteristics associated with the properties of the solid elements and the solidified
material, generally of low thermal resistance, allow heat to dissipate rapidly. Once the metal spheres
and the material have been cooled by the air flow in the regenerator and a posterior separation stage of
the solidified material from the balls, the metal spheres would come back into contact with the synthetic
slags in a continuous cycle. The conceptual scheme of the energy recovery system is presented in
Figure 1. In this system, the slag is separated from the metal spheres after cooling through screening
by the size of the spheres and solidified slags. This separation is possible as the slag are not adhered to
the surface of the metal spheres.

Figure 1. Conceptual scheme of the energy recovery process proposed in this work.

1.2. Goal and Scope

Based on the novel concept of developing synthetic slags from waste, as explained in our previous
work [11], the main objective of this study is to evaluate the properties of synthetic slags and the energy
recovery capacity of the aforementioned cooling system described in Figure 1. Likewise, the energy
recovered in the cooling air stream was estimated in relation to the energy possessed by the molten
material in order to analyze the possible energy savings that would result in the manufacture of
slags. Two main points present novelty in this work. The first one is the method for measuring the
temperatures that the metal spheres achieve. To the knowledge of the authors, this is the first time that
both the methodology and the real temperature data are published. The second novelty of this work is
that knowing the real temperature achieved in the metal spheres, it was possible to estimate the energy
that could be recovered by these systems in slag manufacturing.

The estimation of energy recovery from the molten material consisted in several steps, which are
indicated below:

- Justification of the temperature reached by the metal spheres at various molten mass (mm)/metal
spheres (ms) mass ratio.
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- Corroboration of the industrial feasibility of the proposed system in Figure 1 by means of fixed
bed (or regenerator) height calculation. For this purpose, the calculation of the convective heat
transfer coefficient by solid–air convection is needed. The definition of this step is crucial for
checking that the process proposed is of industrial interest.

- Estimation of the potential energy recovered per kg of molten material.

To meet this end, this work is organized as follows. First, experiments for measuring the maximum
temperature that could be reached by the metal spheres were performed. Inasmuch than the study
aims to be useful for industrial purposes, the experiments were performed at different mm/ms ratios
to reproduce real industrial scenarios. Subsequently, the molten material that was poured over
the metal spheres was analyzed by means of X-ray diffraction (XRD) to verify the formation of the
characteristic vitreous phase. Afterwards, before estimating the potential energy recovery, the technical
feasibility of the proposed cooling process was characterized. To this end, the fixed bed height was
calculated following the methodology explained in Section 2.2.4. For its estimation, the previous
determination of the convective heat transfer coefficient (h) was necessary. The methodology employed
for h estimation can be seen in Appendix A. Two experiments were performed to estimate the metal
spheres—air flow temperature profiles in a real fixed bed. The experiments allowed the estimation
of h following the assumptions explained in Section 2.2.4. Once the industrial fixed bed height was
obtained and analyzed as feasible, the energy recovery per kg of molten material was estimated.
To estimate the approximate percentage of the energy recovery in the overall slag manufacturing
process, a comparison of the vitreous–mineral phases between our molten material and traditional
clinker was done. This comparison allowed ensuring that no significant differences are found and
hence that the total energy consumption of our molten material can be approximate to the one of
clinker production.

2. Materials and Methods

In order to study the energy recovery efficiency of the cooling and solidification system for the
molten synthetic slags, a three-stage laboratory experiment was proposed:

(1) Melt the waste mixture in an oven in appropriate proportions to achieve a composition similar to
blast furnace slags. This stage was addressed in depth in our previous work [11].

(2) Obtain the temperature reached by the metal spheres when the molten material is poured with
different melting/metal mass ratios. Determination of the characteristics of the vitreous phase
obtained in order to ensure the vitreous properties of the material solidified.

(3) Evaluate the energy that can be extracted from a fixed bed of metal spheres at the temperature
reached in the previous phase by exchanging energy with an air current.

Below, the materials and methods employed to fulfill this scheme are explained in depth.

2.1. Materials

The mix of waste for manufacturing synthetic slags was defined in a previous work of our
group [11]. Three different wastes were selected as raw materials, which were construction and
demolition waste, the solid waste stream generated in an aluminum recovery plant, and mussel shell
waste from the aquiculture industry. For more information, please see [11].

2.2. Experimental Setup

2.2.1. Melting Furnace

The mix of waste was melted by employing the melting furnace (4 kW power) schemed in Figure 2,
which was the same one employed in our previous work [11]. In brief, the melting furnace consists
of six electrical resistances located inside a hexagonal fusion chamber. The discharge of the molten
material is carried out from the bottom of the furnace.
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Figure 2. Melting furnace scheme.

2.2.2. Metal Spheres: Cooling of the Molten Material

The cooling stage to energy recovery from the molten material was based on metal spheres.
The first stage was the study of the temperature evolution inside a single metal sphere. To this end,
the system shown in Figure 3 was designed. In this system, a single metal sphere welded to a plate was
built. The sphere was designed with two perforations in the lower part in which two thermocouples
were inserted that allow measuring the temperature data in the center and on the surface of the sphere.
All thermocouples were connected to the corresponding data acquisition system. For sake of safety,
the sphere was assembled in a metal container and insulated by a refractory material, as can be seen
in Figure 3. The system was placed under the melting furnace, and the molten material was poured
directly from the furnace onto the sphere. In order to reproduce an industrial environment close to real
cases, two sizes of spheres of 40 and 50 mm diameter were used. Figure 3 shows the characteristic
dimensions of the 50 mm diameter metal sphere and the ducts in which the thermocouples were
inserted. Furthermore, photos of the plates aforementioned with the spheres coupled can be seen.
A detailed explanation of properties and composition of the spheres can be found in reference [29].

Figure 3. Cont.
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Figure 3. Scheme of the device for cooling molten material with metal spheres and views of the
containment vessel.

Figure 4 shows a real photo in which the coupling between the melting furnace outlet and the
cooling device with the metal sphere can be observed.

Figure 4. Coupling of the melting furnace outlet and the cooling device.

2.2.3. Metal Spheres Packing Device for Energy Recovery

To estimate the potential energy recovery from the metal spheres with air, a fixed bed composed
by two baskets filled with metal spheres was designed. The baskets are made of stainless steel and
have a mesh that allows the gas to pass through the bed. The needed thermocouples (for temperature
measurements) were connected to the data acquisition system. Figure 5 shows an image of the fixed
bed and metal sphere baskets.
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Figure 5. Metal spheres packing device.

The metal sphere packing, after being heated in an oven to the desired temperature, was deposited
in a thermally insulated vessel that can be seen in Figure 6.

Figure 6. Thermally insulated vessel (dimensions in mm).

Moreover, the designed device incorporates an air preheater by means of electrical resistance,
which allowed performing tests at different initial air temperatures. All the elements described in this
section are integrated in the final experimental setup shown in Figure 7.
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Figure 7. Complete metal spheres packing device for energy recovery.

2.2.4. Fixed Bed Height Estimation

The conceptual idea for the fixed bed of metal spheres herein applied consists of the following
steps. First, the molten material is poured on the metal spheres. After that, the spheres together
with the vitrified material are located in a fixed bed in which the spheres move by gravity slowly
(following a plug flux model). Thus, the spheres go from the upper part of the fixed bed to the bottom,
cooling with countercurrent air from 400 ◦C to room temperature. As will be explained in Section 3.1,
a temperature of 400 ◦C can be reached in the spheres, for example with an mm/ms ratio of 0.4 and
with a sphere diameter of 50 mm.

The estimation of the potential energy recovery from the proposed process needs the previous
calculations of some parameters. Therefore, the purpose of this section was to estimate the residence
time of the spheres to produce a temperature decrease from 400 ◦C to room temperature, as well as
the necessary air flow and the temperature that would be reached in the air. The proposed method to
obtain these results is a semi-empirical model variation of the temperature of the spheres in the bed.
Please see Appendix A for more information. This allowed estimating h′, which is a variation of the
original h under the assumptions imposed, which are explained in Appendix A.

Once h′ was known, it was possible to estimate the dimensions of the equipment. To this end,
a steady-state balance was performed in the fixed bed regenerator shown in Figure 8. Equations (1)
and (2) collect the components of these balance equations. The residence time necessary for achieving
a decrease in the metal spheres temperature from 400 to 40 ◦C was calculated also by means of these
balance equations. This calculation allowed obtaining the temperature profile along the fixed bed
regenerator (Figure 8).
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Figure 8. Fixed bed regenerator scheme.

The equations were solved following a standalone path. Imposing that Ts(x), Ts(x – “Δ” x), and Ta
(x − “Δ” x) are known, it is possible to obtain Ta(x) from Equation (1), as well as “Δ” x from Equation (2).

2.3. Physicochemical Characterization

The physicochemical characterization was carried out by means XRD analysis, model AXIOS
from Panalytical. The 2θ angle was increased by 0.05◦, with a 450 time per step over a range of 10–90◦.
Then, diffraction patterns were recorded at 40 mA and 45 kV in the cases in which it was necessary,
using Cu Kα radiation (λ = 0.154 nm).

2.4. Experimental Plan

To fulfill the scope of the work previously defined, the following experimental plan was designed.
The whole experimental tests were divided into two main groups of experiments, corresponding to the
same previous division between the justification of the temperature that metal spheres can achieve and
the measurement of the air temperature in the fixed bed packing for estimating the potential energy
recovery. Table 2 shows the tests performed in both stages. The objective of the first stage was to
cover all the possibilities regarding metal spheres diameters and molten quantity. However, the design
of the second stage was aimed to acquire data for energy recovery estimation. All the experiments
included in Table 2 were conducted twice, ensuring that the results are reproducible with an overall
experimental error of ±2%.
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Table 2. Experimental plan.

First Experimental Stage

Test Sphere mass (g) Melt mass (g) mm/ms

1 260 157.5 0.61
2 260 122.5 0.47
3 510 157.5 0.31
4 510 122.5 0.24
5 510 192.5 0.38

Second Experimental Stage

Test Metal spheres diameter (mm) Air inlet temperature (◦C) Experimental time (s)

6 50 20–25 3000
7 50 150 2500

After performing the tests included in the second experimental stage, the estimation explained in
Section 2.2.4 was carried out to fulfill the aforementioned purpose.

3. Results

The results obtained in the two stages of the experimentation are shown and discussed in this
section. Furthermore, chemical and vitreous characterization of the material obtained with this cooling
system are given and compared with the ones obtained in our previous work [11].

3.1. Energy Transfer from the Molten Material to Metal Spheres

The maximum temperature that the spheres of 40 and 50 mm (industrial application diameters)
were determined based on the melt, which was poured over them. To this end, different mm/ms

ratio were tested. This ratio was adjusted between 0.24 and 1 based on characteristic values found
for slag cooling [30]. In all the experiments, the temperature of the molten material poured over the
spheres was 1500 ◦C. Table 3 shows the characteristic parameters of each of the tests performed as well
as the maximum temperatures reached in the center and on the surface of the spheres according to the
direct reading of the two thermocouples placed in the spheres (see Figure 3). Additionally, Figure 9
show the evolution of the sphere’s temperature versus time of each test performed.

Table 3. Main characteristics of the different tests performed and temperatures reached in the
metal spheres.

Test
Sphere

Mass (g)
Melt

Mass (g)
mm/ms

Temperature in the Center
of the Sphere (◦C)

Temperature in the Surface
of the Sphere (◦C)

1 260 157.5 0.61 410 482
2 260 122.5 0.47 350 405
3 510 157.5 0.31 340 383
4 510 122.5 0.24 295 302
5 510 192.5 0.38 390 438

In Figure 9, it can be seen that the time needed to reach the maximum temperature is 2–3 min.
From an industrial point of view, this could be a characteristic time interval between the time of melting
fall on the spheres and the time in which the spheres, together with the molten material, are deposited
in the spheres packing for energy recovery with air. Figure 10 plotted the maximum temperature
reached at the surface and center of the spheres as a function of its diameter and the ratio mm/ms.
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Figure 9. Temperature evolution.

From the data presented above, some considerations can be discussed. In the ranges of tested
variables, the maximum temperature reached by the spheres is less than 500 ◦C. Thus, in comparison
with the molten material temperatures (1500 ◦C), the maximum temperature means several energy
losses. To obtain a certain temperature (i.e., 400 ◦C), spheres of smaller diameter need less melt mass
(higher ratio mm/ms, but lower mm). Therefore, the energy transfer from the molten material seems
more efficient to smaller sphere diameters. This may be caused by the whole covering of the melting
material in these cases. Assuming that the material on the metal surface is in thermal equilibrium,
it can be deduced that in all the cases tested, the material reaches 400 ◦C at a cooling rate exceeding
300 ◦C/min.

Another interesting fact needs some explanation. For the same sphere diameter and equal
molten/metal heat transfer coefficient, as the ratio mm/ms increases, the gradient between the maximum
surface and center temperature increases. This fact shows that, possibly, the thickness of the melt mass
on the surface of the sphere influences the rate of energy transfer from the molten material to the metal
sphere. This result needs further optimization, which opens new horizons for future works aimed to
increase the energy transfer velocity and minimize the energy losses to the environment.
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Figure 10. Maximum temperature reached at the surface and center of the spheres as a function of its
diameter and the ratio mm/ms.

3.2. Properties of the Cooled Material

To check the existence of a vitreous phase of the cooled material obtained at mm/ms for each ratio
tested, an XRD analysis was performed after each test. Figure 11 shows that no differences are found
between the properties of the cooled material obtained in each test. The cooled materials exceed 85%
of the vitreous phase, confirming that all the mm/ms ratios tested, spheres of 40 and 50 mm produce a
material with suitable vitreous properties.

Figure 11. Diffractograms of tests 1 to 5.
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The chemical composition of the waste mix before melting and after melting–cooling is presented
in Table 4. Chemical composition was determined using an X-ray fluorescence spectrometer (XRF,
Model AXIOS, Panalytical). Thus, it is possible to verify how the material obtained is within the
typical ranges of composition of the blast furnace slags (see Table 1). Some losses happen due to the
calcination of some components, mainly calcium carbonate, which is converted into calcium oxide and
carbon dioxide. This loss in weight causes the variation in the composition after fusion. The sum of
the oxides of silicon, calcium, and magnesium is 82.12%, that is, more than two-thirds of the total mass.
Moreover, the ratio (CaO +MgO)/SiO2 is 1.16. These two specifications, together with a vitreous phase
result, meet the requirements of blast furnace slags to be used as additions to cement, according to
EN 15167-1.

Table 4. Chemical composition of waste before–after melting and solidification (%) (C.L: calcination
losses).

SiO2 Al2O3 Fe2O3 MnO MgO CaO Na2O K2O TiO2 P2O5 SO3 C.L.

Before
melting

25.2 8.4 1.39 0.04 1.12 30.93 1.03 0.66 0.2 0.07 0.28 27.81

After
melting

38.05 11.42 1.77 0.07 1.44 42.63 1.36 0.79 0.32 0.1 0.68 0.21

Deviations ±0.68 ±1.13 ±0.34 ±0.00 ±0.06 ±0.49 ±0.07 ±0.04 ±0.01 ±0.01 ±0.21 ±0.31

3.3. Estimation of the Energy Recovery Using a Fixed Bed of Metal Spheres with Air

In the case of 50 mm diameter spheres, 23 spheres (≈0.18 m2) were deposited in the bed of
dimensions shown in Figure 6. The tests were performed at constant inlet air flow equal to 26 m3/h,
which was at room temperature. The inlet air temperature was later varied to 150 ◦C using the
preheater in order to analyze various temperature ranges. The experimental results obtained are shown
in Figures 12 and 13, in which the rapid heat dissipation obtained can be verified. Thus, for an inlet air
temperature of 20 ◦C, outlet temperatures greater than 300 ◦C were achieved, with air residence times
in the fixed bed less than one second (Figure 12).

Figure 12. Evolution of temperatures in the system for entering air at room temperature.
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Figure 13. Evolution of temperatures in the system for inlet air at 150 ◦C.

An estimation of h′ was carried out from the data obtained in Figures 12 and 13, splitting the
results in equal time interval of 500 s. For spheres temperatures higher than 225 ◦C, the results obtained
in Figure 13 were used; whereas for lower temperatures, the data from Figure 12 were selected. Thus,
the following expression was obtained for h′ (Equation (3)), where h′ units are W/m2·K and Ts in ◦C.

h′(Ts) = 17.545·e0.0066·Ts
(
R2 = 0.9522

)
(3)

Once h′ was calculated, it is possible to obtain a real dimension’s estimation of the energy
regenerator equipment in steady state. To this end, a steady-state balance was performed, giving as
a result the following results under the assumptions indicated in Section 2.2.4: 30.26 kg/h air flow;
68.8 kg/h metal spheres flow. The transfer area metal spheres–air was calculated as A(Δx) = 0.943 · Δx.
Figure 14 presents the fixed bed regenerator scheme solved.

To obtain the residence time needed for the metal spheres temperature to decrease from 400 to
40 ◦C and, therefore, to obtain the temperature profiles (both spheres and air) along the fixed bed
regenerator, Equations (1) and (2) were employed. The profiles resulted can be seen plotted in Figure 15,
needing 2.9 m of fixed bed height and 2.5 h to achieve the transfer imposed.

With the experimental data obtained and to corroborate the hypotheses made, Equation (1) as
readjusted, obtaining the following expression:

Ts(x) = Ta(x) + 19.162·e−0.005·h′(x) (R2 = 0.9476). (4)

With these results, in the section of the equipment studied, the molten material that could be
cooled (imposing mm/ms = 0.4) is 27.52 kg/h, recovering 11,215 kJ/h. Thus means that the maximum
energy recovered by air in the equipment per kilogram of molten material would be 408 kJ/kg at 395 ◦C.
The losses that this kind of equipment may have are about 20%. Therefore, it can be deduced that
with the dimensions of the equipment obtained, 325 kJ/kg of molten material can be recovered at a
temperature higher than 350 ◦C. In any case, the energy to be recovered would be greater, as long as in
this estimation, it has not been considered that the vitrified solid that comes with the metal spheres
represent an additional energy recovery potential of about 225 kJ/kg of molten material (employing a
Cp value of 0.63 kJ/kg·K [31]). Therefore, it is reasonable that with this equipment, an energy greater
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than 550 kJ/kg of molten material can be recovered with air at a temperature higher than 350 ◦C using
mm/ms ratios of 0.4. The results obtained in this section are quite conservative, because it is more than
likely that a more efficient energy recovery could be obtained by optimizing, among other variables,
the mass air flow per unit area.

Figure 14. Fixed bed regenerator scheme solved.

Figure 15. Temperature profiles of metal spheres and air in the fixed bed.
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3.4. Potential Use of the Energy Recovered in the Regenerator in the Manufacture of Synthetic Slags

A possible vitreous material production scheme could correspond to a typical clinker manufacturing
process [31], in which, after the rotary kiln, an oven is included where the complete fusion of the
material occurs. The process would consist of a preheater, in which part of the calcination reactions
would occur; a rotary kiln, in which the decarbonation of the material would be finished and that
would take the material to 1300 ◦C; and finally, a melting or reverberating furnace, where the material
that arrives from the rotary kiln would be molten and heat up to 1500 ◦C to guarantee its fluidity.
After melting, the material would be cooled quickly in the fixed bed of metal spheres to achieve the
desired vitreous properties.

To confirm the proposed production process, an XRD analysis of the mixed material was performed
in the proportions indicated in Section 2.1 and heated to temperatures prior to the melting point
(1250–1280 ◦C). As shown in Figure 16 in which the XRD results are presented, at those temperatures,
crystalline phases appear similar to those that occur in the clinkerization process (C2S—Dicalcium
Silicate, C3S—Tricalcium Aluminate, C3A—Tricalcium Silicate, CAF—Tetracalcium Aluminoferrite).

Figure 16. Diffractogram with crystalline phases of the waste mixture (1250–1280 ◦C).

Therefore, it can be concluded that synthetic slags have characteristics and mineral phases that
are typically found in the raw materials used in the manufacture of the clinker. Furthermore, it can be
affirmed that the energy consumption for its manufacture will be of the same order as that consumed in
the manufacture of clinker. In this context, the energy recovered in the fixed bed regenerator presented
in this work could be used as air at about 350–400 ◦C. For example, savings in fuel consumption could
occur if the regenerator air stream was used as the combustion air inlet stream. Broadly, if 10% higher
than the energy consumption of clinker production (about 3800 kJ/kg clinker [32]) is taken as a reference
for the energy consumption of synthetic slags, the regenerator’s air flow could result in energy savings
in the manufacture of synthetic slags that could be around 15% of the energy needed for its production.

4. Conclusions

In this work, a novel method for energy recovery from the cooling–solidification stage of a
synthetic slag manufacturing process was satisfactory studied. The study was evaluated by means of an
experimental study that was complemented by theoretical calculations to close the overall performance.

The experimental stage was divided into two differentiated group of tests. The first group aimed
to obtain the temperature value of the metal spheres when the molten material was poured over
them. The second experimental was carried out to evaluate the metal spheres–air flow temperature
profiles in a real fixed bed. During the experimental tests, the scope was to analyze the temperatures
obtained in the center and on the surface of the metal spheres. Thanks to this experimental study, it was
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possible to measure a temperature in the range of 295–410 ◦C in the center of the sphere and 302–482 ◦C
over the surface. Thus, it allowed setting up a temperature value for the second experimental stage,
which consequently allowed the theoretical calculation of the energy recovery per kg of molten slag.
Moreover, the molten material that was poured over the metal spheres was analyzed by means of XRD,
and the formation of the characteristic vitreous phase was verified.

The main purpose of the theoretical approach was to achieve a fixed bed regenerator height,
which proved that the process is viable industrially. To meet this end, h was previously estimated
with the help of the values obtained in the second experimental stage. The fixed bed height calculated
proved to be industrially achievable. Once the potential industrial fixed bed height was obtained and
analyzed as feasible, the energy recovery per kg of molten material was estimated. We estimated
that between 325 and 550 kJ/kg of molten material could be recovered, which is 15% of the energy
consumption in synthetic slag manufacturing process.

Overall, the results obtained confirmed the potential of our proposal for energy recovery from the
cooling–solidification stage of synthetic slag manufacturing. Our work herein studied proved to be of
great interest for the industrial scale. The energy recovery for high-energy consumptions industries is
one of the key points to achieve a more sustainable industrial model.
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Abbreviations

mm molten mass
ms spheres mass
Tsi spheres temperature inlet
Tso spheres temperature outlet
Tai air temperature inlet
Tao air temperature outlet
Ts spheres temperature
Ta air temperature
H fixed bed regenerator height
D fixed bed regenerator diameter
h convective heat transfer coefficient
h′ convective heat transfer coefficient variation
Cs spheres calorific value
Ca air calorific value
A(“Δ” x) transfer area metal spheres–air

Appendix A

Existing models for thermal regenerators require a very rigorous adjustment of various parameters such
as speed, Reynolds number, Prandtl number, or the characteristic diameter of the spheres. In addition, when
considering the balance equations that allow determining the behavior of the equipment, it is necessary to
solve a nonlinear equation system that requires approximate numerical techniques for its resolution. However,
semi-empirical bed models are usually resolved under the consideration that the sphere internal resistance is
negligible to heat conduction [33]. This hypothesis allows easily estimating the cooling temperature along the
fixed bed with an exponentially function as follows (Equation (A1)):

T(t) = T∞ + (Ti − T∞)·e
−h

ρs ·cs ·Dp
·t

(A1)
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where T(t) is the sphere temperature at time t (◦C); T is the ambient temperature that surrounds the sphere (◦C); Ti
is the sphere temperature in t = 0 (◦C); ρs is the sphere density (kg/m3); cs is the specific heat of the sphere (J/kg·K);
h is the convective heat transfer coefficient by solid–air convection (W/m2·K); and Dp is the sphere diameter (m).

At a constant descent rate of the spheres along the fixed bed and in a steady state, Equation (1) can be
expressed as follows (Equation (A2)):

T(x) = A(x) + B(x)·eC(x). (A2)

Thus, for a coordinate x in the bed, T(x) is the temperature of the spheres; A(x) is the temperature of the
air surrounding the spheres inside the bed; B(x) is a constant function of A(x); and C(x) has the expression the
following expression (Equation (A3)):

C(x) =
h′(x)

ρs·cs·Dp
(A3)

where h′(x) is the convective heat transfer coefficient at coordinate x. Since ρs, cs, and Dp are constant, it can
be affirmed that C(x) only depends on h′(x). This allows finding expressions that explain the variation of h′(x)
knowing the temperatures of the sphere and the surrounding air. Furthermore, h′(x) depends on both air
properties–flow conditions and the geometry of the metal spheres of the bed.

Strictly, the h coefficient should be calculated under a complete experimental design in a steady state of
the temperatures of the spheres and varying the following parameters: Reynolds number (Re), Prandtl number
(Pr), and sphere diameter to bed diameter ratio. Nevertheless, due to the estimative purposes of this work, the
calculation of h′(x) was done with a fixed bed of metal spheres similar to the one shown in Figure A1. In this
system, the following parameters were measured: the temperature of the spheres (Ts) and the air temperatures at
the inlet and outlet of the bed (Tai and Tao, respectively), as well as the mass air flow.

Figure A1. Scheme of the experimental system used to estimate h′(x).

With this system, the energy transfer balance for a time of experimentation t approximates the expression
indicated by Equation (A4):

h′·A·
(
TS − Ta

)
= ma·cg·

(
Tai − Tao

)
(A4)

where h′ is the convective heat transfer coefficient (W/m2·K); A is the transfer area (m2); Ts is the average spheres
temperature in the experimentation time t (◦C); Ta is the average temperature between the inlet air and outlet air
in the experimentation time t (◦C); Tao is the average outlet air temperature in the experimentation time t (◦C); Tai
is the average inlet air temperature in the experimentation time t (◦C); ma is the inlet air mass flow (kg/s); and Cg
is the air-specific heat (J/kg·K).
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Abstract: In this study, ZnO nanoparticles were fabricated by using the hydrothermal method for
adsorption of phosphate from wastewater. The obtained ZnO nanorods were characterized by powder
X-ray diffraction spectroscopy (XRD), scanning electron microscopy (SEM), specific surface area (BET)
and energy dispersive X-ray spectroscopy (EDS). The ZnO materials were applied for adsorption of
phosphate from water using batch experiments. The effects of pH (4–10), adsorption time (30–240 min),
the amount of adsorbent (0.1–0.7 g/L) and initial concentration of phosphate (147.637–466.209 mg/L)
on the adsorption efficiency were investigated. The optimum condition was found at pH = 5 and
at an adsorption time of 150 min. The adsorption was fitted well with the Langmuir isotherm
and the maximum adsorption capacity was calculated to be 769.23 mg/g. These results show that
ZnO nanomaterial would highly promising for adsorbing phosphate from water. The adsorption of
phosphate on ZnO nanomaterials follows the isothermal adsorption model of Langmuir, Tempkin and
Freundlich with single-layer adsorption. There is weak interaction between the adsorbent and
the adsorbate. Phosphate adsorption of the ZnO nanomaterials follows Lagergren’s apparent
second-order kinetic model and was spontaneous and exothermic.

Keywords: nanoparticles; ZnO; equilibrium; kinetic; thermodynamic; phosphate; aqueous solution

1. Introduction

The wide direct bandgap and large exciton binding energy of zinc oxide (ZnO) have conferred
the material unique electrical and photovoltaic properties and enabled its applications in the fields of
fluorescence [1], photocatalytic catalysis [2], electric fire, gas sensors [3,4], electrochemical sensors [5]
and solar cells [6]. ZnO can be synthesized by using various methods, including sputtering [7], sol-gel [8],
co-precipitation [9], gel burning [10] and hydrothermal [11]. Depending on the synthesis routine,
the morphologies of ZnO could be varied, ranging from nanorods [2], nanospheres [4], nanopores [1],
nanoparticles [9] and many kinds of structures of nanorods, such as nanobelts, nanocombs and
nanoforests [5]. In most synthesis routines, ZnO plays the role as an n-type semiconductor with
electrical amphoteric properties [12]. In addition, selection of an appropriate synthesis method is also
important in ensuring operational ease and in avoiding the technical difficulties of the fabricating
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process. At the nano scale, ZnO finds a wide range of applications in environmental remediation,
bactericidal agents and in electronic devices, of which the use as adsorbent materials for removal of
cation and anion pollutants features prominently due to its largely improved surface area compared to
its bulk counterparts [13].

Treatment of phosphate represents an important aspect of wastewater treatment. Excessive phosphate
causes overgrowth of photosynthetic cyanobacteria and algae and in turn accelerated eutrophication
in water ecosystems [14]. Phosphorus could enter water bodies through effluents from households,
industrial or agricultural activities, and exists in the form of H2PO4

−, HPO4
−2 and PO4

−3 organic phosphate
and polyphosphate [14–17]. In water, hydrolysis could occur, transforming polyphosphates and organic
phosphate into other phosphate forms [18]. Therefore, industrial and agricultural discharge management,
especially in terms of treatment of ammonium and phosphate, is pivotal in ensuring environmental stability
and preventing water-derived health risks [19,20]. Because treatment of environmental pollution requires
a large amount of adsorbents, scalability of a treatment method largely depends on its ability to easily
fabricate bulk materials with a high adsorption efficiency. The hydrothermal method has been shown
to be an appropriate method to synthesize ZnO due to a number of advantages, including inexpensive
chemicals and ease of mass production. However, the maximum adsorption efficiency of fabricated ZnO
requires optimization of all factors of adsorption, such as pH, time, the volume of the adsorbent, the initial
concentration as well as careful investigation of the adsorption isothermal model, adsorption kinetic and
adsorption thermal dynamic, which are relatively scarce in the literature [14–17].

In this report, we present the results of studies on isothermal adsorption, kinetics, thermodynamics
of phosphate adsorption (PO3−

4 ) removal in aqueous environments by using ZnO nanomaterials
fabricated by the hydrothermal method.

2. Materials and Methods

2.1. Preparation of Materials

Zinc oxide nanomaterials were prepared by the hydrothermal method from a mixture of 25 mL
Zn(NO3)2 0.1 M + NaOH 0.1 M + 20 mL C2H5OH (ratio C2H5OH:H2O = 1:1), pH = 11. Briefly,
0.6525 g of Zn (NO3)2.4H2O was weighed accurately and diluted to 25 mL of Zn (NO3)2 0.1 M to
produce Solution A. An amount of 0.1 g of NaOH was dissolved with water in a 25 mL volumetric
flask, forming a NaOH solution with a 0.1 M concentration (Solution B). Solution A was added to
Solution B. Afterwards, 20 mL of C2H5OH (ratio C2H5OH: H2O = 1: 1) was added to the reaction
mixture above. The pH of the solution was maintained at 11. The reaction mixture was stirred on the
stirrer for 20 min, and then the whole reaction mixture was heated in an autoclave at 180 ◦C for 24 h.
The samples were taken for centrifugation, followed by washing to a pH = 7 to obtain a white, viscous
gel. After obtaining the ZnO nanoparticles, the samples were heated in an air atmosphere at 350 ◦C for
10 h to remove the organic impurities.

2.2. Characterization

The crystalline structure and morphology of the sample were examined by using a powder
X-ray diffraction spectrometer (XRD, X’Pert Pro Panalytical, Almelo, The Netherlands) equipped with
Cu-Kα radiation (λ = 1.5418 Å) and an emission scanning electron microscope (SEM, S4800, JEOL,
Tokyo, Japan), respectively. To determine the specific surface area, the Brunauer, Emmett and Teller
(BET) method was used, using Tri Start 3000 equipment, Micromeritics. The distribution size of the
sample was determined by the laser scattering method on HORIBA Laser Scattering Particle Size
Distribution. The concentration of PO3−

4 before and after adsorption were determined by the UV-Vis
method (Hitachi UH5300) at the University of Medicine and Pharmacy, Thai Nguyen University.
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2.3. Assessment of the Prepared ZnO Nanopowder for Phosphorus Decontamination

A series of batch experiments was carried out to assess the adsorptivity of the as-synthesized
ZnO nanoparticles against phosphorus. The stock solution containing potassium phosphate at a
concentration of 1000 mg PO4 per liter was first prepared to simulate wastewater. The synthesized ZnO
nanoparticle was introduced into 25 mL of the diluted synthetic waste solution at a predetermined
ratio and phosphorus concentration, and then mixed for a certain time period. The reaction took
place in 50 mL polypropylene plastic vials under end-over-end shaking at 40 rpm. Samples were
taken after specific intervals from the tube for the measurement of phosphorus concentrations using
the ascorbic acid-molybdate blue method [21]. The method is based on the principle that ascorbic
acid could reduce phosphomolybdic acid, which is formed by the orthophosphate and molybdate
interaction, to form a complex with a blue color that is measurable by using a spectrophotometer
at 885 nm. Adsorbed phosphorus would be quantified based on the initial (C0) and final measured
concentration (C). The contact time, initial phosphorus concentration, material dosage and solution pH
were varied to find out its effect on the adsorption capacity of the prepared nano-ZnO.

2.4. Adsorption Capacity of the PO3−
4

The adsorption experiments were investigated under a varying pH, time, weight of ZnO and
initial (PO3−

4 ) concentration. The fixed conditions included the room temperature and a shaking rate of
200 revolutions per minute (rpm).

The effect of the initial pH was measured by adding 0.025 g of ZnO to 50.0 mL of the PO3−
4

concentration of 150 mg/L, with the different pH values ranging from 1 to 10, followed by shaking for
150 min. The pH solution was adjusted with either by NaOH or HNO3 solutions (0.1 M). The effect of
the adsorption time was examined by adding 0.025 g ZnO to 50.0 mL PO3−

4 solution with an initial
concentration of 150 mg/L, for a period that ranged from 30 to 240 min, at pH = 5. The effect of the
ZnO mass was achieved by gradually increasing the mass of ZnO from 0.005 to 0.035 g into a 50.0 mL
PO3−

4 solution with the initial concentration of 162.1978 mg/L, in 120 min, at pH = 5. The effect of
the initial concentration of PO3−

4 was examined by adding 0.025 g ZnO to 50.0 mL PO3−
4 solution

with a concentration varying from 150 to 450 mg/L, in 150 min, at pH = 5. After the above processes,
the samples were centrifuged at a rate of 4000 rpm for 10 min. The concentration of PO3−

4 before
and after adsorption were determined by the UV-Vis method (Hitachi UH5300) at the University of
Medicine and Pharmacy, Thai Nguyen University.

The adsorption capacity and adsorption efficiency were calculated according to the formula

q =
(C0 −Ccb)V

M
(1)

H % =
(C0 −Ccb)

C0
× 100% (2)

where V is the volume of the solution (L), M is the mass of the adsorbent (g), C0 is the initial solution
concentration (mg/L), Ccb is the solution concentration when the adsorption is at equilibrium (mg/L),
q is the adsorption capacity at the time of equilibrium (mg/g), and H is the adsorption efficiency (%).

2.5. Equilibrium and Kinetic Modeling of the Phosphorus Decontamination Process onto ZnO

Equilibrium and kinetic modeling are essential in shedding light onto adsorption capacity. A number
of different models were included: the pseudo first-order equation and second-order equation, as well as
the Langmuir, Freundlich, Temkin, and Dubinin–Radushkevich equilibrium isotherm adsorption models.
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3. Results and Discussion

3.1. Factors Affecting the Morphology and Surface Structure of ZnO Nanoparticles

3.1.1. SEM Image Analysis

The SEM images of the as-synthesized ZnO are shown in Figure 1. Visually, the ZnO nanoparticle
structures are interwoven with some nanorods. This may be due to the developing reaction of the ZnO
nanoparticles to the nanorod structures. Figure 1 shows that the ZnO materials are of high porosity
and had particle sizes widely distributed due to the integration of the ZnO nanoparticles and ZnO
nanorods. This distribution can be confirmed by the laser diffraction method.

Figure 1. SEM image of the ZnO nanomaterials.

3.1.2. Determination of Surface Area by the BET Method

The ZnO samples were measured by N2 isotherm adsorption at −196 ◦C. The adsorption isotherm
and N2 adsorption are shown in the Figure 2. The BET graph of the ZnO samples, obtained from the
software, is also shown in Figure 3. The surface areas of the ZnO samples are 17.05 m2/g.

 P/P
Figure 2. Adsorption isotherm–N2 adsorption of nano ZnO, in the as-synthesis condition at a
temperature of 180 ◦C.
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Figure 3. BET graph of the as-synthesized ZnO nanomaterials obtained at a synthesis temperature of
180 ◦C.

3.2. Structure and Morphology

3.2.1. XRD Analysis

The XRD patterns of the nano ZnO is shown in Figure 4, showing characteristic peaks at (100); (002);
(101); (102); (110); (103); (112) and (201), which correspond to ZnO diffractions of its wurtzite structure.

Figure 4. Results of the XRD patterns of ZnO.

3.2.2. EDS Analysis

The chemical composition of the prepared ZnO samples was analyzed by the EDS method and
the results are shown in Figure 5 and Table 1. From the EDS results, it is indicated that the surface
composition of the ZnO is very pure, constituting about 99.99% of the Zn and O, and that only a small
quantity of carbon impurities is present in the composition, possibly due to the incomplete absorption
of CO2 from the air or incomplete decomposition of the organic matter.
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μ

Figure 5. EDS pattern of the ZnO nanorods.

Table 1. Elemental analysis of the synthesized ZnO nanorods.

Element Theory Result

Zn 80.34 80.32
O 19.66 19.67

Total 100.00 99.99

3.2.3. Particle-Size Distribution by Laser Diffraction

The particle-size distribution in Figure 6, obtained by a laser diffraction analyzer, indicated
that the majority of the ZnO particles, obtained at a synthesis temperature of 180 ◦C, were sized
around 0.814 μm. The range in which the ZnO particle size was measured was also low, suggesting
that particles synthesized under this temperature condition was relatively stable in size. The first
distribution peak is related to the ZnO nanoparticles. The second distribution peak is related to
the nanorod.

μ

q

Figure 6. The synthesized ZnO nanoparticle-size distribution, as per the laser diffraction analyzer.

3.3. Determination of the Isoelectric Point of ZnO

To determine the isoelectric point of ZnO, ten 0.1 M NaCl solutions were prepared with an initial
pH (pHi) ranging from 1 to 10. In each flask, 0.025 g of prepared ZnO material was added, followed by
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50 mL of the NaCl solution prepared above. The mixture was allowed to stand for 48 h before being
filtered and re-measured for pH. The results from Figure 7 suggests that the isoelectric point of ZnO is
approximately 7.1. As a result, when the pH < pHpzc, the surface of the ZnO material is positively
charged; otherwise, the surface of the ZnO material is negatively charged.

Δ

Figure 7. The graph for determination of the isoelectric point of ZnO.

3.4. Adsorption of Phosphate by ZnO Nanoparticles

3.4.1. Effect of pH

Controlling the pH of the media is critical for the efficiency of the adsorption process as it plays a
key role in mediating the adsorbate behaviors and adsorption capacity of the adsorbent. As illustrated in
Figure 8, the adsorption efficiency was improved gradually and then eventually peaked when increasing
the pH from 1 to 5, with the maximum phosphorus adsorption efficiency reaching approximately 90%.
Afterwards, the efficiency dropped rapidly and at a pH of 10; the efficiency was reduced to 44.1%.
Therefore, the pH value at which the phosphorus removal was maximal was recorded within the range
of 5–6. According to the thermodynamic calculations, three forms of phosphate, including H2PO4

−,
HPO−2

4 and PO3−
4 , with a pK of 2.15, 7.20 and 12.33, respectively, existed in the aqueous solution and

the ratio of the three forms is largely determined by pH of the solution. On the other hand, the point of
zero charge (pHpzc), which could influence the surface adsorption capacity and active centers, is lower
than the pH when the pH was in the range of 2 to 12. As a result, the electrostatic repulsion and
the competition between the OH− ions in occupying the active sites are also the driving force for the
adsorption against phosphate. Conversely, in the case of pH < pHpzc, a positive charge of the sorbent
surface might induce enhanced adsorption of the anions [19]. The reduced phosphorus adsorption at
very high pH values could be explained by the competition of excessive OH− and phosphate anions,
such as H2PO4

−, HPO−2
4 and PO3−

4 , onto the ZnO adsorption sites [22]. Another explanation for the
pH-dependent adsorption activity of ZnO is that protonation/deprotonation of the nano-ZnO surface is
highly sensitive to the pH of the solution due to the amphoteric properties of the metal oxide surfaces.
As a result, in the media that have a pH lower than the isoelectrical point of the ZnO, the adsorption of
the H+ ions is promoted [23], thus leading to a positively charged ZnO surface and in turn facilitating
the uptake of phosphate anions [24]. On the contrary, increasing the solution’s pH further causes
accumulation of the negative charges on both the nano-ZnO and the adsorbate, enhancing the electrical
repulsive force between the two phases. Based on those observations, we proposed the adsorption
mechanism of the phosphorus onto the ZnO particles as follows [25]:

= Zn-OH + HPO−2
4 ←→= Zn- PO−2

4 + H2O (3)
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 (%
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Figure 8. Effect of pH on the PO3−
4 adsorption efficiency.

It was shown that a higher solution pH is associated with degraded P adsorption. This suggests
that the adsorption of phosphate anions could be hindered by a repulsive force caused by strong
hydroxyl ions in the solution. Therefore, a pH = 5 was chosen for the next experiment.

3.4.2. Effect of Contact Time

Adsorption efficiencies with respect to contact duration are shown as in Figure 9. Generally,
prolonging the stirring was positively correlated with the adsorption efficiency. In particular, a rapid
adsorption improvement of PO3−

4 was observed in the first 150 min. Afterwards, the adsorption
efficiency increased marginally, insignificantly during the later period.

Figure 9. Effect of time on the PO3−
4 adsorption efficiency.

The accelerated PO3−
4 uptake in the beginning period is possibly due to the abundance of adsorption

holes situated on the ZnO material surface. As those holes were occupied during the process, stagnant
efficiency was observed in the later stage and then the adsorption reached the equilibrium state where
no adsorption improvement took place with prolonged time. Therefore, the time needed for adsorption
equilibrium was selected as 150 min for subsequent experiments.

3.4.3. Effect of ZnO Dosage

The dosage of the adsorbent is responsible for both adsorption efficiency and capacity. Figure 10
presents the phosphorus removal with respect to varying ZnO dosages. Other parameters included a
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contact time of 150 min, initial solute concentration of 50 ppm and solution pH of 5. Increasing the dosage
from 0.1 to 0.7 g/L caused significant improvement in phosphorus adsorption, from 24.7% to 96.3%,
possibly due to enhanced availability of adsorption active sites that facilitates P ion binding [26]. On the
other hand, further increasing the ZnO dose higher than 0.5 g/L induced no clear P removal enhancement.
This is possibly explained by saturated adsorption sites on the material surface caused by abundant active
sites and the accumulation of material particles as effective surface area is lowered. Therefore, the optimal
absorbent was selected as 0.5 g/L.

 

 (%
)

m

Figure 10. Effect of the adsorbent dose on the PO3−
4 adsorption efficiency.

3.4.4. Effect of Temperature

Figure 11 shows the effect of temperature on the adsorption efficiency of PO3−
4 . It can be observed

that the removal of PO3−
4 gradually increased when elevating the temperature from 298 K to 323 K.

This can be explained by the reduction in adsorption sites at higher temperatures. With the temperature
increase from 298 to 323 K, the adsorption efficiency declined slowly from 93 to 89%. However,
the amount of PO3−

4 adsorbed per unit volume of adsorbent will decrease as the temperature increases,
suggesting that the adsorption of PO3−

4 by the ZnO nanomaterials is an exothermic process.

 

 (%
)

T
Figure 11. The effect of temperature on the efficiency of the PO3−

4 adsorption.
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3.5. Adsorption Isotherm

3.5.1. Langmuir Isothermal Adsorption Model

Adsorption isothermal analysis plays a very important role for the purpose of designing
experiments and manufacturing adsorbents. Experimental data are analyzed with Langmuir isothermal
models because they are classical and simple for describing the equilibrium between the adsorbed ions
on adsorbents and ions in solution at a constant temperature.

The Langmuir equation can be written as follows:

Ce

q
=

1
qmaxK

+
Ce

qmax
(4)

where q is specific adsorbance, which is the number of mg of adsorbent per 1 g of adsorbent at
equilibrium (mg/g); qmax: the maximum adsorption capacity (mg/g); Ce: the concentration of the
adsorbent in solution at equilibrium (mg/L); and K: Langmuir’s constant.

When substituting a and b with

a =
1

qmax
(5)

b =
1

K.qmax
(6)

the above equation becomes y = ax + b. From empirical calculations, it is possible to calculate the K
constant and the maximum adsorption capacity (qmax). The graph of the Langmuir model is presented
as in Figure 12. Inferring from the results, the maximum adsorption capacity qmax and the constant
K was 769.23 mg/g and 0.12 L/mg, respectively. Although the qmax values might not represent an
indication of adsorption capacity in the long term, it could serve as a measure for a comparative study
of adsorbents. As indicated in Table 2, the prepared ZnO material showed an adsorption capacity of
769.23 mg P/g, which far exceeded that of previously reported adsorbents, implying that ZnO may be
a promising candidate adsorbent for treatment of phosphate from aqueous environments.

 C

C
/q

e

Figure 12. Ce/q and Ce correlations.
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Table 2. Maximum adsorption capacities of phosphorus onto various adsorbents.

No. Adsorbent qmax (mg/g) Ref.

1 ZnO 168.4 [27]

2 Zn-Al LDO (573 K, Curea 1
4 0.4 M) 232.0 [28]

3 Zn-Al LDH (Curea 1
4 0.4 M) 76.1 [28]

4 ZnO Nanorods 89.0 [25]

5 SnO2 21.5 [29]

6 WO3 19.0 [29]

7 Fe(III)–Cu(II) binary oxides 35.2 [30]

8 Silver nanoparticle-loaded activated carbon 4.5 [31]

9 Magnetite-enriched particles (MEP) 6.4 [32]

10 ZnO 769.23 Our work

The estimated results indicated that the Langmuir isotherm adsorption model described the
adsorption process of PO3−

4 onto ZnO material, demonstrated by the high coefficient of determination
(0.9983). Accordingly, the adsorption process is suggested to adhere to monolayer and chemical
adsorption. Notably, those findings are larger than the previously published results [19–29].

In order to further justify the single layer adsorption of the PO3−
4 of ZnO, we evaluated the

suitability through the RL equilibrium parameter, which is calculated as

RL =
1

1 + KLCO
(7)

where Co: initial concentration of the substance (mg/g); and KL: the Langmuir constant (L/mg).
The RL parameter calculated from Figure 13 ranged from 0.123 to 0.256, which is lower than 1. Thus,

it can be confirmed that the Langmuir model is suitable for the absorption of PO3−
4 by ZnO nanomaterials.

C

R

Figure 13. The dependence of RL on Co in the Langmuir model.
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3.5.2. Freundlich Isothermal Adsorption Model

The Freundlich isothermal adsorption model is an empirical equation based on adsorption on
heterogeneous surfaces of materials. The linear equation is usually expressed as

log qe = log k +
1
n

log Ce (8)

where Ccb is the concentration at the time of equilibrium (mg/L); and qe: the adsorption volume (mg/g).
The constant n is the exponent in the Freundlich equation, which characterizes the energy heterogeneity
of the adsorbed surface; and k: the Freundlich constant, to show the relative adsorption capacity of the
adsorbent materials.

The calculation results of the reactive red adsorption process of PO3−
4 on ZnO by the Freundlich

adsorption isothermal model are displayed in Figure 14.

C

q

x

Figure 14. Dependence of logq on logCe on PO3−
4 .

Figure 14 expresses the absorption of PO3−
4 on ZnO materials according to the Freundlich

isothermal adsorption model. The calculated KF was 275.145 (mg/g)(L/mg)1/n and the constant of n
was 4.907. The correlation coefficient, R2, was 0.9697. The R2 value of the Freundlich isotherm is lower
than that of the Langmuir model. The value n gives an indication of the favorability of the adsorption
process. When the value of n is less than 1, the adsorption is said to be unfavorable, but if it is greater
than 1 it is favorable [33]. The value of n obtained in this study is greater than 1, which indicates that
the adsorption process is favorable.

3.5.3. Dubinin–Radushkevich Isothermal Adsorption Model

The Dubinin–Radushkevich (D–R) isotherm is more inclusive than the Langmuir isotherm for it
does not assume a homogenous surface or constant sorption potential [34]. It is used for the estimation
of the characteristic porosity of the biomass as well as the mean free energy of the adsorption. The linear
form of the D–R model is presented as follows:

lnq = lnqmax − β.ε2 (9)

where:

q: adsorption volume (mg/g);
qmax: maximum adsorption volume (mg/g);
β: constant of the adsorption energy (mol2/J2);
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ε: Polanyi, described as follows:

ε = RTln
(
1 +

1
Ccb

)
(10)

where:

T: solution temperature (K);
R: gas constant (8.314 × 10−3 kJ/mol.K).

The value of the average adsorption energy, E (kJ/mol), can be calculated from D–R according to
parameter β as follows:

E =
1√−2β

(11)

The value of the average adsorption energy indicates the nature of the adsorption process.
When the E value is less than 8 kJ/mol, the adsorption process is physical adsorption and when the
E value ranges from 8 to 16 kJ/mol, the adsorption is chemical.

The Dubinin–Radushkevich isothermal graph shown in Figure 15 reveals that phosphate
adsorption does not follow the Dubinin–Radushkevich model, evidenced by the low R2.

ε

q

 

Figure 15. Dependence of lnq on ε2 on PO3−
4 adsorption.

3.5.4. Tempkin Isothermal Adsorption Model

The isothermal model of Tempkin assumes that the adsorption heat of all the molecules on the
surface of the material decreases linearly with the density of the coverage due to the interaction between
the adsorbent and the substrate, and the adsorption is characterized by the uniform distribution
of linked energy sources, up to a maximum number of associated energies. Temkin isotherms are
represented by the following equation:

q =
RT
bT

ln(KT.Ccb) (12)

The equation can be expressed in linear form as

q = B lnKT + B ln Ccb (13)

where
B =

RT
bT

(14)
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T: is the absolute temperature (K);
R: gas constant (valued by 8.314 × 10−3 (kJ/mol.K);
bT: Tempkin constant (kJ/mol).

Determination of Temkin model parameters through plotting was described in Figure 16 and
parameters of the models were summarized in Table 3.

C

q

Figure 16. Dependence of q on ln Ccb on the adsorption of PO3−
4 .

Table 3. Isothermal parameters: Langmuir, Freundlich, Tempkin and Dubinin–Radushkevich.

Isothermal Line Model Parameters

Langmuir
KL (L/mg) 0.12

qmax (mg/g) 769.23

R2 0.99

Freundlich
KF (mg/g)(mg/L)1/n 275.145

N 4.907

R2 0.97

Tempkin
KT 6.887

bT (kJ/mol) 0.023

R2 0.9694

Dubinin–Radushkevich

qmax (mg/g) 658.392

β (mol2/J2) −1.439

R2 0.6276

E (kJ/mol) 0.5894

From Table 3, the value of the Tempkin constant bT of 0.023 indicates the presence of a
weak interaction between the adsorbents and supports the physical adsorption of phosphate by
ZnO nanomaterials. The determination coefficient R2 of the Langmuir, Freundlich and Tempkin
models are nearly equivalent (0.99, 0.97 and 0.97) whereas the Dubinin–Radushkevich model is
0.628. Thus, the phosphate adsorption of the ZnO nanomaterials do not seem to follow the
Dubinin–Radushkevich model, but the isothermal adsorption models of Langmuir, Freundlich and
Tempkin. The adsorption of phosphate onto the ZnO nanomaterials is a single layer under the condition
of a heterogeneous surface and there is a weak interaction between the adsorbent and adsorbate.
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3.6. Study on the Adsorption Kinetics of PO3−
4 on ZnO Nanomaterials

The adsorption process of a solute could be conventionally described by the Lagergren rate
equation, which could be presented in pseudo-first-order form as follows:

dqt
dt

= k1 (qe − qt) (15)

By taking the integral on both sides of the equation, with the boundary t from 0 to t and q from 0
to qt, the following equation is obtained:

g(qe − qt) = lgqe −
k1

2.303
t (16)

where q is the amount of adsorbed PO3−
4 (mg/g). The subscript t and q denote the state at equilibrium

and time t (min), respectively. k1 is the rate constant. Plotting ln(qe − qt) against t gives the graph
whose slope could be interpreted as the rate constant of the pseudo-first-order model.

The pseudo-second-order equation based on the adsorption equilibrium capacity can be
expressed as

dqt
dt

= k2(qe − qt)
2 (17)

By taking a similar approach, one could derive the following integrated linear form of the
pseudo-second-order as follows:

t
qt

=
1

k2.q2
e
+

1
qe

t (18)

By linearly plotting time against log(qe − qt), the pseudo-first-order rate constant and sorption
capacity could be calculated (Figure 17). On the other hand, the pseudo-second-order model could be
plotted by considering t/qt as a function of t (Figure 18). The model parameters are summarized as in
Table 4. It was showed that the coefficient of determination of the pseudo-second-order is higher than
that of the first-order model. In addition, the second-order model showed high agreement between the
experimental (qe(exp)) and calculated (qe(cal)) capacities, suggesting that the second-order model would
be more appropriate to describe the sorption process.

 

q
q

t
Figure 17. Pseudo-first-order non-linear method for adsorption of PO3−

4 onto ZnO.
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tq

t
Figure 18. Pseudo-second-order non-linear method for adsorption of PO3−

4 onto ZnO.

Table 4. Coefficients of the pseudo-first and second-order adsorption kinetic models and intraparticle
diffusion model.

Concentration (mg/L) qe.exp (mg/g) qe.cal (mg/g) k1 (min−1) R2

Pseudo-first-order model

51.765 29.984 20.289 0.0589 0.872

71.350 39.436 30.033 0.0564 0.927

103.546 53.768 42.897 0.0640 0.960

Pseudo-second-order model

Concentration (mg/L) qe.exp (mg/g) qe.cal (mg/g) k2 (g/mg.min) R2

51.765 30.073 30.959 0.015 0.999

71.350 39.436 40.650 0.010 0.999

103.546 53.590 54.645 0.010 0.999

Given that the adsorption process obeys the second-order apparent kinetics model of Lagergren,
the activation energy of the absorption can be determined by the formula

k2 = k0 exp(- Ea/RT) (19)

where k2 is adsorption rate constant (g/mg.min); k0 is the initial rate constant; Ea is the activation
energy (kJ/mol); R is the gas constant (R = 8.314 J/mol.K); and T is the absolute constant (K). In the
above equation, k2 can be replaced by h = k2qe

2, reflecting the initial adsorption rate constant when
qt/t reaches zero, thus:

k2 = h.exp(-Ea/RT)
As a result,

Ea = RT (lnh − lnk2). (20)

As previously reported [35], physisorption is due to weak van der Waal forces between the
adsorbent and the adsorbate. The magnitude of the energy of physisorption is in the region of less than
20 kJ/mol. The same study also further stated that a covalent bond exists between the adsorbate and
the adsorbent in chemisorption in which the substrate (adsorbent) is limited to monolayer coverage.
The value of E, the mean free energy of the biosorption obtained in this study, as reflected in Table 5,
was higher than 20 kJ/mol, and the Langmuir isotherm (monolayer coverage) best fitted the surface
coverage in this study.
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Table 5. Activation energy of PO3−
4 adsorption on ZnO nanomaterials.

Concentration (mg/L) h k2 (g/mg.min) Ea (kJ/mol)

170.165 26.150 2.074 × 10−4 23.394

213.846 34.519 2.198 × 10−4 23.938

317.802 52.322 2.238 × 10−4 24.923

3.7. Thermal Dynamic of Adbsorption of PO3−
4 onto ZnO Nanomaterials

The free energy (ΔG0), enthalpy (ΔH0) and entropy variation (ΔS0) of the PO3−
4 adsorption process

was calculated using the following equations:

KD =
qe

Ccb
(21)

ΔG0 = −RTlnKD (22)

lnKD= −ΔG0

RT
= −ΔH0

RT
+

ΔS0

R
(23)

where:

KD: equilibrium constant;
qe: adsorption volume at equilibrium (mg/g);
Ccb: concentration of the substrate at equilibrium (mg/L);
R: gas constant;
T: temperature (K).

According to the calculated parameters in Table 6, the nature of the PO3−
4 adsorption process onto

the ZnO material was spontaneous, evidenced by negativity of the change of the free energy (ΔG0).
The increase in ΔG0 could be attributed to the elevating temperature under which the adsorption
of phosphorus took place. On the other hand, the negative value of ΔH0 suggests the reaction was
endothermic. The negative value of ΔS0 also indicated the stability of the solid–solution interface
during the adsorption process [36].

Table 6. Values of the thermodynamic parameters (kJ/mol) for the adsorption of PO3−
4 onto ZnO.

T (K) ΔG0 (kJ/mol) ΔH0 (kJ/mol) ΔS0 (kJ/mol.K)

298 −8.73

−14.55 −0.02303 −8.63

313 −8.44

323 −8.24

4. Conclusions

A high adsorption efficiency of ZnO nanorods for phosphate ions was found by using the
hydrothermal method. The ZnO showed a wurtzite structure with a specific surface area of 17.05 m2/g
and its purity reached 99%. The as-synthesized ZnO particles were used in the adsorption of phosphate
in aqueous media. The ZnO materials were applied for adsorption of phosphate from water using
batch experiments. The effects of pH (4–10), adsorption time (30–240 min), the amount of adsorbent
(0.1–0.7 g/L) and the initial concentration of phosphate (147.637–466.209 mg/L) on the adsorption
efficiency were investigated. The optimum condition was found at pH = 5 and at an adsorption time of
150 min. The adsorption fitted well with the Langmuir isotherm and the maximum adsorption capacity
was calculated to be 769.23 mg/g. These results show that ZnO nanomaterial is highly promising
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for adsorbing phosphate from water. The adsorption of phosphate onto ZnO nanomaterials follows
the isothermal adsorption model of Langmuir, Tempkin and Freundlich with single-layer adsorption.
There is a weak interaction between the adsorbent and adsorbate.
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Abstract: Two kinds of tri-high coals were selected to determine the influences of ash-existing
environments and coal structures on CO2 gasification characteristics. The TGA results showed
that the gasification of ash-free coal (AFC) chars was more efficient than that of corresponding raw
coal (RC) chars. To uncover the reasons, the structures of RCs and AFCs, and their char samples
prepared at elevated temperatures were investigated with SEM, BET, XRD, Raman and FTIR. The BET,
SEM and XRD results showed that the Ash/mineral matter is associated with coal, carbon forms the
main structural framework and mineral matters are found embedded in the coal structure in the
low-rank tri-high coal. The Raman and FTIR results show that the ash can hinder volatile matters
from exposing to the coal particles. Those results indicate that the surface of AFC chars has more free
active carbon sites than raw coal chars, which are favorable for mass transfer between C and CO2,
thereby improving reactivity of the AFC chars. However, the gasification reactivity was dominated
by pore structure at elevated gasification temperatures, even though the microcrystalline structure,
functional group structure, and increase in the disorder carbon were improved by acid pickling.

Keywords: ash-free coal; CO2 gasification; coal structure; tri-high coal

1. Introduction

Excessive carbon dioxide emissions have caused serious environmental problems, especially for
global warming [1]. Synthetic gas (H2 +CO) via gasification is the most important intermediate product
in the highly efficient technologies [2,3]. Steam and carbon dioxide (CO2) are two regular gasification
agents and can usually control the overall conversation process [4]. Although it has been widely used as
a gasification agent, CO2 gasification is important as it is the slowest among gasification reactions and
considered as the rate determining step, as well as the key to making a balance between air or oxygen
and steam to generate optimum heat for driving endothermic gasification reactions [5,6]. The process
of coal CO2 gasification can be divided into pyrolysis and char gasification reaction [7], and the
char gasification formed in situ from pyrolysis process is the rate-determining step [8]. Therefore,
the kinetics of char gasification are vital in the design and operation of the gasifier. The gasification of
tri-high coal chars often proceeds under the effect of the mineral content in particular, by significantly
affecting the gasification rate, which will complicate the kinetics [9,10]. There are several combined
chemical and physical steps involved in the conversion rate of coal char [11–14], such as the external
mass transfer, inter-particle diffusion and surface reactions. All these steps are associated with changes
in the pore structure and the chemical composition of the coal char. However, in some conditions,
with the effects of high-ash contents on the chemical composition and porous structure during coal
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gasification, the gasification characteristics will vary significantly. In southwest of China, tri-high coal,
as the most representative type of coal, is characterized by high-ash content, high-sulfur content and
high-ash fusion, which will limit its use in gasification process. However, it is uncertain whether the
existing environment of ash is really a factor determining the rate of gasification [15]. In our previous
work [3], the derivations and variations of char structures throughout the char gasification process
were studied, indicating that both of the porous structure and carbon crystallites can affect the char
CO2 gasification kinetics [16].

The most reasonable way to quantify the influence of mineral content on the char gasification
kinetics and its relationship with the initial coal structure is to remove the mineral content from the
coal (named ash-free coal), and then investigate the gasification characteristics and structures of the
ash-free coal [17–19]. There are two methods of char preparation to investigate the influence of mineral
content on the char gasification: (1) removal of mineral content by pickling of char derived from
pyrolysis, and (2) pyrolysis of coal, of which mineral content has been removed by pickling or other
methods [20–22]. However, coal pyrolysis is the initial stage of coal gasification, and closely related
to coal composition and structure, which will significantly affect the char gasification characteristics.
The mineral content has a great influence on the formation of coal char, such as the cracking of
organic matter in coal, volatilization of low-molecular-weight pyrolysis products, polycondensation of
cracking residues, decomposition and combination of volatile products during emission, and further
decomposition and repolycondensation of the polycondensation products during the pyrolysis process.
The composition and structure of coal are directly related to the coal gasification kinetics [9,10,23].
Thus, the method (2) was chosen to produce ash-free coals (AFCs) in this research.

In this paper, two tri-high coals were selected to remove mineral contents by pickling method.
The CO2 gasification characteristics of raw coals and ash-free coals were investigated by using a
thermo-gravimetric analyzer. Meanwhile, the structure of the raw coals (RCs), ash-free coals (AFCs)
and their chars were characterized by SEM, BET, XRD, Raman and FTIR spectroscopy. The specific
method can be obtained in our previous work [3].

2. Materials and Methods

2.1. Materials

Two tri-high coal samples were collected for the experiments from Guizhou Province in southwest
of China. The AFC samples were produced by acid pickling. The nitric acid solution was added to
the RC at a solution to coal ratio of 20:1 by weight, and the slurry was stirred for 24 h to ensure the
coal wetting. After filtration, the filtered coal was mixed with hydrofluoric acid, and then stirred for
24 h and again filtered. Mixing with deionized water, stirring and filtering were repeated until the
PH = 7 to ensure complete removal of coal ash. All the agents used above were analytical reagents
and the concentration was not diluted. For comparison, the RCs with similar particle size to the AFCs
(75–106 μm) were used as well. The char was prepared at 950 ◦C under a nitrogen atmosphere in a
horizontal tubular furnace. During the char preparation process, approximately 20 g coal was placed
in a corundum crucible, and then heated at 20 ◦C/min to the designed temperature under a nitrogen
atmosphere. Finally, the sample was held at 950 ◦C for 30 min. The proximate and ultimate analyses of
the AFCs and the corresponding RCs are summarized in Table 1.

On a dry basis, RC-I and AFC-I samples had 9.42 wt.% and 13.67 wt.% of volatile, respectively,
while RC-II and AFC-II samples had 13.79 wt.% and 52.34 wt.% of volatile, respectively. The ash
contents of RC-I, AFC-I, RC-II and AFC-II were 21.45 wt.%, 0.19 wt.%, 25.26 wt.% and 0.16 wt.%,
respectively. The increased Fixed carbon of AFC-I was consistent with the result of Rubiera et al. [24],
while that of AFC-II decreased. This probably due to the nitric acid showing poor effect on the mineral
content, hydrofluoric acid dominated the acid pickling process. In addition, nitric acid played a role of
oxidizing agent led to the increase in O content after pickling.
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Table 1. Proximate and ultimate analysis of raw coals and ash-free coals.

Sample
Proximate Analysis (wt.%, db) Ultimate Analysis (wt.%, daf)

Fixed Carbon Volatile Ash C H N O a S

RC-I 69.13 9.42 21.45 89.2 2.25 0.52 5.56 2.47
AFC-I 86.14 13.67 0.19 88 1.76 1.01 8.39 0.84
RC-II 60.95 13.79 25.26 86.95 3.73 1.89 5.12 2.31

AFC-II 47.5 52.34 0.16 71.01 2.65 5.33 20.28 0.73

db, dry basis; and daf, dry and ash-free; a, oxygen content by difference.

2.2. CO2 Gasification

Coal gasification consists of both the coal pyrolysis and char gasification. Meanwhile, char plays
a role in the rate-determining step, because of its much lower speed than that of coal pyrolysis,
throughout the coal gasification process. STA449F3 thermo-gravimetric analyzer (TGA) was used for
the char gasification. To evaluate the gasification efficiency, Equation (1) was proposed to calculate the
carbon conversion.

x =
m0 −mt

m0 −mash
, (1)

where m0 and mt are the initial char mass and the instantaneous char mass at reaction time t, respectively,
and mash is the mass of the ash.

2.3. Sample Characterization

The BET was employed to obtain the specific surface areas and pores volumes. The crystallization
phase and components of the samples were detected by X-ray diffraction (XRD). Thermo Scientific DXR
Raman spectrometer and FTIR spectrometer were applied to determine the band positions, intensities,
widths and areas. The specific method was referred to our previous work [3].

3. Results and Discussion

3.1. Experimental Results

3.1.1. Gasification Characteristics

To investigate the influence of ash on the CO2 gasification kinetics, TGA experiments were carried
out at different temperatures (950 ◦C–1200 ◦C). The results showed that the temperature effects on the
char gasification were straightforward, and the elevation of gasification temperature generally resulted
in increased carbon conversion efficiency. Figure 1 also shows that the acid pickling was conducive to
the CO2 gasification. It was observed that the total conversion time of coal was shortened after ash
removal. For example, the total conversion time of RC-I and AFC-I at 1150 ◦C was nearly 50 min and
30 min, respectively, while that of RC-II and AFC-II at 1150 ◦C was more than 80 min and nearly 5 min,
respectively. It was illustrated that the existence of ash did have negative impacts on the gasification of
coal char.

It is known that the particle size and the pore structure of the RC chars and AFC chars were not
fixed. Therefore, with the purpose to quantitatively evaluate the reactivity of RC chars and AFC chars,
the reactivity index R0.5 (R0.5 = 0.5/t50) [25] was used in this study, t50 is the time at which the carbon
conversion reached 50%. The reactivity index for RC chars and AFC chars were shown in Figure 2.
For all chars, it is obvious that the reactivity index R0.5 increased with the gasification temperature.
It suggests that the increasing gasification temperature is favor to the gasification reactivity. Furthermore,
the reactivity index of RC-I char, AFC-I char, RC-II char, AFC-II char at temperatures of 950 ◦C–1200 ◦C
were 0.0081–0.18182 min−1, 0.01111–0.11905 min−1, 0.00676–0.08264 min−1, 0.06849–0.43478 min−1,
respectively. It can be seen that the R0.5 of ARC-II was obviously higher than that of RC-II while the
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AFC-I showed a contrary trend. In addition, the R0.5 of AFC-I was similar to that of RC-I, and then the
R0.5 of RC-I was higher than that the former at elevated temperature.

Figure 1. The profiles of carbon conversion vs. gasification time, in response to variation of the
temperatures (a1: RC-I, b1: RC-II; a2: AFC-I; b2: AFC-II).

Figure 2. The reactivity index for raw coals (RCs), ash-free coals (AFCs).

The ash content has a great influence on the composition and structure of coal during the pyrolysis
process, which is directly relative to the char gasification kinetics. Thus, the structure of the coal and
char samples prepared at elevated temperatures and their influences on the gasification characteristics
were studied in the next section.
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3.1.2. Pore Structure

Measurements of BET specific surface area and total pore volume for the RCs, AFCs and their
coal chars are presented in Table 2. Figure 3 shows the surface topography of each sample.

Table 2. BET surface areas and total pore volume of the selected samples.

Sample RC-I RC-I Char AFC-I AFC-I Char RC-II RC-II Char AFC-II AFC-II Char

BET surface area (m2/g) 20.37 31.21 9.87 18.97 6.68 5.89 18.34 12.67
Total pore volume (ml/g) 0.043 0.083 0.023 0.042 0.030 0.021 0.050 0.043

 
Figure 3. SEM of RCs, AFCs and their Chars (a–d: coal I, e–i: coal II).

Both the surface area and total pore volume of AFC-I were smaller than those of RC-I, which may
result from the collapse of pore structure without ash embedded in the coal. Figure 3c reveals
that the channels caused by pickling deeply penetrated into the sample surface, which means the
ash is embedded in the coal and plays the role of skeleton of pore structure. In the research of
Ni et al. [26], nitric acid can increase the surface area of coal, but nitric acid shows poor effect on
the RC-I. Hydrofluoric acid removed the ash content and led to the collapse of RC-I pore structure.
Therefore, the surface area and total pore volume of RC-I char were larger than those of AFC-I char,
which is because the pore structure under sample surface may have been reserved when not to remove
the ash. However, the surface area and total pore volume of RC-II and AFC-II were opposite compared
with RC-I and AFC-I. Figure 3g illustrates that RC-II has a more stable structure, and ash removal
contributes to the pore development, which is absolutely different with RC-I. The ash dissolution
produced a large amount of pores during acid pickling [26], which resulted in an increase in surface
area for AFC-II char. The larger surface area promoted the mass transfer of CO2; therefore, the carbon
conversion of AFC-II was significantly higher than that of RC-II. However, the conversion of AFC-I
was lower than that of RC-I because of the surface area was decreased.

3.1.3. XRD Patterns Analysis

The XRD patterns and crystalline structure of RCs, AFCs and their chars are shown in Figure 4
and Table 3, respectively. It was noted that no ash content was detected in the AFCs and their chars,
indicating the ash content was absolutely removed. The presence of a clear (002) band at ~26◦ and
(100) band in the neighborhood of the graphite at ~43◦ suggested the existence of some graphite-like
structures (crystalline carbon) in RCs and AFCs, as shown in Figure 4, which indicated that the
crystallites in the samples had intermediate structures between graphite and the amorphous state.
The presence of the clear asymmetric (002) band around 26◦ suggested the existence of another band
(γ) on its left-hand side, which was attached to the periphery of carbon crystallites. It was observed
that the γ peaks of RCs decreased after pickling, meaning that pickling contributes to the crack of
aliphatic side chains.
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Figure 4. XRD patterns of RCs, AFCs and their Chars ((a): I, (b): II).

Table 3. Crystalline structure fitting results of RCs, AFCs and their Chars.

Sample d002 (Å) Lc (Å)

RC-I 3.52 3.066
RC-I Char 3.50 3.229

AFC-I 3.48 3.370
AFC-I Char 3.53 3.107

RC-II 3.49 4.335
RC-II Char 3.53 3.770

AFC-II 3.55 3.516
AFC-II Char 3.49 3.159

Compared with RC-I, the graphite layer spacing of AFC-I was decreased, while the crystal
thickness rose. It indicated the presence of minerals between graphite layers. When acid pickling was
executed to remove the ash, condensation of graphite layers occurred, which is consistent with the BET
and SEM results. Compared with RC-II, the graphite layer spacing of AFC-II rose, while the vertical
dimension (Lc) width decreased. AFC-II and its char have more disordered microcrystalline structures
than RC-II and its chars. This may be because the fracture effect of the graphite layer produced much
smaller layers during removing the ash in the layers by combining analysis with the BET and SEM
results. Meanwhile, decomposition products of aromatic lamellar lubricated the fractured graphite
layers, which resulted in the graphite layer spacing of AFC-II rising. Meanwhile, the microcrystalline
structures of RC-II, AFC-II and their char were more ordered than those of RC-I, AFC-I and their chars.

3.1.4. Raman Spectra Analysis

The typical first-order region Raman spectra profile between 800 and 2000 cm−1 of the selected
sample are shown in Figure 5. Figure 5 exhibits two characteristic peaks at ~1330 cm−1 (D band) and
~1590 cm−1 (G band) in Raman spectra [27]. The Raman spectra were subjected to peak fitting using
a curve fitting software, Peakfit4.2, to resolve the spectra into three Lorentzian bands (designated
as the G, D1 and D4 bands, respectively) and one Gaussian band (for the D3 band), as shown in
Figure 5. The D1 band at ~1350 cm−1 is the broadening of the G peak resulting from the introduced
disorder carbon, the D3 band at ~1500 cm−1 refers to the amorphous sp2-bonded forms of carbon,
D4 at ~1250 cm−1 is considered to be caused by the amorphous mixed sp2-sp3 bonded forms of carbon,
and G band refers to graphitic band [28–30].
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Figure 5. Typical first-order region Raman spectra and the bands of the selected samples (a1: RC-I;
b1: AFC-I; a2: AFC-I; b2: AFC-II).

The band area ratios of the D1, D3 and D4 to the G (denoted as ID1/IG, ID3/IG and ID4/IG) and the G
band relative to the integrated area under the spectra (denoted as IG/IAll) of each sample are shown
in Table 4. Compared with the RCs, the ID1/IG of the AFC chars increased, indicating that the acid
pickling removed the ash is not conducive to the orderly development of RCs [31]. The ratios of ID3/IG

and ID4/IG of AFC chars were less than those of the RC chars, which was due to the hydrolysis of small
aromatic structures to aromatic C=C and some aliphatic groups to C–O in phenols, alcohols, ethers and
esters bands, decreasing the relative contents of sp2 and sp2-sp3 bonding carbon atoms in AFC chars.
The gasification reactivity of RC-I and RC-II was improved by the acid pickling due to more disordered
carbon forming and being exposed to the surface.

Table 4. ID1/IG, ID3/IG, ID4/IG and IG/IAll of each sample.

Sample ID1/IG ID3/IG ID4/IG IG/IAll

RC-I 1.72 0.91 0.49 24.24
RC-I char 2.12 1.22 0.33 21.43

AFC-I 2.03 0.79 0.26 24.5
AFC-I char 2.54 1.11 0.19 20.62

RC-II 1.43 1.64 0.95 19.75
RC-II char 0.88 3.09 3.23 12.19

AFC-II 1.98 1.2 0.35 22.03
AFC-II char 1.66 1.21 0.44 23.23
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3.1.5. FTIR Spectra Analysis

FTIR was carried out to understand the carbon functional groups of the selected samples, and the
FTIR spectra are shown in Figure 6. The spectra showed six principal bands at 3900–3200 cm−1,
3200–3000 cm−1, 2960–2850 cm−1, 1630–1540 cm−1, 1390 cm−1, 1250–1000 cm−1 and 900–700 cm−1,
respectively. The bands at 3900–3200 cm−1 were assigned to –OH stretching and organic compounds
having oxygen functional groups found in coal including phenols, alcohols and carboxylic acid,
the bands between 3150 and 3000 cm−1 were assigned to C–H bonds in aromatics, the bands at
2960–2850 cm−1 were assigned to aliphatic C–H stretching, the bands at 1630–1540 cm−1 were assigned
to aromatic C=C stretching, the bands at ~1400 cm−1 to aliphatic –CH3 bending, the bands between
1250 and 1000 cm−1 were assigned to C–O in phenols, alcohols, ethers and esters, and the bands
between 900 and 700 cm−1 were assigned to aromatic out-of-plane C–H bending [29,32–34].

Figure 6. FTIR spectra of the selected samples ((a): raw coals, (b): chars).

The fitted FTIR spectra of the samples at the selected regions (4000–2600 cm−1 and 1800–650 cm−1)
are shown in Figure 7, and the band ratios of the samples at each region are shown in Table 5. For the
range of 4000–2600 cm−1, there was a short and narrow absorption above 3600 cm−1 in all of the samples,
suggesting that free hydroxyl groups exist in the samples. It was also observed that there was a broad
and strong absorption peak at ~3450 cm−1 in the samples, which is assigned to hydrogen-bonded
hydroxyl group vibrations (poly –OH1). The absorption at ~3210 cm−1 assigned to wagging vibrations
of hydroxyl group (poly –OH2) was also present. Owing to the loss of a part of hydroxyl groups
(poly –OH1 and –OH2) dissolved in acid solution, the hydroxyl group ratios between two AFCs were
lower than those of the corresponding RCs, and the relative content of aromatic C–H was increased.
However, the band ratios of aliphatic C–H between 2960 and 2850 cm−1 of the two AFCs decreased,
which was due to the reactions between acid solution and ash in coals during the acid pickling process,
which releases a lot of heat, resulting in the cracking of aliphatic C–H to low-molecular-weight groups,
such as C–O in phenols, alcohols, ethers and esters.
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Figure 7. Infrared spectra of selected samples with the corresponding curve fitted bands in the ranges
4000–2600 cm−1 (a1–a4) and 1800–650 cm−1 (b1–b4); Ar, aromatic and Al, aliphatic.

Table 5. The band ratios of the samples at each region (%, dry basis).

Range,
cm−1

Band Position,
cm−1

Sample

RC-I
RC-I
Char

AFC-I
AFC-I
Char

RC-II
RC-II
Char

AFC-II
AFC-II
Char

4000–2600

poly –OH
(~3400–3200) 82.67 87.42 80.67 86.31 96.02 87.04 81.32 88.12

aromatic C–H
(3150–3000) 16.08 11.58 18.57 13.37 - 12.72 17.28 11.13

aliphatic C-H
(2960–2850) 1.25 1.28 0.76 0.32 3.98 0.24 1.44 0.75

1800–600

aromatic carboxyl
C=O (1710) 2.46 1.06 1.13 - - - - 1.7

aromatic C=C
(1630–1440) 16.95 17.25 28.19 34.53 21.62 27.94 23.99 16.05

aliphatic –CH3
(~1400) 10.56 10.38 6.25 13.09 20.56 14.03 12.22 1.27

C-O
(1250–1050) 66.83 68.45 61.29 48.41 51.73 56.38 63.79 78.16

aromatic C–H
(700–900) 3.2 3.86 3.13 3.97 6.09 1.65 5.21 2.92

For the range 1800–600 cm−1, more aromatic C=C is exposed to the surface of particles via
acid pickling, which results in a higher aromatic C=C ratio of AFC-I char than that of RC-I char.
More aliphatic groups are also exposed to the particle surface via acid pickling, but some of aliphatic
groups crack to small molecular structure under heat produced from the reactions between acid
solution and ash, which results in a lower band ratio of aliphatic groups of AFC-I than that of RC-I.
However, a higher band ratio of aliphatic –CH3 of AFC-I char than that of RC-I char was obtained after
devolatilization, and the band ratio of low-molecular-weight group C-O was greatly reduced.

More aromatic and aliphatic groups are also exposed to the particle surface of particles via acid
pickling, which results in a higher aromatic ratio of AFC-II than that of RC-II. Meanwhile, acid pickling
produced more structure defects, leading to much easier cracking of aromatic C=C and aliphatic –CH3

to low-molecular-weight group C–O. Thus, the band ratio of aromatic C=C and aliphatic –CH3 of
AFC-II char was lower than that of RC-II char, and the band ratio of low-molecular-weight group C–O
of AFC-II was higher than that of RC-II.

In brief, the lower rank the coal is, the more volatile matters will be hindered by the ash while
exposed to the coal particle surface.
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4. Conclusions

Two kinds of tri-high coals were studied to determine the influence of ash-existing environments
on CO2 gasification characteristics. The results illustrated that the ash embedded in high rank tri-high
coal. The ash usually hinders volatile matter exposed to the surface of coal particles. Acid pickling
could improve the microcrystalline structure and functional group structure, and increase the disorder
carbon, but the gasification reactivity was also dominated by pore structure at elevated gasification
temperatures. The lower the rank the tri-high coal is, the more obstruction effects the ash has. In other
words, removing the ash of the low rank tri-high coal can help to promote CO2 gasification efficiency.
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Abstract: The ecosystem of earth, the habitation of 7.53 billion people and more than 8.7 million
species, is being imbalanced by anthropogenic activities. The ever-increasing human population
and race of industrialization is an exacerbated threat to the ecosystem. At present, the global
average waste generation per person is articulated as 494 kg/year, an enormous amount of household
waste (HSW) that ultimately hits 3.71 × 1012 kg of waste in one year. The ultimate destination of
HSW is a burning issue because open dumping and burning as the main waste treatment and final
disposal systems create catastrophic environmental limitations. This paper strives to contribute to
this issue of HSW management that matters to everyone’s business, specifically to developing nations.
The HSW management system of the world’s 12th largest city and 24th most polluted city, Karachi,
was studied with the aim of generating possible economic gains by recycling HSWs. In this regard,
the authors surveyed dumping sites for sample collection. The sample was segregated physically
to determine the content type (organic, metals, and many others). Afterward, chemical analysis on
AAS (Atomic Absorption Spectrophotometry) of debris and soil from a landfill site was performed.
HSW is classified and quantified into major classes of household materials. The concentrations of
e-waste [Cu], industrial development indicator [Fe], and the main component of lead-acid storage
batteries [Pb] are quantified as 199.5, 428.5, and 108.5 ppm, respectively. The annual generation of
the aforementioned metals as waste recovery is articulated as 1.2 × 106, 2.6 × 106 and 6.5 × 105 kg,
respectively. Significantly, this study concluded that a results-based metal recovery worth 6.1 million
USD is discarded every year in HSW management practices.

Keywords: household solid waste; metal recovery value; socio-economic benefits; waste composition
of Karachi-Pakistan; waste management; waste recycling

1. Introduction

Solid waste management is one of the most critical issues being faced by urban areas of the world [1].
The intensity of this issue is meager in developed countries because authenticated data of MSW
(Municipal Solid Waste) is available and being collected and evaluated on a daily basis [2]. Contrarily,
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the developing countries, characterized by uncontrolled population growth with gravitation to
industrialization accompanied by no substantial heed to environmental suitability, lacks the appropriate
and authenticated data of MSW, making its management more critical and worse. This missing data is
incredibly crucial to effectively and efficiently allot a sustainable destination to MSW. This data also
defines the economic status of a nation [3].

Unfortunately, just like other developing countries, Pakistan is not an exception where adequate
data is a nonentity. This gap of knowledge has been charging Pakistan by not only exacerbating
the standard of urban life but also by refraining industries from its incineration for power acquisition
purposes. The imperativeness of MSW converged the attention of researchers and substantial
improvement has been observed in the last decade. Various urban regions of Pakistan such as
Lahore [4–6], Gujranwala [7], Hyderabad [8], Faisalabad [9], and Karachi [1,10,11] has been evaluated
on various bases and remarkable data has been acquired. This study contributes to filling the knowledge
gap by providing experimentally calculated authenticated data of Karachi by focusing on improved
collection systems, supported and organized recycling to develop state-of-the-art WMS. The main focus
of previous studies of Karachi was on the concentration of combustible matter in MSW, its potential to
generate energy and environmental impacts [11–13]. This paper reports detailed information about
e-waste present in MSW of Karachi for the first time and also provides a significant evaluation of its
annual economical worth.

1.1. Conceptual Basis

1.1.1. Global Household Solid Waste Generation

The destination of MSW is one of the most trending topics of discussion in this century.
Its significance can be accessed from the ever-increasing attention of researchers towards it, as depicted
in Figure 1. This paper is also a constituent of the same congregation.
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Figure 1. Ever-increasing attention of researchers towards environmental sustainability and destination
of waste demonstrated by the number related publications per year (Web of Science).
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The consequences of the rapid growth of the human population have remained a point of concern
for environmentalists and economists. According to the UN, the human population across the globe is
about 7.71 billion (Figure 2) and is increasing with an average growth rate of 1.1% per year. Since 1950,
the population has almost tripled (Figure 2) and is on the rise, mainly due to better health facilities
and low mortality rates. As people living on Earth are increasing in number, so is the household
solid waste generated by them. The average generation of household solid waste is directly related
to the population [14]. Every person does not generate the same amount of household solid waste,
rather it depends upon lots of factors including the economic status and lifestyle of the individual.
Per capita household solid waste generation values have been determined by researchers for selected
regions; however, country-wise collection of data for per capita household solid waste generation
is an enormous task and is beyond the scope of individual researchers or research consortiums.
For country-wise data of household solid waste generation, available sources are mostly government
organizations or international independent bodies. Existing data of household solid waste generation
of different regions [15,16] have been analyzed to calculate the global average household solid waste
generation per person per year. At present, the global average waste generation is 494 kg per person
per year. As the population of the globe is 7 billion, thus 3.5 × 1011 kg of waste is estimated to be
generated annually only from households.

Figure 2. World population, both sexes combined (Million) [17].

1.1.2. Relationship between Socio-Economic Conditions and HSW Generation

The generation of household solid waste per capita has a multi-variant dependency.
Among the most influential variables, affecting the quantity and composition of household solid waste,
are the socio-economic conditions of the inhabitants of the area under consideration. Data mentioned in
Figure 3 shows the relationship between GDP (Gross Domestic Product) per capita and household solid
waste generation of countries of interest. It shows that Brunei Darussalam, France, and Germany have
high GDP values, and their per capita household solid waste generation is also high. Economically
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more stable and high-income societies have high availability of resources to utilize for maintaining
better living standards [18]. As a result, the amount of household waste generated is also higher in
quantity and comprises more synthetic and metallic articles compared to low-income areas where
the composition of household solid waste comprises more kitchen and organic waste. In addition
to socio-economic conditions, education, and awareness about environmental concerns also have a
significant effect on household solid waste generation [19,20].

Figure 3. Relationship between GDP per capita and HSW (Household Solid Waste) generation [16,21].

1.1.3. HSW Generation by Developed and Developing Countries

Technologically advanced countries have better resources and therefore accentuate on recycling
of waste into other reusable items. The percentage of recycled materials out of total HSW generated in
the USA is 45%, and 44% in the UK, whereas the percentage of recycling HSW in developing countries
is very low due to the unavailability of resources and limited realization of environmentally-friendly
waste management. The population in developing regions of the world is increasing faster as compared
to the population of developed regions, as depicted in Figure 2. Population growth leads to increment
in utilities’ demand in order to meet basic needs. Ultimately, developing countries will increase
the rate of industrialization, paying no heed to HSW management, mainly due to low budget. Hence,
the total amount of household solid waste generation is expected to rise with population growth
and economic development. Statistics show that in 2016, 2.01 billion tons of MSW were generated
globally and projections evaluated this quantity to be 3.40 billion tons by 2050. Developing countries
are forecasted to triple their waste by 2020 [22].
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Thus, a time will come when developing regions will join developed regions in GDP, and their
per capita household solid waste generation is also expected to increase. According to the above facts,
household solid waste generation is expected to increase in the future. Due to the unavailability of
complete data, determination of percentage of HSW recycling with accuracy is not possible, however
close estimates based on published data lead to recycling percentages of Malaysia = 5%, Pakistan = 5%
and Thailand = 11%. The point of concern is comparatively increased in the population of developing
regions as compared to the developed regions.

1.1.4. A New Class of Waste, the E-waste

Electronic waste is a relatively new environmental problem. Its disposal procedures and recycling
techniques are inviting researchers and investors towards new scientific and business opportunities.
The unprecedented ingress of electronic and IoT components in daily life are giving rise to an emerging
problem, which demands early solution. E-waste contains 60% valuable materials like iron, copper,
aluminum, gold and other metals, whereas it comprises 2.70% pollutants and hazardous materials [23],
especially Pb, Sb, Hg, Cd, Ni, polybrominated diphenyl ethers (PBDEs), and polychlorinated biphenyls
(PCBs). A study carried out in 2008 concluded that the quantity of rare and noble metals in e-waste is
more than in typical metal mines [24]. The rapid development in software pushes manufacturers to
develop new technologies and tempt consumers to upgrade hardware at a continuously increasing rate.
In 1994, the average life of a personal computer was 4–5 years and it was estimated that approximately
20 million PCs (about 7 million tons) became obsolete in that year. By 2004, average PC life decreased
to 2 years and in that year approximately 100 million PCs (about 35 million tons) became obsolete.
As an estimate, 100 million PCs contain approximately 574,400 tons of plastics, 143,600 tons of lead,
273 tons of cadmium and 57 tons of mercury [25]. Since 2005, the use of handheld electronic devices
like mobile phones and tablets have gained popularity, and the average life before getting obsolete
for mobile phones has become less than two years. Nevertheless, the quantity of WEEE (Waste from
Electrical and Electronic Equipment) generated constitutes one of the fastest-growing waste fractions,
accounting for 8% of all municipal waste [26]. Exposure of the general public to these e-wastes
is a routine matter, but the severity of this exposure, either direct or indirect, is high. Untreated
e-waste dumped at landfill sites has all the means to come into indirect contact through soil, water,
air, animal and plant sources. People can come into contact with e-waste materials, and associated
pollutants, through contact with contaminated soil, dust, air, water, and through food sources,
including meat [27–39]. Multi Criteria Analysis (MCA) of e-waste management and Applications of
Life Cycle Assessment (ALCA) have recommended recycling as the best course of action for e-waste
disposal [40–42]. The task of e-waste disposal and recycling is enormous and requires the intervention
of governments in the form of legislation, direct investment and subsidiaries to small recycling
enterprises. Apart from the government’s responsibility for protecting the environment from pollution
by e-waste recycling, manufacturers should also be made accountable for reducing environmental
hazards from their products. The principle of Extended Producer Responsibility (EPR), which obliges
producers to cover the cost of collection, recycling, and disposal, should be effectively and sufficiently
implemented [42–48].

1.1.5. General Concept about HSW Recycling

The Earth has a limited supply of resources available for humans to explore and utilize. Our future
generations depend on these resources. For future survival of the human race, a reduction in
the consumption of new resources and recycling of available resources is imminent. On the other hand,
poor solid waste management will keep on adding to the pollutants, and leave Earth as an inhabitable
planet. In both cases, recycling is unavoidable for the survival of the human race, until some other
habitable planet is discovered at a reachable distance in the universe. Notwithstanding the above
arguments, today’s profit-oriented system is more focused on the gains of today than the fortunes of
tomorrow. In order to determine whether the recycling of household solid waste was economically
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worth performing, Karachi city was selected as subject location. The fieldwork research was carried
out and the results depicted that it would be significantly expensive.

2. Materials and Methods

2.1. Demography of Karachi

To evaluate the possible economic benefits obtainable from recycling, the HSW management
system of the world’s 12th largest city Karachi was selected for the study. Karachi is a 3527 km2

metropolitan area and its population is estimated at over 14.91 million as of 2017. The average
population density is about 6300 people/km2. It is situated 129 km due west of the present Indus
River delta. The boundary of the city lies between the geographical co-ordinates 24◦45′ N to 25◦38′ N
and 66◦40′ E to 67◦34′ E. For the city, six officially designated landfill sites are available, whereas a
number of unofficially used sites for landfill are in use.

2.2. Survey and Site Selection

Among the six officially designated landfill facilities, the largest in terms of area and load dumped
per day is the Deh Jam Chakro landfill facility. Household solid waste from 14 out of 18 towns of
Karachi is dumped at this site. The site is located at 25◦01′ N and 67◦01′ E, surrounded by the thickly
populated areas of New Karachi, Orangi Town and Surjani town. For this study, the authors performed
the survey in the first week of every month from April 2017 to March 2018. Household solid waste
was collected from 54 different sites of Karachi. These sites were carefully selected to give equal
representation of all types of socio-income groups.

Sample Collection for Chemical Analysis

Samples were collected from a zone of 0.3048 m (12 inches) from the surface of the soil ash
mixture residue, leftover after the burning of household solid waste. To ensure that the sample was
a true representative sample, a systematic distribution approach was adopted for sample collection.
For this purpose, 3 replicates of samples were collected from each corner of the 20.9032 sq meter grid
of square geometry. In this way the total area of 209 sq meter area of the Jam Chakro landfill facility
was covered during sample collection. This resulted in 30 samples collected from 10 sites at the landfill
facility. Three replicates of samples were collected from each of the 10 sites. Collected samples were
sealed in airtight containers and transported to the laboratory for analysis. All the equipment used in
the process of sample collection was non-metallic in nature and mostly made up of plastic.

2.3. Quantification and Characterization Technique

As per the recommendations from the industrial peers of the case study area, industrial level
extraction of the metals needs to focus on the physical segregation of metals. Hence the first step of
experiment was the physical segregation of HSW; afterwards, chemical analysis was also performed.
For segregation purposes, the collected household solid waste was mixed to obtain a representative
sample of the whole city. Constituents of the sample were then separated as per the defined categories
and weighed, as discussed in the results. Segregation of HSW was followed by grinding of segregated
content, digestion in acidic medium, dilution and, finally, analysis with AAS.

In order to determine the metal content of HSW at the Jam Chakro landfill facility, open air
burning of HSW was carried out. During this process, most of the combustible substances were burnt
and non-combustible materials including metal were left behind in the ash–soil mixture. Heavy metals
were selected to analyze in the ash–soil mixture collected from the Jam Chakro landfill facility.
The purpose was to estimate the amount of metals that can be extracted from the site and recycled.
Due to limited resources, the study was restricted to detailed estimations of Cu, Fe and Pb only
and generation of these metals as waste in kg/yr was determined. The following sections provide deep
insight into the experimentation section.
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2.3.1. Sample Pretreatment

All the collected samples were mixed in laboratory with a plastic trowel. A testing sample,
weighing 0.02 kg, was withdrawn. To pass a selected sample through the mesh of a 0.841 mm
grid opening, it was finely grounded. A total of 5.0 g of the sieved sample was transferred into an
Erlenmeyer flask.

2.3.2. Blank Preparation

In order to analyze the sample on Atomic Absorption Spectrometry (ASS), separate blanks were
made ready form soil, dust, plant and water analysis. The preparation methodology for the blanks
was quite similar to that of sample pretreatment, but the respective samples were not added.

2.3.3. Chemical Analysis of Samples

All chemicals used during the analysis were AnalR grade. An aqua regia solution was prepared
for digestion of sample by mixing equal volumes of 0.05 N HCl and 0.025 N H2SO4. A total of
20 mL of Aqua regia was added to the Erlenmeyer flask, the mixture was stirred for 20 min using a
magnetic stirrer and filtered through a Whatman® No 42-filter paper into a 50 mL volumetric flask
and made up to the mark with aqua regia solution. The analytical reagent blanks containing only acids
(Aqua Regia) were prepared for baseline calibration and for AAS cleaning between the sample runs.
The concentration of heavy Cu was determined by Flame Atomic Absorption Spectrometer (Perkins
Elmer model 2380) [23].

Atomic absorption spectroscopy was used to analyze the samples of debris and soil from the landfill
site. The set of parameters used during analysis are tabulated in Table 1.

Table 1. AAS (Atomic Absorption Spectroscopy) parameters used for analysis.

Element Cu Fe Pb

Wavelength (nm) 324.8 248.3 283.3
Slit (nm) 0.7 0.2 0.7

Mode AA AA AA
Flame Air-Ac Air-Ac Air-Ac

Burner Head 10 cm 10 cm 10 cm
Lamp HCL (Hollow Cathode Lamp) HCL HCL

Spiked conc. (mg/L) 2.5 2.5 2.5
Read Time (seconds) 3 3 3

Replicates 3 3 3
Air Flow (L/min) 17 17 17

Acetylene flow (L/min) 1.5 1.5 1.5

3. Results

Contents of the sample of HSW generated in Karachi have been separated and classified (Section 2.3
refers) into major classes of substances present in it. Figure 4 depicts the percentage-wise distribution
of different substances present in this sample. It is observed that the percentage of organic material is
highest followed by metal content. Out of 11% metal content, further separation of different metals is
performed and 51% of the total metal waste is determined to be iron, which has considerable recycling
worth. Table 2 shows the weight of per day generated waste of selected materials in the household
solid waste of Karachi.
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Figure 4. Classification of HSW generated in Karachi.

Table 2. Classification of HSW generated in Karachi.

Class of Material Composition in HSW kg/Day Metals Composition in HSW kg/Day

Garden waste 18,480
Paper and board 15,840

Kitchen waste 14,960
Metal 9680

Sub Classification of Metals Composition in HSW kg/day
Cu 906
Fe 4958
Pb 447

Others 3369
Glass 6160

Dense plastic 6160
Textiles, Cotton, Nappies 4400

Wood 4420
Misc. non-combustibles 4390
Soil and other organics 2640

Other combustibles 880

The estimated weight of household solid waste generated in Karachi city is 88,000 kg per day
and the amount of copper in this household solid waste is 906 kg/day, the amount of Iron is 4958 kg/day,
the amount of lead is 447 kg/day, and other metallic contents are 3369 kg/day.

The major constituents of E-waste i.e., [Cu] were determined to be 199.5 ppm, industrial
development indicator i.e., [Fe] were determined to be 428.5 ppm, and the main components of
lead-acid storage batteries i.e., [Pb] were determined to be 108.5 ppm, as detailed in Table 3.

Table 3. Concentration of metals in the soil of the Jam-Chakro landfill facility.

Metal
Number of

Samples Run (n)
Sample Average

Concentration ppm

Standard
Deviation

within Batch

Standard Error
of the Mean

Confidence
Interval

95%
Confidence

Interval Min

95%
Confidence

Interval Max

Cu 10 199.5 3.140534 0.993124 2.246446433 196.4257 202.5743

Fe 10 428.5 2.64928 0.837776 1.895049162 425.2 431.8

Pb 10 108.5 2.736506 0.865359 1.957442291 105.946 111.054

The amount of metal present in total household solid waste is 11%. The amount of recyclable
metals estimated in Table 2 is a considerable amount, such as about 5000 kg/day of iron, about 900 kg/day
of lead, 450 kg/day of copper and 3400 kg/day of other metals. These amounts have been converted
into their worth per annum and results are very much promising to encourage the industry to take up
the recycling of metals from household solid waste as a profitable business (Table 4).
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Table 4. Annual worth estimation of Cu, Fe and Pb.

Metal
Per Day Metal

Weight kg
Annual Metal

Weight kg
Worth of Metal

USD per kg
Annual Worth of

Metal USD

Cu 906 330,849 6.38 2,109,802.20

Fe 4957 1,809,540 1.21 2,189,700.70

Pb 447 163,257 1.95 318,152.25

Total annual worth of 65.2% HSW metals generated in Karachi 4,617,655.15

The soil of Deh Jam Chakro landfill facility was analyzed, to determine concatenation of heavy
metals (Cu, Fe, Pb) and the concentrations were found to be higher than unpolluted soil values,
as detailed in Table 4. These metals will not be confined to the limits of soil, but will transfer to
underground aquifers through leaching and will find a way to the food chain.

4. Discussion

A major problem being faced by the major cities of the world is municipal solid waste management.
There exists a direct relationship between human population size and household solid waste generation.
In the case of Karachi, limited resources and inadequate budget allocation make HSW management
a strenuous issue. Moreover, ignorance about environmental problems and a lack of civic sense
among the masses make HSW management a challenging task. Here, the household waste is collected
by the garbage collectors, working on a public–private sharing basis. Due to limited resources,
the Karachi Metropolitan Corporation is incapable of collecting household waste from all the houses.
In this situation, vacant plots, underneath bridges and similar areas are illegally used as garbage
dumping points from where garbage is collected and transported to landfill sites. Due to resource
limitations, only 70% of household solid waste is transported to landfill sites, where it is combusted in
the open air. Point source segregation of the household solid waste is a very convenient and inexpensive
segregation technique, which is further helpful in recycling and the proper management of waste.
In the city of the case study, materials worth direct sale value or recycle value are collected by scavengers,
however a proper system of segregation of household solid waste does not exist.

The classification of household solid waste according to its composition, revealed that a major
component of the waste is organic in nature with a considerable amount of kitchen and garden
waste. These materials, if segregated at source, will be saved from hazardous chemical contamination
thereby caused after mixing with other substances of chemically or physiologically harmful properties.
Thus, they may be re-used at cattle farms (as cattle feed) without any major process involved.
Paper and board can be recycled to regenerate paper products and packaging material. Plastics can be
recycled to make new plastic products at very low cost.

The scope of the study was restricted to a detailed estimation of only Cu, Fe and Pb in household
solid waste. Subsequently, the generation of Cu, Fe and Pb as waste in kg/yr is determined to be
3.3 × 105, 1.8 × 106 and 1.6 × 105 respectively. Detailed results of the analysis are tabulated in Table 2.
In August 2020, the market price of copper in the international market is 6.38 USD/kg (United States
dollar per kilogram), iron is 1.21 USD/kg and lead is 1.95 USD/kg. Thus, it is estimated that the annual
worth of three metals in the household solid waste of Karachi is USD 4.6 M. It is pertinent to mention
that these three metals comprise only 65.2% of total metal present in household solid waste generated
in Karachi; therefore, segregation and recycling of the remaining 34.8% of metals present in the HSW
will increase the worth of recyclable material present in the household solid waste.

During the study of the transportation cycle of HSW in Karachi, observations show that the task
of HSW segregation is being performed to some extent by scavengers. These scavengers collect HSW
of resale value and can be classified as informal agents of recycling. The results of the study also
conclude that the formal and planned establishment of industries for recycling of reusable material
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present in household solid waste will be profitable in economic terms and will make development
sustainable in environmental terms.

Apart from the capital worth of recyclable materials in household solid waste, another very
important aspect is sustainable development. As the resources are limited, the development must
be futuristically sustainable. This is only possible if the available energy and material resources
are recycled and reused, in various applications such as CMOS (Complementary Metal Oxide
Semiconductor) technologies [23–25]. These recycled materials will be a crucial base for electronic
and thermo-photovoltaic applications [26,27]. If recycling is not given due importance, the available
resources will deplete, thus pushing environmental pollution to increase over the years. The rise in
population accompanied by increasing waste generation is a threat to the sustainability of life on Earth.

5. Conclusions

Metal resources for extraction, throughout the globe, are limited, but in the form of waste, they
are persistent in nature for considerably long periods of time and their recycling is economically
worth processing. In this regard, the recycling of household solid waste, in the mentioned case study
area, is proven to be profitable when used along with point source segregation system. In this study,
the amount of metals determined to be present in waste when translated in terms of worth of recovered
metal will be more than USD 4.7 Million per annum. Based on the HSW segregation and classification
results, it is estimated that the total annual worth of all the metals discarded in HSW will be around
USD 27 Million per year. In developing countries, budget constraints faced by governments restrain
investment in environmental protection and recycling projects. This study indicates the presence
of a significant opportunity for profitable investment while protecting the environment from global
pollution of HSW.

Household solid waste is not given much importance when sources of pollution are considered,
but, as proven here, despite being less in volume, HSW is a constant source of pollution and, on an
annual scale, the amount of waste produced is massive. A misconception among the masses is that
HSW does not cause much harm to the environment due to the domestic nature of its origin. The factual
figure is otherwise, as HSW contains several toxic components and elements like lead, which are
non-degradable and have the ability to leach into underground water streams, making their way to
the human food chain, through animal or plant sources.

Electronic-waste generation is on the rise, and the positive side is that most components in e-waste
are recyclable. E-waste is hazardous for animal and plant life; it is sourced from depleting natural
resources and can have a disastrous impact if not recycled. There is evidence that e-waste-associated
contaminants may be present in some agricultural or manufactured products for export.

In general, the household waste generated is expected to increase with population, and so will
the need for efficient recycling, as astronomers and astrophysicists have not yet been able to find any
habitable planet in outer space.
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Abstract: Conversion of algal biomass into energy products via gasification has attracted increasing
research interests. A basic understanding of the gasification kinetics of algal biomass is of fundamental
importance. Distributed activation energy model (DAEM), which provides the information of energy
barrier distribution during the gasification process, is a promising tool to study the kinetic process of
algae gasification. In this study, DAEM model was used to investigate Chlorella vulgaris and Spirulina
gasification. The activation energy of Chlorella vulgaris gasification was in the range from 370 to
650 kJ mol−1. The range of activation energy for Spirulina gasification was a bit wider, spanning
from 330 to 670 kJ mol−1. The distribution of activation energy for both Chlorella vulgaris and
Spirulina showed that 500 kJ mol−1 had the most components, and these components were gasified
at around 300 ◦C. The DAEM algorithm was validated by the conversion and conversion rate from
experimental measurement, demonstrating that DAEM is accurate to describe the kinetics of algal
biomass gasification.

Keywords: algal biomass; gasification; kinetics; activation energy distribution

1. Introduction

The dependency of fossil fuels in recent centuries has significantly contributed to the carbon
emission and the consequent global warming. Climate change, together with the declining reservation
of fossil fuels, is urging the environment and energy research community to seek alternative energy
sources that are renewable and have lower environmental impact. Among possible options, biomass,
which could be thermally converted into various bio-fuels, for instance oil and syngas via pyrolysis
and gasification, have attracted great research attention, not only because of the renewability but also
due to the carbon neutrality throughout its life cycle.

Biomass could be generally divided into three generations. The first generation of biomass includes
those from terrestrial plants such as rice, potato, corn, bean, wheat, maize, oil palm, sugarcane and food
wastes [1]. However, extensive conversion of first-generation biomass to bio-fuel might endanger our
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food stock security [2]. Energy production at the expense of food supply should never be encouraged.
The majority of second-generation bio-resources are non-food waste and lingo-cellulosic materials such
as grass, husk, wood, municipal solid waste and sewage sludge [3]. These feedstocks do not sacrifice the
food supplies. In addition, the bio-fuel yield from this type of biomass is generally higher than that from
the first generation of biomass [1]. In spite of these advantages, they still have some barriers to reaching
commercial-scale conversion, such as the transportation, collection networks and the cost-effective
pre-treatment. The third generation is algal biomass, which could avoid the deficiencies mentioned
above for the first- and second-generation biomass. Cultivating the third-generation biomass does
not require cultivatable land. They do not compete with traditional food crops either [4]. Compared
to normal plants, microalgae show exceptionally rapid growth rates and exceptional photosynthetic
efficiency [5]. Microalgae can be grown in ponds or photo-bioreactors with nutrients [6] or wastewater
supply [7–9], which is another advantage over the first- and second-generation biomass that heavily
rely on agricultural resources such as fertile soil and fertilizer.

In view of the advantages of algal biomass over other types of biomass, converting algal biomass
into value-added energy products has attracted increasing research attention. A great number of
studies has successfully converted algal biomass to syngas, hydrocarbon oils and biochar via some
common thermochemical techniques such as liquefaction [10], torrefaction [11], pyrolysis [12] and
gasification [13]. Among them, producing hydrogen-rich syngas by gasification is of great interest
in the energy and environmental community. Díaz-Rey et al. gasified Scenedesmus almeriensis algae
with a Ni-based catalyst below 700 ◦C and produced hydrogen-rich syngas, which has a calorific value
of about 25 MJ Nm−3 [14]. Onwudili et al. conducted hydrothermal gasification of Chlorella vulgaris,
Spirulina platensis and Saccharina latissima at 500 ◦C and 36 MPa, and the hydrogen yield was more than
10 mol kg−1-algae [15]. Duman et al. employed steam gasification of algae and obtained almost 45 mol
hydrogen from per gram Fucus serratus [16].

Gasification of algal biomass is an endothermic process that requires considerable thermal energy
input. Biomass generally consists of large molecules including cellulose, hemicellulose and lignin.
The bonds in those large molecules need to be ruptured before converting to oil or gases, and there is
always some energy barrier to activate the bond breakage. The energy barrier called activation energy
is a good indicator of energy requirement for a process to occur. Because of the complex nature of
real biomass, the value of activation energy generally spreads in a large range instead of being a fixed
number [17]. Therefore, studying the activation energy distribution is essential in many aspects for
algal biomass gasification, such as evaluating the conversion efficiency and assessing the effectiveness
of the catalyst [18]. This study will apply distributed activation energy model (DAEM) to inspect the
distribution of activation energy for Chlorella vulgaris and Spirulina gasification.

2. Method

2.1. Experimental Test

Chlorella vulgaris and Spirulina powders, purchased from Xi’an Snooker Biotech Co., Ltd., China,
were selected as algal biomass samples in this study. The characteristics of the Chlorella vulgaris and
Spirulina including bio-chemical composition, proximate analysis and ultimate analysis could be found
in our previous study [19]. The gasification rate was measured in the TA-SDT-Q600 thermo-gravimetric
analysis (TGA) instrument. In each test, around 2–3 mg sample in a fine powder state was loaded in
the TGA crucible. The temperature was raised from 30 ◦C to 600 ◦C with different heating rates of 10,
20 and 30 ◦C min−1. The conversion of biomass gasification was defined as

α =
m−m0

m∞ −m0
(1)

where m is the mass of sample during gasification, m0 is the original mass before the gasification and
m∞ is the final mass after gasification. The gasifying agent was composed oxygen and argon with a
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volumetric ratio of 20%:80%, and the flow rate of gas gasifying agent was maintained at 500 mL min−1.
More experimental details about the kinetic test were described in our previous publication [20].

2.2. Model Development

The early development of distributed activation energy model was to study the activation
energy for coal pyrolysis [21,22]. However, the method to obtain the activation energy distribution
is universally applicable to thermal treatment of other complex organics. The basic assumption
for algae gasification is that the algae is composed of a series of constituents that have different
activation energies.

If the total volatile of algae is denoted as V*, the constituent of which activation energy equals Ei
is Vi

*.
Vi
∗ = V∗ f (Ei)ΔE (2)

where f (Ei) is the activation energy distribution. According to Arrhenius law and the hypothesis of
first order law, the decomposition rate of this constituent is

d(Vi/Vi
∗)

dt
= ki

(
Vi
∗ −Vi
Vi∗

)
= Ai exp

(
− Ei

RT

)(Vi
∗ −Vi
Vi∗

)
(3)

where Vi is the decomposed volatile in Vi
*, T is temperature and R is gas constant. Upon integration of

Equation (3), we get

Vi = Vi
∗
⎧⎪⎪⎪⎨⎪⎪⎪⎩1− exp

⎡⎢⎢⎢⎢⎢⎢⎢⎣−
t∫
0

Ai exp
(
− Ei

RT

)
dt

⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎪⎬⎪⎪⎪⎭ (4)

Summation of all the constituents together leads to

V = V∗ −
n∑

i=1

exp

⎡⎢⎢⎢⎢⎢⎢⎢⎣−
t∫
0

Ai exp
(
− Ei

RT

)
dt

⎤⎥⎥⎥⎥⎥⎥⎥⎦V∗ f (Ei)ΔE (5)

Since the total conversion α = V/V*, Equation (4) is rearranged to

1-α =
n∑

i=1

exp

⎡⎢⎢⎢⎢⎢⎢⎢⎣−
t∫
0

Ai exp
(
− Ei

RT

)
dt

⎤⎥⎥⎥⎥⎥⎥⎥⎦ f (Ei)ΔE (6)

If the temperature is raised at a constant rate β, Equation (6) is then rewritten as

1-α =
n∑

i=1

exp

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣−Ai
β

T∫
T0

exp
(
− Ei

RT

)
dT

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ f (Ei)ΔE (7)

For simplicity, a function φ(E,T), which means the unconverted fraction of group with activation
energy E at temperature T, is defined as

φ(E, T) = exp

⎡⎢⎢⎢⎢⎢⎢⎢⎣−
T∫
0

A
β

exp
(
− E

RT

)
dT

⎤⎥⎥⎥⎥⎥⎥⎥⎦ (8)
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By converting the continuous temperature data to discretization form, Equation (7) is then
transformed to matrix form⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1-α1

1-α2

.
1-α j

.
1-αm

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

φ(E1, T1) φ(E2, T1) . . . φ(En, T1)

φ(E1, T2) φ(E2, T2) .
. . .
. . .
. . .

φ(E1, Tm) . . . . φ(En, Tm)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

f (E1)ΔE
f (E2)ΔE

.

.

.
f (En)ΔE

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(9)

If the activation energy and temperature are divided into the same number of divisions (m =
n), the reverse matrix of [φ(E,T)] could be mathematically obtained as [φ(E,T)]−1. Theoretically, by
multiplying [φ(E,T)]−1 on both sides of Equation (9), the distribution of activation energy could be
expressed as Equation (10)

[φ(E, T)]−1[1-α] = [ f (E)ΔE] (10)

However, a number of studies pointed out that φ(E,T) is almost a step function to E, which
means progressing from 0 to 1 sharply, so [φ(E,T)] is nearly a singular matrix. As a consequence,
[φ(E,T)]−1 could not be calculated, thus obtaining distribution of activation energy by Equation (10)
is mathematically impossible. However, if the distribution of activation energy is already known,
calculating the algae conversion by the matrix method is very convenient.

The actual activation energy distribution is continuous rather than discrete, and the integration
form of Equation (7) is

1-α =

∞∫
0

φ(E, T) f (E)dE (11)

Differentiating Equation (11) with respect to E, together with the boundary conditions f (0) = f (∞)
= 0, φ(0,T) = 0 and φ(∞,T) = 1, we get

dα
dE

= − d
dE

∞∫
0

φ(E, T) f (E)dE = −
0∫
0

φ(E, T)d[ f (E)] −
0∫
1

f (E)d[φ(E, T)] = f (E) (12)

Thus, the distribution of activation energy could be obtained from Equation (12).
After obtaining the distribution of activation energy, it is used to calculate the conversion by

Equation (9), and the conversion rate could be obtained subsequently. To validate the model, the
conversion rates computed from DAEM model and measured from the experiment are compared. The
root-mean-square error is defined as

RMSE =

√√√√ n∑
i=1

((
dα
dt

)
DAEM

−
(

dα
dt

)
EXP

)2

n
(13)

3. Results and Analysis

3.1. Thermo-Gravimetric Analysis

The profiles of thermogravimetry (TG) and differential thermogravimetry (DTG) data during the
gasification are shown in Figure 1. The TG of Chlorella vulgaris was almost stable when the temperature
was above 500 ◦C, down to the minimum of ~10 wt.%. The TG of Spirulina after 500 ◦C also hardly
presented any mass variation and stabilized around 14 wt.%. The final values of TG were in good
agreement with the ash and fixed carbon values in proximate analysis [20]. The DTG profiles showed
three major mass loss processes at around 300, 420 and 450 ◦C for Chlorella vulgaris. For Spirulina
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gasification, there were two major peaks at ~300 and 450 ◦C and one minor peak at ~420 ◦C. From the
perspective of distributed activation energy, the phenomenon that volatile components are decomposed
or gasified at different temperatures was due to the different activation energies. The volatiles gasified
at higher temperature generally have higher energy barriers to be activated than those gasified at lower
temperature [23].

 
(a) (b) 

 

(c) (d) 

Figure 1. Thermogravimetry (TG) and differential thermogravimetry (DTG) profiles of Chlorella vulgaris
and Spirulina gasification. (a) TG of Chlorella vulgaris; (b) TG of Spirulina; (c) DTG of Chlorella vulgaris;
(d) DTG of Spirulina.

3.2. The Distribution of Activation Energy

With the thermogravimetry data and the DAEM model developed above, the distributions of
activation energy for Chlorella vulgaris and Spirulina gasification could be obtained. As displayed
in Figure 2, the activation energy of Chlorella vulgaris gasification covered the range from 370 to
650 kJ mol−1. The activation energy range for Spirulina gasification was a bit wider, spanning from 330
to 670 kJ mol−1. Both Chlorella vulgaris and Spirulina had a significant number of constituents with
activation energy around 500 kJ mol−1. Owing to the lower activation energy, this part of algae was
relatively easier to be gasified, and the gasification of this part corresponded to the first major peak in
DTG. The range of activation energy presented in Figure 2 covered the main activation energy values for
decomposition of Chlorella vulgaris (208–546 kJ mol−1) [24] and Chlorella variabilis (133–876 kJ mol−1) [25]
but was slightly higher than the activation energy values reported in thermal treatment of other algae
such as Cladophora glomerata (177 kJ mol−1) [26], Chlorococcum humicola (140–240 kJ mol−1) [27] and
Kappaphycus alvarezii (61–312 kJ mol−1) [28]. Since the feedstocks are not the same, the difference was
likely due to the variations of compound types and contents. In addition, the different algorithms in
DAEM model and iso-conversional model-free method also lead to the difference in activation energy.
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In the iso-conversional method assuming a reaction model is not necessary, but in DAEM the reaction
model is under the order-law frame [18].

 
(a) (b) 

Figure 2. The distributed activation energy of (a) Chlorella vulgaris and (b) Spirulina gasification.

The upper bound of Spirulina gasification was a bit higher than Chlorella vulgaris gasification,
indicating that Spirulina had some constituents that were difficult to decompose. As observed in the TG
and DTG profiles (Figure 1), the gasification of Chlorella vulgaris completed before 500 ◦C, but there was
still ongoing gasification above 500 ◦C for Spirulina. This was highly likely due to the constituents with
activation energy higher than 650 kJ mol−1 in Figure 2b. According to our previous study, Spirulina has
60.23% protein, and Chlorella vulgaris has 51.51% protein [19]. The higher protein content in Spirulina
might be owing to its higher activation energy.

3.3. DAEM Model Validation

To evaluate the validity of the derived distribution of activation energy, the conversion calculated
from DAEM model should be compared with the experimental results. Once we have the distribution
of activation energy, the conversion of the gasification process can be computed from the activation
energy distribution according to Equation (9) and then compared with the conversion measured by
TGA. The comparison between experimental conversion and modeling data is displayed in Figure 3.
The conversions match each other well with marginal deviations only for the case of 10 ◦C min−1,
indicating the reliability of activation energy distribution derived above.

Another pathway to validate the activation energy distribution is to examine the conversion rate.
The conversion rate is actually the first-order derivative of conversion with respect to time. After
performing the differentiation of α to t, the conversion rates are further compared in Figure 4, and
the DAEM conversion rates also closely fit the experimental conversion rates. Figure 4 showed some
insignificant difference. The root-mean-square errors are only 3.04 × 10−4 (10 ◦C min−1), 2.44 × 10−4

(20 ◦C min−1) and 4.17 × 10−4 (30 ◦C min−1) for Chlorella vulgaris. For Spirulina, the values are 3.17 ×
10−4 (10 ◦C min−1), 2.04 × 10−4 (20 ◦C min−1) and 3.09 × 10−4 (30 ◦C min−1). The insignificant difference
between experimental and DAEM model values might arise from the neglect of thermal-lag effect due
to the mismatch of temperature values. The peaks of experimental conversion rates did not appear
at the same temperature, and it seemed that the peaks were delayed at higher heating rates. This
phenomenon is generally because the heat transfer inside the biomass particle is not sufficiently quick.
In DAEM model, the thermal-lag effect was not considered, thus almost all the conversion rate peaks
arrived at the same temperature. As a consequence, the conversion rate from DAEM model cannot
perfectly fit all the conversion rates from the three heating rates.
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(b) (a) 

Figure 3. Comparison of conversion value between experimental measurement and DAEM model.
(a) Chlorella vulgaris; (b) Spirulina. EXP: experimental data; DAEM: model data from DAEM model.

 
(a) (b) 

Figure 4. Comparison of conversion rate between experimental measurement and DAEM model.
(a) Chlorella vulgaris; (b) Spirulina.

4. Conclusions

Distributed activation energy model (DAEM) was applied to study the gasification of Chlorella
vulgaris and Spirulina. Both Chlorella vulgaris and Spirulina showed complex behaviors during
gasification, as the DTG profiles presented multiple major peaks at different temperature ranges. By
using the DAEM model, it was found that both Chlorella vulgaris and Spirulina had a significant number
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of components with activation energy close to 500 kJ mol−1, and this part of components was gasified
around 300 ◦C. Spirulina had more components with high activation energy, which explained the
ongoing gasification above 500 ◦C. The conversion and conversion rate from DAEM model could
accurately reproduce the experimental conversion and conversion rate, demonstrating the validity of
applying DAEM to algal biomass gasification.
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Nomenclature

A Pre-exponential factor
E Activation energy
f (E) Distribution of activation energy
m Mass of algal biomass
m0 Initial mass of algal biomass
m∞ Final mass of algal biomass
R Gas constant
t Time
T Temperature
T0 Initial temperature
V Quantity of gasified biomass
V* Total convertible biomass
Greek letters

α Biomass conversion
β Heating rate
φ The unconverted fraction of biomass
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Abstract: Waste recycling is an essential part of waste management. The concrete industry allows the
use of large quantities of waste as a substitute for a conventional raw material without sacrificing
the technical properties of the product. From a circular economy point of view, this is an excellent
opportunity for waste recycling. Nevertheless, in some cases, the recycling process can be undesirable
because it does not involve a net saving in resource consumption or other environmental impacts
when compared to the conventional production process. In this study, the environmental performance
of conventional absorption porous barriers, composed of 86 wt % of natural aggregates and 14 wt %
cement, was compared with barriers composed of 80 wt % seashell waste and 20 wt % cement
through an attributional cradle-to-grave life cycle assessment. The results show that, for the 11
environmental impact categories considered, the substitution of the natural aggregates with seashell
waste involves higher environmental impacts, between 32% and 267%. These results are justified
by the high contribution to these impacts of the seashell waste pre-treatment and the higher cement
consumption. Therefore, the recycling of seashells in noise barrier manufacturing is not justified from
an environmental standpoint with the current conditions. In this sense, it could be concluded that
life cycle assessments should be carried out simultaneously with the technical development of the
recycling process to ensure a sustainable solution.

Keywords: life cycle assessment; circular economy; environmental sustainability; mollusk shell;
porous concrete; construction

1. Introduction

The construction industry is one of the most important sectors for economic development in the
European Union [1]. The sector demands high amounts of natural resources and energy, consuming
around 40% of the global energy demand [2,3]. In light of this fact, many potential solutions have been
studied, highlighting among them the use of waste instead of natural resources. The concrete industry,
for instance, allows the use of large quantities of waste as a substitute for a conventional raw material,
without sacrificing the technical properties of the product [4,5]. From a circular economy point of
view, the benefit of this proposal is two-fold: The decrease of natural resource consumption [6,7],
and the reduction of air, soil, and groundwater pollution associated with landfilling [8], which can
negatively affect human health, environment, and biota [9,10]. However, the recycling process could
be undesirable from an environmental perspective if there is no real saving in energy, raw materials,
and water consumption, or in pollutant emissions [11].
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Natural aggregates, one of the primary ingredients in concrete, can be obtained from: (1) Naturally
occurring unconsolidated sand and gravel; and (2) quarries, by crushing bedrock to obtain crushed
stone and sand [12]. The first alternative can cause irreparable damage to the river ecosystems, such as
channel degradation and the incision of the entire fluvial system [13]. For this reason, in countries,
such as Spain, the extraction of aggregates from gravel pits is restricted by environmental laws to
protect the biodiversity and biological resources of rivers [14]. Currently, natural aggregates are mainly
obtained from quarries [15]. In 2015, 2660 million tons of aggregates were produced in Europe from
quarries, and 47% were crushed gravel, gravel, and sand [16].

On the one hand, an increasing amount of different types of waste is being recycled as fine and
coarse aggregates in concrete manufacturing as a substitution for natural aggregates. Some examples
are ashes, bottom ashes, and slags [17]; construction and demolition wastes [18]; and farming wastes,
such as corn, wheat, bamboo, coconut shells, and olive stone [19,20]. On the other hand, the aquaculture
industry produces between 6,000,000 and 8,000,000 tons of waste worldwide annually and only 25% is
recycled [21], and the rest is usually dumped in coastal waters or landfills [22]. Part of the seashell
waste generated by the aquaculture industry is recycled as lime substitute, wastewater decontaminant,
soil conditioner, fertilizer constituent, feed additive, and liming agent [23]. However, these recycling
options are not able to consume a significant amount of seashell waste produced annually [24].

Several authors have proposed the recycling of seashell waste as an aggregate in mortars,
substituting natural aggregates totally replacing limestone aggregates from quarry [25] and employing
it alone [26,27] or with other waste, such as fly ash [28], for silica sand substitution. Due to the large
amount of organic matter and chloride present in the waste [29], and to comply with the requirements
of construction material standards [30], seashell waste pre-treatment, consisting of washing and
calcination, is required, regardless of the specific application: Insulation construction materials [31],
both conventional [32] and marine concretes [33]; cement mortars for masonry and plastering [34];
and cement-based bricks [35]. This pre-treatment involves the use of significant amounts of resources
and energy. However, the specific quantification of the potential environmental benefits of the
recycling of seashell waste for natural aggregate substitution is still lacking in the literature. Only two
environmental impact assessments were reported in the literature, with opposite conclusions in favor
of and against seashell waste recycling as a source of CaCO3 [36,37].

The World Health Organization (WHO) recommends reducing noise levels produced by road
traffic below 53 decibels (dB) as road traffic noise above this level is associated with adverse health
effects [38]. The high level of noise pollution led the European Union to develop a specific directive to
manage environmental noise [39]. The growing number of these types of policies has led to an increase
in the production of noise barriers [40]. Related to this, the design of noise barriers with porous concrete
(PC) as a mitigation measure has started to be incorporated into new road construction projects [40].
The present study is part of a research project where different alternatives for seashell recycling in
construction materials are technically and environmentally assessed. Noise barriers were chosen within
the scope of this research project because local industries could consume the full amount of waste
annually produced. In a recently published work, concrete-based noise barriers with recycled seashell
waste were obtained with similar technical properties to barriers made with natural aggregates [41].

This study aimed to analyze the environmental impacts of the use of seashell as an aggregate in
porous concrete for noise barriers through life cycle assessment (LCA) for the first time, and to identify
the potential advantages of this proposed recycling process. The use of LCA makes it possible to
determine whether this recycling alternative is a good option for seashell waste management in terms
of environmental sustainability. The study focused on the mussel-canning industries from Galicia
(NW Spain), which produce 267,000 tons of mussels annually [42] and around 150,000 tons of seashell
waste [43].
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2. Materials and Methods

This LCA was conducted according to the guidelines in ISO 14040/44 [44,45]. The data and main
assumptions considered are detailed in the following sections.

2.1. Goal and Scope

The main goal of this study was to assess the life cycle environmental sustainability of a new noise
barrier manufactured from porous concrete produced with seashell waste (PCSW), and compare it with
a conventional noise barrier made of concrete produced with natural aggregates from quarry (PCNA).

The scope of the study was from ‘cradle to grave’ and the main stages for PCSW and PCNA
systems are the following (Figure 1):

- Extraction and treatment of raw materials:

◦ Cement.
◦ Natural aggregates (sand, gravel and crushed gravel) for PCNA.
◦ Seashell waste for PCSW, which needs a pre-treatment consisting of storing, washing,

calcination, and milling to obtain fine and coarse aggregates.

- Production of the noise barrier:

◦ Mixing and kneading: Cement and aggregates or seashell waste are mixed with water.
◦ Molding: Concrete is molded (see Figure S1 in Supplementary Materials (SI)).
◦ Cured: Hardening process.
◦ Dismantling: Removal from the mold where the mixture is supported.

- Use. This stage is considered to have a negligible impact in the comparison according to different
suppliers of acoustic barriers [46,47].

- End-of-life. Landfilling of the waste from the extraction and treatment of raw materials,
the production process, and the end-of-life of the noise barrier.

- Transport. It includes the transport of the seashell waste to the pre-treatment facility, of the raw
materials to the noise barrier factory, of the porous concrete panel to the location of use, and of
the waste to the landfill.

Figure 1. System boundaries for the life cycle of noise barriers using porous concrete with natural
aggregates (PCNA) and aggregates from seashell waste (PCSW).
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The defined functional unit (FU) is the production of 1 m2 of noise barrier. This FU was selected
to compare the environmental impact of both products for the same area of sound absorption and
mechanical properties. As can be seen in our previous work [41], both types of panels (PCNA and
PCSW) can be classified as the A2 category of the acoustic absorption assessment index, according to
EN 1793-1 [48], for the same thickness. In addition, the mechanical and durability tests showed similar
results for both materials [41].

2.2. Life Cycle Inventory

Table 1 shows the inventory data for both types of noise barriers, with natural aggregates (PCNA)
and seashell waste (PCSW). Inventory data for the seashell waste pre-treatment were adapted from
Iribarren et al. [37]. Consumptions for PCSW production were obtained from Peceño et al. [41].
The raw material and energy consumption of PCNA were determined from the manufacturers’ data.
The background data were sourced from the Ecoinvent v3.1 database [49].

Table 1. Life cycle inventory data for 1 m2 of noise barrier using porous concrete from natural aggregates
(PCNA) and seashell waste (PCSW).

Parameters PCNA PCSW

Extraction and treatment of raw materials

Pre-treatment of seashells 1

Seashell waste (kg) - 301.8
Propane (kg) - 6.3

Diesel (g) - 140.0
Aluminum sulphate (g) - 7.2

Chlorine dioxide (g) - 1.8
Water (kg) 280.0

Electricity, low voltage (kWh) - 29.4
Aggregates and cement

Gravel (kg) 48.0 -
Sand (kg) 96.0 -

Crushed gravel (kg) 69.1
Fine shells (kg) - 90.4

Coarse shells (kg) - 90.4
Cement (kg) 35.2 45.2

Production

Water (kg) 14.6 27.1
Electricity (low voltage) (kWh) 0.5 0.4

End-of-life

Landfill (including waste from raw material
treatment, production and end-of-life) (kg) 262 240

Transport

Seashell waste to pre-treatment facility (tkm) - 3.02
Raw materials to the factory (tkm) 11.2 18.5

From factory to use place (tkm) 52.4 48.6
From use place to landfill (tkm) 1.0 0.9

1 Only the main consumptions for the pre-treatment of seashell are included here. A detailed inventory table for
this process, adapted from [37], is given in Supplementary Materials (Table S1).

2.2.1. Raw Materials

As mentioned above, previously used as aggregates, seashell waste from the canning industry
must be pre-treated to satisfy the requirements of the EN 1744-1 standard [30] regarding the maximum
quantity of organic matter and chloride [29]. The first step was the washing of the seashell waste.
Wash water was treated subsequently with chlorine dioxide in a ratio of 6 mg per kg seashell waste.
To remove suspended solids from the wash water, aluminum sulphate was added as a coagulant at a
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ratio of 24 mg per kg seashell waste. Afterwards, to remove the organic matter left, the seashell waste
was calcined at 550 ◦C for 15 min. The calcination temperature was limited to 550 ◦C to avoid the
decomposition of CaCO3 (90 wt % of the seashell) to CaO and CO2. Finally, the washed and calcined
seashell waste were milled to obtain two different kinds of aggregates, fine and coarse, with particle
sizes lower and higher than 2 mm, respectively [37].

2.2.2. Production

Aggregates, cement and water were mixed and kneaded mechanically to produce the concrete
mass. Afterwards, the concrete is poured into a mold of the required dimensions (see Figure S1 in
Supplementary Materials). The electricity consumption reported for PCNA for these processes was
also considered for PCWS but proportionally adapted to the consumed mass of each component.

For each panel, two masses were prepared: The porous concrete mass, made with fine aggregates,
and the structural concrete mass, produced with coarse aggregates. Firstly, the porous concrete mass
was poured into the mold. Then, a steel frame was placed, and the structural concrete was poured.
The steel reinforcement was not included in the inventory since it was equal for both the PCNA and PCSW.
The next step was the curing, which is the hardening process of the panels and where water evaporation
is produced. The curing process was considered finished after 28 days, when the mold was dismantled.

For PCNA, while gravel and sand were used for a layer of structural concrete, crushed gravel
was used for a layer of porous concrete. The structural concrete mass was composed of 57 wt % sand,
29 wt % gravel, and 14 wt % cement. The amount of water added was 46 wt % with respect to the
amount of cement. The porous concrete mass was composed of 86%wt of crushed gravel and 14 wt %
cement. Then, 30 wt % water was added with respect to the amount of cement. The mass of the noise
panel was 262 kg/m2 per functional unit.

In the case of PCSW, a mass ratio of 80:20 seashell waste: cement was added for both layers of
concrete, porous (with coarse shells) and structural (with fine shells). The amount of water added was
60%wt with respect to the amount of cement, to ensure the workability of the mass [41]. The total mass
of the noise panel was 240 kg/m2 per functional unit.

2.2.3. End-of-Life

After their use, both PCNA and PCSW panels are considered as construction and demolition
waste (CDW), according to section 17 of the European Waste Catalogue [50]. Following the most recent
data for CDW treatment in Spain, 100% of the waste was assumed to be sent to the landfill [51].

2.2.4. Transport

For both types of alternatives, the production of the concrete was assumed to be in the concrete
plant of General de Hormigones in Meis (Galicia, NW Spain). This company commercializes different
concrete-made products with natural aggregates, including porous concrete. Both the closest gravel
extraction quarry and cement factory of General de Hormigones were chosen for the study: Gravel
extraction in Salcedo (22 km from Meis) and cement industry in Ouras (186 km from Meis). According
to Barros et al. [52], seashell waste is pre-treated in Caliza Marina Company, located in Boiro (39 km
from Meis), while mussel-canning industries are located in Rianxo [52] (10 km from Boiro). Distances
were measured using the Google MapsTM distance measurement tool [53]. Once it was produced,
the noise barrier of porous concrete was assumed to travel a distance of 200 km to the final installation
on a road. Regarding the end-of-life, generated waste was considered to be transported a distance
of 15 km to the landfill [54]. All transport was done by road, and a 16-32-tonne Euro 6 truck was
considered, according to the classification included in Regulation (EC) No 715 (2007) [55].

2.3. Sensitivity Analysis

To reduce the necessary heat consumption for seashell waste calcination during its pre-treatment,
other authors have proposed lower temperatures than 550 ◦C, reported by Barros et al. [56]. On the
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one hand, Neves and Manos [57] and Sahari and Aniza Mijan [58] calcined seashell waste at 250 ◦C.
On the other hand, Martinez-Garcia et al. [59] calcined seashell waste at 135 ◦C. Due to the expected
significant influence that heat production for calcination could have on the results of the environmental
assessment, the present work also studied the environmental impact of PCSW for the two other
calcination temperatures aside from 550 ◦C through a sensitivity analysis: 135 ◦C (PCSW-135) and
250 ◦C (PCSW-250). Life cycle inventories of PCSW-135 and PCSW-250 are provided in Table S1 in
Supplementary Materials.

2.4. Environmental Impact Assessment

The LCA software SimaPro version 8.0.4 9 (PRé Consultants, B.V.: Amersfoort, The Netherlands,
2016) [60] was used for life cycle modelling, and the CML-IA (version 3.03) mid-point impact
assessment method [61] was applied to calculate the environmental impacts. The following impacts
were considered: Abiotic depletion potential of elements (ADPe), abiotic depletion potential of fossil
resources (ADPf), acidification potential (AP), eutrophication potential (EP), global warming potential
(GWP), human toxicity potential (HTP), marine aquatic ecotoxicity potential (MAETP), freshwater
aquatic ecotoxicity potential (FAETP), ozone depletion potential (ODP), photochemical oxidant creation
potential (POCP), and terrestrial ecotoxicity potential (TETP).

3. Results and Discussion

3.1. Comparison of PCNA and PCSW

As illustrated in Figure 2, PCNA has the lowest values in all impact categories considered in this
study, despite the recycling of the seashell waste in the PCSW material. Overall, the impacts associated
with PCSW are between 32% (TETP) and 267% (ODP) higher in comparison to PCNA.

Figure 2. Life cycle environmental impacts of PCNA and PCSW noise barriers. Some impacts should
be multiplied by the factor shown to obtain the original values. ADPe: abiotic depletion potential
of elements, ADPf: abiotic depletion potential of fossil resources, AP: acidification potential, EP:
eutrophication potential, FAETP: freshwater aquatic ecotoxicity potential, GWP: global warming
potential, HTP: human toxicity potential, MAETP: marine aquatic ecotoxicity potential, ODP: ozone
layer depletion potential, POCP: photochemical oxidants creation potential, TETP: terrestrial ecotoxicity
potential, PCNA: porous concrete with natural aggregates and PCSW: porous concrete with seashell
waste calcined at 550 ◦C.
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The seashell waste pre-treatment is the main contributor to seven impact categories in the case of
PCSW barriers: ODP (76%), ADPf (63%), POCP (59%), AP (58%), MAETP (57%), EP (51%), and GWP
(50%). The ADPf impact is mainly associated with the consumption of fossil fuels during calcination.
In the case of the ODP, fossil fuel transportation produces emissions of bromotrifluoride and halon
1301 that contribute to this impact. For AP, the impact is mostly caused by the SOx, NOx, and NH3,
emissions generated from the burning of propane to produce the heat used for calcination The SO2,
CO, C4H10, and CH4 emissions also released in the combustion of propane generate a significant
contribution to the POCP impact. The same cause, the propane combustion, contributed significantly
to the GWP impact due to the emissions of CO2, CH4, and N2O. In the case of EP, the impact is mainly
associated with the aquatic emissions of PO4

3−, NO, COD, and NO2 released in the washing process of
seashell waste. Finally, for MAETP, the impact is mainly caused by the HF, Be, Ni, and Ba emissions
during the mining of the coal burned for the generation of electricity necessary for the milling. The pre-
treatment of the shells is the second most important contributor to the other four impact categories:
ADPe (42%), FAETP (41%), HTP (44%), and TETP (18%). Most of these impacts are associated with
the electric consumption in the milling process and, more specifically, from the extraction of coal
used for electricity generation. The consumption of electricity in the milling of fine shells used in the
structural layer of concrete is three times higher than in the milling of the coarse shells for the porous
concrete layer.

In the case of PCNA, the extraction of natural aggregates only contributes significantly to ODP
(18%) due to the emissions associated with the consumption of diesel used in heavy machinery in the
quarry. The impacts associated with natural aggregates are much lower than those associated with
recycled seashells. The pre-treatment of the seashell waste generates between 4 (HTP) and 22 (GWP)
times higher impacts compared to the natural aggregates’ production.

Cement production is the most significant contributor in all categories (47–93%) for PCNA and, for
PCSW, in those four impacts in which the pre-treatment does not entail most of the burdens (HTP (46%),
ADPe (52%), FAEP (56%), and TETP (80%)). Cement contributes significantly to the impacts of TETP
(>80%), FAETP (>56%), ADPe (>52%), and HTP (>46%) for both types of barriers. The impacts per FU
due to the cement consumption are higher in the case of PCSW because more cement is needed to
produce the noise barrier (35.20 kg/FU in the case of PCNA versus 45.20 kg/FU in the case of PCSW as
illustrated in Table 1). The higher consumption of cement in PCSW is necessary to accomplish the
required mechanical properties due to the shape and porosity of shell wastes [41,62]. The TETP and
HTP impacts are associated with the emissions of heavy metals, such as chromium, zinc, tin, and lead,
and dioxins in the production of clinker. The impacts of FAETP and ADPe are mainly caused by the
mining and extraction of fossil fuels used in the generation of heat and electricity consumed in the
cement production process.

The contribution of the production stage to the impacts is relatively low (<5% for PCNA and <2%
for PCSW). In this stage, there is a reduction in all the impacts of PCSW compared to PCNA except
for the ADPe. The higher value for ADPe is caused by the higher demand for water consumption in
PCSW production (27.10 kg/FU for PCSW compared to 14.60 kg/FU, see Table 1). The lower impacts in
the rest of the categories are caused by a slightly lower consumption of electricity in the case of PCSW
(0.43 kWh/FU for PCSW compared to 0.47 kWh/FU for PCNA). There is a mass difference per 1 m2

(240 kg/FU for PCSW versus 262 kg/FU for PCNA), and therefore, the electrical consumption for
molding and kneading is lower for PCSW panels.

The end-of-life stage does not contribute significantly to the impacts (<19% for PCNA and <5%
for PCSW). The impacts of landfilling are mainly generated by the consumption of diesel in the use of
heavy machinery needed in the disposal. The difference in weight between both barriers (262 kg/FU
for PCNA versus 240 kg/FU for PCSW) makes the diesel consumption lower in the case of PCSW.

The transport only contributes significantly for POCP (33% for PCNA and 15% for PCSW) and
ADPf (25% for PCNA and 10% for PCSW) due to the emissions of volatile organic compounds and NOx

97



Processes 2020, 8, 776

from fuel combustion. Although the global distances considered for PCSW are slightly lower than for
PCRG (450 km vs. 467 km), the higher amount of consumed cement increases the impacts for PCSW.

To summaries, the results show that the manufacture of the PCSW noise barrier has no
environmental advantages over the PCNA noise barrier due to the high environmental burden of the
pre-treatment of the seashells, the increase in the consumption of cement, and the low environmental
load of the natural aggregates. Therefore, to apply wastes instead of natural aggregates for the
production of porous concrete, it is necessary to look for sources of waste that require more sustainable
pre-treatment and do not involve an increase in cement consumption.

As far as we are aware, there are no other comprehensive LCA studies of the use of recycled
seashells for noise barriers, so a direct comparison with the literature is not possible. The most similar
studies are from Iribarren et al. [37] and Alvarenga et al. [36], which analyzed the life cycle of seashell
waste management, considering the recycling of seashells as CaCO3 versus landfilling. The comparison
of the results should only be considered as illustrative due to the difference in the raw materials
(e.g., different types of seashells and final products), processes, and LCA parameters (e.g., system
boundaries, FU, or impact categories) considered. The LCA results reported by Iribarren et al. [37]
showed that the recycling of seashells as CaCO3 presents disadvantages compared with landfilling.
Still, the authors noted that, despite these results from the LCA analysis, social concerns could be
an argument against landfilling [37]. However, in the case of Alvarenga et al. [36], the recycling of
seashell waste as CaCO3 generated lower environmental impacts than landfilling in all the impacts
(between 1% and 85%). These results are justified because only energy and water consumption
required for the pre-treatment of shells were considered, thus reducing the environmental burdens.
In addition, the recycled seashell is credited with the avoided environmental impacts of the production
of CaCO3 [36].

3.2. Sensitivity Analysis

As shown in Figure 3, the reduction in the calcination temperature involves a reduction in the
environmental impacts for all categories under study. The percentage of reduction versus the base case
(PCSW), with a calcination temperature of 550 ◦C, depends on the impact category and ranges from 3%
(PCSW-250)-5% (PSW-135) for ADPe to 36% (PCSW-250)-52% (PSW-135) for ODP. These differences are
justified by the different percentages of contribution of the calcination process to the environmental
burdens of each impact category.

The lowest reductions in the impacts (<10% for PCSW-135 and PCSW-250) are for TETP, FAETP,
ADPe, and MAETP. As shown in Section 3.1, these impacts are mainly associated with the production
of cement and the electricity consumption of the milling process but not with the calcination process.
Despite this, and if only the pre-treatments are compared, there is a reduction in the four impact
categories mentioned by 8–23% for PCSW-250 and by 11–33% for PCSW-135, compared to PCSW.

Moderate reductions are observed for EP and HTP when the heating temperature is reduced.
In the case of the EP, the impact is reduced between 18% (PCSW-250) and 26% (PCSW-135) compared
with PCSW. The reduction is between 11% (PCSW-250) and 16% (PCSW-135) for HTP. The minimization
of propane consumption decreases aerial NOx emissions and, therefore, the EP impact. This reduction
of consumption also decreases the PO4

3−, NO3
−, Se, and Ni emissions in the extracting, processing

and the use of propane and, therefore, causes a reduction in the HTP impact.
Finally, the ADPf, AP, POCP, GWP, and ODP impacts have the most significant decreases

(>22% for PCSW-250 and >32% for PCSW-135). These reductions are justified by the decline in the
consumption of propane between 60% (PCSW-250) and 78% (PCSW-135), which is the main contributor
to these impacts (see Section 3.1). If only the pre-treatment is compared, the decreases in these impacts
are >38% for PCSW-250 and >56% for PCSW-135 compared to PCSW.
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Figure 3. Environmental influence of different calcination temperatures in the pre-treatment of seashell
waste. Some impacts should be multiplied by the factor shown to obtain the original values. PCSW-250:
porous concrete with seashell waste heated at 250 ◦C, PCSW-135: porous concrete with seashell waste
heated at 135 ◦C. For the rest of the nomenclatures, consult Figure 2.

The results for PCNA and the best heating temperature alternative, PCSW-135, are compared
in Figure 4. The reduction of the calcination temperature to 135 ◦C is not enough to allow the
recycling seashells to be a better alternative compared with the use of natural aggregates for any impact
category. TETP shows the closest impact between PCSW-135 and PCNA, with a 24% difference. ODP
(28.3 mg CFC-11 for PCSW-135 compared to 15.9 mg CFC-11 for PCNA) and MAETP (11.0 t 1.4 DB eq.
for PCSW-135 and 5.2 t 1.4 DB eq. for PCNA) have the most significant differences with respect to
PCNA, 78% and 113%, respectively. These differences are mainly caused by the higher consumption of
fossil fuels for cement production and the demand for fossil fuels in the pre-treatment of the seashell
waste. Due to the reduction in the calcination temperature, the contribution of propane consumption
to MAETP is only 24% compared with the total contribution of the complete pre-treatment. However,
the pre-treated shells still have 10 times more MAETP impact if compared to the natural aggregates
(5.94 t DB eq. versus 0.56 t DB eq.), mainly due to the electric consumption of the milling.

The results show that even with the lower calcination temperature (135 ◦C), the use of natural
aggregates is the best alternative from an environmental standpoint. These results initially go against
some of the principles of the circular economy, like preserving and enhancing natural capital [63]
by controlling finite stocks [64] and designing out waste [65]. Circular economy principles have
been considered by new European Union policies that promote waste prevention, recycling, and eco-
design to reduce the environmental impact [66]. Several tools have been developed for circular
economy principle implementation [67], and they have been used by researchers in order to attain
more eco-friendly designs and processes [68]. However, in some cases, as shown in the present study,
the recycling of waste can imply an increase in the environmental impacts, due to higher consumption
in other resources (cement) and energy (for the pre-treatment) compared with the extraction of virgin
resources (natural aggregates). Therefore, case-by-case research of the environmental implications
is needed to achieve sustainable solutions. In the particular case of seashell waste, it is necessary to
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research the possibilities of replacing other materials with higher environmental impacts or trying to
reduce the environmental footprint of the recycling process.

 
Figure 4. Life cycle environmental impacts of PCNA and PCSW-135 noise barriers. Some impacts
should be multiplied by the factor shown to obtain the original values. PCNA: porous concrete with
natural aggregates, PCSW-135: porous concrete with seashell waste heated at 135 ◦C. For the rest of the
nomenclatures, consult Figure 2.

4. Conclusions

This study provides the first environmental life cycle assessment of seashell waste as an aggregate
in porous concrete panels in noise barriers. The results reveal that the noise barriers manufactured with
seashell waste have higher impacts (between 32% and 267%) than barriers based on porous concrete
made with natural aggregates in the 11 categories considered. These increases are justified by the
contribution of the seashell waste pre-treatment, including storage, washing, calcination, and milling,
and the higher cement consumption, 13% compared with acoustic barriers with natural aggregates.
The impacts caused by the end-of-life and production stages are low in both alternatives (<19%),
and the transport has a significant influence only in the generation of photochemical oxidants in both
types of barriers (>15%).

A decrease in the calcination temperature of seashell waste from 550 ◦C to 250 and 135 ◦C causes a
reduction of 3–36% and 5–52% in the different impacts, respectively. However, even the alternative with
a lower calcination temperature (135 ◦C) still has higher impacts in all the considered categories than
the noise barrier made with natural aggregates. The decrease in the calcination temperature turns the
consumption of cement into the primary contributor in all of the impact categories. In this sense, future
research studies should analyze the technical feasibility of reducing cement consumption when natural
aggregates are substituted with seashell waste. Thus, it could be concluded that life cycle assessments
should be carried out simultaneously with the technical development of the product and not at the
end. This approach would simultaneously make it possible to optimize the technical properties of the
materials and minimize their environmental impact and, combined with a socio-economic analysis,
will ensure the sustainability of the recycling process.
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Supplementary Materials: The following are available online at http://www.mdpi.com/2227-9717/8/7/776/s1,
Figure S1: Acoustic noise barrier dimensions, Table S1: Inventory data for the seashell waste pre-treatment per
1 m2 of noise barrier when different calcination temperatures are applied (PCSW, 550 ◦C; PCSW-250, 250 ◦C;
PCSW-135, 135 ◦C).
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Abstract: Some of today’s modern life challenges include addressing the increased waste generation
and energy deficiencies. Waste tyres have been identified as one of the key environmental concerns
due to their non-biodegradable nature and bulk storage space demand. Pyrolysis is a thermochemical
process with the potential to address the growing waste tyre problem, energy deficits, and material
recovery by converting waste tyres to pyrolysis oil that can be used as a fuel. This study seeks to
critically evaluate the feasibility of constructing and operating a waste tyre processing facility and then
subsequently marketing and selling the pyrolysis secondary end products by developing a financial
business model. The model encompasses costing, procurement, installation, commissioning, and
operating a batch pyrolysis plant in Gauteng, South Africa. To achieve the study objectives, an order
of magnitude costing method was used for model construction. The results showed the feasibility and
sustainability of operating a 3.5 tonne per day batch waste tyre pyrolysis plant in Gauteng Province,
South Africa, with a 15-year life span and a projected payback period of approximately 5 years. It was
concluded that for the pyrolysis plant to be successful, further treatment steps are required to improve
the process economics; also, a stable and sustainable product market should exist and be regulated in
South Africa.

Keywords: batch pyrolysis; business model; South Africa; waste tyres

1. Introduction

South Africa is burdened with 30 million waste tyres that are either landfilled or illegally dumped
in open fields [1]. The generation rates are escalating at a rate of approximately 200,000 tonnes, equating
to a million waste tyres annually [2]. In the 2016/2017 financial year, The Department of Environmental
Affairs (DEA) reported that 31% of waste tyres have been diverted from landfills to be repurposed in
reuse, recycling, and material or energy recovery industries [1]. In addition, through the Recycling and
Economic Development Initiative of South Africa (REDISA), approximately 170,000 tonnes of waste
tyres were recycled in 2016 [3]. In 2013, approximately 16,037 waste tyres were channeled to recycling,
recovery, and reuse initiatives. Subsequently, in 2014 and 2015, the recorded figures of waste tyres
allocated to recycling, energy recovery and reuse initiatives were 31,448 and 71,806, respectively [3],
showing a significant increase over the years. South Africa is successfully directing waste tyres to
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Processes 2020, 8, 766

different markets of which 25% of waste tyres are reused, 23% are designated for cutting and shredding
to be used for spongy mats or playground material, 18% are converted to oil and carbon black through
pyrolysis for various applications, and 16% are incinerated for energy recovery in cement or brick
manufacturing kilns [3]. The remainder, which is about 18% of waste tyres, are redirected to landfills;
this is still very high, and it gives more evidence to the case for repurposing more waste tyres. The
characteristics of tyres, waste tyre pyrolysis, the associated primary and valuable secondary products,
and the waste tyre management challenges have been comprehensively discussed by several authors
in the literature. Muzenda [4] comprehensively detailed the various thermochemical processes such
as pyrolysis, gasification, and liquefaction that waste tyres can undergo. The literature was utilised
to formulate a detailed understanding of the different thermochemical technologies. Rodriguez [5],
Islam [6], and Williams [7] discussed the waste tyre pyrolysis process in great detail as well as the
different forms of products that the process can yield. Furthermore, Parthasarathy et al. [8] investigated
the effect of process conditions on the product yield of waste tyre pyrolysis. Laresgoiti et al. [9] critically
analysed the gases obtained in tyre pyrolysis; Cunliffe and Williams [10] as well as Islam et al. [11]
assessed the composition of oils resulting from the pyrolysis of tyres, and Shah et al. [12] examined
waste tyre-derived carbon black and its use as an adsorbent. The referenced literature has assisted
the authors with the understanding of waste tyre pyrolysis chemistry, final product quantity, and
quality as well as possible markets and applications. This paper aims to assess the economic viability
of operating a waste tyre batch pyrolysis plant as well as the potential of producing high-value primary
and secondary final products. This can significantly contribute towards addressing South Africa’s
waste tyre challenges, energy, and material recovery, thus contributing to socioeconomic development.
In addition, this study taps into the current socioeconomic ills currently experienced in South Africa,
such as unemployment and the lack of successful small medium and micro enterprises (SMMEs) [13].
The results of this study can also be adopted by developing countries such as Thailand, Nigeria, and
Brazil, who also face the same waste tyre problem as South Africa. In 2012, Thailand reported the
energy recovery of waste tyres in the form of pyrolysis to be at 30.23% [14]. Similarly, Nigeria and
Brazil are assessing the socioeconomic benefits to be derived from waste tyre management. Waste tyre
pyrolysis is yet to be fully explored in these countries [15,16].

1.1. Waste Tyre Pyrolysis Product Compositions, Characteristics, and Application

The waste tyre pyrolysis process yields a gaseous fraction of mainly non-condensable gases, an oily
fraction mainly composed of organic substances, and a solid fraction that comprises of mainly carbon,
metal, and other inert material. The composition of the primary pyrolysis products is influenced by
process operating parameters such as the feed size, temperature and pressure, residence time, heating
rate, and reactor configuration, as well as the presence of catalytic medium [17]. Reactor design has
been reported as one of the significant factors that affects product output, gas and oil characteristics,
and process parameters [18]. The most generally used designs are fixed-bed, rotary/screw kiln, stirred
tank, vacuum and fluidised-bed reactor types [18]. Fixed-bed reactors are commonly utilised for slow
pyrolysis in batch systems with oil yield ranging from 35% to 50%, while fluidised bed reactors are
commonly employed in the fast pyrolysis process and require small particle sizes, with oil yields
ranging from 65% to 70% [18]. A rotary kiln reactor is slightly inclined (1◦–10◦) to progress the waste
material forward; the added advantages are that the processing speed of turning, the extent of filling,
and particle dimensions can be optimised to improve product yield [19]. Stirred tank reactors are
designed for processing whole tyres, resulting in a considerable energy saving on size reduction
costs [20]. The vacuum pyrolysis reactor is designed to accommodate larger tyre particles at low
pressure and minimum temperature [21].

The approximate yield of gas from waste tyre pyrolysis is about 10–30% by weight and has a
heating value of around 30–40 MJ/Nm3 [22]. Pyrolytic gas is commonly used as a source of fuel and
can be adequate to provide the energy required to run a small-scale pyrolysis plant. The gas has
high concentrations of methane (CH4, 44.50 vol %) and ethane (C2H4, 4.4 vol %), akin to natural gas
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(84.6 vol % CH4 and 6.4 vol % C2H4). However, the large quantities of carbon monoxide (2.41 vol %)
hinders its blending with natural gas (0 vol % CO) [23]. The tyre-derived oil (40–50%) is composed
mainly of alkylated benzenes, naphthalenes, phenanthrenes, n-alkanes from C11 to C24, and alkenes
from C8 to C15, with small quantities of nitrogen (N2), sulphur (S), and oxygenated compounds [23].
The liquid fraction contains valuable chemicals such as aromatics, d-limonene, and BTX (benzene,
toluene, xylenes). BTX compounds play a critical role in the production of chemicals, dyes, plastics, and
synthetic fibres; their markets are projected to upsurge at a compound annual growth rate of 5.9% from
2019 to 2027 [24]. Additionally, tyre-derived oil has the potential to be used as automotive fuel after the
removal of metal and metalloid contaminants such as zinc, aluminium, iron, titanium, sodium, lead,
nickel, and traces of arsenic, chromium, and cobalt [23]. Pyrolytic oil has a high calorific value of about
44 MJ/kg as compared to waste tyres, 33 MJ/kg [23]; wood, 12.4 MJ/kg; coal, 30.2 MJ/kg; and it is close
to that of diesel oil, which is 45.5 MJ/kg [25]. Pyrolytic char is a valuable energy source and contributes
30–35% of the product mix with a heating value close to 30.5 MJ/kg [12]. Its heating value is higher
than that of South African lignite coals (16.7 MJ/kg) and compares well with petroleum coke (34.9
MJ/kg) [26]. Thus, the char can substitute coal as a source of energy in briquettes and industrial boilers,
or it can be co-fired together with coal. Carbon black has the potential to be used as an adsorbent in the
removal of heavy metals from industrial and municipal wastewater and as a precursor for activated
carbon generation [27]. Furthermore, carbon black can be used as a filler and pigment for making
printing inks, tyres, etc. [28]. The commercial viability of steel wire derived from the pyrolytic process
which constitutes 10–15 wt % of product mix depends on its cleanliness, quantity, and packaging. Steel
with less than 10% of rubber contamination is considered commercially viable [29].

These overwhelming advantages have motivated the authors to undertake this study with the
aim of determining the business model for waste tyre pyrolysis in South Africa.

1.2. Waste Tyre Pyrolysis in South Africa

The waste tyre pyrolysis process is not a new concept in South Africa; however, it has not been
fully explored to yield any significant successes. Several attempts have been made to operate profitable
plants that adhere to environmental laws. Such attempts include the Pretoria-based pyrolysis plant
(Innovative Recycling Pty Ltd.), which used to process 25 tonnes of waste tyres daily. The company
capitalised on the opportunity of using excess waste tyres by erecting a waste rubber and plastic
conversion to fuel plant. The facility ceased operations because it failed to adhere to environmental
regulations and laws. In late 2018, another waste tyre pyrolysis facility, Milvinetix in Rosslyn Pretoria
was shut down. This plant operated intermittently from March 2012 and processed 10 tonnes per day
of the waste tyre employing a batch operation. It produced 40 wt % pyrolysis oil, 30–35 wt % carbon
black, 15 wt % steel cords, and 10 wt % uncondensed gases [30]. The oil was sold as crude for industrial
applications, such as a source of fuel for kilns and furnaces [30]. In recent years, more pyrolysis
businesses have been established that produce a variety of end products. The IRR Manufacturing
facility processes waste tyres, waste wood, and waste polyolefin plastics in a 1000 kg/hour pyrolysis
plant in Rosslyn, Pretoria, to produce pyrolytic gas, oil, and carbon black [31]. Recor-Waste to Energy
Solutions is a South-Gauteng-based pyrolysis plant that converts a variety of wastes such as municipal
solids, agricultural, medical, abattoir, and sawdust, converting them to energy. Additionally, waste
tyres are converted to energy, oil, and char, while plastic and waste oils are processed to yield a variety
of diesel grades [32]. Lastly, Trident Fuels Pty Ltd., located in Germiston, Gauteng, processes waste
tyres to produce crumb rubber and carbon black [33].

The pyrolysis oil specifications and properties of the Milvinetix oil were benchmarked against
local and international oil standards before application. As a result, an oil sample obtained from
Milvinetix was analysed against international standards. Moreover, an additional sample of crude
pyrolytic oil was obtained from Pace Oil, which is an oil refinery company that purifies crude oils
obtained from different sources. Oil specifications for both Milvinetix and Pace oil are presented in
Table 1. A comparison between the different oils shows that the pyrolysis characteristics conform to
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the American Society for Testing and Material International (ASTM) standards [34] for density and
viscosity. However, both oils exhibit a low flash point requiring specific storage measures to meet
insurance and fire prevention requirements. As a result, additives and blending would be required to
increase the flashpoint and reduce the water content [35]. The two oils were observed as containing
excess contaminants, although there was minute metallic contamination. Furthermore, both oils are out
of specification regarding the octane index and micro carbon residue, thus limiting their application.
The Milvinetix oil is not further treated due to the economics of the business model not being sound
when purified [31,36]; thus, it is sold in its crude form.

Carbon black obtained from Milvinetix showed a high calorific value, making it possible for fuel
applications, as shown in Table 2. However, it does not conform to the ASTM standards [37] for ash
and volatile matter content, meaning the char cannot be considered for industrial use in its virgin form
after pyrolysis. The fixed carbon content is about 60%, which is an indication that the char will require
a longer combustion time. Consequently, further chemical or physical purification of the carbon black
is required to improve its marketing and standardisation potential. Activation agents such as ZnCl2,
KOH, and H3PO4 are frequently used to chemically treat the carbon black; also, traditional gases such
as steam/H2O, CO2 and air/O2 are employed during physical activation [27].

Table 1. Pyrolysis oil specifications.

Test Description Test Method [34] Specification [34] Milvinetix [38] Pace Oil [39]

Density @20 ◦C, kg/L ASTM D4052 0.800 min 0.895 0.8772
Viscosity @40 ◦C, cSt ASTM D445 2.2–5.3 2.868 2.1

Flash point, ◦C ASTM D93 55 min <25 26
Water Content, ppm ASTM 6304 500 max 673 600

Sulphur content, ppm ASTM 6304 500 max 8100 12,400
Total Contamination number, mg/kg ASTM 6304 24 max 31 38.6

Distillation ◦C: 90% Recovery, ◦C ASTM D 86 362 max 378.8 360
Micro Carbon Residue ASTM D4530 0.2 max 4.5 2

Cetane Index ASTM D4737 51 min 32.01 34.2

Table 2. Pyrolysis carbon black specifications.

Test Description Test Method [37] Milvinetix [40] ASTM Test Method (ASTM, 1996)

Calorific Value SANS 1928:2009 31.18 MJ/kg
Moisture Content SANS 15325:2007 1.30%

Ash content ISO 1171:2010 14.50% 0.5% Max
Volatile Matter Content ISO 582:2010 24.30% 0.3% Max

Fixed Carbon By difference 59.90%
Total Sulphur ASTM 4239:2010 2.61%

2. Materials and Methods

This work seeks to critically evaluate the profitability of constructing and operating a waste
tyre processing facility and subsequently marketing the pyrolysis secondary end products. This was
achieved through a desktop study involving comprehensive literature analysis, the evaluation of waste
tyre treatment options from the literature as well as local companies doing pyrolysis, and in-depth
studies of the pyrolysis process, as well as pyrolysis plant model construction through the costing of
major equipment. Telephonic interviews to local-based companies were also used where appropriate
and convenient to both parties.

2.1. Costing Data

Before commencing with the costing of equipment, a simplified process flow diagram, Figure 1,
was prepared for the aim of identifying all the process steps and all the major equipment to be
sized. This was deduced from the literature search for both local and international companies, plant
visits, and/or telephonic interviews with local company representatives. Capital cost estimates are
differentiated into three types based on their precision and purpose. The Authorisation (Budgeting)
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Estimates, with 10–15% precision, is utilised when a preliminary Piping and Instrumentation Diagram
(P&ID) of all major equipment is available. The Detailed (Quotation) Estimates, with 5–10% precision,
is based on acquired quotations for all equipment and estimations of construction costs [41]. Lastly,
The Order of Magnitude Estimate is used in the initial feasibility studies of the project and is based
on production rates and major equipment requirements. It may also be used as a tool to estimate the
profitability of the project and has ±30% estimation precision [1]. The corrections used in the study and
the calculation data were obtained from references [41,42]. The order of magnitude costing method
was utilised due to the unavailability of literature information and lack of documented data as well as
the existence of a small pyrolysis process industry that is still in its infancy stages in South Africa. In
addition, the currently operating pyrolysis facilities are independently owned and ideally protect their
intellectual property.
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Literature from Sinnott [41] and Sila [42] was used to obtain the base cost equipment data as
presented by Equations (1) to (4). Equation (1) is used to obtain the base cost of major equipment
using [41], while Equation (2) is utilised to obtain the costs of all equipment except the heat exchanger
from [42]. Furthermore, the temperature, pressure, and material of construction correction factors when
sizing equipment were derived as provided by [42], as shown in Table 3. From Equation (1), the size
parameter (S) is limited to a specific equipment size range and should be factored in during equipment
costing. Figure 2 shows the temperature correction factor to be considered during the costing of a heat
exchanger, as provided by [41]. The cost literature contains equipment costs at specified capacities;
thus, to scale the equipment cost to the required capacities, the standard design limit (Q1) is introduced
in Equation (3) as provided by [42]. To obtain the recent year cost of equipment, such as shell and tube
heat exchangers, reactors, boilers etc., for a certain year, the base year index and recent year index are
considered. Equation (4) is utilised to obtain a recent price using the Engineering Plant Cost Index
(CEPCI). In this regard, the mid-2004 CEPCI values, used as the base year by [41], together with the
annual average CEPCI values for 2019 were used to obtain the cost of plant equipment. The final
equipment costs are presented in Table 4. Additionally, detailed quotations were obtained for certain
process equipment utilised mainly during pre-pyrolysis.

Equipment costing equations
CE = CSn (1)

CE = FT FP FM C2 (2)

C1 = Cb (Q1/Qb)n (3)

C2 = C1(I2/I1) (4)

Table 3. Temperature (FT), pressure (Fp), and material of construction correction factor (FM) [42].

Design Pressure, (atm) Correction Factor

0.005 1.3
0.014 1.2
0.048 1.1

0.54 to 6.8 1.0
48 1.1
204 1.2
408 1.3

Design Temp, ◦C Correction Factor

−80 1.3
0 1.0

100 1.05
600 1.1

5000 1.2
1000 1.4

Material of Construction Correction Factor

Carbon steel (mild) 1.0
Bronze 1.05

Carbon/molybdenum 1.065
Steel

Aluminium 1.075
Cast steel 1.11

Stainless steel 1.28 to 1.5
Worthite alloy 1.41

Hastelloy C alloy 1.54
Monel alloy 1.65

Titanium 2.0
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Figure 2. Temperature correction factor: two shell passes, four or multiples of four tube passes [41].

Table 4. Plant major equipment cost.

Description Cost Comments Costing Reference

Pre-Pyrolysis

1.1 Magnetic separator R60,976.80 1.1 kW motor, 550 kg [Quote]
1.2 Tyre shredding R315,900.00 60–80 tyres per hour, 15 hp [Quote]
1.3 weighing system R10,649.88 SABS approved, with readout screen [Quote]

Total R387,526.68

Pyrolysis

2.1 Reaction chamber R1,635,822.26 D2.8 m, L6 m, 15 KW, 380 V, struc steel [42]
2.2 Heat exchanger R475,422.06 CS tubes, TEMA B std, 16.88 KW [41]
2.3 Heat exchanger R394,254.99 CS tubes, TEMA B standards [41]
2.4 Reboiler R405,998.85 High carbon steel [41]
2.5 Condenser R596,748.87 Mild carbon steel [41]
2.6 Storage tanks R206,162.66 Steel fuel tank and plastic water tank [41]
2.7 Cooling tower R1,125,640.00 Stainless steel/galvanised steel
2.8 Pumps R207,777.26 Carbon steel [42]
2.9 Instrumentation and controls R2,058,487.70 [41]

2.10 Interconnecting pipes and valves R230,216.33 [41]
Total R7,336,530.97

Post -Pyrolysis

3.1 Distillation column R335,142.20 Carbon steel/stainless steel [41]
3.2 Column plates R149,795.00 Plate (bubble cap) [41]
3.3 Micro ball mill R839,878.00 Stainless steel [Quote]
3.4 Gas scrubber R685,844.00 Carbon steel/stainless steel [41]

Total R2,010,659.2
Total equipment R9,734,716.85

2.2. Economic Feasibility Analysis

The project’s economic feasibility analysis is performed subsequent to the costing of all major
equipment. This is selectively done to determine the financial performance of the project during its
lifespan. Several methods are used to determine the profitability of the project and these are also
compared with values provided in literature. The following project profitability parameters are used
and represented by Equations (5) to (11).

Net present value (NPV)—the present time value of money used in investment planning to analyse the
profitability of a project.
Rate of return (ROR)—the gain or loss of an investment compared to the cost of an initial investment,
expressed as a percentage.
Return of assets (ROA)—indicates the profitability of a company relative to its total assets.
Depreciation—the rate at which fixed assets are reduced uniformly over their useful life.
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Labour costs = hourly rate × total number of hours worked (5)

Operating costs = labour costs + Fixed costs + variable cost (6)

Revenue = quantity × price (7)

Cumulative cash flow = revenue − operating costs − taxes (8)

Return of asset = (net income)/(total assets) (9)

Net present value = (initial investment)/((
time∑
i=1

(Cash flow)/(1 + discounted rate)) (10)

Rate of return = cumulative cash and the end of project/(project life × original investment) (11)

3. Results and Discussions

3.1. Pyrolysis Parameters and End Products

The literature analysis regarding the feasibility of constructing and operating a batch pyrolysis
plant in Gauteng as previously highlighted shows that to a large extent, the reactor temperature,
heating rate, and reactor design determine the yield of solid, gas, and liquid products. In this regard,
the operation of a fixed-bed reactor at 550 ◦C, ambient pressure and constant heating rate would
allow for the production of 45% oil, 5% pyrolysis gas, 35% carbon black, and 15% steel wires as final
products. Upon completion of the pyrolysis process, pyrolytic gas is cooled and further condensed
to form pyrolytic oil. This oil is classified as No. 6 oil, which is a thick, syrupy heavy crude oil and
has an acid smell. To increase the economics of this product that would facilitate a viable waste tyre
pyrolysis facility, purification steps, such as desulphurisation and/or distillation will be integrated into
the process. This treatment step improves the quality of the oil, thus increasing its application potential.
The crude pyrolysis oil is distilled to form light tyre-derived distillate fuel and residual fuel oil fractions.
The residual oil is blended with diesel, while the distillate fraction is utilised in agricultural vehicles.
Alternatively, the oil can be treated to derive some important chemicals such as BTX and D-limonene
and this value addition contributes to the improvement of the process economics. The uncondensed
gases are recycled back to the system for use as fuel to sustain the process, thereby reducing the energy
input. This contributes to making the process thermally self-sufficient. The emissions from the reactor
burners are chemically treated using a gas absorption process. The solid fractions consist of a mixture
of carbon black and steel wires. A magnetic separation is used to remove ferrous metals to isolate the
two components. The carbon black is further milled to obtain different grades and fractions of the char.
The following fractions can be obtained: N220 (24–33 nm) used in rubber and rubber products; N770
(70–96 nm) used in paints and pigments; N990 (250–350 nm) used as activated carbon, and the residue
fraction can be used for briquettes. The steel component is sold to steel manufacturers or dealers.
However, in the South African context, no records of such applications have been reported.

3.2. Process Description

The pyrolysis process P&ID is shown in Figure 3, and the process description is explained in
accordance with the process streams in the P&ID. Waste tyres are transported onsite and stored in a
designated storage area. At the beginning of each shift, tyres are quantified using a weighing system,
and the obtained figures are kept as record. Reinforcing wire is subsequently removed from the tyre,
which is represented by process line 2 in the P&ID, and it is baled to be sold to recyclers as a form of
revenue. Then, tyres are allowed to pass through a mechanical shredder, which will minimise their
size to particle sizes of between 15 and 40 mm as recommended by [43] and denoted by process line 3.
The shredded tyre chips are introduced into the reactor chamber where nitrogen is purged into the
system to allow for an inert environment, as shown in process line 4. Pyrolysis is an endothermic
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process; thus, an electrical heater will be utilised to provide thermal energy up to 550 ◦C, which is
required to initiate the decomposition of the tyre chips in the pyrolysis reactor. The vaporised gases
are cooled using two heat exchangers in series (process line 5 and 14); thereafter, condensation of the
oil is facilitated and is represented by process lines 15 and 20. The non-condensable gases, as shown
in process line 18, are recycled back into the reactor to sustain the process. The oil fraction is further
distilled into light distillate oils, as shown in process line 29, for application in agricultural vehicle or
blended with commercial diesel containing low sulphur content. The heavy residue oils, as shown in
process line 26, will be sold to fire up furnaces, boilers, and kilns. The solid char is collected at the end
of each batch process and later segregated from the unextracted steel cords using a magnetic separator,
as shown in process line 8. The char will be further milled into different grades, as seen in process
line 11, and sold for profit. The flue gas that remains in the reactor chamber after each batch will be
channeled to the absorption column for abatement, as presented by line 12 in the P&ID.

Figure 3. Pyrolysis process piping and instrumentation diagram.

The material and energy balances are presented in Table 5. The material balance gives an indication
that a material feed rate of 145 kg/h produces a gas fraction at 50.86 kg/h. Consequently, approximately
54 and 20 litres per hour of distillate and heavy oils will be produced respectively during the process.
In addition, steel wire and carbon black will be produced at a rate of 21.79 and 50.86 kg/h respectively.
Apart from the thermal energy provided in the reactor to facilitate the reaction, the feed material
and products generated during pyrolysis will also aid in providing the process energy requirements,
as highlighted by the energy balance in Table 5.
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Table 5. Pyrolysis mass and energy balances.

Stream Description
Mass Flow
(kg/hour)

Process Conditions
(Temperature and

Pressure)

Volume Flow
(m3/hour)

Energy, Qin

(MJ/s)
Energy, Qout

(MJ/s)

1 Tyres 145.31 25 ◦C 87 kPa 1.29
2 + 8 Steel wire 21.79 25 ◦C, 87 kPa

3 Tyre chips 130.78 25 ◦C, 87 kPa 1.16 1.16
5 Pyrolysis gas 72.66 550 ◦C, 300 kPa [44] 90.83 0.5 0.5
9 Carbon black 50.86 25 ◦C, 87 kPa 0.4 0.4

12 Flue gas 0.727 150 ◦C, 200 kPa 0.91

18 Uncondensed
pyrolysis gas 7.27 105 ◦C, 200 kPa 9.10 0.0076

24 Pyrolysis oil 65.39 350 ◦C, 350 kPa 0.074 0.73
26 Residual oils 18.08 40 ◦C, 200 kPa 0.02 0.2
29 Distillate oils 47.31 40 ◦C, 200 kPa 0.054 0.53

3.3. Pyrolysis Utilities

The process requires process water for cooling equipment such as heat exchangers, cooling towers,
condensers, and carbon black wet grinding as well as general use in the plant. Approximately 8500 L
of water will be used monthly in the plant. The energy requirement for the plant for all the different
process energy demands is shown in Table 6. The available fuel is the 5% gas produced during
pyrolysis, which is subsequently recycled back into the process to help sustain the process. This is
power supplied to components such as the tyre shredder, heaters, pumps, and control systems as
well as large mechanical and heating equipment. Sodium hydroxide (NaOH) is used as the scrubbing
reagent at a cost of R9.55/kg per bag. Nitrogen is required in the process to purge out the oxygen (O2)
and create an inert environment; the N2 cost estimate is approximately R485.79 per 13 kg cylinder.

Table 6. Total plant power and energy requirement.

Energy Type Amount Unit

Heating 121.05 kW
Mechanical 151.79 kW

Cooling 10.5 kW
Electrical 81.75 kW

Available fuel 139.56 kW
Energy efficiency 0.8

Total supply 317.53 kW
Yearly energy requirements 1,846,957.70 kWhr/year

3.4. Gas Emission Scrubbing

The flue gas emissions are confined and scrubbed through a gas absorption tower using NaOH
solution. The typical flue gas composition is sulphur dioxide (SO2), carbon dioxide (CO2), nitrogen
oxides (NOx), hydrocarbons (H-C), moisture (H2O), CO, N2, and O2 [45]. Carbon dioxide is reacted
with sodium hydroxide to form water and sodium carbonate, as denoted by Equation (12). In the
presence of excess SO2, sodium sulfite (Na2SO3) is formed as a final stable product, as shown in
Equation (13). Sodium sulfite is primarily used in the pulp and paper industry, food preservatives,
and pharmaceuticals [46]. The sale of Na2SO3 can potentially add another income stream into the
business model.

NaOH + CO2 → Na2CO3 + H2O (12)

SO2 + H2O + Na2CO3 → Na2SO3 + CO2 (13)

3.5. Pyrolysis Production Plant Model

The economic model is based on a 15-year pyrolysis plant life span consisting of 4 rotating shifts
with 3 shifts operating daily. The processing facility operates as a batch process of 303 days per year;
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the remaining days are utilised for maintenance as shown in Table 7. The available plant capacity is
1056.5 tonnes/year, with a shutdown period of 62 days/year. The initial process assumptions, input,
and input costs for the project are also given in Table 7.

Four income streams will be the core revenues to be considered for the project. In this regard,
a tyre gate fee of R14.10 per tyre is collected. Distilled pyrolysis oil is sold at R14.65 per litre, taking
into account the annual average 2019 fuel price of R15.81 per litre with fluctuation allowance. The oil
will be mainly sold to agricultural businesses for use in agricultural vehicles and machinery. Overall
revenues of R2.21 million and R1.85 million per annum of pyrolysis oil and various carbon black
grades (N220, N770, N990, and briquettes) respectively will be collected at the end of the first financial
year. Lastly, the residual steel wires are sold to appropriate dealers at a rate of R2500 per tonnes, thus
contributing approximately R0.5 million towards the first-year revenues. The 5% uncondensed gasses
are recycled back into the process to sustain the plant.

As highlighted previously, the order of magnitude estimate method was used to cost all major
equipment. Using project evaluation methods, represented by Equations (1) to (4), it can be concluded
that the project is worth investing in with a projected payback period of approximately 5 years, as
shown in Figure 4a. Consequently, the project requires a capital incentive of R 17.5 million during
year 0; this total includes all major equipment, plant assessment costs (accounting for 12.5% of the
capital expenditure, Capex); building and structure (accounting for 25% of Capex), engineering and
construction (accounting for 30% of Capex) as well as other costs such as contingency fees (accounting
for 15% of the total initial investment). The required Capex can be solely funded by a financial
institution with a pay period of 5 years based on an annual interest rate of 10%.

Table 7. Pyrolysis plant process assumptions, inputs, and costs.

Variable Unit Value

Weight of rimless tyre Kg 7.75
Single tyre gate fee R/tyre 13

Operating hours Days/year 302.95
Plant shut down time Days/year 62.05

Operating shifts Per day 3
Loading cycles Per shift 3

Treated tyres ton/day 3.5
Annual working hours hour/year 8760

Downtime hour/year 1489.2
Plant operating time hour/year 7270.8
Actual plant capacity ton/hour 1056.54

Available plant capacity ton/hour 1272.94
Actual annual production ton/hour 1056.5

Process input costs

Electrical energy R/kWh 1.18
Water R/L 0.029

NaOH (scrubber reagent) R/ton R9550.00
Nitrogen R/13 kg R485.79

During year 1, annual operating costs that can be further categorised into fixed costs and variable
costs need to be factored in before operations can commence. Fixed operating costs are inclusive
of maintenance (labour and materials); operating labour; land rental, laboratory costs; supervision;
rates (and any other local taxes), medical and insurance cost. An incentive of approximately R10
million is required during year 1 to accommodate all fixed and variable operating costs. A tax rate
and value-added tax (VAT) rate of 28% and 15% respectively are considered for the annual revenues.
An annual straight-line depreciation rate is applied over the 15-year plant lifespan. This tally’s up to
initial cash injection of R27.5 million required to successfully set up the business. Detailed operating
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costs, labour costs, revenues, and revenues after-tax projection from year 0 to the end of the project are
shown in Table 8.

Figure 4a shows a general increasing trend for all the plotted variables (cumulative cash flow,
operating costs, and annual revenue) from year 0 to year 15. A steady increase in the net profit is
projected predominantly around year 5; this is due to the business ending its Capex loan repayment
period after year 4. The cumulative cash flow can be used to indicate the projected plant life. Revenues
are flowing into the business; however, the cumulative cash flow remains negative until the initial
investment required to design, build, and start up the plant is paid off. Year 0 to year 4 is classified as
the payback period of the project. As a result, the business only breaks even after 5 years due to the
high capital investment accompanied by an annual 10% interest on loan repayment. However, due to
the availability of raw materials at no cost and the sale of high-value end products, the plant is seen
to be highly profitable thereafter. In the literature, [41] highlights that a payback time of 2 to 5 years
is expected for projects estimates using cost data [41], thus showing that the obtained results agree
with the literature. An average inflation rate of 7.3% for the end-products sale price, operating costs,
and raw material prices is factored in annually.

Figure 4b provides the profitability predictions of the project; it shows stabilisation in the
accumulated annual revenue and production costs towards the end of the project. This is expected, as
a high increase in revenue is realised from year 5 onwards. The net present value (NPV) of money has
also been used to determine whether the project is a worthwhile investment, in terms of profit yield
and breakeven period. In this regard, Figure 4b shows that the project is worth investing in due to the
NPV proceeding from being negative to being positive over the increasing duration of the project; this
is also depicted in Table 8. In addition, the NPV curve also indicates the projected plant life, which
agrees very well with the plotted plant life curve given in Figure 4a. The return of assets (ROA) curve
in Figure 4b is also in agreement with the NPV and shows an increasing trend in Table 8. The project is
shown to gradually depreciate over time from year 1 to year 15 at an acceptable rate. This is highly
influenced by the scheduled plant maintenance, which will ensure proper plant preservation and the
regular servicing of all plant equipment. According to [41], 20% to 30% for the rate of return (ROR) can
be used roughly as a guide for evaluating small projects and the higher a project’s return, the more
attractive it is [41]. The ROR for this project is projected to be 31.9%, as shown in Table 8; this figure is
in strong agreement with the literature, thus confirming that the project is a viable investment that will
yield profits and longevity during its projected lifespan.

 
(a) (b) 

Figure 4. Project cost evaluation: (a) Cumulative cash flow, revenues and operating costs projections;
(b) Net present value, return of assets, and depreciation rate projection.
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4. Conclusions

Based on the pyrolysis plant business model and all relevant data collected through literature
analysis, site visits as well as telephonic, and personal interviews, the following conclusions can
be drawn. (i) The waste tyre plant business model shows that a 3.5 tonne per day plant yields a
reasonable payback period of 5 years and a plant life of 15 years is projected. (ii) Further treatment
steps are required to improve the process economics by creating valuable products; however, further
optimisation studies can be performed with the aim of increasing plant productivity. (iii) For a
successful business model, a stable and sustainable product market should exist and be regulated
in South Africa. For further work, the authors recommend a detailed analysis of the environmental
impact and policy framework on operating pyrolysis plants in South Africa.
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Nomenclature

CE = Purchased equipment cost (US Dollar)
FT = Temperature correction factor (degrees celsius)
FP = Pressure correction factor (atmosphere)
fM = Material of construction correction factor
n = Equipment type index
C = Cost constant
S = Size parameter
Cb = Base cost (US Dollar)
C1 = Base year cost (US Dollar)
C2 = Recent year cost (US Dollar)
Qb = Equipment design value
lQ1 = Standard design limit
I1 = Base year index
I2 = Recent year index
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Abstract: Nitrous oxide (N2O) is an overwhelming greenhouse gas and agricultural soils, particularly
acidic soils, are the main source of its release to the atmosphere. To ameliorate acidic soil condition,
liming materials are added as an amendment. However, the impact of liming materials has not been
well addressed in terms of exploring the effect of soil pH change on N2O emissions. In the present
study, a soil with pH 5.35 was amended with liming materials (CaMg(CO3)2, CaCO3, Ca(OH)2 and
CaO) to investigate their effects on N2O emissions. The results indicate that application of liming
materials reduced the magnitudes of N2O emissions. The maximum reduction of soil N2O emissions
took place for Ca(OH)2 treatment when compared to the other liming materials, and was related to
increasing soil pH. Mineral N, dissolved organic C, and microbial biomass C were also influenced
by liming materials, but the trend was inconsistent to the soil pH change. The results suggest that
N2O emission mitigation is more dependent on soil pH than C and N dynamics when comparing the
different liming materials. Moreover, ameliorating soil acidity is a promising option to mitigate N2O
emissions from acidic soils.

Keywords: lime; mineral nitrogen; soil pH; organic carbon; microbial biomass; N2O

1. Introduction

Soil acidity is a master variable that hinders plant growth by limiting nutrient availability and
thus impacts both the quantity and quality of crops. Soil acidification occurs very slowly naturally as
soil is weathered, but this process is accelerated by intensive agriculture [1,2]. Soil acidity is expressed
in terms of pH, and its extent and degree impact a wide range of soil biogeochemical properties.
Soil acidity also has marked effects on soil microbial communities and their pertinent processes.
Soil acidification is a natural and very slow process that takes over hundreds of years to develop.
However, it may reach its greatest expression within a few years under intensive agricultural practices
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and in humid regions where rainfall is sufficient to leach down the nutrients [3]. Thus, although most
processes developing soil acidification are natural, anthropogenic activities have a major impact on
some of them. In fact, several reasons may contribute to soil acidification and excessive use of nitrogen
(N) is one of them [3].

To obtain high crop production in intensive crop-growing areas, excessive application of N
fertilizers has been carried out for years, but when it is excessive, it leads to soil acidification [4].
According to estimations [3], the application of nitrogen fertilizer in arable lands of China usually
ranges from 200 to 500 kg N ha−1 yr−1. Aside from the beneficial effects of high N fertilizer application,
devastating impacts and environmental risks have also been observed including eutrophication,
nitrous oxide (N2O) emissions, and soil acidity [5,6]. Researchers have demonstrated that nitrate and
ammonium applied to soils can generate 20 to 33 kmol hydrogen ions (H+) ha−1 yr−1 under exhaustive
growing systems [3]. This indicates that the application of N can drive soil acidification.

Soil acidity can be offset with alkaline materials that provide conjugate bases such as CO3
2− and

OH− of weak acids. These anionic bases react with H+ and form weak acids. For example:

CO3
2− + 2H+→ H2CO3 (1)

Generally, liming materials are applied in the forms of hydroxides or oxides containing magnesium
(Mg) or calcium (Ca), which form hydroxide ions in water.

CaO + H2O→ Ca(OH)2 → Ca2+ + 2OH− (2)

Most liming materials, whether they are carbonates, hydroxides, or oxides, react with CO2 and
H2O to generate bicarbonates (HCO3

−) when added to acidic soils. As a result, partial pressure of CO2

in the soil is high enough to proceed such reactions forward, for instance:

CaMg(CO3)2 + 2H2O + 2CO2 � Ca2+ +Mg2+ + 4HCO3
− (3)

The resultant bicarbonates, Ca and Mg, counteract the acidity.
Liming acidic soils not only raises soil pH, but also alters biochemical processes and nutrient

cycling. The rise in soil pH following lime application substantially triggers the N transformation
processes [7], markedly controls the microbial processes of nitrification and denitrification, and thus
influences N2O production and emission. However, the subsequent effects of lime application on N2O
emissions is ambiguous and contrary hypotheses have been proposed by the scientific community.
For instance, a laboratory incubation study proposed that increasing soil pH may substantially decrease
emissions of N2O from acidic agricultural soils [8]. In contrast, some scientists have reported that lime
application and subsequent rise in soil pH caused increased soil N2O emissions from arable acidic
soils [9,10].

Keeping in mind the importance of liming acidic soils, we hypothesized that the application of
lime materials can trigger N transformations following soil pH change and subsequently influence
N2O emissions in a way that would be interesting to further elucidate. Thus, the current study was
conducted with the aim to examine and shed further light on the pH change effects of various liming
materials on N2O emissions from acidic agricultural soils.

2. Materials and Methods

2.1. Soil and Liming Materials

Soil was obtained from a rapeseed-rice cropping system, located in Xianing (a city of central
China; 29◦88′209′′ N, 114◦39′416′′ E). According to Soil Survey staff [11], the soil is classified as Ultisol.
Soil (0–20 cm) was sampled from the selected field after rice harvest from multiple-points. A composite
soil sample was made by mixing subsamples. Plant residues (straw and roots) were separated from
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soil. After shifting in the laboratory, soil was dried in the open air, crumbled, and then sieved through
a 2 mm sieve. The basic soil chemical and physical analysis [12] was performed prior to onset of the
experiment. Soil texture was silty clay loam. The main characteristics of soil are given in Table 1.
Different liming materials (dolomite CaMg(CO3)2, calcium hydroxide (Ca(OH)2, calcium carbonate
CaCO3, and calcium oxide CaO) used in the present study were purchased from Xinjing Chemicals Co.
Ltd. (Xiaogan, Hubei, China).

Table 1. Some selected physical and chemical characteristics of the tested soil.

pH(H2O)
Total C
(g/kg)

Total N
(g/kg)

NO3
—N

(mg/kg)
NH4

+-N
(mg/kg)

Bulk Density
(g/cm3)

Cation Exchange
Capacity (cmolc/kg)

5.35 11.5 1.2 15.6 46.9 1.39 10.8

2.2. Experimental Setup for Collection and Analysis of N2O

Initially, air dried soil without any amendment was incubated in a plastic (polyethylene
terephthalate) tub with 20% gravimetric water content (60% water filled pore space) at a temperature
of 25 ± 1 ◦C for one week (Figure 1). After one week of initial incubation, incubated wet soil (100 g
on dry basis) from the tub was placed in glass jars. Liming materials were added separately to the
soil. The application dose of each liming material was 1 g kg−1 dry soil with a particle size ≤0.3 mm.
Treatments for the present study were as follows: (i) Ca(OH)2, (ii) CaO, (iii) CaCO3, (iv) CaMg(CO3)2,
and (v) control (soil without any amendment). Each treatment had three replicates. Treated soils in jars
were placed in an electric-automated chamber (S-400-HP) and incubated at 25 ± 0.5 ◦C in the dark for
four weeks (28 days). During incubation, a plastic sheet with pin holes (about 30) was used on the top
of each jar to reduce water loss, but permit gas exchange. Soil water content in each jar was sustained
at 20% throughout the study by weighing jars and refilling with distilled water on a daily basis.

 

Figure 1. Schematic diagram of the experimental setup.

Gas from the headspaces of jars, equipped with air-tight lids holding a 3-mm diameter pipe,
was collected at days 1, 3, 5, 7, 10, 13, 16, 20, 24, and 28 using a special air-tight syringe made for
sampling purposes. On gas sampling day, the tops of jars were uncovered prior to gas sampling and
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soil in the jars was allowed to be exposed to ambient air for 30 to 40 min. After that, the jars were
closed with air-tight lids and gas samples were taken immediately after closure to know the initial
concentration of gas in the jars. Another gas sample from headspace was collected after 60 min to
know the change in gas production. The gas samples were analyzed for N2O concentration using a gas
chromatograph system (7890A, Agilent technology, Santa Clara, CA, USA). The concentration of N2O
in the gas sample was calculated using the equation as given below [13].

F = ρ × V/W × Δc/Δt × 273/(T + 273) (4)

In Equation (1), F denotes the rate of N2O–N emission (μg kg−1 h−1); ρ denotes the density (kg m−3)
of N2O gas; V denotes the volume (m3) of headspace of jars; W denotes soil weight (kg); Δc denotes
change in gas concentration during closure time of jars; Δt denotes the time period of closure (h) of the
treatment jars; and T denotes the temperature at which the experiment was conducted (25 ◦C).

The cumulative emissions of N2O (μg kg−1) for the whole period of study were calculated based
on the following formula [14].

Cumulative N2O emission =
n∑

i=1

(Ri× 24×Di) (5)

where Ri is the N2O emission rate (μg kg−1 h−1); Di are days between the sampling periods; and n is
the number of samples.

2.3. Experimental Setup for Soil Analysis

A separate experiment to that for gas analysis was concurrently performed for soil analysis.
Treatments, pre-incubation period, temperature, and moisture conditions for the soil analysis study
were identical as that for the gas analysis setup. After pre-incubation, a weight of 200 g soil was
incubated after being placed in 1000 mL beakers. Soil sub-samples from jars were taken after one day
of imposing treatments and then on a weekly basis over 28 days.

For pH determination of the soil-sub samples, a soil slurry was made by performing a 1:2.5
ratio suspension of soil:distilled water [12]. The slurry was shaken in an orbital shaker for 40 min,
and the pH was tested using a pH-meter (2FPHS, Wincoms Co. Ltd., Shanghai, China) after 30 min
of shaking. Soil was subjected to specific extraction for the subsequent determination of the mineral
contents of soil nitrogen (NO3

−–N and NH4
+–N) by adding 1 M KCl (5 mL for 1 g soil), shaking for

60 min, and subsequently using a flow injector system analyzer (SEAL Co. Ltd., Henstedt-Ulzburg,
Germany) [15]. Chloroform fumigation specific extraction method was adopted for testing microbial
biomass C [16]. Dissolved organic C content in soil was determined by extracting the soil with
distilled water (1:5, soil:distilled water) and using Elementar system analysis (Vario, Elementar-CN,
Hanau, Germany).

2.4. Data Analysis

Data pertinent to soil and gas parameters were analyzed using Analysis of Variance (ANOVA)
one-way analysis of variance. Tukey’s test was employed to identify significant differences for
treatments of their mean results. The Kolmogorov–Smirnov test for the normality distribution of
variables was performed before proceeding further for ANOVA [17]. All data were statistically
evaluated using Windows-based software Statistical Package for the Social Sciences (SPSS) Statistics 23.
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3. Results

3.1. Soil pH

Soil pH was statistically significantly (p ≤ 0.01) different among the treatments of liming materials.
Soil pH before the immediate day of adding liming materials was 5.35, and liming of soil rapidly
increased pH (Figure 2). On day 1, soil pH in all treatments was substantially higher than that of
the control and thereafter continued to gradually increase up until the end of the study. The highest
value of soil pH corresponded to Ca(OH)2 treatment on day 28. The pH values were 7.21, 6.99, 6.70,
6.43, and 5.30 for Ca(OH)2, CaO, CaCO3, CaMg(CO3)2, and the control, respectively, on day 28 of
the experiment.

 

Figure 2. Dynamics of soil pH following the application of liming materials. Vertical bars denote the
error bars of the mean of three replicates. Values at the same time followed by different letters indicate
significant differences between different treatments (p < 0.05).

3.2. Soil Mineral–N (NH4
+–N and NO3

−–N)

Soil NH4
+–N concentrations were highly and significantly (p ≤ 0.01) influenced by the addition of

liming materials. NH4
+–N concentration before the immediate day of adding liming materials was

35 mg kg−1, whereas the addition of liming materials caused diverse patterns of NH4
+–N concentrations

(Figure 3). The CaCO3, CaMg(CO3)2 and control treatments showed continuous decline of NH4
+–N

concentrations throughout the study period. However, NH4
+–N concentration in the Ca(OH)2 and

CaO treatments declined on day 1 of the onset of the study, increased on day 2, and afterward speedily
decreased throughout until the end of the experiment. The NH4

+–N concentrations were 9.1, 10.9, 6.8,
12.0, and 20.2 mg kg−1 in the Ca(OH)2, CaO, CaCO3, CaMg(CO3)2 and control treatments, respectively,
on day 28 of the study.
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Figure 3. Variations in soil ammonium concentrations following the application of liming materials.
Vertical bars denote the error bars of the mean of three replicates. Values at the same time followed by
the different letters indicate significant differences between different treatments (p < 0.05).

The amendment of liming materials significantly (p≤ 0.01) augmented soil NO3
−–N concentrations

(Figure 4). The trend of increase of NO3
−–N concentration kept continuing in all treatments until the

end of the study. The maximum concentration of NO3
−–N was observed in the CaCO3 treatment on

day 28 of the study. The NO3
−–N concentrations were 60.2, 52.4, 75.1, 50.0, and 43.9 mg kg−1 in the

Ca(OH)2, CaO, CaCO3, CaMg(CO3)2, and control, respectively, on day 28 of the study.
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Figure 4. Variations in soil nitrate concentrations following the application of liming materials.
Vertical bars denote the error bars of the means of three replicates. Values at the same time followed by
different letters indicate significant differences between different treatments (p < 0.05).

3.3. Dissolved Organic C and Microbial Biomass C

Addition of liming materials significantly (p ≤ 0.01) impacted the microbial biomass C (MBC) as
well as dissolved organic C (DOC) in soil. Before the addition of liming materials, the DOC content
was 25 mg kg−1 and instantly increased on day 1 in all treatments, except for the control (Figure 5).
The DOC contents reached maximum values of 38.5, 33.2, 30.1, 28, 24.9 mg kg−1 on day 7 in the
Ca(OH)2, CaO, CaCO3, CaMg(CO3)2, and control treatments, respectively, and afterward declined
until the end of the study.

In the case of MBC contents, all the liming treatments showed an increment on day 1, while a
divergent trend was observed afterward (Figure 6). Only Ca(OH)2 treatment showed a rise in MBC
content after day 1, reached the maximum at 59 mg kg−1 on day 14, and after that gradually declined
and reached 49.1 mg kg−1 at the end of the experiment, whereas MBC contents decreased in all other
treatments of CaO, CaCO3, and CaMg(CO3)2 as well as the control over the entire study period.
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Figure 5. Fluctuations in soil dissolved organic carbon following the application of liming materials.
Vertical bars denote error bars of mean of three replicates. Values at the same time followed by different
letters indicate significant differences between different treatments (p < 0.05).

Figure 6. Fluctuations in soil microbial biomass carbon following the application of liming materials.
Vertical bars denote the error bars of the means of three replicates. Values at the same time followed by
different letters indicate significant differences between different treatments (p < 0.05).
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3.4. Nitrous Oxide (N2O) Emissions

Nitrous oxide emissions were significantly (p ≤ 0.01) affected by the application of liming materials.
The N2O emission rate and the cumulative soil N2O emissions (329.52 μg kg−1) were highest in the
control among all the treatments (Figures 7 and 8). The N2O emissions increased on day 1 following
the addition of liming materials, and then started to decline, with variant magnitudes (Figure 7).
The decrease in N2O emissions was sharper in Ca(OH)2 than that of the other liming treatments,
and indeed in the control. The lowest emission rate and cumulative N2O emissions were observed in
the Ca(OH)2 treatment. The cumulative N2O emissions in the Ca(OH)2, CaO, CaCO3, CaMg(CO3)2,
and control treatments were 208.08, 237.60, 261.72, 287.64, and 329.52 μg kg−1, respectively (Figure 8).

 
Figure 7. Soil N2O emissions following the application of liming materials. Vertical bars denote the
error bars of the means of three replicates. Values at the same time followed by different letters indicate
significant differences between different treatments (p < 0.05).
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Figure 8. Cumulative soil N2O emissions following the application of liming materials. Vertical bars
denote the error bars of the means of three replicates. Different letters (from a to e) denote significant
differences (p ≤ 0.05) among the means of treatments.

4. Discussion

Acidic soils are generally considered as less efficient for high crop production. To ameliorate
acidic soils, farmers usually amend them with liming materials. Application of liming materials has
dual benefits of raising soil pH as well as supply essential elements, mainly Ca and Mg. In the present
study, the liming materials used were Ca(OH)2, CaO, CaCO3, and CaMg(CO3)2. Application of all
these liming materials obviously influenced N2O emissions, but the magnitudes of the N2O emissions
dramatically altered with soil pH. In fact, high N2O emissions were observed at low pH levels (without
lime application) in the acidic soil in the present study.

High magnitudes of N2O emissions from low pH soils can be explained by incomplete
denitrification and less activity or complete inhibition of N2O–reductase. Nitrous oxide reductase
(N2O–R) is the sole enzyme of the denitrification process, which reduces N2O to N2 at neutral,
near neutral, or above 7 pH [18]. Therefore, higher magnitudes of N2O emissions are expected
from soils at low pH relative to higher pH values because of the incomplete denitrification
process [19,20]. In the present study, N2O emissions were perceptibly mitigated by the application
of all selected liming materials. However, the highest decline in cumulative as well as emission
rates of N2O occurred in the Ca(OH)2 treatment, and this was possible due to the highest pH value.
Kunhikrishnan et al. [21] also indicated that the pH value could prominently control N2O production
and emissions, and Bakken et al. [22] commented that the possible mechanism involved in low
magnitudes of N2O emissions in limed soils at high pH values was pertinent to the activities of
N2O–reductase. It has been shown that the application of liming materials improved the activities
of N2O–reductase for N2O reduction [23], and magnitudes of soil N2O emissions are unswervingly
controlled by pH [8,24]. These studies demonstrated that N2O–reductase was functional at higher pH
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relative to low pH, which led to a complete denitrification process and low N2O emissions at high
pH levels.

Results of raising soil pH regarding the effect on N2O emissions have been proposed by several
researchers. Stevens and Laughlin [25] reported that raising the soil pH from 6.5 to 8 eminently reduced
N2O emissions. Qu et al. [26] reported that acidic soils produced higher magnitudes of N2O emissions,
whereas neutral pH soils showed less magnitudes of N2O emissions. Khan et al. [27] found that the
application of calcium hydroxide to soil at the dose of 5.63 g kg−1 soil significantly decreased N2O
emissions by increasing soil pH from 5.2 to 7.6. Additionally, an 80-day laboratory study revealed
that Ca(OH)2 amendment (1.1 to 5.6 g kg−1 soil) substantially reduced N2O emission [28]. Moreover,
some other experiments showed the following: application of Ca(OH)2 at the dose of 7.3 g kg−1 soil
mitigated cumulative emissions of N2O from 547 g ha−1 to 46 g ha−1 in a soil with a pH of 4.71 [29].
A 2-year research showed that increasing the pH from 4 to 5.5 by CaCO3 application dwindled N2O
emissions from 0.96 mg m−1 d−1 to 0.88 mg m−1 d−1 [30]. The mitigation of N2O emissions from limed
soils showed that pH plays an imperative role in regulating such N2O release to the atmosphere [31].

In the present study, the addition of liming materials greatly impacted mineral N concentrations
displaying a quick decline of NH4

+–N with time, indicating that the nitrification process sped up,
as linked to the concurrent rise of NO3

−–N concentrations. Higher NO3
−–N concentrations at relatively

higher soil pH levels advocate that microbes consumed N2O as an electron acceptor instead of NO3
−–N.

It can be observed from these results that complete denitrification occurred, rendering N2O to N2

conversion in all liming material treated soils, and thus correspondingly, low magnitudes of N2O
emissions occurred. Moreover, it is interesting to report herein that the trend and behavior of N2O
release from liming material amended soils corresponded with the changes in NH4

+–N and NO3
−–N

concentrations, but the degree of the mitigation of N2O emissions did not follow the same pattern.
The most rapid changes of mineral N dynamics were observed in the CaCO3 treatment, whereas the
highest reduction of N2O emissions occurred in the Ca(OH)2 treatment. The discrepancies between
the degrees of N2O emission magnitudes following liming material application is plausible because of
the potential of soil pH manipulation.

In addition to mineral N dynamics, the application of all liming materials influenced dissolved
organic C, which is believed to be a readily available C substrate for microbial growth prolongation and
proliferation, leading to processing nitrification and denitrification producing N2O [32]. It is interesting
to note that the changes in MBC comparing the end values with the starting values: ca. −10 mg/kg soil
for the control versus are ca. +10 mg/kg for treatment Ca(OH)2. Dissolved organic C acted as a substrate
for microbes, conjecturing that available C favored N2O reduction. Furthermore, high contents of MBC
in the liming material added soils were detected when compared to the control, which indicated the
likely high reduction of N2O emissions.

5. Conclusions

The present research showed that the application of liming materials reduced magnitudes of N2O
emissions. The pronounced and maximum reduction of soil N2O emissions occurred in the Ca(OH)2

treatment through increasing soil pH when compared to the other liming materials tested. The results
suggest that N2O emission mitigation is more dependent on soil pH than on C and N dynamics when
capering different liming materials. Moreover, ameliorating the soil acidity condition is a promising
option to alleviate N2O emissions from acidic soils. The results can be considered of environmental
relevance, and further research in this regard could be interesting, especially in the current context
of global warming due to a variety of greenhouse gases released to the atmosphere from different
compartments and due to various anthropogenic activities.
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Abstract: The bioenergy production potential from biomasses is dependent on their characteristics.
This study characterized pine sawdust samples from Zimbabwe and acacia tortilis samples from
Botswana using conventional and spectrometry techniques. The ultimate analysis results for pine
were 45.76% carbon (C), 5.54% hydrogen (H), 0.039% nitrogen (N), 0% sulphur (S) and 48.66% oxygen
(O) and, for acacia, were 41.47% C, 5.15% H, 1.23% N, 0% S and 52.15% O. Due to the low N and S in
the biomasses, they promise to provide cleaner energy than fossil-based sources. Proximate analysis
results, on a dry basis, for acacia were 3.90% ash, 15.59% fixed carbon and 76.51% volatiles matter
and 0.83%, 20% and 79.16%, respectively, for pine. A calorific value of 17.57 MJ/kg was obtained for
pine, compared with 17.27 MJ/kg for acacia, suggesting they are good thermochemical feedstocks.
Acacia’s bulk energy density is five times that of pine, making it excellent for compressed wood
applications. Though the ash content in acacia was much higher than in pine, it fell below the fouling
and slagging limit of 6%. In pyrolysis, however, high ash contents lead to reduced yields or the
quality of bio-oil through catalytic reactions. Fourier transform infrared spectrometry indicated the
presence of multiple functional groups, as expected for a biomass and its derivatives.

Keywords: biomass; characterization; lignocellulosic; bioenergy

1. Introduction

1.1. Background and Purpose of the Study

A sustainable biomass-to-bioenergy conversion requires adequate knowledge of both the supply
capacity and quality of the biomass [1]. The utilization of a biomass for bio-energy is limited by the
biomass’ low bulk and energy density, resulting in increased transportation and handling costs per unit
energy potential or produced [2]. Most biomasses also have high moisture and mineral contents, along
with wide-ranging, nonuniform physical and chemical properties [3]. These physical and chemical
properties affect biomass-to-bioenergy conversion processes and the entire value chain, as further
described in Table 1. Therefore, it is crucial to assess the quality of a biomass by evaluating these
physicochemical properties and their corresponding effects on the thermochemical conversion process
and quality of products. Such characterization results would aid the design and development of
necessary biomass pretreatment methods that improve its quality, efficiency of the conversion process
and quality of products.

The properties of lignocellulosic biomasses widely vary with the diversity of the tree species.
Even for the same species from different geographical origins, there can be notable differences that
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could be caused by the different climatic and soil conditions, as demonstrated by several studies
made on pine biomass in various forms [4–8]. For instance, studies of pine biomass from Spain and
Canada yielded different results for the ultimate analysis, with those produced in Spain giving a lower
threshold carbon (C), hydrogen (H), nitrogen (N), Oxygen (O) and sulphur (S) composition of 48.3%,
5.2%, 0.16%, 46.2% and 0.14%, compared with those grown in Canada yielding 49.0%, 6.4%, 0.14%,
44.45% and 0.01%, respectively [7,8].

The main motivation of this study is to investigate the different types of biomass materials
from different geographical locations. Thus, we chose Acacia tortilis, a “new” biomass yet to be
explored for thermochemical processes, and made a comparison with the widely studied pine. Even so,
characterizing the Zimbabwean pine will give specific facts about the feedstock in this particular
geographical location, while providing a point of reference for comparison with acacia. Moreover,
the pine studied in this research is in the form of sawmill residues, whose properties will also vary
with different storage conditions. This further justifies the need to characterize this feedstock from
specified locations.

The properties of the two biomasses are useful in predicting the most efficient logistic, pretreatment
and biomass-to-bioenergy conversion methods and conditions [9]. Ultimately, the characterization
of feedstocks would help explain experimental biomass-to-bioenergy conversion profiles and how
product yields and quality relate to biomass properties. This knowledge will be used for subsequent
pyrolysis experiments in this study. Regardless, the characterization study was generalized to include
the effects of biomass properties on other thermochemical biomass-to-bioenergy conversions, such as
combustion, torrefaction and gasification.

1.2. The Significance of Biomass Characterisation for Bioenergy Applications

Biomass physicochemical properties are relevant in many ways at various points of a biomass
process flow, especially for upstream activities and midstream conversion stages [10]. Figure 1 shows
the process flow steps affected by the physicochemical properties of a biomass.

Figure 1. Relevant physicochemical properties of a biomass at different process flow steps. Reproduced
with permission from Cai et al. [9], Review of physicochemical properties and analytical characterization
of lignocellulosic biomass; published by Elsevier, 2017.

Álvarez-Álvarez et al. [1] investigated the thermochemical properties of four short-rotation woody
coppices to determine their energy production potential, with an emphasis on characterization as a critical
requirement for the efficient and sustainable exploitation of biomass resources. Tumuluru et al. [11] and
Mani et al. [12] examined the grinding energy requirements and physical properties of hammer-milled
cereals and energy crops. They found that physical properties like the moisture content and initial
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particle size affected grinding energy requirements, while bulk and tapped density affected the storage
requirements, size of the handling systems and conversion efficiency. Several studies have examined
the efficacy of particular pretreatment methods such as torrefaction, chemical or biological treatments
in enhancing specific desirable fuel or physical properties [11–14]. Biomass characterization has
been used to determine the effect of such a pretreatment on physicochemical and thermal properties.
In Table 1, we present a summary discussion on the relevance of selected properties to logistic and unit
processes of the biomass process flow chart as provided in the literature.

Table 1. Selected physicochemical properties and their relevance to various process flow steps.

Physicochemical Property Relevance/Significance Literature

Density (particle, bulk and tapped)
Useful for design of storage, handling and transportation facilities. Bulk and tapped
density also help determine flowability and compressibility of biomass through the
Carr and Hausner indices.

[1,9,11]

Compressibility
Useful for the design of storage, handling and feeding facilities. Higher
compressibility shows that more feedstock can be stored or transported in
a fixed volume.

[9,15]

Moisture content
A useful parameter in giving drying, storage, feeding and handling specifications. It
affects the energy input in the conversion process. Higher moisture implies higher
energy requirements.

[9,16]

Ash content

Indicates a potential risk of fouling or slagging during combustion or gasification.
Higher ash/mineral content indicates a higher risk for fouling and slagging in
combustion and gasification, the critical value being 6%. Ash also catalyzes the
breakdown of pyrolysis vapors into water, carbon dioxide and other simpler
molecules. This reduces yields and the quality of bio-oil.

[13,16,17]

Volatile matter Useful in showing the potential conversion into a desirable gaseous or liquid product.
For instance, in pyrolysis, a high VM indicates there can be higher bio-oil recoveries. [9]

Elemental (CHNS-O) 1

composition
Determines conversion efficiency and product composition. Significant N and S
contents indicate a polluting effect. [13]

Functional group composition
(as investigated by FTIR)

Useful in predicting the dominant behavior of a substance and its conversion
products by analyzing the reactive groups. For instance, the dominance of aliphatic
functional groups in a compound can be a good indication of the good fuel
properties of liquid derivatives from a feedstock.

[13,17]

Fuel/Thermal properties Indicates the thermochemical conversion efficiency and heating capabilities of fuel
(especially in combustion or exothermic phases). [13,16]

1 CHNS-O—carbon, hydrogen, nitrogen, sulphur, and oxygen. FTIR: Fourier-transform infrared spectroscopy.

2. Materials and Methods

The physicochemical characterization carried out on the biomasses in this study comprised
proximate, ultimate, thermogravimetric and functional group analyses. Compositional analyses were
used to determine the fuel potential of the feedstock. The thermal and fuel properties, in terms of
heating value, were measured using a bomb calorimeter. Physical properties, namely the particle, bulk
and tapped densities, were also determined. The physicochemical, thermal and fuel properties indicate
how a feedstock behaves during a thermochemical conversion and the expected energy output from
the process. On the other hand, physical properties generally affect the storage and handling logistics.

2.1. Sources of Biomasses Studied

Two lignocellulosic biomass feedstocks from Zimbabwe and Botswana were considered for
comparative purposes, given their potential bioenergy benefits to these two nations. Pine sawdust
(Pinus patula spp.) is a waste product from sawmilling activities in Manicaland Province, situated on the
eastern part of Zimbabwe. Sawdust and wood shavings represent the most unutilized waste fractions
from the sawmill operations, accumulating at approximately 70,000 tonnes per annum [18]. Heaps
of such waste fractions are scattered all over Manicaland Province, marring its aesthetic appeal and
posing various ecological threats, including fire, greenhouse gas emissions and wood residue leachate
that has high concentrations of dissolved organic matter [19,20]. The valorization opportunities that
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have been identified for the sawmill waste include combined heat and power generation from pyrolysis
and the gasification/co-gasification of liquid and solid fuels and wood-engineered products [18].

Acacia tortilis is an encroacher species that is debushed from rangelands and urban circles
of Botswana. Together with other encroachers, it has significantly reduced the size of quality
rangeland available for both domestic and wild animals in Botswana. It costs the local and national
government millions of pulas annually, since bush control programs have to be carried out to regenerate
rangeland grass or improve the aesthetic appeal in villages, towns, cities and highways [21]. However,
drought-resistant Acacia tortilis quickly rejuvenates after debushing, encouraged by overgrazing.
Charis et al. [21] noted that the bush encroachment situation in Botswana was similar to that of
Namibia, a country that is successfully valorizing its vast encroacher bush in charcoal, heat and
power-generation schemes. They recommended that some of the ideas and other novel schemes,
encompassing pyrolysis and gasification of the biomass, be adopted in Botswana.

2.2. Compositional Analysis and Thermal Properties

2.2.1. Thermogravimetric Analyzer

The LECO thermogravimetric analyzer (TGA) 701 (Leco TGA, St Joseph, MI, USA) was used to
determine the ash composition, inherent moisture content (MC), fixed carbon (FC) and volatile matter
(VM) present in the pine and acacia samples. The TGA was set to comply with the American Society
for Testing and Materials (ASTM) E1131-03 and to analyze the MC, ash, VM and FC compositions as
described under the ensuing subheadings [22]. The instrument was programmed to perform all these
tests at various temperatures. The LECO TGA 701 automatically weighed the samples, giving real-time
changes in mass. For the Acacia tortilis, the samples were placed in two categories, “with bark” and
“debarked”, to determine if there would be a significant difference in the TGA profiles and proximate
composition for the two groups of acacia biomasses.

Moisture Content

Samples of 1–3 g were put into the automatic sampling containers in the TGA. The exact sample
masses were then determined using the automatic balance and, subsequently, ramped the TGA
at 10 ◦C/min to 105 ◦C to remove all moisture. The drying process was carried out in a dynamic
atmosphere of nitrogen gas until a constant “moisture mass” was achieved; then, the TGA automatically
engaged the next stage.

Volatiles Content

The TGA was set at 550 ◦C for volatization, such that, after removing the moisture, the temperature
automatically adjusted to the set point within 10 min. Volatization occurred in an inert environment of
nitrogen gas until a near-constant mass was achieved.

Ashing

After burning off the volatiles, the lids were removed from the samples, and the biomass samples
were reheated to 550 ◦C in an oxygen-rich environment. The mass that was lost during the ashing
process was the fixed carbon, which reacted with oxygen.

2.2.2. Ultimate Analysis

The ultimate analysis was conducted using the Flash 2000 CHNS elemental analyzer (ThermoFisher
Scientific, Waltham, MA, USA). The biomass samples were first weighed in the sample containers with
the equipment’s auto-sampler system, then introduced into the combustion reactor. After combustion
in an oxygen-rich environment, the gases given off were carried by a helium flow past a copper-filled
layer, through gas chromatography (GC) column where the combustion gases were separated and
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detected by a thermal conductivity detector [23]. The oxygen content was calculated from the difference
between the cumulative C, H, N and S percentage composition and 100%.

2.2.3. Fourier Transform Infrared Spectroscopy (FTIR) Analysis

The biomass samples were grounded using a hammer-chopper mill fitted with a screen size of
3 mm. The mill product was further ground and sieved to obtain samples of less than 1-mm particle size.
An infrared (IR) scan was then conducted for the wavenumber of 4000 to 500 cm−1 for the underflow
samples from the sieves using a Vertex70v FTIR spectrometer (Bruker, Ettlingen, Germany) [24].

2.2.4. Calorimetry

The high heating value (HHV) of the biomasses was determined using a bomb calorimeter, Bomb
CAL2K-2 (Digital Data Systems, Randburg, South Africa), according to DIN 51,900 T3 standards for
the “testing of solid and liquid fuels—determination of gross calorific value”. A crucible with a sample
of about 1.00-g biomass was placed in the calorimeter. The bomb was then closed and filled with
oxygen pressurized to 30 bars. The sample was covered in an adiabatic jacket along with some known
quantity of water. It was then ignited electrically, resulting in a rise of the water temperature, enabling
automatic evaluation of the HHV of the sample. The calorimeter was calibrated using benzoic acid.

Table 2 summarizes the standard analyses conducted on the biomass and instruments that
were used.

Table 2. Standard compositional and thermal analyses and the instruments used. HHV: high heating
value and TGA: thermogravimetric analyzer.

Test Conducted Standards Used/Reference Instrument Manufacturer

Proximate analysis ASTM E1131-03 LECO TGA 701 LECO, St Joseph, MI, USA
Ultimate (CHNS-O) [23] Flash 2000 CHNS elemental analyzer ThermoFisher Scientific, Waltham, MA, USA
Vertex70v FTIR [24] Vertex70v FTIR spectrometer Bruker, Ettlingen, Germany
HHV DIN 51,900 T3 Bomb CAL2K-2 Digital Data Systems, Randburg, South Africa

2.3. Physical Properties

The MC, in particular, was measured “as received” and also after solar drying for at least
three weeks. All the compositional and calorimetric characterizations were only done for dried
biomasses in the condition they would be when introduced into the thermochemical conversion system.
This criterion would also make the two cases comparable; otherwise, a significant difference in moisture
contents would lead to a bias in many properties of the biomasses.

2.3.1. Particle Density

Since a pycnometer was not available, we measured the particle density using relatively large
biomass particles whose dimensions could be measured according to the method used by Lam et al. [15].
For pine sawdust, particles with a rectangular geometry were chosen, while cylindrical twigs were
more suitable in the Acacia tortilis case. In both cases, the particles where further filed on the ends to
correctly simulate the relevant geometry. The length, width and height (L ×W × H) of the rectangular
sawdust particles were measured, while only the length and diameter (L and Dp) of the Acacia tortilis
cylindrical particles where determined. Vernier caliper, accurate to the nearest 0.1 mm, was used to
measure all the dimensions. The mass of the particles was measured using a scale accurate to the
nearest 0.01 g. Particle density (Dp) was determined as:

Dp =
Mp

Vp
(1)

where Mp was the mass and Vp the volume of the cylindrical particle. The particle densities of three
particles were obtained and used to calculate the mean as the final particle density of the biomasses.
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2.3.2. Bulk and Tapped Density

The bulk density for the selected size classes was obtained through sieving. The size ranges (x)
that were used are:

• Mixed (as-received basis)—Sawdust comes with a mixed size, while any first grind of Acacia
tortilis similarly would contain a mixed size range. Since this mixed size is often handled or stored
before further pretreatment or conversion, it is useful to determine the bulk and tapped density
for this category. A sieve of 10 mm was used for the 1st grind of Acacia tortilis.

• Five millimeters< x≤ 7.1 mm, 3.35 mm< x≤ 5 mm and 1.70 mm< x≤ 3.35 mm—The pine sawdust
and Acacia tortilis particles were subjected to a sieve classification using 9-mm, 7.1-mm, 5-mm,
3.35-mm and 1.70-mm sieves. The three classes of interest in the subsequent thermochemical
conversion were used for the bulk and tapped density determinations.

Feedstock will inevitably be handled in the form it is received before being ground into a final size,
depending on the optimum feed particle size stipulated for the conversion equipment and process.
For instance, some studies specify a size range of between 1.5–3 mm for fluidized bed pyrolysis or
gasification, while larger sizes are acceptable for fixed bed pyrolysis or combustion [25]. In the case
where the conversion plant is distant from the storage and pretreatment sites, it would, therefore,
be good to know whether to grind the biomass to the size required by the conversion process at the
beginning or to handle it in its received state until just before the conversion process.

A digital mass balance was used to weigh a container of known volume (0.280 L), then tared,
subsequently. Biomass samples from each size class were then poured into the container from a
constant height and leveled off. The actual mass of the biomass on balance was recorded. The bulk
density, Db, was calculated as follows:

Db =

∑
Mp

Vc
(2)

where
∑

Mp is the total particle mass, and Vc is the volume of the container. Tapped density Dt was
determined by tapping the poured sample 30 times, adding more biomass, then tapping 20 times again.
The samples were leveled off, and the mass of the compressed biomass was measured. Tapped density
Dt was then calculated as follows:

Dt =

∑
Mtp

Vc
. (3)

where
∑

Mtp is the total mass of the tapped particles. Four sets of experiments were done to obtain a
more accurate averaged result, and an error analysis was conducted.

2.3.3. Flowability and Compressibility: The Hausner Ratio and Carr Index

The Hausner ratio and Carr index are derived properties calculated from the bulk and tapped
densities, indicating the flowability and compressibility of the biomass. The higher the Hausner or
Carr indices, the more compressible the biomass [11]. The Hausner and Carr indices were calculated as
follows, using the already defined parameters Dt and Db:

Hausner =
Dt

Db
(4)

Carr =
100(Dt −Db)

Db
(5)

3. Results and Analysis

This section catalogues the results obtained from the tests in Section 2. It is mainly divided
into two subsections to cover “Compositional and thermal properties” and “Physical properties”.
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The analyses and discussion of the results were done as they are presented, and then a summary
discussion is also supplied in Section 4.

3.1. Compositional and Thermal Properties

3.1.1. Calorimetry, Thermogravimetry, Ultimate and Proximate Analyses

Figure 2 shows a typical TGA profile for a pine sample. The proximate composition was
determined from the plateau regions and is shown in Table 2.

Figure 2. Thermogravimetric analyzer (TGA) weight loss curves for pine dust for a sample of 2.80 g.

Figure 2 shows the thermal degradation profile for weight loss against time and temperature rise
against time for the sample. As can be seen from the profile, the initial weight loss began after 33 min
from the beginning and continued for just over an hour until the 2.80-g sample reduced to 1 g. This long
drying duration shows that the pine dust samples had high moisture contents. When the temperature
was ramped up to 550 ◦C, still within the inert environment, another weight-loss profile occurred for
30 min, until the TGA automatically stopped after registering a constant mass. The lids were then taken
off to allow free air circulation during the ashing process in an oxygen environment. The exposure to
a cool atmosphere explains the sudden drop in temperature from 550 ◦C to 400 ◦C. After removing
the caps, the temperature was ramped back to 550 ◦C. The ashing immediately commenced when the
temperature had just reached the set point and continued until the sample reached a constant weight;
then, the TGA automatically stopped.

Figure 3 shows the TGA weight-loss curves for the debarked acacia and that with bark.
The profiles for the various forms of acacia (“debarked” and “with bark”) were mostly the same,

with slight variations in the final proximate compositions. Figure 3 shows that there is little loss of
weight on the acacia-drying profile duel to the low MC of 3.72% compared to 65.41% for the pine
sawdust on an “as-received” basis. No air-drying had yet been done, and the pine dust was coming
from humid storage conditions. When the two biomasses’ weight-loss profiles were compared, it was
noted that the drying step takes slightly less than 30 min for the acacia, while it takes 100 min for the
pine. The volatization and ashing steps take 17 and 50 min, respectively. The volatization step is longer
for pine dust (30 min), attesting to the higher VC, while the ashing period is almost the same.
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Figure 3. TGA weight-loss curves for (a) debarked acacia and (b) acacia with bark.

It was further observed that there were random differences in the proximate composition between
debarked samples and those that had bark, with no particular trend. The thinness of the acacia
shrub bark layer could make its contribution to the results insignificant. Other authors such as
Olatunji et al. [26], however, observed higher ash contents and a lower HHV for samples with bark
(from mature trees) compared to the debarked biomass. As a consequence of our findings, only the
proximate compositions for the samples with bark were adopted, since it is also quite unlikely that
the Acacia tortilis will be debarked before conversion or valorization exercises. The calorimetry,
thermogravimetry proximate and ultimate analyses results are summarized in Table 3.

Table 3. Results of ultimate and proximate analyses (dry basis) for acacia, compared to the common
pine. FC—fixed carbon, VM—volatile matter and MC—moisture content.

Lignocellulosic
Biomass

Ultimate Analysis (%)—An Average of 2 Proximate Analysis (%) (Dry Basis)—Averages HHV (MJ/kg)

C H N O 1 Ash FC VM MC

ACACIA 41.47 5.15 1.23 52.15 3.90 19.59 76.51 3.72 17.267
PINE DUST 45.76 5.54 0.039 48.66 0.83 20.00 79.16 65.41 2/6.50 3 17.568

1 Oxygen calculated by difference, considering that S = 0. 2 Moisture content as received. 3 Moisture content after
solar-drying for at least 3 weeks.

Table 3 shows that the HHV for Acacia tortilis is not very different from that of pine dust, though
the acacia has a considerably higher ash content and a slightly lower fixed carbon. The higher fixed
carbon of the pine dust explains why it would have a higher HHV compared to acacia. The FC of
Acacia tortilis corresponds with the low C content in the ultimate analysis (41%), which is also smaller
in comparison to the 44% in Acacia Holosericea [17]. The higher VM in the pine dust also indicates it may
have a more favorable conversion efficiency, with potential for a higher yield of bio-oil in pyrolysis, for
instance. On the other hand, the higher ash content (3.90%) in A. tortilis shows there is a higher mineral
content, making it more prone to fouling and slagging compared to the pine; however, the figure
is below the critical 6% stipulated for gasification systems [13]. This figure is comparable to Acacia
Holosericea with an ash content of 3.91%. It would be interesting to investigate if the mineral content in
the acacias would not have a significant impact on the yield and quality of bio-oil obtained through
pyrolysis. The pine residues also have more VM (79.16%) than Acacia tortilis (76.51%). However,
the latter’s VM is higher than other acacia species studied: Acacia holosericea (65.32%), Acacia mangium
(65.2%) and Acacia auriculiformis (65.37%). Overall, it does seem that pine dust would be a better
feedstock for thermochemical conversions compared to acacia, although this would further depend on
the particular conversion and the targeted products.
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The ultimate analysis results corroborate with the proximate study, which shows a higher FC
content in the pine residues compared to acacia. There was no S detected for both biomass types, though
acacia registered a significant N content (1.23%) due to its nitrogen-fixing and retaining capabilities.
This N content is considerably higher compared to 0.25% in Acacia Holosericea, and in both acacias,
S was not detected. Charis et al. [10] noted that the pine dust from Zimbabwe has relatively lower N
and S contents compared to the Canadian (N: 0.14% and S: 0.01%) and Spanish (N: 0.16%–1.6% and
S: 0.14%–0.45%), making it a cleaner thermochemical feedstock [5,7]. In general, the low amounts of
N and S in the pine dust and acacia imply that the two biomass types have a lower environmental
burden compared to fossil fuels. A further comparison of the ultimate, proximate and calorimetric
analyses of the sawdust with other pine residues from the literature was made. The HHV for pine
sawdust (17.568 MJ/kg) was higher than the value of 15.01 MJ/kg quoted by Braza and Crnkovic [4] but
lower than that found by Olatunji et al. [26] of 20.54 MJ/kg. The range is, however, acceptable, and the
differences could be due to varying MCs. The pine dust in this study has the lowest C content at 45.76%
compared to 48.62% by Braza and Crnkovic [4] and 50.54% by Olatunji et al. [26], as well as the highest
O content at 48.66% compared to 43.20% and 41.11% from the two other studies, respectively. Most
proximate parameters were found to have values somewhere between those obtained by Braza and
Crnkovic [4] and Olatunji et al. [26] except for the MC and fixed carbon, which were the highest for
the pine dust in this study. The differences in compositional values for the pine sawdust show how
variations can occur due to various storage and environmental factors or as a result of the different soil
and climatic conditions in which the trees were nurtured.

3.1.2. FTIR Analysis

Figures 4 and 5 show the peaks obtained from the FTIR scan of the Acacia tortilis and pine dust
samples, respectively. The functional groups most possibly represented by the peaks were determined
by referring to the literature, as shown in Table 4.

Figure 4. Fourier-transform infrared spectroscopy (FTIR) peaks for Acacia tortilis.
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Figure 5. FTIR peaks for pine dust.

Table 4. Compounds represented by the acacia and pine FTIR peaks.

Absorption
Peak-Acacia

Absorption Peak-Pine
Possible Compounds/Chains
Rationale

Type of Vibration Causing
the IR Absorption

Literature

3332.15 3337.09 Phenols, carboxylic acids and
alcohols (broader peak)

Hydrogen-bonded OH
stretch in cellulose
and lignin

[17,27]

2921.86 2918.56 Alkanes or primary amine
Alkanes and acids

H-C-H asymmetric and
symmetric stretch [17,27]

2853.83 Alkanes or aldehydes
H-C-H asymmetric and
symmetric stretch;
C-H branch off C=O

[17,27]

2359.45 Alkanes and acids
H-C-H asymmetric and
symmetric stretch;
C-H branch off C=O

[28,29]

2357.78 and 2331.40 2342.38 Carbon dioxide CO2 [28,29]

1729.82 1733.90 Ketones and aldehydes
Carboxylic acid C=O stretch in hemicellulose [17,27]

1622.48 1616.28 Alkenes sp2 C-X double bond [28,29]
1514.51 1507.13 Secondary Amine confirmed N-H bend [28,29]
1454.35 1454.35 Alkanes confirmed H-C-H bend [28,29]
1422.69 (actual: 1425) Lignin and wood CH in-plane deformation [17]

1419.27 Alkanes sp3 C-H bend [28,29]

1368.87 and 1317.74 1368.93 C–H deformation in
cellulose and hemicellulose [17]

1234.77 and 1027.80 1261.31, 1229.55
and 1025.60 Esters or ethers

Alkoxy C-O stretch and C-O
stretch in cellulose,
hemicellulose or lignin

[28,29]

897.10 and 721.20 Aromatic rings and meta
di-substituted compounds sp2 C-H-bending patterns [28,29]

773.81, 644.00 and 604.05 668.16 to 604.56 Fingerprint regions not easy to interpret for a previously
unknown compound [17]

The FTIR image for the pine dust in Figure 5 seems to have more functional groups (16) depicted
by the peaks below the 2200-cm−1 wavenumber, compared to 12 groups for the acacia in Figure 4.

Table 4 shows the interpretation of the peaks obtained in the FTIR for the two biomasses.
The functional groups at those peaks were identified by comparing with the standards derived from
the literature.

Using the FTIR analyses, we identified many functional groups in both biomass samples, attesting
to the heterogeneous nature of the biomasses. The FTIR analyses indicated the presence of a wide range
of compounds within the cellulose, hemicellulose and lignin structures [30]. Reza et al. [17] explicitly
linked the C-H bond stretch in the region 2960–2850 cm−1 to the presence of lignin, hemicellulose and
cellulose in the biomasses. They further associated the area between 2000 and 1650 cm−1 to the C-H

146



Processes 2020, 8, 546

bonding in cellulose and hemicellulose, while the region 1750–1630 cm−1 was mainly linked with the
C=O in hemicellulose. This finding is in tandem with literary works like Ahmed et al. [27] and Naik
et al. [7]. The functional groups identified in pine dust are mostly the same as those in Acacia tortilis,
though in varying quantities. The peak at wave 2853.83-cm−1 frequency seemed to suggest a more
substantial presence of aldehydes or alkanes in the acacia, while the one at 1422.69 cm−1 suggested a
stronger lignin presence in this hardwood, as expected and compared to the pine softwood. Pine dust
also had prominent peaks at 2359.45 cm−1 and 1419.27 cm−1, which suggested a strong presence of
alkanes as well. Further analyses would be required to tell the exact comparative alkane compositions.
The other peaks at 897.10 cm−1 and 721.20 cm−1 for the pine dust suggested a significant presence
of aromatic rings, meta di-substituted compounds. The analyses of pyrolysis products in the latter
stages of the bioenergy project using FTIR and other scanning calorimetry methods could help to
confirm these results and simulate the possible conversion pathways. The other difference in the
FTIR results for the two biomasses was the presence of a broader fingerprint region (six clumped
peaks) of unknown functional groups for the pine dust, in the range 604.56–668.16 cm−1. Meanwhile,
the Acacia tortilis’ lower-end fingerprint region only comprised three unknown peaks at 603.05, 644 and
773.81 cm−1. For both lignocellulosics, the FTIR analyses showed more functional groups than those
reported by Reza et al. [17] and Ahmed et al. [27]. The acacia’s FTIR results agree with the studies
on other acacias published by Reza et al. [17] and Ahmed et al. [27], especially at the peaks depicted
by wavenumbers 3332.15 cm−1, 2921.86 cm−1, 2853.83 cm−1, 1729.82 cm−1 and 1422.69 cm−1 and the
corresponding functional groups.

3.2. Physical Properties

The MC has already been covered under the compositional analysis. The results for the other
physical properties, mainly the particle, bulk and tapped densities are presented in this section. Using
these values, the Hausner and Carr indices, which indicate the compressibility and flowability of the
biomasses, were calculated.

3.2.1. Particle Density

The average density from three particles, as calculated by Equation (1) from Section 2.2.1,
was 478.8 kg/m3 for pine and 867.3 kg/m3 for the Acacia tortilis particles. The average density obtained
for the pine dust was close to the 490 kg/m3 stipulated by the pinus patula datasheet [31]. Logically, pine
residues that have been under various storage conditions and exposed to different weather elements
would differ in some physical properties from freshly harvested pine trees. Furthermore, the density
of the Acacia tortilis (867.3 kg/m3) was almost double that of the pine (478.8 kg/m3), as expected for a
hardwood compared to the pine softwood.

3.2.2. Bulk and Tapped Density

Figure 6 shows the mean values obtained from four runs on bulk density and tapped density for
both biomasses and the relative standard error associated with the type of biomass. These mean values
were then used to calculate the Hausner ratios and Carr’s indices for various size ranges.
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Figure 6. Bulk and tapped densities for various size classes of pine and acacia samples. Db: bulk
densities and Dt: trapped densities.

The bulk and tapped densities of the acacia were at least four times larger than for pine, because
they are a function of the number of particles contained in the fixed volume and the mass of each
particle, according to Equation (2) in Section 2.2.2. These densities are an essential consideration when
the biomass is being transported or stored for subsequent thermochemical conversion. In this case,
the energy stored or transported per unit volume would be a lot larger for the Acacia tortilis compared
to the pine dust. For example, in the size range 3.35 mm < x ≤ 5 mm, one cubic metre of pine dust
stored or transported would have equivalent energy of 522.1 MJ compared to 2709.7 MJ for the same
size range for acacia. The formula for calculating the bulk energy density (EDb) of the biomass is given
by Equation (6):

EDb = Db ×HHV (6)

3.2.3. The Hausner Ratio and Carr index

Figures 7 and 8 show the Hausner ratios and Carr calculated from the mean values of the bulk and
tapped densities from Figure 6. The calculations were made according to Equations 4 and 5 provided
in Section 2.2.2.

For both samples, the mixed size (as-received basis) had the highest Hausner ratio and Carr’s
index, indicating higher compressibility. This result is probably because, during tapping, the smaller
particles fill in the voids left by the bigger particles. Consequently, it may be desirable to store and
transport mixed size fractions (mostly as-received) within a specific range to make optimal use of the
space. The acacia biomass also has higher Hausner’s ratios and Carr indices than pine, which shows it
is a more compressible biomass type.
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Figure 7. Hausner ratios for pine and acacia.

Figure 8. Carr indices for pine and acacia.

4. Discussion

The characterization of the two biomass feedstocks makes it possible to predict their behaviors at
various steps of the supply chain and add any necessary pretreatments. Table 5 discusses the results
obtained from the previous section with regards to their implications on supply-chain (SC) dynamics
like transport, handling, storage, conversion and the overall economics, as hinted in Table 1.

149



Processes 2020, 8, 546

Table 5. The implications of the characterization results on the supply-chain (SC) dynamics, economics
and the environment.

Physicochemical Properties
Comparative Status of the Properties for Acacia
and Pine Dust

Potential Effects on SC Dynamics, Economics
and Environment

Elemental composition (CHNS-O)

Higher N content in A. tortilis compared to pine dust.
Both biomasses have no S detected.
Higher O/C ratio in A. tortilis (1.25) compared to pine
dust (1.06).

Both biomasses have low N and S contents, implying a
lower environmental impact compared to fossils [13].
Costs of scrubbing are circumvented.
Higher O/C ratio would affect the quality of some
products or by-products, such as pyrolysis oil, though
marginally compared to the pine dust [32].

Proximate
composition

Moisture content
The MC of pine dust (65.41%) on an “as-received”
basis is way higher than for acacia (3.72%).
Solar-dried pine goes down to 6.50%.

Solar-drying can be used to bring pine dust MC down,
but that exposes it to contamination with dust, etc.,
which affects the quality of conversion products. Other
methods of drying would mean extra costs. High MC
lowers the HHV of a biomass [33].

Ash content Higher ash content in acacia (3.90%) compared to
pine dust (0.83%).

The ash in acacia is below the critical fouling and
slagging level (6%). It could, however, act as a catalyst in
processes like pyrolysis, decreasing the yield and quality
of bio-oil [34]. This would, however, need to be
confirmed with the actual pyrolysis set-up.

Volatile matter Higher VM in pine dust (79.16%) compared to
acacia (76.51%).

There could be higher yields/recoveries of liquid or
gaseous products from conversions like pyrolysis and
gasification [9]. It does not, however, indicate the quality
of the gas or liquid product.

Fixed carbon A slightly lower FC in acacia (19.59%) compared to
pine dust (20.00%).

The difference is not significant, though it could explain
why the acacia has a slightly lower HHV compared to
pine dust.

HHV A slightly lower HHV in acacia (17.267MJ/kg)
compared to pine dust (17.568 MJ/kg).

The moderately high HHV means both can be exploited
well by thermochemical means, including upgrading
their energy value through torrefaction [14]. The latter
would bring their energy value closer to that of coal.

Densities and compressibility The particle, bulk and tapped densities of acacia are
about 2–4 times higher than for pine dust.

This fact brings an advantage for acacia in terms of
storage and energy density. For the size range 3.35 mm <
x ≤ 5 mm, acacia has an energy density of 2709.7 MJ/m3

compared to 522.1 MJ/m3 for pine dust. More energy
values can be recovered for the same volume of stored,
transported or fed acacia (Section 3.2.2). Figures 7 and 8
show that the acacia generally has a higher
compressibility, and, coupled with the energy density
factor, it has a better potential for compressed wood
products [18].

Functional groups Multiple functional groups for both biomass types.

This result proves there are many compounds in the
biomasses, which is also characteristic of some of the
conversion products like bio-oil [34]. Consequently,
separation and purification to derive chemicals or fuels
from the oil becomes a costly and challenging task.

5. Conclusions and Recommendations

Various literature sources have confirmed the importance of the physicochemical characterizations
of biomasses, a primary step in exploring the feasibility of exploiting them for bioenergy. For this
particular study, the characterization results concurred with general expectations emanating from the
tree classifications. They also compared well with studies of similar biomasses from the literature.
The comparative study showed that pine dust has better fuel properties per unit weight than Acacia
tortilis due to its higher HHV and fixed carbon, with low ash and oxygen contents. However, since
Acacia tortilis’ thermochemical properties are not very far from those of pine, and the ash content
(3.61%) is about half the critical slagging and fouling value of 6%, it can also be effectively exploited
thermochemically [13]. Moreover, the energy density (energy per unit volume) of Acacia tortilis is
about four times larger than for the pine dust due to its higher bulk density, giving it an advantage
in storage and the actual thermochemical conversions. The considerably higher particle, bulk and
tapped densities for Acacia tortilis compared to pine are expected, since the former is a hard wood,
while the latter is a soft wood. Such high bulk-energy densities of Acacia tortilis also mean that it
can be compressed into pellets or briquettes of higher energy values compared to pine dust. Since
both biomasses are wastes in their local contexts, and their thermochemical properties are within the
recommended ranges, they can be converted by any of the combustion, gasification and pyrolysis
routes. They can also be torrefied or carbonized into charcoal to obtain solid fuels of higher heating
values. Further experiments can be carried out for the various conversion routes to determine the
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optimal conditions and the properties of the products. For storage purposes, it seems more convenient
to store the feedstocks as they are received, or after the first grind, while they have a mixed size range
that is more compressible than uniform sizes.

There were also some limitations in the study, mainly in the FTIR analysis and particle density
measurements. It is ideal to have a library of standards attached to the FTIR spectrometer to identify
the functional groups directly; however, the equipment used did not have such a library. Therefore,
the literature was used to make inferences, using findings done before by other authors. A pycnometer
is recommended for densities of small particles; however, since it was not available, particle dimensions
were used as the next most-appropriate method.

Although feedstock characterizations give a broad picture of the expected behavior of a material
in subsequent stages, further tests still need to be done to confirm such predictions and derive specific
results for the actual logistic and conversion stages.
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Abbreviations and Symbols

Abbreviation Explanation

ASTM American Society for Testing and Materials
CHNS-O Carbon, hydrogen, nitrogen and sulphur; oxygen determined by the difference
Db Bulk density of particles
Dt Tapped density
EDb Bulk energy density
FC Fixed carbon
FTIR Fourier-transform infrared spectroscopy
GC Gas chromatography
HHV High heating value
L and Dp Length and diameter of cylindrical acacia particles
(L ×W × H) Length, width and height dimensions for rectangular pine particles
MC Moisture content∑

Mp Total particle mass
Mp and Vp Mass and volume of the cylindrical particles∑

Mtp The total mass of tapped particles
SC Supply chain
TGA Thermogravimetric analyzer
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Abstract: Steelmaking is an energy-intensive process that generates considerable amounts of
by-products and wastes, which often pose major environmental and economic challenges to the
steel-making industry. One of these by-products is steel dust that is produced during the separation
of impurities in the smelting and refining of metals in steel-making furnaces. In this study, electric arc
furnace (EAF) dust has been evaluated as a potential, low-cost additive to increase the viscosity and
weight of drilling muds. Currently, the cost of drilling operations typically accounts for 50 to 80% of
the exploration costs and about 30 to 80% of the subsequent field development costs. Utilization of
steelmaking waste in drilling fluids formulations is aimed to produce new and optimized water-based
drilling formulations, which is expected to reduce the amount of bentonite and other viscosifier
additives used in the drilling formulations. The results showed that in a typical water-based drilling
fluid of 8.6 ppg (1030.51 kg/m3), the amount of standard drilling grade bentonite could be reduced
by 30 wt.% with the addition of the proposed new additive to complete the required mud weight.
The mixture proved to be stable with no phase separation.

Keywords: steelmaking; recycling; bentonite; solid waste management; sustainable materials

1. Introduction

The steel-making process produces large amounts of steel dust, which are reported to be as high as
2–4 tons for each ton of steel produced [1]. Consequently, waste management and processing of these
by-products is becoming a major environmental issue [2]. The steel dust solid material is formed as a
result of interactions between impurities such as silica and lime at various stages of steel production [3],
and during the separation of flux and impurities in the smelting and refining of metals processes in
steel-making furnaces [4]. Most of the produced steel dust is used for land filling [5,6] and many civil
engineering applications including cement production [7–11]. It is also used as an asphalt mixture
additive in the surface layer of roads or airport pavements [12–15]. Bentonite clays and steel dust share
similar chemical composition. Both contain aluminum silicates and various combinations of oxides, in
addition to sodium, calcium and magnesium ions [16,17]. As shown in the general formula below [18],
bentonite clays consist of aluminum silicates with the presence of other ions, such as Na+, Ca+2, and
Mg+2, alongside other elements like iron oxide (FeO), manganese oxide (MnO), and magnesium oxide
(MgO) [19]. Some compounds such as CaO, Fe2O3, SiO2, Al2O3, TiO2 and MgO also exist in the
steel-making by-products with little variations in mass ratios [20,21].

Therefore, many studies propose using steel dust in applications where clays are similarly used.
They are used as adsorbents to remove toxic and heavy metals from water [22–28], as catalyst [29–31],
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and for CO2 sequestration [32,33]. In addition, steel dust was also reported to have been used for drill
cuttings disposal [34,35]. The drilled cuttings were disposed through solidification by combining the
drill cuttings with water and blast furnace slag to form highly concentrated drilled cutting wastes.
The blast furnace slag was compatible with both oil and water-based drilling muds. The drill cutting
wastes solidified by blast furnace slag were hard and unreachable [35].

Bentonite clays are also widely used in many industries, such as cosmetics and medical products,
paints, water treatment [36–39], pharmaceuticals [40], dyes [41,42], and papermaking [43–45]. In drilling
fluids formulation, bentonite mostly makes 80 wt.% of the drilling fluids. Circulation of viscous
heavy fluids, such drilling fluids (drilling mud) is essential for successful drilling operation [46,47].
The favorable chemical composition and physical properties of bentonite increases mud viscosity and
reduces filtration loss that occur due to differences in pressure between the column of drilling fluids
and the formation pore pressure [48]. The fluid is injected through a hollow drill-string, and then
flushed out of the well lifting the drilled cutting through annulus space between the drilling string and
the wall of the well [49]. The mud circulation serves as hole cleaner by lifting rock cuttings, providing a
reasonable hydrostatic pressure to suppress the overburden pressure of the formation and preventing
formation fluids from flowing into the well while drilling [46,50]. This mud shares about 50% of
the drilling cost, in addition to the overall field development cost due to mud related problems [51].
The proposed formula with the utilization of steel-making waste in drilling fluids is expected to reduce
the amount of bentonite and other costly additives used in the drilling formulations.

Worldwide, the total production of steel increased recently to hundreds of million metric tons
according to world steel association reports [52]. A typical integrated steel plant produces about
90 to 100 kg of steel slag per ton of steel during the refining of hot metal from the blast furnace.
This generates alkaline solid residues about 10 wt.% to 15 wt.% of the produced steel, depending on
the characteristics of the manufacturing process. The dust is extensively available and can be supplied
as raw material from many steel industries [53]. Composition of the dust varies depending on the
type of steel being manufactured, raw materials, cooling and crash methods. Various slag types are
produced as by-products in metallurgical processes or as residues in incineration processes in large
amounts, which can be classified into three categories according to its origins and the characteristics:
ferrous slag, non-ferrous slag, and incineration slag [54]. The main types of steel dust produced at
steelmaking process are Ladle Furnace (LF) slag, Bag house dust (BHD) and Cyclone silo dust. The bag
house dust (BHD) is the type evaluated in this study and proposed as a drilling fluids additive [51].

Waste management focuses on managing and monitoring of waste and by-product materials,
mainly collection, transportation, processing or disposal [55,56]. Steelmaking by-products, such as
steel dust is being processed and utilized in many applications. However, to the best knowledge of
the author, steel dust has never been evaluated as drilling fluid additives or used in drilling fluids
formulations. In this study, the steelmaking by-products have been evaluated to make up to 30 wt.% of
the drilling fluid base formulation.

2. Materials

Two types of steel by-products: Ladle Furnace (LF) slag and Bag house dust (BHD) were selected
for the study. The samples were collected from the open-to-the atmosphere yard at a local steel factory.
The samples were sieved through 200 mesh sieves (75 μm) to remove any coarse parts. Commercial
bentonite was purchased from Sigma-Aldrich Company Ltd., Germany. The chemical compositions
for the two types of steel dust and the commercial bentonite are shown in Figure 1, highlighting the
major elements content in mass percentage.
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Figure 1. Chemical composition of bentonite and Ladle Furnace (LF) slag, Bag house dust (BHD)
and Cyclone.

3. Methodology

The physical and chemical properties of the steel dust were investigated according to API
recommendation, considering the chemical composition, dispersion stability, rheological properties
and the standard drilling fluid testing.

3.1. Screening and Characterization

Dispersion stability was evaluated for screening and selecting the best steel dust type by measuring
the turbidity of 150 mg/L suspension in Nephelometric Turbidity Units (NTU) at various pH values,
using a Hach 2100N turbidity meter. Moreover, the stability of the suspension was assessed by
measuring the electrokinetic potential (commonly known as Zeta Potential (ζ), that quantifies the
magnitude of surface electric charges of the suspended particles) using Zetasizer ZEN3600 (Malvern
Instruments Ltd., Worcestershire, UK). Analysis of particle size distribution was conducted using a
laser diffraction particle size analyzer (Mastersizer 3000, Malvern Instruments Ltd., UK).

3.2. Sample Preparation and Drilling Fluid Testing

For viscosity and yield point measurements, a speed dial viscometer (Fann Model 35 Viscometer)
was employed. The samples were prepared at room temperature by adding bentonite and steel dust in
different ratios into 350 mL of distilled water while stirring in a mud mixer for 2 min to form dispersions,
then the samples were stirred for another 20 min. Any powder at the wall of the container is scraped
using spatula every 5 min to make sure that all powder is suspended in the mixture. Bentonite and
steel dust mixture was then aged for 16 h at room temperature. Subsequently, the samples were stirred
for 5 min to condition before testing. Dial readings at 600, 300, 200, 100, 6, 3 rpm were recorded when
the reading was stabilized at each rotational speed. The low pressure/low temperature API filtration
was used to evaluate water control efficiency of the drilling fluid under 100 psi differential pressure.
The conductivity of the mud cake and filtrates were recorded, and a mud balance (Fann Model 140)
was used to check the drilling fluid density. The commercial standard drilling grade bentonite was
used as a reference for comparison.
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3.3. Rheological Measurement

A flow sweep test at 25 ◦C was carried out using a controlled stress and strain instrument
(Anton Paar rheometer, MCR302).Co-centric cylinder geometry was used with a cup radius of 15 mm,
configured with DIN rotor of a 14 mm radius and a height of 42 mm. The shear viscosity for drilling
fluids samples of 6 wt.% solid in water, at different steel dust to bentonite ratios, was determined from
the readings of shear stress over a wide range of shear rates (1 e s−1 to 1000 s−1). In addition, dynamic
sweep test was conducted for the formulated samples of drilling fluid to obtain information about the
structure and elastic properties of the mixture. The test was carried out at room temperature over a
range of oscillation frequencies (0.1 to 100 rad/s) at constant oscillation amplitude. An equilibrium time
of 5 min was given for the sample before applying any stress. For each experiment, three repeated runs
were carried out and the results were reproducible with an average experimental error of less than 5%.

4. Results & Discussion

4.1. Dispersion Stability and Suspension Properties

Stability of the drilling fluids formula is an essential parameter to maintain the original properties
of the injected drilling fluid and provide the main functions of the mud circulation throughout the
drilling of oil and gas wells. Conducting zeta potential analyses provides evidence on the quality of
suspension properties. In drilling fluids, high negative ZP values (more than −20 mV) represent high
suspension stability [18,57]. Turbidity measurements also reflect the quantity of suspended particles at
a given pH and concentration. Based on this, the results illustrated in Figures 2 and 3 show that bag
house dust (BHD) seems to be a good candidate for consideration as drilling fluid additive. Although
Ladle Furnace (LF) slag type seems to have a high silica and low iron content (see Figure 1), its
suspension in water exhibited poor stability evident from turbidity and zeta potential measurements.
The LF slag produced low zeta potential (≈ −15 mV) and low turbidity values over all pH ranges
(Figure 2). On the other hand, the bag house dust (BHD) dispersions exhibited high negative zeta
potential (≈ −35 mV) and high turbidity values, especially at higher pH values (the typical drilling
fluid condition), displaying high dispersion stability (Figure 3).

Figure 2. Zeta potential of steel dust LF and BHD in distilled water.
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Figure 3. Turbidity of steel dust LF and BHD in distilled water.

Particle size and distribution (PSD) greatly influences dispersion stability and water filtration
control. Drilling grade bentonite should have a narrow range of PSD with 96% of particles less than
75 μm [58]. In order to have a uniform PSD for the steel dust and bentonite mixture, the steel dust
samples were sieved through 200 mesh (75 μm) to remove course particles. This makes all particles
less than 75 μm, with 90% of particles (d.90) less than 59.8 μm and gives an average particle size (d.50)
of 19.6 μm for steel dust compared to 7.9 μm of bentonite. The particle dispersity index of 1.7 for steel
dust and 1.5 for bentonite was obtained. The full profiles of particle size distribution (PSD) are shown
in Figures 4 and 5.

Figure 4. Particle size distribution of steel dust (BHD) compared to bentonite.
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Figure 5. Mass percent of size distribution for steel dust (BHD) compared to bentonite.

4.2. Rheological Measurement

Rheological characteristics of drilling fluids are of high importance during drilling operations as
the column of the drilling fluids inside the well may be subjected to different forces and stress [59,60].
High-speed mixers are used at well sites to prepare drilling fluids, where high shear rates are applied
to formulate the mud prior to being pumped into the well. Inside the well, drilling fluids are also
subjected to high shear resulting from rotation of the drilling string, in addition to the shear applied by
circulation speeds and pressures. Viscosity of the fluids depends on the rate of shear that it endures.
Results of viscosity at shear rates ranging from 1 s−1 to 1000 s−1 are shown in Figure 6. While keeping
the total solid content in the drilling fluid fixed at 6 wt.%, the addition of steel dust (BHD) increased
the viscosity of the drilling fluid up to 30 wt.% of BHD in bentonite, following which the viscosity
began to decrease. This indicates that a maximum of 30 wt.% steel dust can be used in a mixture with
bentonite. Figure 7 shows the changes in shear viscosity with the addition of steel dust. The effect
is more obvious under high shear, where the viscosity increases from 43.6 mPa.s to 87.3 mPa.s and
almost steadies up to 30 wt.% of BHD in bentonite.

Figure 6. Flow sweep test, viscosity for different steel dust (BHD) ratios.
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Figure 7. Effect of steel dust addition on viscosity at 1 s−1 & 100 s−1.

Structure, elasticity and gel strength have great influence on the calculation of circulation hydraulics
and hole cleaning efficiency. Efficient rheological properties maintain whole cleaning by insuring
cutting removal and prevent cutting from settling or packing the well during downtime, tripping or
pulling out of the hole (POOH). The results of dynamic flow test showed that the storage and loss
modulus of bentonite suspensions increased in orders of magnitude with replacement of steel dust
(BHD) in ratio of 30 wt.% to bentonite. Figure 8 shows that both elastic and viscous moduli increased.
Large storage modulus reflects that the addition of steel dust to drilling fluids renders the dispersion to
exhibit more solid-like behavior with increased elasticity, resulting in an enhanced cutting suspension
property of the mud and improved hole cleaning.

Figure 8. Dynamic flow test.

4.3. Drilling Fluid Testing

Measuring flow parameters of the drilling mud, such as apparent viscosity, plastic viscosity, and
yield point is important for controlling frictional pressure drop and solids-bearing capacity. The results
of 20 wt.% and 30 wt.% compared to 100% bentonite are shown in Figures 9 and 10. The viscometer
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readings increased with steel dust addition at 20 wt.% and then decreased at 30wt%. Subsequently, the
apparent viscosity increased from 24.5 cP to 44 cP and then decreased to 38 cP at 30 wt.%. The structure
of the mixture seems to be enforced by the presence of steel dust (BHD). The apparent viscosity was
successfully maintained at 38 cP despite using less bentonite (70% of the initial mass), indicated by
higher apparent viscosity and higher yield point. The plastic viscosity was maintained between 16 to
21 cP.

Figure 9. Viscometer readings.

Figure 10. Apparent and plastic viscosities and yield point of bentonite and steel dust mixture (BHD).

Low pressure/low temperature API filtration test is also used to evaluate the drilling fluid quality.
Filtrates volume and mud cake thickness are shown in Figure 11. The mixture of bentonite and steel
dust exhibited higher filtration rates. However, the mud cake formed on the filter paper thickness did
not increase and remained around 3 mm, suitable for preventing drill pipe stuck due to tight spots
inside the borehole. If a high swelling formation is being drilled, the high filtrations rates may cause
damage to the formation as well as pipe blockage. This may limit the amounts of steel dust to 20 wt.%
to be used as drilling fluid additive to formulate the water-based drilling fluid and reduces the amount
of bentonite needed to 80%. Since the filtration control is affected by the viscosity as well as the particle
size, it is highly recommended to use additional additives to maintain the viscosity of the mud such as
Xanthan gum, before increasing the amount of bag house dust in the formula. In addition, the steel dust
can be used in some non-conventional drilling practices, where control of water filtration to formation
is not required, such as underbalanced drilling (UBD). In this type of drilling, “the hydrostatic head of
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a drilling fluid is intentionally designed to be lower than the pressure of the formation being drilled”,
and the formation fluids are allowed to flow into the wellbore up to the surface [61].

Figure 11. API filtration test for different ratios of steel dust (BHD) and bentonite.

The steel dust could also be used to formulate killing fluids in case of influx from formation fluids
(Oil/Gas) into the wellbore, to prevent a blowout. Kill procedures typically involve pumping of higher
density mud into the wellbore. In the case of an induced kick, steel dust of high specific gravity can
provide mud density that is sufficient to kill the well [61]. Another possible utilization of steel dust is in
the case of loss circulation (partial or total loss). In such cases, a very large amount of expensive fluids
are lost into the formation due to highly permeable or fractured zones [62]. Steel dust is a low-cost
material abundantly available that can be potentially used with lost circulation materials (LCM) to
regain control of the well.

5. Conclusions

Steel dust powders were evaluated in this study and found to have a high potential for utilization
as drilling fluid additives. Characterization and analysis of the steel dust showed that processing and
pretreatment of the dust by cleaning, grinding, and sieving is recommended. The pretreatment is
needed to homogenize the particle size distribution and enhance water filtration control in addition
to improving dispersion stability. Evaluation of the proposed formula helped to conclude that the
amount of standard drilling grade bentonite can be reduced by 30 wt.% to produce stable drilling
fluids with sufficient density and rheological properties that compete well with standard formulations.
The apparent viscosity and plastic viscosity increased from 24.5 cP to 38 cP and from 16 cP to 21 cP
respectively. Moreover, the elastic properties were significantly improved as the storage modulus
G’ increased from 8.93 Pa to 132 Pa, which is expected to improve cutting lifting and hole cleaning
efficiency. The mud cake resulted from API filtration test was 2 to 3 mm, which is less than the
maximum allowable thickness of 4 mm. This guarantees the absence of tight spots through the drilled
sections and prevents drill pipes from getting mechanically stuck. However, the water filtration was
higher (22 to 32 mL). Therefore, to avoid formation damage, the new additive is recommended to be
used for drilling the main hole (usually more than 90% of the total depth of the well) from the surface
to the depth before the hydrocarbon zone. Special cases such as underbalanced drilling can also be a
good application for steel dust drilling fluids. They can also be used in case of partial or total loss
circulation in fractured zones, where a massive amount of expensive drilling fluids is lost.
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Abstract: Calculating adequate vehicle routes for collecting municipal waste is still an unsolved
issue, even though many solutions for this process can be found in the literature. A gap still exists
between academics and practitioners in the field. One of the apparent reasons why this rift exists
is that academic tools often are not easy to handle and maintain by actual users. In this work,
the problem of municipal waste collection is modeled using a simple but efficient and especially easy
to maintain solution. Real data have been used, and it has been solved using a Genetic Algorithm (GA).
Computations have been done in two different ways: using a complete random initial population,
and including a seed in this initial population. In order to guarantee that the solution is efficient,
the performance of the genetic algorithm has been compared with another well-performing algorithm,
the Variable Neighborhood Search (VNS). Three problems of different sizes have been solved and,
in all cases, a significant improvement has been obtained. A total reduction of 40% of itineraries is
attained with the subsequent reduction of emissions and costs.

Keywords: waste collection route planning; traveling salesman problem; genetic algorithms

1. Introduction

The improvement of the waste collection process can be considered aligned with the 11th
Sustainable Development Goal (SDG) “Sustainable cities and communities” [1]. Nevertheless,
this process is still far from being in an optimal status. As experts state [2], inadequate vehicle routes
are among the problems the process should tackle. The optimization of the routes for waste collection
vehicles with time window is known as the Waste Collection Vehicle Routing Problem (WCVRP).

As indicated by Caria, Todde, and Pazzona [3], the WCVRP is a specific case of the whole class of
problems, known as the Vehicle Routing Problem (VRP). The oldest VRP type problem in the transport
history is the Travelling Salesman Problem (TSP), solved for the first time by Lin [4], where the aim is
to find the shortest route visiting each member of a collection of locations and returning to the starting
point. The TSP has evolved towards solving similar problems with different and additional restrictions
and objectives, including the WCVRP presented herein.

The WCVRP needs to organize routes, vehicles, and customers, while respecting the constraints
that are imposed by the system. VRP allows for reaching the goals that are referred to as transport
logistics, as well as the minimization of costs and carbon dioxide (CO2) emissions [3]. On top of
the overall VRP considerations, WCVRP is concerned with finding cost optimal routes for garbage
trucks such that all garbage bins are emptied and the waste is driven to disposal sites while respecting
customer time windows and ensuring that drivers are given the breaks that the law requires. The first

Processes 2020, 8, 513; doi:10.3390/pr8050513 www.mdpi.com/journal/processes167
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waste collection problem was probably presented by Beltrami and Bodin [5]. Since then, the problem
has evolved into the herein presented WCVRP. Many relevant references have studied this problem so
far, offering different approaches for solving the same challenge (or similar ones). Concerning the most
relevant and recent ones, Buhrkal, Larsen, and Ropke [6] propose an adaptive large neighborhood
search algorithm for solving the problem. Babaee Tirkolaee, Mahdavi, and Seyyed Esfahani [7] apply
an improved hybrid simulated annealing algorithm (SA) for optimizing the mathematical model
developed. Hannan et al. [8] propose a particle swarm optimization algorithm to optimize a model
that considers not only typical distance, total waste, collection efficiency, etc. parameters but also
Threshold Waste Level (TWL) tightness factors. De Bruecker et al. [9] present an enhanced model for
the WCVRP that models distinct labor cost types and collecting speeds; thus, they differentiate between
cheaper regular shifts during traffic peak hours, against higher collection speeds but with expensive,
non-regular shift-rates. Rodrigues Pereira Ramos, Soares de Moraisa, and Barbosa-Póvoa [10] study
three operational management approaches to define dynamic optimal routes based on sensoring,
Radio Frequency Identification (RFID), and considering the access to real-time information on the bins’
fill-levels. Benjamin and Beasley [11] develop a model for the waste collection vehicle routing problem
with time windows, driver rest period, and multiple disposal facilities as a differential aspect.

It is worth mentioning that the sometimes explicit, but always present idea of this optimization
problem is the reduction of CO2 emissions, as the current logistic methods used in this routing problems
depend strongly on fossils fuels [12].

The fact of not having generalized optimized routes for the WCVRP is striking, as many solutions
for this process can be found in the literature. When analyzing the potential causes of this breach
between the practitioners and the academia, it could be stated that generic routing tools are considered
incomplete for this variant of the traveling salesman problem [13], whereas more specific tools
(such as [14,15]) have a related cost that often entities are not willing to afford. Additionally, many
researchers developed their solutions to the problem, but normally they are more focused on publishing
them than in offering them to entities that manage the waste collection. Thus, even though the problem
has been deeply studied from a theoretical point of view, its application to real-world problems is
scarce.

Within this context, the aim of this work has been to show the development and implementation
of a procedure for the optimization for a local commonwealth for tackling the WCVRP of a region.

In the final solutions, Genetic Algorithms (GAs) have been applied. GAs belong to the more
general classification of evolutionary optimization techniques or evolutionary programs and they
are surely the most widely known type of Evolutionary Algorithms. They are based on selection,
crossover, and mutation principles of Darwin’s theory of evolution. In the last few years, there has been
a growing effort to apply GAs to general constrained optimization problems as most of engineering
optimization problems often see their solution constrained by a number of restrictions imposed on
the decision variables [16].

The research method had three major steps: first, we performed a literature review of optimization
algorithms applied to this case that is detailed in Section 1. The aim of this study was to analyze
how this problem was modeled in the past, and to pre-select which types of algorithms could fit
best to the end user requirements in terms of user friendliness, cost, and quality of results. Second,
the characteristics of this specific optimization case (detailed in Section 2) were analyzed to offer
the company a selection of the algorithm fitting best to its requirements. Finally, the designed solution
was successfully implemented and tested with the pre-selected types of algorithms, to choose the one
performing best, as it is detailed in Section 3 Methodology, Section 4 Algorithm, and Section 5 Results,
remarking that the obtained results raised the interest of the surrounding communities.
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2. Optimization Problems

Combinatorial optimization problems can be written mathematically as:

minimize f (x), (1)

subject to hi(x) ≥ ai, i = 1, . . . , m, (2)

f j(x) = bj, j = 1, . . . , s, (3)

where f : Rn → R is the objective function, and hi : Rn → R, i = 1, . . . , m and f j : Rn → R, j = 1, . . . , s
are the constraints.

The optimization problem has been written as a minimization problem, but after some
modifications it can be written as a maximization problem:

min g(x) = max−g(x). (4)

In the same way, the equality constraints f j(x) = bj can be written as inequalities:

f j(x) ≥ bj and f j(x) ≤ bj. (5)

The simplest constrained optimization problem arises when the objective function f (x) and the
restrictions are linear functions. This type of problem is a linear programming problem, and it can
be solved quite efficiently by the simplex algorithm. However, in the majority of the optimization
problems, neither the objective function nor the restrictions are linear functions. The vast majority
of these problems are NP-complete problems, which means that there is no any solving algorithm
that can be executed in polynomial time in relation to the size of the problem. In complexity theory,
NP-complete denotes the set of problems that are not solvable by a deterministic polynomial time
algorithm. The feasible solutions’ space is so large that the computation of the exact solution requires a
lot of time. NP-complete problems can be solved by a restricted class of brute force search algorithms
and they can be used to simulate any other problem with a similar algorithm. Genetic algorithms are
also a good and efficient choice to find an approximate solution of these problems [17]. A classical
NP-complete problem is the Travelling Salesman Problem (TSP), in which the shortest route for a
traveling salesman starting and finishing in the same point and visiting every city once has to be found.

An efficient way to solve these types of problems is using genetic algorithms. The basic principles
of genetic algorithms were established by Holland [18], and they are well described in several
texts [19–23]. Owing to their simplicity, flexibility, ease of implementation, minimal requirements,
fast convergence towards close-to-optimal solutions, and global perspective, GAs are successfully used
in a wide variety of problems [16]. As these characteristics are essential for practitioners to have a
utilizable solution, and as the performed literature review did not bring better solutions, the chosen
option was to implement the simple GA (SGA) presented herein.

Traveling Salesman Problem

In the TSP problem, a collection of n cities are given. The objective is to determine the shortest
route that a salesman has to follow, in which each city is visited once and then the salesman returns to
the starting point of the route. This problem can be defined mathematically as follows:

Given an integer n and an n × n matrix D = (dij) in which each dij is the distance between two
cities, the cyclic permutation π of the integers i = 1, 2, . . ., n that minimizes the distances has to be
determined. As a first approximation, the feasible search space is formed by all cyclic permutations of
the numbers {1, 2, . . . , n}:

F =
{
(π1π2 . . . πn)|πi ∈ {1, 2, . . . , n} and πi �= πj∀i �= j

}
. (6)
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The number of elements of this space is n!, being n the number of cities. In this way, the length of
a permutation π = (π1, π2, . . . , πn) can be expressed as:

n

∑
i=2

dπi−1,πi + dπn ,π1 . (7)

For each permutation π, there are (n − 1) permutations that starting in a different city are similar
to the given one. That is to say, the distance of these n permutations is the same. Taking into account
this consideration, the size of the feasible space is n!/n = (n− 1)!. Moreover, if the distance matrix D is
symmetric, the distance of each permutation in both directions is the same, and the size of the feasible
space is reduced to (n − 1)!/2. As it can be observed, the main difficulty of this problem is the huge
number of possible tours.

3. Methodology

The objective of this work is to find an optimal itinerary for the waste collection. This methodology
will be applied to the data of Sopelana, a municipality in the province of Biscay, autonomous
community of the Basque Country (Spain). Sopelana is located in the region of Plencia-Munguia or
Uribe, and it is part of the Commonwealth of Services of Uribe Coast. It has an extension of 8.40 km2

and a population of 13,510 inhabitants, a figure that in summer is usually multiplied by four due to
summer visitors.

It is the responsibility of the commonwealth everything related to waste management. There are
various trash cans to collect waste:

• Restwaste: 317 trash cans. They are distributed in three routes. There are 186 trash cans in the first
route, 72 trash cans in the second route, and 59 in the third one. The trash of the first route is
collected everyday. The second route is done four days per week and the third route three days
per week.

• Organic waste: 29 trash cans. This waste is collected once per week.
• Small recipients of plastic and metal: 85 trash cans. This waste is collected twice per week.
• Glass: 69 trash cans. Glass is collected once per month.
• Paper: 62 trash cans. These trash cans are divided in two groups depending on their filling

frequency. Paper is collected everyday, but not all the containers are emptied everyday.
• Oil: 4 trash cans. This waste is collected twice per month.
• Reusable waste: 7 trash cans. From September to June, it is collected once per week, and in July

and August twice per week.
• Batteries: 31 trash cans. They are collected twice per month.

Other types of waste such as big volume wastes are collected once per week following the same
route as for the restwaste; there are eight points to collect lamps and fluorescent lightings and they
are collected when the container is full; there are some locations in which CDs are collected when
the containers are full. All the aforementioned data were given by the local government.

In this work, three problems of different sizes will be analyzed. In the three cases, the aim is to
improve the waste collection itinerary in the sense of obtaining a shorter route than the one followed
nowadays. A small problem of reusable waste with seven trash cans, a medium problem of organic
waste consisting of 29 trash cans, and a big problem consisting of the first route of restwaste with
a total of 186 trash cans will be considered. In the case of restwaste, there are several trash cans in
the same location. Specifically, the 186 trash cans are distributed in 147 different locations; thus, these
locations will be considered in the problem. The data of these problems can be seen in Table 1.
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Table 1. Three problems analyzed.

Waste-Type Number of Locations Collecting Frequency

Reusable waste 7 September to June once per week,
July and August twice per week

Organic waste 29 Once per week
Restwaste 147 Everyday

According to the data given by the enterprise in charge of restwaste collection, between 8000 kg
and 13,000 kg of restwaste are collected everyday in Sopelana. A truck is enough to carry out this
collection. The truck used has a load of 13 tons, and it has a compaction mechanism. Each container
has 1.1 m3, which is reduced to 0.183 m3 after compaction. This means that the volume of 125 trash
cans that are full can fit in the truck (125 × 0.183 m3 = 22.875 m3). In the event that the truck was filled
during the collection of the 186 containers (147 location points), it would be emptied in the dump
intended for it and, after that, it would continue with the route. However, this event is not very
probable as it means that 125 trash cans out of 186 are full up (which is the 67.20%).

4. Algorithms

For the three problems, the coordinates of the locations and the distance matrices have been
calculated using Google Maps (https://www.google.com/maps, data from October and November
2019). The coordinates of all locations and the distance matrices can be found in Appendix A.
The smallest distance between two locations has been considered in the distance matrices. The distance
matrices are not symmetric, as the way back and forth from a location to another may be different.

The three problems have been solved using a VNS and a GA. The smallest problem (reusable
waste, seven locations) has also been solved using the brute force algorithm. These two algorithms
were chosen among all the set of alternatives for developing the final solution for maintainability
reasons. The developers of the solutions are academic institutions, so we cannot provide maintenance
services. As both literature [24] and the news [25] state, there is a lack of availability of computer science
technicians. Because of this fact, the final user of the solution wanted a competitive but mainly easy
to maintain algorithm. These algorithms being two of the most frequently applied when developing
the syllabuses of subjects related to programming, the research team decided to compare them and offer
the most effective possible solution. The distances that correspond to all the permutations of n = 7
elements have been calculated that is 7! = 5040. The process has been implemented as it is explained
in Algorithm 1.

Algorithm 1 Algorithm to determine solutions using brute force.

1: procedure BRUTEFORCE( distance matrix of n = 7 problem )
2: Create all the permutations of n = 7 elements
3: for i=1:7! do
4: Calculate the distance of the permutation
5: end for
6: Calculate the shortest distance among all the permutations
7: end procedure

We have started by trying the VNS algorithm [26] for all the problems. The VNS consists of
applying a local search method repeatedly in the neighborhood Nk of the actual solution. When
a local optimal is reached, the algorithm changes the system of neighborhood with the aim of
escaping from local optima and reaching a better one. For this reason, it can be said that the VNS
performs well both when searching local and global optima. In Algorithm 2, the process followed
is explained. We have implemented two systems of neighborhoods: the 2-opt neighborhood and a
swap-based neighborhood. The neighborhood structure 2-opt consists of changing a pair of edges
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between cities [27]. The swap-based neighborhood that we have created swaps the first element of
the permutation with all the rest.

Algorithm 2 Algorithm to determine solutions using VNS.

1: procedure VARIABLE NEIGHBORHOOD SEARCH(distance matrix)
2: Choose a set of neighborhood structures Nk for k = 1, 2, . . . , kmax
3: Generate the initial solution
4: Consider the initial solution as the best one
5: k ← 1
6: while k ≤ kmax do
7: while There is an improvement do
8: Choose the neighborhood system that corresponds to k
9: Find the best solution among all the neighbors

10: if The solution is improved then
11: Update the best solution and its evaluation function value
12: Continue to search with k ← 1
13: else
14: Continue to search with k ← k + 1
15: end if
16: end while
17: end while
18: Output the shortest distance and the corresponding route of the overall process
19: end procedure

Additionally, for all the problems n = 7, n = 129, and n = 147, another two algorithms have
been implemented. In Algorithm 3, an initial population of m different individuals (permutations) has
been created. The evaluation function (distance of the route) of each individual has been calculated.
In each generation, the process of selecting two parents randomly, the crossover operator, the posterior
correction of the individual in order to be a permutation, and the mutation process have been performed
m/2 times. If the new descendants are different from the individuals of the population and if their
evaluation function (fitness function) is smaller than the worst (the largest) of the population, the worst
individuals are replaced by these new descendants. The fourth algorithm implemented only differs
from the third in the fact that the routes followed nowadays in the trash collection (one route in each
problem) are inserted as a seed in the initial population.

Algorithm 3 Algorithm to determine solutions using SGA.

1: procedure SIMPLE GENETIC ALGORITHM(distance matrix, generations, population size, probabilities)
2: Create an initial population of m different permutations randomly
3: Compute the evaluation function of each permutation
4: for i=1:generations do
5: for j=1:m/2 do
6: Select two parents randomly from the population
7: Cross with a certain probability to produce two descendants
8: Correct the descendants to be permutations
9: Mutate each individual with a certain probability

10: Compute the evaluation function of each descendant
11: if evaluation function of the descendants smaller than the largest evaluation then
12: if the descendants are not repeated in the population then
13: Replace the descendants by the permutations with largest evaluation
14: end if
15: end if
16: end for
17: Output the shortest distance and the corresponding route of each generation
18: end for
19: Output the shortest distance and the corresponding route of the overall process
20: end procedure
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The crossover operator used is the classical one [18]. A crossover point is selected randomly from
which the two strings of the parents are broken into separate parts. The new descendants are formed
by recombination of these parts. For example, consider n = 7 and the routes:

(1 2 3 4 5 6 7)

(2 4 5 3 7 1 6)

Randomly, a crossover point in which the strings are broken into separate parts is selected.
Suppose that the crossover point is chosen between the third and the fourth bit:

(1 2 3 | 4 5 6 7 )

(2 4 5 | 3 7 1 6 )

Combining the head of the first route with the tail of the second route and vice versa, the result is
the following:

(1 2 3 | 3 7 1 6 )

(2 4 5 | 4 5 6 7 )

If the resulting descendants are not permutations, then a correction algorithm is applied in order
to obtain two individuals that belong to the feasible space. Each resulting individual is repaired,
by calculating the repeated values and their positions, and by inserting the missing values randomly
on the positions where the repeated values are located.

The exchange mutation operator, also called the swap mutation operator, has been applied,
in which two positions of the route are selected randomly and the cities on those positions are
exchanged [28]—for example, if we consider the route:

(1 2 3 5 7 4 6),

and if we choose the fourth and seventh positions, the cities on those positions are interchanged:

(1 2 3 6 7 4 5)

5. Results

In this section, the results obtained for each of the problems are presented.
For n = 7, the brute force algorithm has been applied first. The shortest itinerary has 7.67 km

and the longest 13.2 km. In Figure 1, the distances of all permutations (7! = 5040) are shown.
All the permutations are represented in the horizontal axis (that is, 7! = 5040), and the distance that
corresponds to each of them is plotted in the vertical axis.
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Figure 1. Brute force application, problem n = 7.

For the three problems, the VNS algorithm has been applied next. Ten executions have been
done for each problem. The best, the worst, the mean, and the median distances of this executions are
presented in Tables 2–4. In all the executions, an initial solution has been generated randomly.

Table 2. Results of 10 executions n = 7 problem, VNS.

n = 7 VNS

Best distance (km) 7.6700
Worst distance (km) 8.4000
Mean distance (km) 7.7690

Median distance (km) 7.6700

Table 3. Results of 10 executions n = 29 problem, VNS.

n = 29 VNS

Best distance (km) 19.4170
Worst distance (km) 25.5570
Mean distance (km) 22.5475

Median distance (km) 21.9450

Table 4. Results of 10 executions n = 147 problem, VNS.

n = 147 VNS

Best distance (km) 61.5470
Worst distance (km) 71.3560
Mean distance (km) 66.8944

Median distance (km) 66.9507

In addition, finally, the SGA (without and with a seed) has been performed. For n = 7, taking into
account that the average of the shortest and the longest route is 10.4350 km, the route (6, 7, 3, 4, 2, 5, 1)
of 10.45 km has been chosen as seed. In the cases of n = 29 and n = 147, the actual itineraries have
been chosen as seed. These data are available in Table 5. Notice that, if the VNS algorithm is started,
taking the actual itinerary as initial solution, all the executions have the same performance. In this
case, for n = 7, a route of 8.2500 km is obtained; for n = 29, a route of 18.7670 km; and, for n = 147, a
route of 34.4280 km.
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Table 5. Average distance route (n = 7) and actual routes (n = 29, n = 147).

n = 7 n = 29 n = 147

Route (6, 7, 3, 4, 2, 5, 1) (26, 24, 23, 18, 15, 11, 12, 13, 16,− (135, 136, 140, 141, 139, 138, 137, 107, 142, 147,−
17, 20, 21, 22, 19, 9, 7, 27, 28,− 110, 42, 40, 44, 101, 102, 104, 146, 105, 103,−
14, 25, 10, 8, 6, 2, 3, 4, 5, 29, 1) 108, 109, 144, 143, 106, 145, 111, 112, 115, 113,−

41, 114, 116, 121, 126, 127, 132, 131, 133, 134,−
130, 129, 128, 125, 120, 118, 119, 117, 124, 122,−

123, 58, 57, 69, 70, 96, 97, 100, 99, 98,−
68, 67, 66, 49, 48, 47, 45, 46, 55, 56,−
65, 64, 62, 95, 94, 77, 76, 75, 74, 73,−
61, 60, 59, 36, 35, 37, 84, 85, 88, 89,−

86, 7, 10, 9, 8, 3, 2, 1, 4, 6,−
5, 11, 14, 13, 15, 16, 18, 17, 12, 90,−
91, 92, 93, 78, 79, 80, 81, 87, 19, 83,−
82, 71, 29, 27, 26, 28, 23, 22, 21, 20,−
24, 25, 72, 30, 31, 32, 34, 33, 38, 43,−

50, 52, 63, 54, 53, 51, 39)
Distance (km) 10.4500 22.9170 46.2890

An execution for each problem has been performed. Parameters have been chosen according
to [29]: a relatively high crossover rate (≥ 0.6), small mutation rate (range [0.001, 0.1]) and a moderate
population size. Data and results are presented in Tables 6–8. In all the cases, the execution in which
the seed is considered obtains better solutions.

Table 6. Results of the n = 7 problem.

n = 7 SGA without Seed SGA with Seed

Generations 20 20
Population size 30 30

Crossover probability 0.8 0.8
Mutation probability 0.01 0.01

Best route (3, 2, 1, 6, 7, 4, 5) (7, 4, 5, 3, 2, 1, 6)
Best distance (km) 7.6700 7.6700

Table 7. Results of the n = 29 problem.

n = 29 SGA without Seed SGA with Seed

Generations 4000 4000
Population size 200 200

Crossover probability 0.8 0.8
Mutation probability 0.01 0.01

Best route (18, 16, 28, 27, 14, 25, 13, 12, 11, 9,− (10, 12, 13, 17, 23, 24, 26, 22, 19, 21,−
7, 4, 3, 2, 5, 8, 6, 10, 17, 20,− 20, 18, 15, 11, 9, 7, 28, 27, 14, 25,−

21, 23, 24, 26, 22, 19, 1, 29, 15) (16, 1, 29, 5, 4, 3, 2, 8, 6)
Best distance (km) 18.0270 17.6570
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Table 8. Results of the n = 147 problem.

n = 147 SGA without Seed SGA with Seed

Generations 4000 4000
Population size 400 400

Crossover probability 0.8 0.8
Mutation probability 0.01 0.01

Best route (102, 103, 142, 113, 114, 125, 130, 134, 133, 132,− (141, 140, 135, 136, 107, 138, 137, 139, 142, 147,−
124, 117, 75, 61, 79, 82, 87, 21, 18, 19,− 41, 42, 40, 101, 44, 102, 104, 146, 105, 108,−

53, 139, 141, 52, 36, 85, 8, 7, 10, 9,− 145, 109, 144, 143, 106, 103, 111, 112, 110, 113,−
88, 76, 48, 46, 57, 50, 49, 47, 45, 121,− 115, 114, 116, 51, 126, 121, 125, 129, 130, 134,−

120, 119, 116, 56, 64, 62, 99, 98, 69, 67,− 133, 131, 128, 127, 119, 132, 124, 117, 120, 122,−
66, 122, 123, 129, 131, 128, 126, 55, 39, 71,− 123, 50, 118, 69, 64, 62, 68, 100, 99, 98,−
73, 97, 68, 65, 63, 104, 146, 105, 137, 138,− 97, 67, 66, 49, 48, 47, 45, 46, 55, 43,−

54, 20, 28, 32, 34, 41, 42, 33, 38, 31,− 56, 70, 96, 95, 94, 77, 78, 73, 75, 74,−
29, 24, 25, 30, 35, 44, 106, 107, 143, 147,− 61, 60, 59, 39, 31, 37, 76, 84, 88, 86,−

111, 112, 115, 144, 108, 127, 118, 95, 77, 83,− 90, 10, 9, 8, 7, 3, 2, 4, 1, 6,−
3, 4, 2, 1, 14, 80, 110, 43, 51, 100,− 5, 12, 11, 13, 15, 17, 18, 16, 14, 89,−
70, 74, 59, 58, 27, 26, 12, 17, 6, 5,− 91, 92, 93, 85, 87, 80, 79, 81, 19, 82,−

22, 23, 72, 78, 86, 11, 13, 15, 16, 81,− 83, 71, 29, 27, 25, 26, 23, 22, 21, 20,−
37, 96, 94, 84, 89, 90, 91, 93, 92, 60,− 24, 28, 72, 30, 32, 35, 34, 33, 38, 57,−

40, 101, 145, 140, 135, 136, 109) 58, 65, 63, 54, 53, 52, 36)
Best distance (km) 48.3510 30.4150

The longest, the shortest, and the average-distance itineraries for n = 7 can be seen in Figure 2.
The limit of the municipality of Sopelana is marked using a thick red line.

Figure 2. Routes of problem n = 7, longest in red, shortest in green, “average” in purple.

Additionally, several executions have been performed for each of the problems (n = 7, 29, 147).
The best, the worst, the mean, and the median distance of this performance are presented in Tables 9–11.
The values of these tables are acquired after performing 10 executions for each version of each problem.
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Table 9. Results of 10 executions n = 7 problem, SGA.

n = 7 SGA without Seed SGA with Seed

Generations 20 20
Population size 30 30

Crossover probability 0.8 0.8
Mutation probability 0.01 0.01

Best distance (km) 7.6700 7.6700
Worst distance (km) 8.0200 7.7700
Mean distance (km) 7.7050 7.6900

Median distance (km) 7.6700 7.6700

Table 10. Results of 10 executions n = 29 problem, SGA.

n = 29 SGA without Seed SGA with Seed

Generations 4000 4000
Population size 200 200

Crossover probability 0.8 0.8
Mutation probability 0.01 0.01

Best distance (km) 17.3770 17.1870
Worst distance (km) 19.0170 18.3670
Mean distance (km) 18.1910 17.8530

Median distance (km) 17.9420 17.7420

Table 11. Results of 10 executions n = 147 problem, SGA.

n = 147 SGA without Seed SGA with Seed

Generations 4000 4000
Population size 400 400

Crossover probability 0.8 0.8
Mutation probability 0.01 0.01

Best distance (km) 48.4740 29.6310
Worst distance (km) 54.6080 32.7670
Mean distance (km) 50.9096 31.7165

Median distance (km) 50.3485 31.9552

For the largest problems, n = 29 and n = 147, computation has been repeated choosing different
parameters in order to obtain better results. The most important change is that a larger population size
has been used, i.e., 4000 individuals. Execution data and results can be seen in Tables 12 and 13.

Table 12. Results of the n = 29 problem.

n = 29 SGA without Seed SGA with Seed

Generations 800 800
Population size 4000 4000

Crossover probability 0.8 0.8
Mutation probability 0.8 0.8

Best route (16, 17, 23, 24, 26, 22, 19, 21, 20, 18,− (15, 11, 10, 13, 16, 17, 23, 24, 26, 22,−
15, 11, 10, 12, 2, 1, 29, 5, 4, 3− 19, 21, 20, 18, 14, 25, 28, 27, 12, 9,−

8, 6, 9, 7, 28, 27, 14) (−, 7, 4, 8, 6, 3, 5, 2, 1, 29)
Best distance (km) 17.1700 16.9370
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Table 13. Results of the n = 147 problem.

n = 147 SGA without Seed SGA with Seed

Generations 1800 1800
Population size 4000 4000

Crossover probability 0.8 0.8
Mutation probability 0.8 0.8

Best route (107, 142, 53, 37, 73, 60, 59, 50, 58, 67,− (141, 140, 135, 136, 107, 138, 137, 139, 142, 112,−
66, 29, 26, 25, 24, 28, 30, 51, 121, 116,− 41, 42, 40, 101, 44, 102, 104, 146, 105, 106,−

114, 115, 56, 36, 35, 33, 34, 46, 122, 124,− 103, 108, 144, 143, 145, 109, 147, 110, 43, 113,−
117, 120, 126, 127, 132, 119, 19, 80, 17, 16,− 115, 114, 116, 123, 127, 126, 129, 130, 134, 133,−

77, 78, 71, 76, 94, 82, 88, 85, 84, 39,− 132, 125, 128, 131, 121, 122, 124, 117, 120, 119,−
31, 32, 38, 57, 143, 105, 146, 104, 103, 108,− 52, 118, 100, 69, 70, 94, 73, 97, 99, 98,−
147, 136, 135, 112, 111, 79, 87, 81, 22, 23,− 68, 67, 66, 49, 48, 47, 45, 46, 55, 56,−

72, 48, 45, 145, 144, 139, 138, 137, 123, 128,− 58, 64, 62, 96, 95, 77, 78, 71, 61, 75,−
134, 133, 110, 43, 113, 41, 40, 42, 141, 140,− 74, 60, 59, 36, 35, 37, 76, 84, 88, 86,−

64, 62, 68, 69, 70, 96, 95, 93, 92, 91,− 90, 10, 9, 8, 7, 3, 1, 2, 4, 6,−
10, 3, 1, 2, 4, 83, 97, 65, 63, 61,− 5, 11, 12, 13, 15, 17, 16, 18, 14, 89,−

75, 74, 118, 100, 99, 98, 49, 47, 55, 125,− 91, 92, 93, 85, 79, 87, 80, 81, 19, 83,−
129, 130, 131, 54, 27, 20, 21, 18, 12, 11,− 82, 30, 29, 27, 25, 26, 23, 22, 21, 20,−

6, 5, 7, 8, 9, 89, 90, 86, 14, 13,− 24, 28, 72, 39, 31, 32, 34, 33, 38, 57,−
15, 52, 109, 44, 101, 102, 106) 50, 65, 63, 54, 53, 51, 111)

Best distance (km) 40.3460 27.0950

The actual itineraries are presented in Figures 3 and 4, and the improved itineraries of
Tables 12 and 13 obtained with the new parameters in Figures 5 and 6. In the case of problem
n = 147, Figures 4 and 6, the first and the last location of the route are marked in red.

Figure 3. Actual route of problem n = 29.
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Figure 4. Actual route of problem n = 147.

Figure 5. Smallest route obtained for problem n = 29.
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Figure 6. Smallest route obtained for problem n = 147.

6. Conclusions

In this work, three waste collection itineraries have been improved in a municipality of Biscay
(Spain). The average itinerary of the reusable waste (n = 7 problem) has had a reduction of 2.78 km;
and the actual itineraries of organic waste (n = 29 problem) and restwaste (n = 147 problem) have
been reduced 5.98 km and 19.194 km, respectively. Taking into account the collection frequencies of
these three itineraries, this makes a total reduction of 7400 km per year, that is to say, a reduction of
the 40% of the total actual itineraries.

The truck has a continent of 13 tons and it has a compaction mechanism. Considering the following
average data for the truck: vehicle of 26 Tn, speed limit 30 km/h, with 270 CV minimum engine power
(1 CV = 735.39, 875 W= 0.986 HP) and diesel fuel type and 29 L/100 km consumption [30]. This implies
a reduction of 5.58 Tn of CO2 emissions, 0.43 Kg of CO, and 13.95 Kg of NOx per year. In addition
to these improvements, a direct cost savings of 7294e was obtained (considering the direct cost per
kilometer calculation model recommended by the Ministry of Transportation, Logistics and Urban
Agenda of Spain [31]).

It is worth mentioning that the research team performed an additional validation for the developed
model. Specifically, the actual consumptions versus the ones proposed by the model were analyzed
at the two comparable routes (the ones the truck made before and after the optimization), obtaining
negligible differences. This double check on the results and the easiness of the solution have raised
the interest of other commonwealths, such as the one of Lea-Artibai. Thus, the short and midterm
future steps would be oriented to the application of the same procedure to other local communities,
incorporating other parameters such as the elevation information of the routes.
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GA Genetic Algorithm
VNS Variable Neighborhood Search
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TSP Travelling Salesman Problem
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TWL Threshold Waste Level
RFID Radio Frequency Identification
NP Nondeterministic Polynomial Time
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Appendix A. Data

Table A1. Coordinates of the seven locations.

Location
Latitude Longitude

(Decimal Degrees) (Decimal Degrees)

1 43.391464 −2.987950
2 43.381466 −2.980558
3 43.380186 −2.979504
4 43.377695 −2.980651
5 43.378805 −2.982968
6 43.375206 −2.992354
7 43.374066 −2.990935

Table A2. Distances of the seven locations in kilometers.

From ↓ To → 1 2 3 4 5 6 7

1 0 1.7 1.9 2.2 2.2 2.3 2.4
2 1.7 0 0.23 0.55 0.55 1.7 1.1
3 1.9 0.27 0 0.8 0.8 2 1.3
4 3.4 1.8 0.5 0 0.4 1.9 0.95
5 2 0.4 0.4 0.4 0 1.2 0.8
6 2.4 1.7 1.9 1.9 1.2 0 1
7 3.8 1.7 2 1.6 1.6 1.7 0
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Table A3. Coordinates of the 29 locations.

Location
Latitude Longitude

(Decimal Degrees) (Decimal Degrees)

1 43.391326 −2.988336
2 43.382808 −2.999907
3 43.379497 −2.992421
4 43.378769 −2.990454
5 43.381233 −2.989976
6 43.376588 −2.991162
7 43.376443 −2.990605
8 43.374686 −2.993086
9 43.377947 −2.987348
10 43.377956 −2.986103
11 43.379873 −2.985665
12 43.379364 −2.983446
13 43.378979 −2.982283
14 43.378942 −2.980098
15 43.380483 −2.982809
16 43.380490 −2.980981
17 43.380161 −2.979534
18 43.381520 −2.980494
19 43.382913 −2.979929
20 43.382040 −2.978645
21 43.382416 −2.977694
22 43.384166 −2.977144
23 43.381216 −2.976394
24 43.381311 −2.975217
25 43.379194 −2.977072
26 43.382615 −2.972005
27 43.374091 −2.979216
28 43.375154 −2.973282
29 43.384723 −2.984886
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Table A5. Coordinates of the 147 locations.

Location
Latitude Longitude

(Decimal Degrees) (Decimal Degrees)

1 43.386866 −2.967695
2 43.385065 −2.969335
3 43.384389 −2.970417
4 43.385533 −2.970361
5 43.386875 −2.976296
6 43.385967 −2.975167
7 43.381338 −2.967009
8 43.382074 −2.969934
9 43.382585 −2.972301
10 43.381528 −2.972474
11 43.384161 −2.974454
12 43.383708 −2.975088
13 43.384144 −2.976702
14 43.384005 −2.976627
15 43.384120 −2.977955
16 43.383985 −2.977985
17 43.384236 −2.978082
18 43.383631 −2.978442
19 43.383199 −2.978524
20 43.383740 −2.979749
21 43.383519 −2.979418
22 43.383012 −2.979399
23 43.382807 −2.980273
24 43.383741 −2.980453
25 43.383798 −2.980842
26 43.383568 −2.980869
27 43.383510 −2.981054
28 43.382908 −2.980460
29 43.383270 −2.981680
30 43.382436 −2.981768
31 43.382340 −2.982082
32 43.382122 −2.982337
33 43.383011 −2.983951
34 43.382812 −2.983972
35 43.381533 −2.983377
36 43.381334 −2.983270
37 43.381829 −2.982122
38 43.382067 −2.986113
39 43.381568 −2.986365
40 43.381784 −2.988524
41 43.380237 −2.989935
42 43.381140 −2.989132
43 43.381249 −2.988139
44 43.381235 −2.989827
45 43.380718 −2.987577
46 43.380491 −2.987676
47 43.380686 −2.987247

184



Processes 2020, 8, 513

Table A5. Cont.

Location
Latitude Longitude

(Decimal Degrees) (Decimal Degrees)

48 43.380298 −2.986529
49 43.379818 −2.985593
50 43.379931 −2.985285
51 43.380432 −2.984580
52 43.380354 −2.984325
53 43.380485 −2.983974
54 43.380450 −2.983486
55 43.379426 −2.987135
56 43.379123 −2.986105
57 43.378931 −2.986235
58 43.378462 −2.986664
59 43.380934 −2.982889
60 43.380474 −2.982763
61 43.380781 −2.981613
62 43.379854 −2.981971
63 43.380253 −2.982916
64 43.379868 −2.982576
65 43.379837 −2.982973
66 43.379389 −2.983617
67 43.379319 −2.983048
68 43.378805 −2.982968
69 43.378960 −2.982608
70 43.379314 −2.981559
71 43.381485 −2.980560
72 43.382740 −2.980696
73 43.380752 −2.980763
74 43.380498 −2.981023
75 43.380236 −2.980826
76 43.380501 −2.979872
77 43.381449 −2.979324
78 43.381796 −2.979530
79 43.382100 −2.978779
80 43.382583 −2.978996
81 43.382971 −2.979162
82 43.382396 −2.977782
83 43.382645 −2.977287
84 43.381542 −2.978895
85 43.381407 −2.977533
86 43.381706 −2.976436
87 43.382816 −2.978206
88 43.381285 −2.976771
89 43.381425 −2.975376
90 43.381242 −2.975296
91 43.380864 −2.975344
92 43.380848 −2.976503
93 43.380832 −2.977200
94 43.380186 −2.979504
95 43.380019 −2.980074
96 43.379958 −2.980587
97 43.378765 −2.981322
98 43.377759 −2.982722
99 43.377512 −2.982654
100 43.377344 −2.982785
101 43.381321 −2.992360
102 43.380362 −2.993327
103 43.380051 −2.993379
104 43.381045 −2.994875
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Table A5. Cont.

Location
Latitude Longitude

(Decimal Degrees) (Decimal Degrees)

105 43.380561 −2.995728
106 43.379430 −2.993877
107 43.379093 −2.993990
108 43.379339 −2.992198
109 43.378773 −2.991203
110 43.378845 −2.990499
111 43.378604 −2.990441
112 43.378568 −2.990115
113 43.378646 −2.988672
114 43.378464 −2.987841
115 43.378462 −2.988852
116 43.378328 −2.987209
117 43.377763 −2.987006
118 43.377847 −2.986469
119 43.376388 −2.988905
120 43.376071 −2.988053
121 43.377174 −2.988653
122 43.377572 −2.988626
123 43.377533 −2.988873
124 43.377958 −2.988862
125 43.376747 −2.990108
126 43.375579 −2.989862
127 43.375428 −2.990021
128 43.375322 −2.990450
129 43.375529 −2.991228
130 43.374831 −2.991743
131 43.374468 −2.991131
132 43.373440 −2.991881
133 43.374343 −2.992137
134 43.378307 −2.991586
135 43.378739 −2.991224
136 43.378672 −2.990759
137 43.378758 −2.999239
138 43.378467 −2.990613
139 43.374214 −2.992418
140 43.374757 −2.993032
141 43.375189 −2.992432
142 43.375826 −2.994840
143 43.376289 −2.993976
144 43.377369 −2.992465
145 43.376535 −2.991381
146 43.376925 −2.991370
147 43.377435 −2.991360

The distances between the 147 locations can be found in [32].
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Abstract: Owing to their peculiar structural characteristics and potential applications in various
fields, the ultrathin MoS2 nanosheets, a typical two-dimensional material, have attracted numerous
attentions. In this paper, a hybrid strategy with combination of quenching process and liquid-based
exfoliation was employed to fabricate the ultrathin MoS2 nanosheets (MoS2 NS). The obtained MoS2

NS still maintained hexagonal phase (2H-MoS2) and exhibited evident thin layer-structure (1–2 layers)
with inconspicuous wrinkle. Besides, the MoS2 NS dispersion showed excellent stability (over 60 days)
and high concentration (0.65 ± 0.04 mg mL−1). The MoS2 NS dispersion also displayed evident optical
properties, with two characteristic peaks at 615 and 670 nm, and could be quantitatively analyzed
with the absorbance at 615 nm in the range of 0.01–0.5 mg mL−1. The adsorption experiments showed
that the as-prepared MoS2 NS also exhibited remarkable adsorption performance on the dyes (344.8
and 123.5 mg g−1 of qm for methylene blue and methyl orange, respectively) and heavy metals (185.2,
169.5, and 70.4 mg g−1 of qm for Cd2+, Cu2+, and Ag+). During the adsorption, the main adsorption
mechanisms involved the synergism of physical hole-filling effects and electrostatic interactions.
This work provided an effective way for the large-scale fabrication of the two-dimensional nanosheets
of transition metal dichalcogenides (TMDs) by liquid exfoliation.

Keywords: transition metal dichalcogenides; liquid exfoliation; adsorption; quenching

1. Introduction

Given the special structure and potential applications, two-dimensional materials have drawn
plenty of concerns [1,2], such as graphene, boron nitride, and molybdenum disulfide. Among them, the
ultrathin molybdenum disulfide (MoS2) nanosheets, which exhibit an evident layered structure, have
attracted ample attentions because of their excellent performance on several fields, such as catalysis,
sensors, and pollution remediation [1,3]. Recently, the ultrathin MoS2 nanosheets were reported to
show excellent prospects in pollution control [3,4]. Therefore, it was urgent to explore an effective
method to produce ultrathin MoS2 nanosheets.

To date, a few methods have been reported for efficient preparation of ultrathin MoS2

nanosheets [5–10], for example, mechanical exfoliation, sputtering, atomic layer deposition, chemical
methods, and liquid-based exfoliation. In spite of the excellent performance of the prepared monolayer
or few-layer MoS2 nanosheets through mechanical methods, the production efficiency was rather
low, which severely limited the large-scale applications. Meanwhile, although most of the chemical
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methods like hydrothermal and solvent thermal routes could produce large-scale few-layer MoS2

nanosheets, they generally needed strict reaction control, such as high temperature and pressure.
Instead, due to the controllable operation and high production, liquid-based exfoliation was regarded
as the most promising way for the production of ultrathin MoS2 in large scale. According to previous
studies [7,8], the solvent showed a significant impact on the exfoliation of MoS2. Among which,
pyrrolidone-based solvents like N-methyl-2-pyrrolidone displayed excellent MoS2 exfoliation efficiency
with 0.3 mg mL−1 of MoS2 nanosheets concentration, because they showed similar surface energy
with MoS2. Nevertheless, considering their significant environmental risk, high toxicity and
high-boiling points of the pyrrolidone-based solvents probably limited the large-scale application.
To replace these toxic solvents, a number of polar solvents that own low boiling point and molecular
weight were tested, such as water, methanol, ethanol, and isopropanol [11,12]. Unfortunately, given
the different surface energy between the MoS2 and polar solvents, most of the polar solvents showed
dissatisfactory exfoliation efficiency [11]. Interestingly, it was reported that the MoS2 exfoliation
efficiency in the mixed solution with two of the polar micromolecular solvents was much better than
those in the single solvent [13,14]. Meanwhile, it was worth noting that the MoS2 exfoliation efficiency
could be significantly improved when some organic small molecules, surfactants, or polymers were
added in the polar micromolecular solvents, such as sodium cholate, Tween 80, Tween 85, sodium
naphthalenide, Brij 30, Brij 700, Triton X-100, and so on [15–17]. Nevertheless, the strong van der Waals
interaction between the MoS2 layers still limited the MoS2 nanosheets production.

Recently, owing to the effective break of the van der Waals force between the MoS2 layers, quenching
was found to be an effective way to exfoliate the graphene analogues [18–21]. Previous investigation
showed that the high-quality ultrathin graphene sheets were fabricated by rapidly cooling the hot
bulk graphite and pre-expanded graphite in aqueous solutions of NH4HCO3 and hydrazine hydrate,
respectively [19,20]. Meanwhile, the boron nitride and MoS2 nanosheets were also synthesized via the
rapid quenching of hot bulk boron nitride and MoS2 in the liquid N2 [18,21]. Although the production
efficiency of the nanosheets was dissatisfactory, we suspect that if the bulk MoS2 was pretreated with
the quenching process, the exfoliation efficiency of MoS2 nanosheets in the polar micromolecular
solvents could be significantly improved.

Herein, a hybrid strategy with the combination of quenching process and liquid-based exfoliation
was employed to fabricate the ultrathin MoS2 nanosheets. The microstructures, morphology, and
optical properties were analyzed. In addition, the adsorption performance of dyes and heavy metals
was also discussed.

2. Material and Methods

2.1. Materials

Ammonium tetrathiomolybdate ((NH4)2MoS4) was provided by Sam Chemical Technology Co.,
Ltd. (Shanghai, China). Hydrazine monohydrate (N2H4·H2O) was provided by Aladdin Reagent
Co., Ltd. (Shanghai, China). Sodium hydroxide (NaOH), sulfuric acid (H2SO4), nitric acid (HNO3),
methylene blue (MB), methyl orange (MO), AgNO3, CuSO4, and CdCl2 were obtained from Sinopharm
Chemical Reagent Co. Ltd. (Shanghai, China). The double-distilled water was prepared with a Milli-Q
water purification system (Milli-Q®Reference, Millipore, Billerica, Massachusetts, USA).

2.2. Fabrication of the MoS2 Nanosheets

The MoS2 nanosheets (MoS2-NS) were prepared through a novel combined method including
calcination at high temperature, quenching with liquid nitrogen, and ultrasonic-assisted peeling with
hydrazine hydrate. Firstly, 4.000 g of (NH4)2MoS4 was calcinated under nitrogen atmosphere at
800 ◦C for 5 h with a rate of 5 ◦C/min and then a black powder (named bulk MoS2) was obtained.
After that, the high-temperature bulk MoS2 was quickly transferred into a Dewar bottle containing
liquid nitrogen until the liquid nitrogen gasified completely. Subsequently, the pre-expanded bulk
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MoS2 was transferred into a serum bottle with 100 mL of hydrazine hydrate and the bottle was sonicated
at a frequency of 40 kHz for 24 h. After centrifugation, the residual MoS2 powders were added into
another serum bottle with deionized water and sonicated for 12 h (In addition, the recycled hydrazine
hydrate can be reused in a new procedure.). Finally, the resulting suspensions were centrifuged at
3000 rpm for 2 h and then the dark green MoS2-NS dispersions were obtained. After dialyzed with
dialysis tubing with 3000 dalton of molecular weight cut off, the obtained ultimate green dispersions
were close to 7 of pH and stored in the fridge at 4 ◦C.

2.3. Adsorption Batch Experiments

Adsorption isotherm batch experiments were carried out in a 40-mL serum bottle containing 10 mL
liquid with 0.1 g L−1 of the adsorbent concentration. The adsorption isotherm for MB and MO was
conducted under 25 ◦C in the range of 0.5 to 50 mg L−1 of the MB and MO concentration and the pH was
adjusted to 6.0 ± 0.1 with 1 M H2SO4 solution, while the experiments for heavy metals were conducted
under 25 ◦C with metal concentration from 0.5 to 30 mg L−1 and the pH was adjusted to 5.0 ± 0.1
with 1 M H2SO4 solution. After sealed with polytetrafluoroethylene (PTFE) caps, all the bottles were
shaken at 250 rpm for 6 h. At sampling points, one bottle was taken out. After filtered with 0.22 μm
glass fiber filters (Tianjin Branch billion Lung Experimental Equipment Co., Ltd., Tianjin, China), the
MB/MO concentrations were determined by UV-vis spectroscopy (UV-1780, SHIMADZU, Japan) at
664/464 nm, while the residual Cu2+/Cd2+/Ag+ concentrations were analyzed with ICP-MS (XSERIES 2,
Thermo). The adsorption isotherms data were treated with Langmuir and Freundlich models [22,23].
The experiments for the adsorption kinetics study were operated at 25 ◦C and 6.0 ± 0.1/5.0 ± 0.1 of pH
(adjusted with 1 M H2SO4 solution) in 300 mL dyes/heavy metals solution (20 mg L−1 for dyes and
15 mg L−1 for heavy metals). All the samples were shaken at 250 rpm for 6 h. At sampling points,
1.5 mL of the solution was taken out and then filtered through the filters. The residual dyes/heavy
metals concentrations were determined with ICP-MS. The adsorption kinetics data were treated with
the pseudo-first order kinetic and pseudo-second-order non-linear kinetic models.

To study the effects of pH values (2–10)/(3–7) on dyes/heavy metals adsorption, the batch
experiments were conducted at 25 ◦C in a serum bottle with 20 mg L−1/15 mg L−1 of dyes/heavy metals
concentration and 0.10 g L−1 of adsorbents.

2.4. Characterization

The X-ray powder diffraction (XRD) data of the bulk MoS2 and MoS2-NS were tested with X-ray
powder diffractometer (MiniFlex600, Rigaku, Milwaukee, Wisconsin, USA) coupled with a Cu Kα line
at 40 kV and 40 mA.

The microstructural features of prepared bulk MoS2 and MoS2-NS were observed with field
emission scanning electron microscope (FESEM, Nova NanoSEM 230, FEI, Hillsboro, Oregon, USA),
atomic force microscope (AFM, 5500, Agilent USA), and transmission electron microscope (TEM,
TECNAI G2F20, FEI, Hillsboro, Oregon, USA).

The Raman data of bulk MoS2 and MoS2-NS were recorded by a confocal laser Raman microscopy
(Invia Reflex, Renishaw, UK) with 532 nm of laser wavelength and 0.6 mW of laser energy.

The X-ray photoelectron spectroscopy (XPS) data were recorded with X-ray photoelectron
spectrometer (ESCALAB 250, Thermo Scientific, Waltham, Massachusetts, USA) coupled with the Al
Ka radiation at 15 kV and 51 W. The binding energies were confirmed by using the C1s component as
the reference and the binding energy of C-C/H bonds were set at 284.5 eV.

The concentrations of MoS2-NS dispersions were analyzed using UV-vis spectrophotometer
(UV-2500, Shimadzu, Japan).

The Brunauer–Emmett–Teller (BET) surface areas of the bulk MoS2 and MoS2-NS were obtained
from the analysis of N2-adsorption isotherms at 77 K using the N2 physisorption analyzer (ASAP2020,
Micromeritics, Norcross, Georgia, USA).
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3. Results and Discussion

3.1. Characterization of MoS2 Nanosheets

3.1.1. Microstructures and Morphology

To study the variation of the crystal structure during the MoS2-NS preparation, the precursor
((NH4)2MoS4), bulk MoS2 and MoS2-NS were analyzed by XRD and the results were illustrated in
Figure 1. As shown in Figure 1, after calcination under N2, the characteristic peaks of (NH4)2MoS4,
located at 2θ = 17.2◦, 18.44◦, and 29.08◦, fully vanished, suggesting the evident change of crystal
structure. Instead, the peaks at 2θ = 14.6◦, 33.48◦, 39.82◦, and 58.94◦ were assigned to the (100),
(103), (105), and (110) plane of hexagonal MoS2 phase (JCPDS card No. 65-0160), indicating that
after calcination, the obtained bulk MoS2 was hexagonal phase. The results were similar to Zhang et
al.’s findings [24,25]. In addition, after exfoliation by sonication, the resulting MoS2-NS still kept the
same peaks with bulk MoS2, manifesting that the 2H-MoS2-NS was successfully obtained. However,
compared to the bulk MoS2, the (002) plane peak of MoS2-NS became broadened and lower, suggesting
an increase of the d spacing between MoS2 layers [26]. Based on the full width at half maximum
(FHWM) of the (002) plane, the layer number of the prepared MoS2-NS could be calculated to be about
~2 layers through Scherrer’s equation. To further confirm the structure of the exfoliated MoS2-NS,
Raman spectroscopy (Figure 1b) was employed to characterize the bulk MoS2 and MoS2-NS. Both the
bulk MoS2 and MoS2-NS exhibited two dominant peaks ranging from 340 to 450 cm−1, corresponding
to the E1

2g and A1g mode of the hexagonal MoS2, respectively [26,27], which convincingly proved
the successful exfoliation of MoS2-NS. Among which, the E1

2g mode peak at 381.6 cm−1 involved the
in-layer displacements of Mo and S atoms, whereas the A1g mode peak at 407.9 cm−1 represented
the out-of-layer symmetric displacements of S atoms along the c-axis [28]. Noticeably, compared
to the bulk MoS2, the E1

2g (377.8 cm−1) and A1g (402.2 cm−1) mode peaks displayed evident blue
shift, and the interval (Δ = 24.4 cm−1) between E1

2g and A1g peaks was lower than that of bulk MoS2

(Δ = 26.3 cm−1), which was ascribed to the decrease of the MoS2 thickness. According to the previous
literature [4,25,29], it was found that both E1

2g and A1g peaks were the characteristic peaks of MoS2 and
their frequencies would vary with the layer number. When the layer number increases, the interlayer
van der Waals force in MoS2 suppressed atom vibration, resulting in higher force constants [30]. On the
contrast, the force constants between the layers would weaken with the layer number decreases. Thus,
both E1

2g and A1g modes were supposed to stiffen (blue-shift) along with the reduction of MoS2 layers.
Figure 2a–d presented the FESEM images of the bulk MoS2 and MoS2-NS. As seen in Figure 2a,b,

the bulk MoS2 displayed varisized particle-like morphology but clearly thick layer-structure. After
exfoliation, the MoS2-NS exhibited evident thin layer-structure with inconspicuous wrinkle (Figure 2c,d),
which suggested the successful exfoliation of MoS2-NS. Similar to the bulk MoS2, the size of prepared
MoS2-NS still differed widely. In addition, the thickness of the prepared MoS2-NS was analyzed
by atomic force microscopy (AFM) (Figure 2). As seen in the AFM images (Figure 2e,f), the height
profile of the two selected regions displayed a height of ~1.20 nm (±0.03 nm) for MoS2-NS, which was
about 2 times as thick as the theoretical thickness of monolayer MoS2 (~0.65 nm) [27]. The evident
platform of the height curves of the selected MoS2-NS revealed the smooth surface for MoS2-NS.
Low-resolution TEM image (Figure 2g) also clearly depicted well-stacked layered structures (~2 layers)
of the MoS2-NS, which strongly confirmed the results of XRD and AFM. In the high-resolution TEM
(HRTEM) images (Figure 2h), the lattice spacing of 0.27 and 0.16 nm between two adjacent lattice
planes could be resolved, which were assigned to the (100) and (110) plane of MoS2. In addition,
the HRTEM image (Figure 2i) and associated fast Fourier transforms (FFT) (Figure 2j) from the center
of the MoS2-NS evidently exhibited hexagonally symmetric structure, which was consistent with the
results of XRD analysis. All the above results manifested that the obtained MoS2-NS still retained
hexagonal single crystalline nature during pre-expansion and sonication treatments, which agreed
with the previous findings [25,31,32]. However, the BET analysis (Figure 3) showed that the specific
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surface areas of bulk MoS2 and MoS2-NS were 5.6 and 26.6 m2 g−1, respectively, indicating that the
exfoliation greatly changed the specific surface area of the MoS2 materials. With the decreasing of the
layers, more and more MoS2 was exposed, resulting in a promotion of the BET surface.

Figure 1. (a) XRD patterns of (NH4)2MoS2, bulk MoS2, and MoS2-NS and (b) Raman spectra of bulk
MoS2 and MoS2 nanosheets.

The chemical composition and element valence on the surface of MoS2 NS were analyzed with
XPS (Figure 4). As depicted in Figure 4a, the survey spectra clearly confirmed the presentence of C, O,
NS, and Mo elements. The weak C1s (~284 eV) peak was attributed into the calibration of binding
energy with carbon, while the N1s (~400 eV) peak was ascribed into the adsorbed hydrazine hydrate
during the sonication. In Mo3d core-level spectra (Figure 4b), the appearance of Mo3d5/2 (233.5 eV)
and Mo3d3/2 (232.6 eV) peaks for Mo3d doublet indicated the characteristic +4 oxidation state [1].
Besides, two weak Mo6+ 3d peaks (3d5/2 peak at 233.5 eV and 3d3/2 peak at 235.9 eV) were ascribed to
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the slight oxidation of MoS2 NS edge during the MoS2 transfer under high temperature [25]. In the
high-resolution scans of S2p (Figure 4c), two feature peaks (S2p1/2 and S2p3/2) were observed at 162.0
and 163.3 eV, respectively, which greatly matched the binding energy of S2− ions in 2H-MoS2 [2]. In
addition, the appearance of O1s also confirmed the oxidation of MoS2. In the high-resolution spectra
of O1s (Figure 4d), the peak of O2− species located at 532.0 eV and the peak at 533.5 eV was attributed
into the absorbed oxygen-containing material like H2O [3].

 

Figure 2. Field emission scanning electron microscope (FESEM) images (a–d) of the bulk MoS2 and
MoS2-NS, atomic force microscope (AFM) images (e,f), height profiles (inset), (transmission electron
microscope) TEM and high-resolution transmission electron microscope (HRTEM) images of MoS2

nanosheets (g–i), and the fast Fourier transforms (FFT) pattern of MoS2 NS (j).
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Figure 3. Brunauer–Emmett–Teller (BET) N2 isotherms of the bulk MoS2 and MoS2 NS.

 

Figure 4. XPS survey spectra of MoS2 (a) and high-resolution scans of Mo3d (b), S2p (c), O1s (d).

3.1.2. Optical Properties of MoS2 Nanosheets Dispersion

To obtain pure few-layer MoS2 NS, the suspensions were first centrifuged at 3000 rpm for 2 h to
remove the no exfoliated precipitate. Figure 5a displayed the photographs of the as-prepared MoS2

NS in water. As shown in the Figure 5a, the evident Tyndall phenomenon was observed both of
the fresh MoS2 NS dispersions and the dispersions after 60 days. Meanwhile, the UV-vis absorption
spectra (Figure 5b,c) also exhibited no evident change during 60 days. All the results suggested the
excellent stability (stable for over 60 days) of as-prepared MoS2 NS dispersions. In addition, the UV-vis
absorption spectra (Figure 5e) of the resulting MoS2 NS dispersions with different concentrations
(Figure 5d) displayed two distinctly characteristic peaks for 2H-MoS2 [33]. The two peaks located at
615 (B-exciton) and 670 nm (A-exciton) were attributed to the direct excitonic transitions of MoS2 at the
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K point of the Brillouin zone [34,35]. According to Hai et al.’s study [25], the relationship between the
concentrations of MoS2 NS dispersions and the measured absorbance at a given wavelength (615 or
670 nm) were estimated by using the Beer–Lambert law. The fitting results (Figure 5f) proved that the
concentrations of the dispersions showed good linear relationship (R2 = 0.9996) with the absorbance
at 615 nm in the range of 0.01–0.5 mg L−1, which meant that the quantitative analysis of the MoS2

NS dispersions was available. Based on the above relationship, the concentration of the as-prepared
MoS2 NS dispersions was 0.65 ± 0.04 mg mL−1, which was much higher than previous findings [7,25].
The initial concentration of the bulk MoS2 (2.510 g of bulk MoS2 were obtained after the calcination of
(NH4)2MoS4) was 2.51 mg mL−1, and the corresponding few-layer MoS2 NS yield was calculated to be
as high as 25.9% in water.

 

Figure 5. Photographs (a), UV-vis absorption spectra (b), absorbance change with standing time (c) of
the prepared MoS2 NS dispersions and photographs (d), UV-vis absorption spectra (e) and standard
curve (f) of MoS2 NS dispersion in different concentrations.
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3.2. Adsorption Behavior of MoS2-NS Towards Dyes and Heavy Metals

3.2.1. Adsorption Isotherms and Kinetics

The adsorption performance of the MoS2 NS was tested by selecting two dyes (methylene blue,
MB and methyl orange, MO) and three heavy metal ions (Cu2+, Cd2+, and Ag+) as the targets. As seen
in Figure 6a, in the bulk MoS2 systems, the equilibrium adsorption capacities of the two dyes only
slightly increased with the increasing of the dye concentrations, manifesting that the bulk MoS2

exhibited unsatisfactory adsorption performance of MB and MO. Instead, the equilibrium adsorption
capacities of MoS2 NS for MB and MO significantly increased under high concentration of dyes, which
were much larger than those of bulk MoS2. Meanwhile, the as-prepared MoS2 NS also displayed
more excellent adsorption performance on heavy metals than the bulk MoS2. All the results indicated
that the exfoliation was beneficial to improve the adsorption performance of MoS2, which was in
accordance with previous studies [3,36,37].

Figure 6. Adsorption isotherms (a) and kinetics (c,e) of MB, MO for bulk MoS2 and MoS2 NS at
20 mg L−1; adsorption isotherms (b) and kinetics (d,f) of Cu2+, Cd2+ and Ag+ for bulk MoS2 and MoS2

NS at 15 mg L−1.
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In addition, to well study the adsorption behavior, the Langmuir and Freundlich models were
employed to fit the experimental data (Figure 6a,b, Figure S1). As listed in Table 1, the high R2 values
suggested that the Langmuir model better described the adsorption of dyes and heavy metals onto
MoS2 NS and bulk MoS2 than the Freundlich model. Based on the Langmuir model fitting, the relative
parameters like the maximum adsorption capacity (qm) and affinity constant (KL) for dyes and heavy
metals were obtained and listed in Table 1. The qm values of MB and MO for MoS2 NS were 344.8
and 123.5 mg g−1, respectively, which were 12.77 and 6.94 larger than those (27.0 and 17.8 mg g−1 for
MB and MO, respectively) of bulk MoS2. Meanwhile, the similar results were observed in the heavy
metal adsorption, indicating that the MoS2 NS exhibited much more excellent adsorption performance
than the bulk MoS2. In addition, for the dyes, the higher qm and KL values of MB implied that MoS2

materials exhibited better adsorption capacity and affinity to MB. For heavy metals, the highest qm

value occurred to Cd2+ (185.2 mg g−1), following Cu2+ (169.5 mg g−1) and Ag+ (70.4 mg g−1), indicating
that MoS2 NS were more beneficial to Cd2+ and Cu2+ adsorption than Ag+.

Table 1. Fitted parameters for the adsorption of dyes and heavy metals on MoS2 NS and bulk MoS2.

Samples Targets
Langmuir Model Freundlich Model

qm (mg g−1) KL (L mg−1) R2 1/n Kf (L g−1) R2

MoS2 NS MB 344.8 0.725 0.994 0.648 92.796 0.875
MO 123.5 0.393 0.980 0.724 9.023 0.969

Bulk MoS2
MB 27.0 0.238 0.996 0.504 6.381 0.915
MO 17.8 0.187 0.992 0.449 4.988 0.904

MoS2 NS
Cd2+ 185.2 0.606 0.985 0.708 40.496 0.943
Cu2+ 169.5 0.588 0.989 0.693 35.848 0.938
Ag+ 70.4 0.339 0.993 0.533 18.326 0.914

Bulk MoS2

Cd2+ 18.7 0.297 0.952 0.463 6.069 0.979
Cu2+ 16.3 0.285 0.963 0.459 5.321 0.991
Ag+ 11.7 0.134 0.987 0.389 4.913 0.968

Figure 6c,d displayed adsorption kinetics data for dyes and heavy metals over MoS2 NS.
As revealed in Figure 6c, both MO and MB adsorption increased rapidly at the beginning, then
proceeded at a slower rate, and tended to equilibrium at the end. The similar results occurred to
the adsorption of heavy metals. Besides, to further analyze the time-dependent variation during the
adsorption process, pseudo-first-order and pseudo-second-order kinetic models were employed to fit
the dyes and heavy metals adsorption on MoS2 NS (Figure 6e,f). As shown in Table S1, the higher R2

values suggested that the pseudo-second-order model better described both dyes and heavy metals
adsorption than the pseudo-first-order model, suggesting that the electron transfer between MoS2 NS
and dye molecule or metal ions played a controlling role during the adsorption [38].

3.2.2. Adsorption Mechanism

Based on the results, the MoS2 NS showed much better dye or metal adsorption performance than
bulk MoS2. According to the previous studies [3,37,39,40], the main mechanisms reported during the
adsorption of dyes or metal by the inorganic materials involved physical hole-filling effects, electrostatic
interactions, and ion exchange.

Physical Hole-Filling Effects

The specific surface area often displayed significant effect on the adsorption of the pollutants [41–43].
The adsorbents with large specific surface area usually owned abundant pores, which greatly provided
a sufficient adsorption site to capture the pollutants, resulting in the promotion of their adsorption
performance. For nano materials, the physical hole-filling effect was considered as one of the important
adsorption mechanisms [41]. According to above-mentioned results, the obtained MoS2 NS owned
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much larger specific surface area than bulk MoS2, while the MoS2 NS also exhibited more excellent
adsorption performance on dyes and heavy metals. Thus, it could be inferred that the physical
hole-filling effect probably played a vital role in the promotion of dyes or heavy metal adsorption.
Herein, to verify the role of specific surface area during the dyes or heavy metal adsorption over MoS2

NS and bulk MoS2, the obtained qe data were standardized with the BET surface area and the results
were showed in Figure 7. As shown in Figure 7a, for dyes, the equilibrium adsorption capacities of
MoS2 NS for MB and MO were 312.0 and 92.6 mg g−1, which were 12.89 and 5.61 times larger than those
of bulk MoS2, respectively. Meanwhile, the as-prepared MoS2 NS also displayed excellent adsorption
performance on heavy metals (Figure 7c), with 141.0, 152.8, and 64.2 mg g−1 for Cu2+, Cd2+, and Ag+,
respectively, which were 10.68, 10.12, and 6.42 folds larger than those of bulk MoS2 (13.2, 15.1, and
10.0 mg g−1 for Cu2+, Cd2+, and Ag+, respectively). After standardization (Figure 7b,d), all of the qe

ratios between the MoS2 NS and bulk MoS2 significantly decreased from 12.89 (MB), 5.61 (MO), 10.12
(Cu2+), 10.68 (Cd2+), and 6.42 (Ag+) to 2.72, 1.12, 2.24, 2.11, and 1.33, respectively, suggesting that the
physical hole-filling effect played positive role in the promotion of dyes or heavy metal adsorption
over MoS2.

Figure 7. Equilibrium adsorption capacity (a,c) and standardized equilibrium adsorption capacity (b,d)
of dyes (MO and MB) and heavy metals (Cu2+, Cd2+, and Ag+) for bulk MoS2 and MoS2 NS.

In addition, no evident variation was observed between the standardized qe values of MoS2 NS
and bulk MoS2 (Figure 7b), meaning that the physical hole-filling effect was the sole mechanism during
MO adsorption over MoS2 NS. However, the significant enhancement between the standardized qe

values of MoS2 NS and bulk MoS2 (Figure 7b,d) suggested that besides the physical hole-filling effect,
some other mechanisms were involved during the adsorption of MB and heavy metals over MoS2 NS.

Electrostatic Interactions

Electrostatic interaction was often considered as a possible mechanism to explain the adsorption
of dyes and heavy metals [37,40,44]. To confirm the role of electrostatic interaction during dyes and
heavy metals adsorption over MoS2 NS, the adsorption efficiency in various pH values were conducted.
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As depicted in Figure 8a, the slight fluctuation among the qe values for MO suggested that the MB
adsorption over MoS2 NS was not controlled by the pH values. Instead, the MB adsorption was notably
influenced by the pH values. At low pH (<6) conditions, the qe values increased with the pH value
and reached a peak (186.2 mg g−1) at pH = 6.0, and then gradually declined when pH > 6. Meanwhile,
Zeta potential results (Figure 8c) showed that the isoelectric point of MoS2 NS was about 3.8. This
meant that the surface of MoS2 NS displayed a positive charge when the pH value was below 3.8,
while a negative charge above 3.8. As a typical cationic dye, MB molecules could strongly adhere to the
MoS2 NS through the electrostatic interaction once the surface charge of MoS2 NS turned to negative,
leading to an increasing of the qe values.

 

Figure 8. Effects of pH on dyes (a) and heavy metals (b) over MoS2 NS, and the Zeta potential (c) of
MoS2 NS at different pH values. For dyes: 20 mg L−1 of the initial concentration, for heavy metals:
15 mg L−1 of the initial concentration.
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Similarly, the pH also markedly influenced the adsorption of heavy metals over MoS2 NS
(Figure 8b). The qe values of Cu2+, Cd2+, and Ag+ evidently increased with an increasing pH, and
stabilized at about 112.4, 117.0, and 64.4 mg g−1, respectively. When the pH increased, the surface
charge of MoS2 NS turned to negative and the values gradually increased, which meant that stronger
electrostatic interaction occurred between the heavy metal ions and MoS2 NS at higher pH, resulting
in improvement of the adsorption performance. In addition, the charge values of the heavy metal ions
also showed visible effects on the adsorption capacity. Due to the lower value of the charge for Ag+,
the qe value of Ag+ was much lower than those of Cu2+ and Cd2+, which was ascribed into the weaker
electrostatic interaction between Ag+ and MoS2 NS. According to the Coulomb law, electrostatic
interaction was in direct proportion to the value of the surface charge. The similar results were also
found in Yang at al.’s studies [45].

Ion Exchange

According to previous studies [43,46], the ion exchange only occurred with heavy metals adsorption.
It was well known that the affinity to the metal ions in the ion exchange process increased with the ion
radius and the ion radius of Cd2+ and Cu2+ were 0.97 Å and 0.73 Å, respectively. If the ion exchange
was the main adsorption mechanism, the number of the adsorbed Cd2+ should be larger than that
of Cu2+. Actually, in the system of 15 mg−1 L (Figure 8b), the molar adsorption capacity of Cd2+

(1.04 mmol g−1, 117.0 mg g−1) was visibly lower than that of Cu2+ (1.75 mmol g−1,112.4 mg g−1), which
indicated that the ion exchange was not the main mechanism during the heavy metals over MoS2 NS.
Similarly, Nguyen et al. also found that the ion exchange played a negligible role during the Cd2+ and
Cu2+ adsorption over the activated carbon [43].

4. Conclusions

In summary, the ultrathin 2H-MoS2 nanosheets with 1–2 layers were successfully obtained via a
hybrid stagey with combination of quenching process and liquid-based exfoliation. The as-prepared
2H-MoS2 nanosheets exhibited evident optical properties and could be accurately quantified with the
absorbance at 615 nm in the range of 0.01–0.5 mg L−1. Besides, the obtained 2H-MoS2 nanosheets also
showed a promising application in pollution control. It could be a candidate absorbent for the removal
of dyes and heavy metals. This work provided an effective way for the large-scale fabrication of the
two-dimensional nanosheets of transition metal dichalcogenides (TMDs) by liquid exfoliation.

Supplementary Materials: The following are available online at http://www.mdpi.com/2227-9717/8/5/504/s1,
Figure S1. Linear fittings of dyes adsorption (a) and heavy metals (b and c) over bulk MoS2 and MoS2 NS with the
Freundlich model, Table S1 Adsorption kinetics parameters of dyes and heavy metals adsorption over MoS2 NS.
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Abstract: Large amounts of carbonated mud waste (CMW) require disposal during sugar
manufacturing after the carbonation process. The lightweight of CMW enables its utilization
as a partial replacement for the cement to reduce costs and CO2 emissions. Here, various levels
of CMW, namely, 0, 5, 10, 15, 20, and 25 wt.% were applied to produce composite cement samples
with ordinary Portland cement (OPC) as a regular mix design series. Pure calcium oxide (CaO)
nanoparticles were obtained after the calcination of CMW. The techniques of X-ray fluorescence
spectrometers (XRF), Transmission electron microscope (TEM), Selected area diffraction (SAED),
Scanning electron microscope (SEM), energy dixpersive X-ray (EDX), and dynamic light scattering
(DLS) were used to characterize the obtained CaO nanoparticles. According to the compressive
strength and bulk density results, 15 wt.% CMW was optimal for the mix design. The specific surface
area increased from 27.8 to 134.8 m2/g when the CMW was calcined to 600 ◦C. The compressive
strength of the sample containing 15% CMW was lower than the values of the other pastes containing
5% and 10% CMW at all of the curing times. The porosity factor of the hardened cement pastes
released with a curing time of up to 28 days. Excessive CMW of up to 25 wt.% reduced the properties
of OPC.

Keywords: calcium oxide nanoparticles; calcination; blended cement paste; mix design; compressive
strength; bulk density

1. Introduction

Solid waste disposal in many industries is proposed for cement partial replacement, owing to the
fact that these types of wastes contain some of the pozzolanic behaviour [1]. However, the improvement
of the cementations characteristic of cement through partial replacement is still required. The pozzolans
include different materials with high levels of silicon dioxide, which activate the hydration process [2].
Other industrial waste materials, such as blast furnace slag, fly ash, and cellulosic paper pulp, have been
known to strengthen their properties [3–5]. On the other side, many studies have examined the effects
of hazardous constituents such as bacteria, heavy metals, and uncontrolled organic substances [6],
which have a bad effect on the ecosphere and general health. Therefore, the creation of an innovative
process to maximize the recovery of beneficial materials and/or energy in a renewable way is of interest
in order to protect all sides from potential threats.
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In the sugar industry, sugarcane press mud is produced after the juice filtration process [7,8]. Lime
milk is added into sugar juice to coagulate colloidal substances, and is settled in the form of soluble
and non-soluble substances [9,10]. Subsequently, CO2 was used as a lime surplus precipitant, and the
carbonated slurry, namely carbonated mud waste (CMW), was filtered off. CMW mainly contains pure
CaCO3, as well as other minerals, salts, and organic compounds with coloured components [11,12].
Huge amounts of CMW disposal are generated per day during sugar manufacturing, and it is a major
issue especially in eutrophication [13]. Often, CMW is used carefully or is sold as immature compost
to farmers, mainly for use as a soil conditioner [14], fertilizer [15], and for wax production [16]. The
richness if the micronutrient content inside the CMW enables it to be used as a fertilizer in crops and
horticulture applications [17].

Ordinary Portland cement (OPC)-based concrete is the first material in construction, and the
comprehensive utilization of concrete is second only to water, comprising 70% of all building and
construction materials [18]. However, OPC has many advantages over geopolymers, such as the wide
availability of raw materials worldwide and the ease of application, but these processes release a huge
number of greenhouse gases. Statistically, one ton of cement clinker releases about 0.1 tons of CO2,
and the cement industry largely accounts for 5% of global CO2 emissions [19].

To combat global climate change, the carbon footprint of OPC-based concrete should be reduced.
To this end, the amount of OPC used in concrete needs to be reduced, as OPC is the major contributor to
the carbon footprint of concrete. This can be realized by partially replacing OPC with minerals or fully
replacing OPC with alternative non-OPC binders that have a lower carbon footprint [20–22]. Almost all
of the published studies reported an enhancement in the mechanical properties of concrete, with up to a
10% replacement of OPC by different wastes [23–25], while a few papers also found an enhancement by
splitting the tensile strength at a 15% replacement level [26,27]. Considering the literature, some authors
replaced OPC with 10% and 15% bagasse ash to optimize the replacement level of OPC, but these
papers did not focus on the particle size when the waste was calcined to produce ultrafine nanopowder.
Nanotechnology is a trend in many applications [28–31]. Pure CaO is used in many applications, such
as the cement industry, biodiesel production, the petroleum industry, electric lighting, paper industry,
and power production [32–38]. There are many sources available to prepare CaO nanoparticles, such
as using chicken eggshells (with very low quantities) or any source rich in calcium carbonate, such as
CMW sugar cane waste, before treatment. The rheological properties of cement paste containing CaO
nanoparticle contents from origin waste have not been investigated. In the present work, an attempt
has been made to investigate the effect of CaO nanoparticles on the rheological behavior of the blended
cement pastes. X-ray fluorescence spectrometers (XRF), Transmission electron microscope (TEM),
Selected area diffraction (SAED), Scanning electron microscope (SEM), energy dixpersive X-ray (EDX),
and dynamic light scattering (DLS) tools were used to analyze the properties of CaO nanoparticles. To
compare the results, plain cement was also considered in the experimental program described ahead.

Herein, CMW samples were collected from different batches during the sugar production process.
The physical and chemical behaviours and engineering properties were conducted in order to study
the feasibility of utilizing CMW and OPC blends with various ratios. The utilization of CMW with
OPC at the nanoscale seems to be a sustainable approach and may add value with many benefits, such
as minimizing the burden of hauling waste to landfills and economize free spaces for disposal or to
other landfills, which reduces the carbon footprint. Thereat, an environmentally and green approach
would conserve precious natural aggregates and cement for future generations. On-site utilization
of CMW would curtail high transportation costs, which would be highly beneficial for sites situated
far from markets (high altitude regions). Finally, an aesthetic benefit includes removing waste from
roadside farms.
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2. Experimental Techniques

2.1. Materials, Mix Design, and Procedures

The CMW batches were collected from the Saudi Sugar Company (SGC) as semi-batches, and the
samples were washed with an ethanol/double distilled water (DDI) mixture, dried, and kept in an
air atmosphere to remove unfavourable odours and impurities. The samples were completely dried
and crushed to reach the nominal minimum size. The specific gravity was determined to be 2.96%
and the water absorption was 0.84%. The collected samples were dried at 80 ◦C overnight to remove
the moisture content. Then, calcination at different temperatures in a muffle furnace ranging from
200 to 600 ◦C was applied so as to obtain nanostructured materials. In this investigation, the main
hydration characteristics of the various OPC–CMW blended cement pastes consisting of mixes of M
0.0, M 0.5 CMW, M 0.10 CMW, M 0.15 CMW, M 0.20 CMW, and M 0.25 CMW were studied at various
hydration time intervals of 3, 7, and 28 days. These mixes were designated as follows, based on the
weight percent:

M 0.0: (100% OPC);
M 0.5: (95% OPC and 5% CMW);
M 0.10: 90% OPC and 10% CMW;
M 0.15: (85% OPC and 15% CMW);
M 0.20: (80% OPC and 20% CMW) and
M 0.25: (75% OPC and 25% CMW).
The investigated parameters were the water content of hardened cement pastes, setting times,

bulk density, total porosity, and compressive strength.

2.2. Preparation of Combined Cement Pastes

A pre-determined amount of OPC was placed on a smooth, hydrophobic surface and a crater was
centered. A definite amount of pure water related to cement was poured into the crater using a trowel
tool. The dry OPC took for approximately five minutes in order to absorb water, and then had vigorous
stirring for another five minutes in order to complete the mixing. The designed moulds had cubic
dimensions of 2.5 × 2.5 × 2.5 cm, and the reservoir of paste was manually pressed into the corners of
moulds until a homogeneous surface was obtained. Afterwards the top layered was compacted using
a thin-edged trowel to smooth the surface of the past. After moulding, the specimens were speedily
cured against moisture at room temperature in a humidity reactor (100%) for at least one day. At the
end of the curing period for moisturizing, the cubes were remoulded, and the curing was done hourly
in tap water for 3, 7, and 28 days (ASTM: C191, 2008).

2.3. Methods of Investigation

As a preliminary measure, vicat apparatus (according to ASTM: C191, 2008) was used for
determining the consistency and setting times (initial and final) of the cement pastes with water. The
bulk density measurements were determined according to the following formulae:

Bulk Density =
Saturated weight
Volume of sample

(
g/cm3

)
(1)

The sample volume =
Saturated weight− Suspended weight

Density of water

(
cm3

)
(2)

Bulk density =
Saturated weight

Saturated weight− Suspended weight

(
g/cm3

)
(3)
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After that, the water content of the specimens and the total porosity were calculated according to
the following well-known equation:

Total porosity (ε) =
0.99We × dp

1 + Wt
× 100 (4)

where 0.99 is the free water-specific volume (cm3/g), We is the free water content of the paste, dP is the
paste bulk density (g/cm3), and Wt is the saturated hardened paste of the water content.

The total porosity of the hardened cement paste is equal to the volume of the pores/the volume of
the pastes. According to ASTM: C-150, 2007, the compressive strength was tested using the three cubic
specimens for the same cement pastes, and the curing time was used to determine the compressive
strength of the hardened paste (MPa).

2.4. Characterization

X-ray fluorescence (XRF) micro XRF analysis (Mahwah, NJ, USA) was also used to detect the
included oxide after burning. Surface area measurements of nitrogen sorption/desorption were made
using Brunauer–Emmett–Teller (BET) at 77 K (Gemini, GA, USA). A high-resolution transmission
electron microscopy (HR-TEM) JEOL (JEM-2100, Hitachi, Japan) microscope with a high voltage of
200 kV was used. The size distribution by intensity was measured by Malvern Instruments Ltd.
(Zetasizer Ver.6.32, Malvern Instruments Ltd, UK). The surface morphology was obtained by scanning
electron microscopy (SEM, Sirion, MA, USA) with an acceleration voltage of 20 kV. SEM equipped
with a pendent energy-dispersive X-ray spectroscopy (EDX) detector (S-3400 N II, Hitachi, Japan) was
used. The thermal stability was measured by TGA thermograms in the range of 0 to 800 ◦C, with a
constant heating rate of 5 min−1.

3. Results and Discussion

3.1. Structural and Morphological Analysis of Carbonated Mud Waste (CMW) Sample

Table 2 shows the surface characteristics of the sample before and after calcination. The specific
surface area (SBET) before treatment was 27.8 m2/g, then, it gradually increased to 138.8 m2/g when
subjected to a temperature of 600 ◦C. The pore volume was lesser in the case of the treated CMW
(0.0172 cc/g), and an almost similar pore size was observed owing to the elimination of different
contaminants and chemically bonded water during the formation of CaO nanoparticles [40].

Table 1. Chemical constituent of the oxide composition in the carbonated mud waste CMW using
X-ray fluorescence spectrometers (XRF) analysis.

Sample (Lime Mud) Main Constituents in (wt.%)

3.82 SiO2
0.03 TiO2
0.90 Al2O3
0.38 Fe2O3

tot.

0.61 MgO
64.73 CaO
0.22 Na2O
0.20 K2O
0.40 P2O5
0.96 SO3
0.03 Cl

12.37 Limited oxygen index (LOI) at 550 ◦C
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Table 1. Cont.

Sample (Lime Mud) Main Constituents in (wt.%)

27.66 LOI at1000 ◦C
0.001 Rb2O
0.019 MnO
0.005 NiO
0.012 CuO
0.004 ZnO
0.013 SrO

Table 1 shows the XRF of the CMW sample for recognizing the chemical content in the form of
oxides after burning the sample. The chemical compositions of the CMW sample mainly contained the
CaO phase formed after burning CaCO3, and at a temperature of nearly 255 ◦C, the organic matter
disappeared. Furthermore, the table lists specific contaminants associated with the process through
which they are generated [33,39]. Most of the problems regarding the utilization of this sludge were
attributed to the presence of these contaminants, with most of them present in soluble form. However,
after treatment, most of these contaminants disappeared, which provided an opportunity for them to
be blended with cement to form a paste.

Table 2. Surface behavior comparison before and after the treatment of carbonated mud waste (CMW).

Sample
Barrett, Joyner, and Halenda (BJH) Desorption Summary

SBET (m2/g) Pore Volume (cc/g) Pore Radius (nm)

CMW before 27.8 0.0982 1.983
CMW after 138.8 0.0172 1.714

Figure 1 shows the results of the HR-TEM study of CMW after calcination. Figure 1a shows a
marked irregularity in both the size and shape, with a high degree of aggregation-like structures. On
the other side, there are more regular structures with polygonal plate-shaped nanoparticles of five
or more sides, with a mean diameter of approximately 180 nm (red cycle) [41,42]. Furthermore, the
CaO nanopowder consists of roughly spherical, slightly agglomerated nanoparticles with a particle
size of 90 nm (blue circles). Figure 1b reveals the pure crystal phase of the CaO nanopowder [43].
Figure 1c shows the selected area electron diffraction (SAED) patterns of the CMW nanocomposites,
which confirms the successful formation of ultra-crystalline calcium nanoparticles. Figure 1d shows
the SEM morphology of the calcined CMW sample. The surface texture is almost aggregated crystal
grains with distinct and smooth edges connected directly with each other. In Figure 1e, as agreed
before treatment and calcination, there are a lot of undesirable contaminants, as shown in EDX analysis.
The treated CMW shows a strong peak was obtained at 3.69 keV because of the effect of the presence of
Ca (Figure 1e inset), as revealed by EDX. The particulate amount of Ca in the final CMW was 60.67%,
indicating that most of the CaCO3 precursors had been converted to CaO nanoparticles. Therefore, we
can conclude that the prepared CaO nanoparticles were the major component in the prepared sample.

Figure 2 shows the DLS technique for the particle size distribution analyzer for the OPC and
calcined CMW. The particle size was in the range of 50–100 nm, with a narrow size distribution in the
case of the CMW nanostructure; this feature of the curve indicates the suitability of the CMW fine
substitution. In some cases, the grain size, particle shape, crystalline pattern, and surface chemistry
can be controlled by using calcination technique through the modulation of the solution composition,
solvent properties, reaction temperature, and aging time [44].
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(e) 

Figure 1. (a,b) TEM images of CMW with different magnification, (c) selected area electron diffraction
(SAED) pattern for CMW, (d) SEM of CMW, and (e) EDX chart of CMW before and after calcination.

OPC size

CMW size

Figure 2. Particle size distribution of both cement and CMW after calcination.
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3.2. Engineering Parameters

3.2.1. Compressive Strength Property

The compressive strength of OPC, including CMW, is presented in Table 3. The decrease in the
hardened strength of the cement pastes containing more than 5% CMW is lower than that of the OPC
at the early ages of hydration (3 days). This reinforced that the presence of the required amount of
Ca(OH)2 product of the hydration of OPC did not exist [45]. Also, the blended cement paste containing
15% CMW had compressive strength values lower than those of the other pastes containing 5% and
10% CMW at all of the curing ages. This result is attributed to the increase in the CMW content at the
expense of OPC, which leads to the dilution of cement pastes and increased the void content, and thus
resulted in decreases in compressive strength [46,47].

Table 3. Compressive strength of the ordinary Portland cement (OPC) blended cement pastes containing
different ratios of calcined CMW for 3, 7, and 28 days.

Mixes
Compressive Strength (MPa)

3 days 7 days 28 days

OPC 52.56 69.23 71.88
OPC + 5% 34.91 61.39 69.23
OPC + 10% 31.48 53.25 67.76
OPC + 15% 30.5 47.07 51.68
OPC + 20% 30.01 42.27 47.17
OPC+ 25% 22.65 33.44 39.42

3.2.2. Bulk Density

Figure 3 shows that the bulk density nearly decreased with increasing the CMW content up to
25%, compared with the control OPC paste, which can be used as a lightweight material. In general,
the results also indicate that the bulk density decreased with the increasing carbonated mud content
of the OPC–CMW pastes, up to 15% (1.91 g/cm3), in the early stage compared with the neat OPC
paste (1.99 g/cm3), owing to adding some porous calcined CMW, which had less density than the neat
one [48].
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Figure 3. Bulk density of OPC and their mixes ratio with CMW.

3.2.3. Total Porosity

Figure 4 provides the total porosity of the hardened cement pastes. It has been validated that
hardened cement paste is a kind of porous material [49]. The total porosity decreased with increasing
the curing age to 28 days. This phenomenon is mainly because of the continuous cement hydration and
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accumulation of hydration products that fill the available pores within the cement matrix, resulting
in pore refinement and a reduction in the total porosity. The blended cement pastes containing 25%
carbonated mud exhibited higher total porosity values at all of the curing ages than those containing
5%, 10%, 15%, and 20% carbonated mud. Increasing the carbonated mud content over the OPC led to
the dilution of cement pastes and an increase in the initial porosity to a relatively high value, which is
controlled by the initial water/ cement ratios (W/C), hence increasing the total porosity [50].
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Figure 4. The total porosity of OPC and their mixes ratio with CMW.

3.2.4. Water Absorption

Water absorption was conducted to measure the amount of change in the water absorption
process of CMW and the blended pastes, and the results are provided in Figure 5. The cement pastes
containing carbonated mud up to 25% (20.4%) exhibited higher water absorption values at all of
the curing times than the pure OPC paste. The porosity of the hardened cement paste shows that
the total porosity decreased for the blended pastes, indicating that CMW-blended paste possesses
a denser microstructure [51]. A high content of CMW mixed with OPC ensures the dilution of the
cement paste and has a relatively high initial porosity, as controlled by the initial water/ cement ratios
(W/C), hence increasing the water absorption. Furthermore, a dense microstructure is related to better
anti-permeability properties, which means that blended pastes can withstand outside medium ingress,
including water, so it is consistent with the water absorption test result.
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Figure 5. Water absorption of OPC and their mixes ratio with CMW.
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3.2.5. Microstructure Analysis After a Fracture

Figure 6 provides the morphology of hydrated pristine OPC paste after 28 days. The SEM
micrograph shows the formation of amorphous and microcrystalline phases of tobermorite-like
hydrated products such as calcium silicate hydrate (CSH), along with calcium aluminate hydrates, and
hexagonal calcium hydroxide; these hydrates are deposited in the originally water-filled spaces as
well as in the anhydrate parts of the cement grains [52,53]. It was found that the microstructure of
OPC and 5% and 10% CMW mix after 7 and 28 days of hydration formed poor crystalline particles of
tobermorite-like CSH phases that were indulged, as well as the remaining anhydrate parts of cement
and CMW grains. The pores that appeared in the neat OPC paste (without CMW) disappeared in
this paste as a result of the filler effect of calcined CMW. The filling effect of CMW caused a notable
increase in the values of compressive strength for these hardened pastes made of mixes of 5% and 10%.
From the 15%, 20%, and 25% blended CM cement, partial voids could be observed, which reduced
the durability.

 
 

(a) OPC 7 days (b) OPC 28 days 

  
(c) OPC + 5% after 7 days (d) OPC + 5% after 28 days 

Figure 6. Cont.
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(e) OPC + 10% after 7 days (f) OPC + 10% after 28 days 

  
(g) OPC + 15% after 7 days (h) OPC + 15% after 28 days 

Figure 6. Cont.
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(i) OPC + 20% after 7 days (j) OPC + 20% after 28 days 

  
(k) OPC + 25% after 7 days (l) OPC + 25% after 28 days 

Figure 6. SEM micrographs of the OPC–CMW blended cement pastes at all curing times.

3.2.6. Thermal Stability Analysis

The thermal degradation stability of the mixed cement pastes containing 0%, 5%, 10%, 15%, and
20% CMW immersed in tap water for 7 days are displayed in Figure 7. The main first endothermic
peak appeared at a temperature below 100 ◦C, because of the removal of the physically adsorbed water.
The second endothermic peak was observed at approximately 100–180 ◦C due to the decomposition of
CSH overlapping with calcium sulfoaluminate hydrates (ettringite and mono-sulfate hydrates). The
third endothermic peak, located at approximately 475–500 ◦C, is characterized by the decomposition of
portlandite Ca(OH)2. The two ends of the overlapping endothermic peaks at 670–700 and 720–750 ◦C
are related to the calcination of calcite (CaCO3), with different degrees of crystallinity. The thermograms
obtained for the hardened bare OPC paste display the areas and intensities of the peaks characteristic
for CSH and Ca(OH)2, which included the main hydration products. Beyond these areas, the peaks
increase with increasing the hydration age. The effects of the partial replacement of the OPC by CMW
cause a decrease in the peak area characteristic for the CSH, with increasing slag compared with that of
the neat OPC paste. Furthermore, the peak area of Ca(OH)2 observed in the thermograms decreased
with the increasing CMW, due to the increase in their additional amounts. The thermograms obtained
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for all of the hardened cement pastes show an intensive endotherm characteristic for CaCO3 and an
increase with an increase in the amounts of mud.
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Figure 7. Thermogravimetric analysis (TGA) and differential thermal analysis (DTA) analysis of
OPC–CMW blended cement pastes containing 5, 10, 15, and 20 wt. % calcined CMW nanoparticles.
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3.3. Production Costs

The major goal of the present study is the argument of CMW from sugar factories, a waste
originating after the carbonation process. In particular, waste materials as blended cement pastes or in
the construction industry are improving the production process from economic aspects, and present
an eco-friendly, viable option. Many published papers used various wastes, including palm oil mill
waste [54], sewage sludge ash [55], rice husk, limestone, and the waste of activated mining coal [56].
All of the studies found that applying this disposal at a certain ratio presents a great advantage from
economic, sustainable, and environmental viewpoints. Li and Yang [2] reported the utilization of
Portland cement with sugar filter cake as the source of lime-based raw material, and the optimum
replacement level was less than 20%. From an energy efficiency viewpoint, CMW will help reduce
the need for excessive energy requirements during the stages of production, which may be beneficial
for certain applications for which the energy and cost savings are vital, such as CO2 reduction and
improving the impact of climate change [57]. The incorporation of CMW not only lowered the needed
energy, but also minimized the electricity consumption and saved time compared with the materials
needed from natural resources. Moreover, the cost of transportation is ultimately diminished, and
the economic implications of utilizing CMW instead of other costly materials, such as ZnO or TiO2, is
encouraging [58]. Mathematically, at normal operation, 60 tons of CMW are discharged per day, which
requires at least six trucks. The cost of each truck is 40 SR, which is equal to $10.66. In this manner, the
total annual cost equivalent was 870.000 SR ($232.222) in 2018, for example. Therefore, incorporating
CMW into OPC enhances the cost-saving criteria and inserts green building infrastructure components
to improve the engineering economy factor.

4. Conclusions

In summary, important considerations and informative data were presented to evaluate the
feasibility of utilizing calcined CMW (5–25 wt. %) from a sugar refining company in the cement
industry. The expected outcomes from this study provide guidelines regarding the characteristics of
CMW, its engineering performance, and its sustainability. According to the overall methodology and
characterization tests, the variation in the results for the different samples is not substantial, but a level
of 15 wt.% is nearly acceptable and suitable for all of the parameters of hardened cement paste, as it
contributes to a better waste management system, improves the sustainability in the cement industry,
and prevents pathogenic effects during transportation. The small particle size of CaO with an average
of ~50–100 nm is satisfactory for OPC compatibility. The compressive strength values (kg/cm2) were
studied for all of the curing ages. The engineering and environmental impacts were also affirmative
concerning the amount of greenhouse gas emissions, daily energy consumption, and economic factors.
Furthermore, CMW can reduce the cost of construction by up to $230 per year.
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Abstract: Growing concern on global warming directly related to CO2 emissions is steering the
implementation of carbon capture and storage (CCS). With Malaysia having an estimated 37 Tscfd
(Trillion standard cubic feet) of natural gas remains undeveloped in CO2 containing natural gas fields,
there is a need to assess the viability of CCS implementation. This study performs a techno-economic
analysis for CCS at an offshore natural gas field in Malaysia. The framework includes a gas field
model, revenue model, and cost model. A techno-economic spreadsheet consisting of Net Present
Value (NPV), Payback Period (PBP), and Internal Rate of Return (IRR) is developed over the gas
field’s production life of 15 years for four distinctive CO2 capture technologies, which are membrane,
chemical absorption, physical absorption, and cryogenics. Results predict that physical absorption
solvent (Selexol) as CO2 capture technology is most feasible with IRR of 15% and PBP of 7.94 years.
The output from the techno-economic model and associated risks of the CCS project are quantified by
employing sensitivity analysis (SA), which indicated that the project NPV is exceptionally sensitive
to gas price. On this basis, the economic performance of the project is reliant on revenues from gas
sales, which is dictated by gas market price uncertainties.

Keywords: CO2 capture; carbon capture and storage (CCS); offshore gas field; techno-economic analysis

1. Introduction

Anthropogenic carbon dioxide (CO2) emissions in the atmosphere are significantly increasing
and critically impacting global climate. Thus, there is an urgent need to gauge and combat its effect
on global climate change. In general, the source of CO2 comes mostly from combustion of fossil fuel,
natural gas stream, and industrial processes [1–5]. As stated in BP energy statistics in 2018, there were
33,890.8 MT (metric tonne) of CO2 emission worldwide and the value was driven by the high energy
demand. Moreover, recently in the year 2018, the global energy consumption grew at a rate of 2.9%,
which is almost twice its 10-year average of 1.5% per year that is the fastest trend since the year 2010.
For natural gas, its production increased by 5.2% to 136,594 Tscf (Trillion standard cubic feet) while its
consumption rose by 5.3% to 135.92 Tscf, which is one of the fastest rates of increase since the year
1984. This high demand is mainly driven by the booming Liquefied Natural Gas (LNG) industry in
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China, Australia, the United States of America (USA), and Russia, accounting for the vast majority of
the gains in both consumption and production [6].

Malaysia is an oil and natural gas producer and is strategically situated within the significant
seaborne energy trade route and one of the largest energy consumers in Southeast Asia. Natural
gas is indeed a very important commodity in Malaysia, as its effect extends far beyond the national
power sector to further downstream products, the national economy, and international relationships.
According to the BP energy statistics, natural gas production in Malaysia is steady at 2.56 Tscf per
year, while the consumption is 1.46 Tscf in 2018 [6]. As LNG exporter, Malaysia is placed second
after Qatar and has one of the world’s largest LNG production facilities; Malaysia Liquefied Natural
Gas (MLNG) complex that is aimed to supply the demand of their primary customer from Japan,
Korea, and Taiwan [7]. There is an estimated 37 Tscf of natural gas that remains undeveloped in
Malaysia’s gas fields, whereby its CO2 compositions exceed 10% volumetric of the produced acid
gas [8]. Most of these gas fields were not economically viable in the past due to the presence of large
capacities of CO2 and are always associated with potentially high corrosion risks to the topside facilities
and pipelines. The development of offshore high CO2 gas fields requires prudent strategies of CO2

separation technology in order to optimize both the capital and the operating expenses for CCS [9].
Nonetheless, Malaysia is committed to mitigating CO2 emissions and has assigned its Ministry of

Energy, Science, Technology, Environment, and Climate Change (MESTECC), with the responsibility
of developing the national emissions reduction plan. The commitment was to voluntary reduce the
economy’s carbon intensity by 40% by 2020 during the Copenhagen 2009 Climate Summit and has
repledged to attain 45% CO2 emission by 2030 [10–12]. The repledge was motivated by promising
results with a reduction of 33% of CO2 achieved between 2005 and 2015 [11,13]. The Government of
Malaysia is gauging various mitigation plans and energy efficiency alternatives, including joint CCS
feasibility study with International Energy Agency (IEA) as well as future implementation of the Energy
Efficiency and Conservation policy to be tabled estimated by the end of 2019 or early 2020 [14,15].
Since its inception in 1974, Petroliam Nasional Berhad (PETRONAS), solely owned by the Government
of Malaysia, is the national oil and gas company and has been entrusted with the responsibility of
developing the nation’s oil and gas resources. To address the CO2 emission, PETRONAS has developed
its Carbon Commitment pledge to support the initiatives by promoting natural gas as low-carbon
fuel and application in the power and transportation industry. This is supported by their success in
building the world’s first pioneer floating Liquefied Natural Gas (LNG) facility. In their enhanced
Carbon Commitment 2017, all future PETRONAS’s projects for CO2 containing gas field development
in upstream shall incorporate CCS technologies during conceptual design stage [16].

Carbon capture and storage (CCS) is a methodology to separate CO2, then to store the CO2,
commonly originating from power generation, industrial processes, and from CO2 gas fields. CCS is
an offset for continued fossil fuel exploration, while at the same time achieving the targeted reduction
of carbon emissions. Hence, CCS has high prospects to be one of the solutions for CO2 emission
mitigation technology in Malaysia, with added advantage especially if a particular technology is
suitable for deployment, has competitive cost, and has nearby storage capacity availability.

The Intergovernmental Panel on Climate Change (IPCC) report [17] has indicated that in the
absence of CCS implementation, the required total cost to mitigate global climate change may escalate
up to 138%. Furthermore, it is a real challenge to reach the targeted limit of temperature increase
to 2 ◦C scenario and an even greater one to achieve to 1.5 ◦C based on the Paris Agreement enacted
in 2015 [18–20]. To achieve this ambitious goals, various international bodies such as the Global
Carbon Capture Storage Institute (GCCSI), Carbon Capture & Storage Association (CCSA), Cooperative
Research Centre for Greenhouse Gas Technologies (CO2CRC), and many other prominent research
centers has been established to innovate CCS technologies solutions for economically viable path for
CO2 emissions reduction [21]. CCS has been recently known to play a vital role in global climate change
mitigation, however, there are certain challenges that need to be addressed before its implementation.
One of the main challenges recognized is the fairly high cost of the CCS technology for integration
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with the existing facilities as well as for widespread replicated implementation [17,22]. Currently,
the high-cost driver is highly dependent on technology maturity as well as the availability of the
storage sites [23]. In terms of the CCS process, the capture stage is certainly the highest cost in the CCS
chain [24]. The capture stage is generally estimated to represent 70–80% of the overall total cost for CCS
chain [25–27]. Reducing the CO2 capture cost is the utmost essential phase in the CCS chain in order to
be economically viable in the energy industry [27]. In this study, it focuses on the techno-economic of
CO2 capture technologies suitable for natural gas field applications.

2. Materials and Method

This techno-economic analysis of CCS includes a gas field model, a revenue model, and a cost
model as shown in Figure 1. This analysis framework is adopted from previous work by GCCSI [28]
and CO2CRC [29]. These previous studies are largely recognized and the method is used regularly for
estimating CCS costs. In this study, calculation methods were adapted from the existing studies and
tabulated to describe the parameters of natural gas field economic performance for different cases of
CO2 capture technology. In the instance where no specific data on the subject is available, assumptions
were made using comparative data. This study also focuses on the capture step as it contributes to the
highest cost in CCS chain.

Gas field model

Revenue model Cost model

Net cash flow

Internal rate of return
(IRR)

Net present value
(NPV)

Payback period (PBP)

Natural gas
recovered

CO2 capture
and injection

Figure 1. Schematic of the techno-economic analysis framework.

The CCS performance results for the natural gas field models are incorporated into two types of
models, which are the revenue model and cost model. The revenue model comes from the value of the
recovered natural gas, while the cost model is the cost of CCS, including CO2 capture, transportation,
and injection for storage. The output of both models is net cash flow that is then discounted to obtain
fiscal precursors comprising of Net Present Value (NPV), Internal Rate of Return (IRR), and Pay Back
Period (PBP) of the project as shown in Figure 1.

Since Malaysia has not yet regulated CCS implementation in its national regulatory setting, the
cost model does not take into consideration the value of incentives and credits that could be obtained
for CO2 storage, which would be a potentially added economic benefit to offset cost framework [30,31].
In this study, the economic analysis evaluates a CCS project’s impact by evaluating its costs and
benefits to the overall economy. This techno-economic analysis compares four scenarios where the
project is implemented using various CO2 capture technology options, assessing the effects, including
quantifying parameters in quantitative terms.
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2.1. Gas Field Model

This paper investigates the cost of carbon capture from the natural gas field through a case study.
In this paper, Tangga Barat Cluster situated in the PM (Peninsular Malaysia) 313 Block, as the referred
case study is a typical natural gas field at water depths in the range of 60 m to 71 m, about 150 km
north-east of Kertih, Terengganu offshore Peninsular Malaysia. Tangga Barat Cluster is presently
operated by PETRONAS Carigali Sdn Bhd (PCSB), the upstream arm for PETRONAS that has 100%
working interest. The content level of CO2 at Tangga Barat is above the gas specifications required
for sales gas. Tangga Barat Cluster consists of a total of 3 producing platforms, which are Laho
(LHDP-A), Melor (MLDP-A), and Tangga (TGDP-A), and a central processing platform, which is
Tangga Barat (TBCP-A), while a separate riser and wellhead platform TBDR-A bridge-linked to TBCP-A
will accommodate the development wells for the Tangga Barat field as shown in Figure 2. Existing gas
facilities nearest to the Tangga Barat Cluster fields are the gas production and pipeline facilities of the
Resak field, which is located 52 km away. The main power generation, processing facilities, natural
gas compression, utilities, and living quarters is located at the central processing platform (TBCP-A).
The Tangga Barat field was chosen as the gathering point for gas from the Tangga, Melor, and Laho
fields based on the fact that the Tangga Barat gas volumes remain the largest along the four fields
and distance is the shortest to the Resak complex. It is designed for a peak capacity of 440 MMscf/d
of raw gas with an initial blended CO2 level of 37 mole% (Tangga Barat CO2 content) prior to CO2

removal. The raw gas is then processed, pretreated, reducing the CO2 content to 8 mole% to meet the
specifications of the downstream sales gas process requirement from the PETRONAS gas processing
plant at Kertih Terengganu [32].

Figure 2. Tangga Barat Development Project.

In this case study, an annual average sales gas of 220 MMscf/d with 15 years of production life
is estimated [33]. CO2 storage identified for this study is situated at an underground geological
storage site approximately 20 km away from the Tangga Barat fields (near the Laho and Tangga fields)
whereby the injected CO2 is to be stored while ensuring there is no increase of the reservoir pressure
above the fracture pressure of the storage formation [34,35]. The facilities required will be a dedicated
CO2 compression platform and its associated pipelines and injection wells at the Tangga wellhead
platform [34,35].
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2.1.1. CO2 Capture Technologies

There are several routes available for CO2 capture technologies from the gas stream.
The technologies are generally based on different physical and chemical processes comprising of
absorption, cryogenic distillation, and membrane. The selection of technology route mainly relies
on the type of plant, gas type, and CO2 separation level. In this study, to meet the Tangga Barat
gas field sales gas specifications, suitable CO2 capture technologies that have been widely been used
for CO2 separation from natural gas were evaluated. Four technologies have been selected for this
techno-economic analysis study, which are:

1. Polymeric membrane
2. Chemical absorption amine (MEA)
3. Physical absorption solvent (Selexol) (UOP LLC, IL, USA)
4. Cryogenic distillation

Membrane is a type of semipermeable barrier that has the ability to separate components using
various separation mechanisms such as sorption/diffusion, adsorption/diffusion, ion-conducting, and
molecular sieving, with selection of organic material (polymeric) and inorganic material (metallic,
zeolite, ceramic). Figure 3a shows the basic method for membrane separation for CO2 capture. Among
all the available mechanisms, polymeric membrane with solution-diffusion has been commercially
applied in the upstream business for natural gas separation at offshore CO2 containing gas fields.
Natural gas separation utilizing polymeric hollow fiber cellulose triacetate membrane has been installed
at an offshore platform in Thailand [36]. In this solution-diffusion process, it starts with gas molecules
from the feed side being absorbed by the membrane, which is then diffused across the membrane
matrix and finally desorbed through to the other permeate side. The membrane selectivity is dependent
on the polymer molecular structure that allows preferential passing of selected gas based on their
molecule sizes, while the membrane permeability is highly dependent on the gas solubility [37–39].

Chemical absorption technology for CO2 capture has been commonly applied in the petroleum
and natural gas industry. CO2 is an acidic gas; therefore, chemical absorption of CO2 is a method
that utilizes necessary solvents for acid-based neutralization reactions in gaseous streams/flue gas.
In this process, CO2 reacts with chemical solvents to produce an intermediate compound that is weakly
bonded, which is further broken down using heating, then regenerating back into the original solvent to
produce pure CO2 stream. For more than 60 years, chemical absorption process using amine chemical
solution, such as monoethanolamine (MEA), has been commercially applied in the natural gas industry
and is considered as one of the most well-known chemical absorption technologies to absorb CO2

from natural gas [27]. In this process, in order to capture CO2, in a packed absorption column, the
flue gas is bubbled through the solvent during which preferentially separates the CO2 from the flue
gas stream [40,41]. Next, the solvent flows through a regenerator unit, whereby the absorbed CO2

is separated from the solvent by counterflowing the steam at temperature between 100–200 ◦C. This
results in condensation of water vapor that leaves a high concentration of more than 99% of CO2

stream, which would then be compressed and used for storage or commercial. Finally, the lean solvent
is cooled down to the temperature of 40–65 ◦C and is recycled back into the absorption column. In
fundamental, the chemical reaction is shown as follows:

C2H4OHNH2 (MEA) + H2O + CO2 ↔ C2H4OHNH3
+ + HCO3

− (1)

During the absorption process using MEA, the chemical reaction starts from left to right while during
regeneration, the reaction is from the opposite direction, right to left [40,42].
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CO2 capture
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Hydrocarbon (HC) gas + CO2

3c. Separation with cryogenic distillation.

Chemical/Solvent

Figure 3. (a–c) Basic methods for CO2 capture from natural gas.

Physical absorption is also a commercially available CO2 capture method in the petroleum and
natural gas industry. In this physical solvent process, it employs organic solvents to absorb gas
components physically rather than reacting chemically. The solubility of CO2 of solvents determines
the separation rate of CO2 by physical absorption processes, in which the solubility hinge on the
temperature and the partial pressure and of the feed gas. Low temperature and high CO2 partial
pressure will increase the CO2 in the solvent solubility. Selexol (dimethylether of polyethylene glycol)
is a liquid glycol-based solvent and has since been used to process natural gas especially for bulk CO2

removal. In the Selexol process, the flue gas is first dehydrated. After that, in an absorption column at
a pressure about 450 psi with a low temperature of 0–5 ◦C, the flue gas is contacted with the solvent to
produce a loaded CO2 solvent. Then, flash desorption or separation of the CO2 loaded solvent will
regenerate the original solvent. Finally, the produced CO2 gas stream is compressed and stored while
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the regenerated solvent is recycled back to the column [25,40,43]. Figure 3b shows the basic method
for CO2 capture through absorption.

In the cryogenic distillation CO2 separation method, CO2 is purified by separating the gas mixtures
using distillation at low temperature and fractional condensation, leveraging on their de-sublimation
properties and different condensation level as shown in Figure 3c. The low-temperature distillation is a
mature process used to liquefy and purify CO2 from relatively high purity (>90%) sources. The process
starts with the cooling of the gas to a very low temperature of <−73.3 ◦C, to freeze out/liquefied and
separate the CO2. During which, cryogenic air separation unit (ASU) was used to supply high purity
oxygen to a boiler. This step condenses most of the moisture and removes any carried over particles.
The produced high purity oxygen is then blended with the recycled flue gas before combusted in the
boiler to maintain combustion conditions comparable to air fired configuration. This is crucial as the
presently existing materials for construction could not survive the high temperatures resulting from
combustion in pure oxygen [44]. Table 1 shows the advantages and disadvantages of the selected CO2

capture technologies.

Table 1. Advantages and disadvantages of the selected CO2 capture technologies.

CO2 Capture Technology Advantages Disadvantages

Membrane

• High recovery rate (up to 95%)
• Regeneration energy not required
• Simple modular system, small footprint
• No waste stream
• No chemical process [36]
• Ability to adapt to changing

gas compositions
• Highly require pretreatment [36]

• Could be clogged by impurities in the
gas stream

• Membrane wetting prevention is
a challenge

• Plasticization of the membrane
(polymeric membrane)

• Sensitive to trace elements, e.g., sulfur
compound [38]

Chemical absorption using amine
(MEA)

• High recovery rate (up to 95%) and
product purity >99 vol.% achievable [42]

• Process consumes considerable energy
• In presence of O2, occurrence of

solvent degradation and
equipment corrosion

• Concentration of SOx and NOx
existence in the gas stream combined
with amine produces heat-stable salt

• High energy for solvent regeneration
is required [45]

Physical absorption solvent
(Selexol)

• Low utility consumption
• Higher capacity to absorb gases

than amines
• Able to remove H2S and organic

sulfur compound
• Able to simultaneous gas stream

dehydration [38]

• Hydrocarbon losses, resulting in
reduced product output and often
require recycle compression

• High energy for solvent regeneration
is required [45]

Cryogenic distillation

• High recovery rate (>90%)
• Eliminates water consumption and

chemicals, hence no corrosion issues
• Allows pure CO2 recovery (liquid), and

transportable or pumpable to injection site
conveniently [38]

• Process consumes high energy

2.1.2. CO2 Storage and Abandonment

The storing of the produced CO2 underground could benefit in addressing climate change by
ensuring it is not released into the atmosphere. The prospective opportunities for CO2 storage are at
geological storage saline aquifers and depleted oil and gas reservoirs. These approaches are considered
as the most feasible storage as there is great potential capacity for storage at an estimation of 236 Gt,
worldwide [46,47].

In CCS chain, after the capture process, the CO2 is compressed into a ‘supercritical phase’ whereby
it becomes fluid almost as dense as water and is transported by pumping it along the pipeline to the
storage site and subsequently into an underground geological formation that is typically situated
several kilometers under the earth’s surface. As the injected CO2 is slightly more buoyant than the
salty water that coexists within the storage reservoir, a portion of the injected CO2 will migrate to the
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top of the formation and acts as a seal as it is trapped underneath the impermeable caprock structure.
Some of the trapped CO2 will dissolve slowly into the saline water and become trapped permanently
(solution trapping), whilst others become trapped in tiny pore spaces (residual trapping). The ultimate
trapping process involves dissolved CO2 reacting with the reservoir rocks, which forms into a new
mineral. This process called mineral trapping effectively locks the CO2 into a solid mineral. As the
storage mechanisms change over time from solution to residual then to mineral, the CO2 becomes less
and less mobile. Therefore, the longer the CO2 is stored, the lower the risk of any leakage. Typically,
the following geologic characteristics are associated with effective storage sites, whether at onshore or
offshore site [48]:

• rock formations have adequate millimeter-sized voids or pores; this is to ensure available capacity
to store the CO2;

• pores in the rock are efficiently linked, which is a feature called permeability for injectivity; this is
to receive the amount of CO2 at the rate it is injected, allowing the CO2 to move and spread out
within the underground storage formation;

• extensive cap rock or barrier at the top of the storage formation; this is to contain the
CO2 permanently;

• stable geological environment; this is to avoid any potential geological effect that could compromise
the storage site integrity.

The saline aquifers can be found at 700–1000 m below ground level and it consists of porous rocks
with high salinity formation brine. These saline aquifers have no commercial value but it can be used
to store the captured CO2. These aquifers can be found at onshore/offshore and are usually estimated
to have large storage potential volume. However, from an economic view, it is less desirable as storage
option due to the unavailability of required infrastructure such as injection wells, surface equipment,
and pipelines that would need a brand new capital investment altogether as compared to depleted oil
and gas reservoirs. Depleted oil and gas reservoirs are more likely to be used for projects as extensive
information from geological and hydrodynamic assessments is already available and equipped with
readily available infrastructures. On average, about 40% of the residual is left after a typical oil and gas
field production. The CO2 can be injected in the depleted (or almost depleted) oil and gas reservoirs to
increase their pressure, which in turn could provide the driving force to extract residual oil and gas
while the CO2 can then be stored inside permanently. This makes it more economical than storage in
saline aquifers [46].

After the geological storage has reached its capacity, it will be retained for an extremely long
period with an estimated minimum residence time of 1000 years without seepage/leakage back to
the surface, also referred to as abandonment phase [48]. During which, the migration of the injected
CO2 in the storage volume will be monitored to ensure that it will not have any negative effect on
the surrounding environment, e.g., groundwater pollution. In the monitoring stage, there are a few
available methods that are commonly used, seismic monitoring, geo-electrical methods, temperature
logs, gravimetry methods, remote sensing, geochemical sampling, atmospheric monitoring, tracers,
soil gas monitoring, and microbiology [46]. These methods have since been applied at offshore CO2

storage sites worldwide, such as at the Sleipner and Snohvit project. For example, at Sleipner, since
the start of injection, it was found that the CO2 plume has risen through shale rock layers nearing the
caprock using seismic monitoring method. The project is currently under post-injection process and no
leakage has been reported to date [48,49].

2.1.3. Carbon Capture and Storage (CCS) at Tangga Barat

The Tangga Barat CCS case study comprising of different CO2 capture technologies units,
transportation, and storage is shown in Figure 4. It begins with the central processing platform TBCP-A
that will treat all produced gas originating from the producing platforms, TGDP-A, LHDP-A, and
MLDP-A. The selected CO2 capture technologies options consist of polymeric membrane, chemical
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absorption amine, physical absorption solvent (Selexol), and cryogenic distillation. Among the main
criteria used to shortlist the selected CO2 capture technologies is that the technologies have already
been proven and suitable for large applications (>200 MMscfd) and capable of bulk removal of CO2

(37% mole to 8% mole) as per Tangga Barat sales gas specification requirement. Following the CO2

capture, the treated gas is transported via offshore pipeline to Resak platform for compression followed
by pumping for sales export. Then, the captured CO2 will be stored at the identified geological site near
Tangga Barat. Moreover, please note that the intention of this study is not to endorse nor discriminate
any of the CO2 capture technologies presented, but rather to gauge the CCS techno-economic impact
of using different method of CO2 capture.

Figure 4. Carbon capture and storage (CCS) concept at Tangga Barat gas field.

2.2. Revenue Model

Based on the annual gas production estimates, the annual revenue estimation could be generated.
In the US Energy Information Administration (EIA) projections reference case, natural gas prices
remain comparatively low as compared to average historical prices. To estimate the economic, an
average gas price between the year 2000 and projection up to 2050 whereby the estimated gas price for
the year 2020 was used for this analysis [50]. The gas produced from Tangga Barat data is based on
estimated studies from PETRONAS [33]. The revenue model calculates net revenue from the recovered
gas production and then sold at a specified gas price, with a 10% deduction in royalty and 38% tax
deduction based on Malaysian Petroleum Income Tax Act [34]. This revenue model structure will
generate a time series of incoming net cash flows in which the resultant net revenue of the project could
be assessed incrementally during production lifetime period and also cumulatively during the end
of the project life. The tax payment is based on the estimation of capital cost depreciation of 5 years.
There are also tax incentives being introduced by some countries, for example in the United States,
the federal government has sanctioned supplementary tax credit for CO2 sequestration activities that
provide USD 10 per ton CO2 stored, 15% tax credit applied to all costs associated with CO2 purchase
cost as well as CO2 operation cost for injection [51]. For this study, since there is no tax incentive
for CCS projects implemented in Malaysia, hence no additional tax incentives have been calculated.
Table 2 shows the associated parameters assessed in this revenue model.
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Table 2. Input and definition for parameters assessed in the revenue model.

Parameter Input/Definition

Gas produced (Million British Thermal Unit
(MMBtu))

Incremental or cumulative natural gas production volume simulated for reservoir
performance estimation

Gas price (USD) Average market price of natural gas

CO2 produced (tonne) Incremental or cumulative CO2 production volume simulated for reservoir
performance estimation

CO2 price (USD) Average market price of CO2
Gross revenue (USD) Revenue from natural gas recovered and cost and sold at specified gas price
Royalty (%) 10% of gross revenue

Tax (%) 38% of (revenue- royalty - maintenance cost- abandonment cost - capital cost
depreciation)

Net revenue (USD) Revenue after deduction of royalty and tax (Gross revenue ($) − Royalty ($) + Tax ($)

2.3. Cost Model

In this study, the CCS project cost model could be categorized into four main types: capital
cost, CO2 capture cost, operation and maintenance (O&M) cost, and abandonment cost. In the cost
model, the capital costs are accrued at the start of the project. Capital cost accounts for the gas field,
compressor, pipeline, wells, and injection platforms. These capital costs are amortized over the lifetime
of the field using the project discount rate [52]. For CO2 capture cost, it is estimated based on the
requirement of the gas field, including the processing equipment, production equipment, injection of
platforms, and wells along with transportation pipeline. Furthermore, it includes ‘on-cost’ which is
the insurance, obtaining rights-of-way, and legal and regulatory cost. CO2 capture cost is the capital
cost to implement the selected CO2 capture technologies for the CCS project. O&M costs comprise
of services, consumables, labor for site operation and maintenance (surface & subsurface), as well
as general administration purposes [53]. Abandonment cost is the decommissioning cost after the
injection period. These thorough analyses of CCS cost have been conducted by prominent research
centers in this field. The costs in this study were estimated based on studies conducted by established
studies by reputable bodies such as Asia Pacific Economic Cooperation (APEC), CO2CRC, IEAGHG,
and GCCSI as well as previous research reports [22].

All cost data were updated to represent constant 2020 US Dollar (USD):

PV =
FV

(1 + i%)n (2)

Whereby, PV is present value, FV is future value, i is discount rate, and n is the project lifetime number
of years. Table 3 shows the parameters included in the cost model.

Table 3. Input and definition of the cost model.

Cost Model Parameter Input/Definition Study Referenced

Capital cost Estimated unit cost for Tangga Barat
Asia-Pacific Economic Cooperation (APEC) and
Asia Cooperative Research Centre for
Greenhouse Gas Technologies (CO2CRC) [34]

CO2 capture cost
Mean percentage increase in capital cost
(over reference plant) Rubin et al. [22]

Cost data Muhamad et al. [33]
Operation and Maintenance (O&M) costs 2.5% from plant cost Klemes et al. [53]
Abandonment cost Estimated unit cost for Tangga Barat APEC and CO2CRC [34]

2.4. Cost Evaluation Metrics

2.4.1. Net Present Value (NPV)

NPV represents the value of future cash flows that is accrued incrementally and also cumulatively
over the CCS project lifetime duration. It is the total value of cash inflows and outflows that are
discounted to account for the time value of money and the risks/uncertainties associated with future
cash flows. Net revenues (cash inflows) obtained from the revenue model was incorporated with the
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total costs (cash outflows) calculated by the cost model to develop NPV estimates in time series (years).
At the end of the project lifetime, the cumulative NPV calculated is used as input to estimate the
CCS project profitability, whereby positive values represent scenarios of profit while negative values
represent fiscal losses sustained by investors/stakeholders in the project. The project is considered
feasible if NPV > 0 and vice versa. NPV calculation is as presented [54]:

NPV (i, N) =
N∑

t=0

Ct

(1 + i)t (3)

Whereby; i is the discount rate, Ct the annual cash flow in the t th year, and N the total number of years.
Time period t = 0 relates to the investment during the project lifetime.

2.4.2. Internal Rate of Return (IRR)

In the CCS project, the overall investment along with its profit gain could be gauged using IRR.
From the calculations, as the IRR value increases, the greater the project gain will be and vice versa.
Moreover, it is the discount rate value that is resulting the project cash flow NPV to become equal to
zero (0), hence defining the least rate of return required in order to achieve project viability. If the IRR
value obtained is higher than the defined discount rate, hence the CCS project is considered viable.
The IRR is calculated and shown as [54,55]:

NPV (IRR, N) =
∑N

t=0

Ct

(1 + IRR)t = 0 (4)

Whereby; i is the discount rate, Ct the annual cash flow in the t th year, and N is the total number of
years. Time period t = 0 relates to the investment during the project lifetime.

2.4.3. Payback Period (PBP)

The duration of time needed to recover the initially invested capital cost in a CCS project is
represented by PBP. From the calculations, as the PBP value becomes shorter, the project fiscal viability
strength will increase and vice versa. Moreover, PBP is defined by identifying the specific year when
the calculated cumulative cash flow becomes positive and achieves breakeven. The PBP is expressed
as below [54]:

PBP = 1 + A − B
C

(5)

Whereby; A is the final year with negative cumulative cash flow, B is the value of cumulative cash flow
at the end of year A, and C is the total annual cash flow during the year after A.

2.4.4. Sensitivity Analysis (SA)

SA is an assessment of the projected performance with key assumptions and projections based on
the base values. There are several important key variables that could impact CCS project, which are the
gas price, discount price, initial capital cost, and CO2 capture cost and tax. Key economic assumptions
and associated references used as input in this study are listed in Table 4.
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Table 4. Key economic assumptions and references in this study.

Input Data Data Remarks

Year Enacted 2020
Project lifetime (N, year) 15 from Reference [34]
Interest rate (%) 3 from Reference [56]
Discount rate (R, %) 8 from Reference [57]
Plant capacity (MMscf/d) 440 from Reference [32]
Average gas sales (MMscf/d) 220 from Reference [34]
Gas price ($/MMBtu) 2.8 from Reference [58]
CO2 price ($/tonne) 23 from Reference [59,60]
Volume of CO2 (tonne/d) 1646 equivalent to (81 MMScf/d) from Reference [34]

Capital cost USD Million 427.9 estimate basis constant year 2020 with reference
location Malaysia, modified from Reference [34]

CO2 capture technologies cost
(USD Million):
− polymer membrane 212 modified from Reference [33]
− chemical absorption (Amine) 410.79 96% increase in capital cost [22]
− physical absorption solvent (Selexol) 162.61 38% increase in capital cost [22]
− cryogenic distillation 289.39 91% increase in capital cost [22]
Tax (%) 38 from Reference [61]
Operation and maintenance cost (%) 2.5 from Reference [53]
Abandonment cost (USD Million) 50 from Reference [34]

3. Techno-Economic Model Results and Discussion

This study on techno-economic analysis provides the fiscal precursor and its outlook for Tangga
Barat natural gas field for CCS implementation starting from the year 2020 with a projection of 15 years
project lifetime. The calculation outputs of project cash flow and total annual cash outflows, as well
as its inflows throughout its lifetime, is as shown in Figure 5a–d. It can be seen that as the project
extends into the exploration stage, the annual project cash flow will begin to increase in a positive
note. During operation, inflow arrives from the natural gas sales revenue and outflows derive from
the O&M, royalty, and tax costs.

For base case (without any CO2 capture technology implementation), during project investment
in the year 2020, the initial sum proceeding from equity and capital cost is USD 427.9 Million [34]. It
reflects the extent of the total cost expenses required to start a project indeed. The initial investment
increases as it includes the implementation of CO2 capture technologies. The total capital cost required
including the CO2 capture technologies implementation for the polymeric membrane is USD 639.9
Million, chemical absorption (Amine) is USD 838.69 Million, using physical absorption solvent (Selexol)
is USD 590.51 Million, and using cryogenic distillation is USD 817.29 Million (refer Table 5). These
costs are investments to achieve the targeted natural gas production output of 83,512,000 MMBtu per
year for the overall project lifetime of 15 years.

For polymeric membrane, the case is shown in Figure 5a, where the project annual cash flow will
gradually surpass its values in the succeeding years, which is the result of large investments for the
capital cost being subjected to reduction from financial amortizations. This trend is reflected by the
slope of the curve ranging between the year 2020 and 2027. Only by 2028 onwards, the gas field is
anticipated to operate at a fairly constant speed and ultimately reaches breakeven. After that, the
project cash flow is inclined to increase continuously as the revenue exceeds the cost expenditures
during which its inflows and outflows also increase based on the specified discount rates over the
project lifetime. From which, the revenue demonstrates a relatively optimistic cash flow increment
over the years, which in turn highlights the significance of the profit obtained from natural gas sales
price toward the overall feasibility of the CCS project. The entire field system and equipment will
free from debt without further amortization by the end of the field production lifetime. Case using
chemical absorption (Amine) is shown in Figure 5b, whereby a larger capital investment than the
previous case (polymeric membrane) was made causing the project annual cash flow exceeds even
higher. This is shown by the curve slope between 2020 and 2029. By 2030 onwards, the gas field
reaches breakeven. For physical absorption solvent (Selexol) case shown in Figure 5c, the initial capital
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cost is the lowest of all the CO2 capture technologies analyzed. The project is projected to breakeven in
2027 with payback obtained 7.94 years, which is about half of the project lifetime. In the case of using
cryogenic distillation, the initial capital cost is slightly lower as compared to using Amine. As a result,
the project is projected to breakeven one year earlier in 2029 (Figure 5d).

(a)

(b)

(c)

Figure 5. Cont.
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(d)

Figure 5. (a) Project cash flow base case using polymeric membrane. (b) Project cash flow using
chemical absorption (Amine). (c) Project cash flow using physical absorption solvent (Selexol). (d)
Project cash flow using cryogenic distillation.

Table 5. Economic results of the base case and the four CO2 capture technologies.

Parameter
Polymeric
Membrane

Chemical Absorption
(Amine)

Physical Absorption
(Selexol)

Cryogenic
Distillation

Capital cost (USD Million) 639.90 838.69 590.51 817.29
O&M cost including
abandonment cost (USD Million) 289.96 364.51 271.44 356.49

Net revenue (USD Million) 1923.06 1753.59 1965.17 1771.83
Payback period (PBP) 8.55 10.68 7.94 10.45
Net present value (NPV) 292.94 (6.67) 367.39 25.58
Internal rate of return (IRR) 13% 8% 15% 8%

Table 5 displays the main outputs from the model for the four CO2 capture technologies scenarios.
Generally, a CCS project is considered to be techno-economically viable when it achieves the trio
combination fiscal precursor of NPV > 0, followed by IRR value higher than the specified discount
rate along with PBP value being lower than the gas field production lifetime. The physical absorption
solvent using Selexol result shows the most favorable profitability with a fairly positive NPV equal to
USD 367.37 Million with an IRR equal to 15% with the shortest PBP as compared to the other capture
technologies. This is followed by CO2 capture using a polymeric membrane with just a slight difference
with NPV of USD 292.94, IRR at 13%, which is higher than the specified discount rate, and PBP of 8.55
years. Cryogenic distillation comes third at NPV of USD 25.58, IRR at 8%, which is the same as the
specified discount rate, and PBP of 10.45 years. And finally, the least feasible CO2 capture is by using
chemical absorption (Amine) as the NPV has negative value at −USD 6.67, IRR same as the specified
discount rate at 8%, and the longest PBP at 10.68 years. Even so, although the obvious viability is
by physical absorption solvent using Selexol, oil and gas producers/investors may not find it is as
economically attractive since there are many other factors that may directly influence project decision
making. External factors such as market price and financial support also are very likely to have either a
negative or positive impact. On that account, it is imperative that consideration of associated risks are
analyzed when conducting investment analysis. For that reason, in order to decide which considered
variables are the most significant to the CCS project, SA would be the best path to reflect its worthiness.

3.1. Sensitivity Analysis (SA) Results and Discussion

Sensitivity Analysis (SA) examines the effect of input variables variation on the model’s
conclusion to gauge and identify the most significant variables affecting the CCS project performance.
By quantifying their elasticity range and assessing the project performance effect when subjected
to different scenarios impacted either by the favorable or unfavorable perspective of the variables
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concurrently, the feasibility of the project fiscal precursor could be defined. In this study, these
variables are considered to be significantly affecting the project viability in terms of economic as well
as performance risks:

• Gas price provides input to the project revenue and has long-term uncertainty as it is highly
dictated by supply and demand, global market fluctuation, and political–economic decisions;

• Tax is dependent on the country tax requirement as well as its government political decision;
• Discount rate directly affects the present value of future costs and its profits;
• Initial capital cost is highly reliant on the capital outflow investment ability by the oil and gas

producers and investors.
• CO2 capture technology cost is highly reliant on the technology provider profit margin and its

maturity status;

Figure 6a–d depicts variation scenarios and its impact change to the five input variables, gas
price, discount rate, tax, CO2 capture technology cost, initial capital cost, and its effect on the risks
affecting the fiscal precursor that is NPV and its sensitivity range. The sensitivity bound is defined as
favorable/unfavorable by changing the baseline value, testing the different scenarios of that certain
investment based on the specified five input variables. A ±10% range was implemented for the initial
capital cost, tax, and CO2 capture technologies and this is as supported by the literature [54]. For the
gas price, the range of ±USD 1.0 Million/MMBtu was selected as it reflects the gas price trend for the
past 5 years [58]. The discount rate of ±2% was estimated based on previous studies conducted by
established bodies such as the US Department of Energy, International Energy Agency Greenhouse
Gas (IEAGHG), Electric Power Research Institute (EPRI), and UK Department of Energy and Climate
Change (DECC) [62].

(a)

Figure 6. Cont.
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(b)

(c)

Figure 6. Cont.
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(d)

Figure 6. (a) Sensitivity analysis (SA) of Net Present Value (NPV) for CO2 capture using membrane. (b)
SA of NPV for CO2 capture using chemical absorption (Amine). (c) SA of NPV for CO2 capture using
physical absorption solvent (Selexol). (d) SA of NPV for CO2 capture using cryogenic distillation.

The SA result for all four scenarios of CCS with different CO2 capture technologies is reflected by
NPV, which visualizes the gas price as the main key influencer affecting the viability of the project.
In comparison to the other variables, gas price demonstrates the most substantial NPV impact change.
The output from discount rate, tax, CO2 capture cost, and initial capital cost (from the most affecting)
variables are found to less influencing as compared to gas price. The feasibility of the project could
significantly be affected by gas price during all four scenarios that are using polymeric membrane,
chemical absorption (Amine), physical absorption solvent (Selexol), and cryogenic distillation in an
unfavorable scenario. For example, in the case of gas price of USD 1.8/MMBtu, it predicts a negative
NPV of up to −USD 161 Million, −USD 517.15 Million, −USD 84.91 Million, and −USD 487.14 Million,
respectively. On the other hand, when the gas price increases to USD 3.8/MMBtu, it considerably
increases the projects NPV up to USD 941.54 Million, USD 826 Million, USD 970.25 Million, and USD
838.42 Million also, respectively. High gas prices would, therefore, be beneficial for the CCS project’s
economic feasibility. It also could be seen that, since the uncertainties of the gas price are heavily
subjected to the global supply and demand, market fluctuation, political and economic decisions,
and government subsidies, henceforth making it one of the most vital factors to deal with to ensure the
project success.

In the case of discount rate and tax, both variables share a nearly similar impact on the NPV.
The increase of the discount rate to 10% per annum results in a decrease in NPV to USD 163.90
Million for membrane, −USD 123.06 Million for chemical absorption (Amine), USD 235.21 for physical
absorption solvent (Selexol), and −USD 92.18 Million for cryogenic distillation, meanwhile a decrease
to 6% per annum resulting in an increase of NPV to USD 656.73 Million, USD 530.54 Million, USD
688.08 Million, and USD 544.12 Million, respectively. Increasing the tax to 48% decreases the NPV
to USD 150.13 Million for membrane, −USD 130.85 Million for chemical absorption (Amine), USD
219.94 for physical absorption solvent (Selexol), and −USD 100.61 Million for cryogenic distillation,
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whilst a decrease to 28% results in an increase of NPV to USD 632.05 Million, USD 497.86 Million,
USD 665.39 Million, and USD 512.31 Million, respectively. Both variables are effective, whereby the
specified discount rate exhibits high impact on the calculation for the discounted cash flow of NPV
whilst tax is highly dependent on local government decision and profitability.

Both CO2 capture technology cost and initial capital cost results variable are also almost similar
and has the least effect on NPV. An increase of the capture technology by 10% results in a reduction
in NPV to USD 210.14 Million for membrane, −USD 185.80 Million for chemical absorption (Amine),
USD 303.88 for physical absorption solvent (Selexol), and−USD 136.95 Million for cryogenic distillation,
to whilst a decrease by 10% results in an increase of NPV to USD 322.29 Million, USD 50.20 Million,
USD 389.90 Million, and USD 79.48 Million, respectively. Meanwhile, when the capital cost is also
increased by 10%, it also results in a reduction in NPV to USD 233.70 Million, −USD 122.78 Million
for chemical absorption (Amine), USD 285.64 for physical absorption solvent (Selexol), and −USD
87.57 Million for cryogenic distillation, to whilst a decrease by 10% results in an increase of NPV to
USD 352.18 Million, USD 109.43 Million, USD 449.14 Million, and USD 138.72 Million, respectively.
This shows that the CO2 capture technologies cost has the least compromising effect on the NPV
performance as it has the least negative range scenario as compared to the other input variables.

3.2. Limitation of This Techno-Economic Analysis

The techno-economic analysis conducted in this study achieves the targeted evaluation of CCS
prospect with four different CO2 capture technologies scenarios at Tangga Barat gas field could be
used as an early decision making indicator for investors and enabling other natural gas fields to
be rapidly evaluated. However, this study was based on limited and readily available statistical
economic parameters and storage reservoir properties. A more detailed storage site characterization
and equipment and material cost parameters inventory for the Tangga Barat CCS during detailed
engineering design stage could assist in obtaining a higher precision project techno-economics.

4. Conclusions

In this study, it presents a techno-economic analysis of an actual gas field Tangga Barat in
Peninsular Malaysia and assesses its potential for CCS to be implemented in Malaysia as a means
of achieving targeted CO2 reduction aim. The deployment of this CCS project will contribute to a
significant decrease of the environmental impact, by storing the captured CO2 at an estimation of
1646 tonnes/day. The result of this paper focuses on the possibilities for CCS project comprising of 4
cases of CO2 capture for offshore gas field along with a fixed CO2 transport and storage infrastructure
development. In this study analysis, a techno-economic model spreadsheet is established to obtain the
fiscal precursors, which include NPV, IRR, and PBP. In the cost model, the considered cost factor is
capital cost that includes CO2 capture technology cost, O&M cost, and abandonment cost incurred.
While for the revenue model, the estimation is based on the profit from the produced natural gas
sales. The techno-economic analysis is conducted based on previous literature and then benchmarked
and updated catering to suit market gas prices, plant equipment, revenues, operating cost, tax rates,
and interest rates. Then, a SA is conducted to evaluate the risks and measures associated with the
project investment uncertainties. Favorable and unfavorable scenarios are analyzed within a defined
elasticity range basing from the baseline value input. The selected variables include gas price, discount
rate, tax, CO2 capture technology cost, and initial capital cost were used to evaluate CCS project
feasibility potential.

From the techno-economic analysis model, it presents a positive outlook stating its achievability to
deploy the project based on Malaysia’s current market and economic setting. The analysis shows two
prospective CO2 capture technology with high positive NPVs by using physical absorption solvent
(Selexol) followed by the polymeric membrane. The most prospective CO2 capture method is using
Selexol with IRR at 15% and PBP of 7.94 years. This is closely followed by CO2 capture using membrane
with just a slight difference with IRR at 13% and PBP of 8.55 years. From this analysis, it could be
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concluded that these two variants of CO2 capture have a huge economic prospect for deployment
at Tangga Barat. Based on the SA, the NPV exhibits to be significantly most sensitive to gas price,
followed by discount rate and tax. It also shows that both CO2 capture technology and initial capital
cost has minimal influence on NPV. Although the project feasibility and acceptable risks are provided
by all four CCS scenarios from the economic model calculations, two distinct capture technologies,
which are using membrane and physical absorption solvent (Selexol), give high IRR with an acceptable
time of return period (less than half the production years). This study shows that either one of the
CO2 technologies could be implemented at Tangga Barat, which could further be influenced by the oil
and gas producer or investor inclinations, starting with this economics and extending to political and
geological factors. Furthermore, the SA illustrates that the gas price has the most significant impact
over NPV as compared among all the considered variables. This scenario portrays that the gas sales
revenues that is controlled by the uncertain market, tariffs, and reimbursements will eventually impact
the overall economic viability of the CCS project.

In order to achieve successful deployment of CCS projects, collaborations between governments,
international organizations, and the private sector would be essential and, of course, international
financing will be critical to project success. In the scenario, for the case of Malaysia, to adopt and
extend its current reduction of tax incentives for marginal field from 38% to 25% for CCS projects,
this incentive would positively influence the key decision factor for oil and gas producers/investors to
implement CCS. Furthermore, it is hopeful that the upcoming future implementation of the Energy
Efficiency and Conservation act in Malaysia would be an appropriate avenue for the climate policy
to manage and positively impact the control of CO2 emissions. The accessibility to sufficient storage
capacity could be another restrictive element to reduce CO2 emissions through CCS, even though
there are some fundamental studies that believe there are available geologic storage and also studies
on storing back the CO2 into the origin source well/depleted field. These uncertainties and lack of
storage capacity could be overcome by implementing CO2 utilization method, by transforming CO2

into valuable products that could serve as project revenue and eventually offset the initial investment
cost altogether. Finding creative, cost-effective ways to capture and profit from this CO2 for use in
CCS can result in a vast improvement in the long-term commercial viability of natural gas production
in Malaysia, along with increasing the productive life of the economy’s natural gas resources. This
study on techno-economic analysis could be a reference point in terms of economic viability for
implementation of CCS in other CO2 gas fields in Malaysia and globally.
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Abstract: A new type of silica hybrid material functionalized with Schiff base-propyl-thiol and
propyl-thiol groups (adsorbents 1 and 2, respectively) was synthesized using a co-condensation
method. The synthesized materials and their starting materials were successfully characterized
using a variety of techniques such as Fourier transform infrared spectroscopy (FTIR), scanning
electron microscopy (SEM), X-ray diffraction (XRD), nitrogen adsorption–desorption isotherms,
the Brunauer–Emmett–Teller (BET) surface area calculation method, the Barrett, Joyner, and Halenda
(BJH) pore size calculation method, thermogravimetry analysis (TGA), and 1H and 13C nuclear
magnetic resonance (NMR) spectra. The results indicate that the new material (adsorbent 1) has
a large surface and possesses different functional groups (-SH, -OH, -C=O and –N=C). The newly
synthesized hybrid materials (1 and 2) were investigated as potential adsorbents for removal of toxic
heavy metals, such as Pb(II) from aqueous solutions. The adsorption results show that materials 1

and 2 have different sorption properties and were found to be effective adsorbents for Pb(II) removal
from aqueous solutions. In addition, compound 1 exhibited a higher adsorption capacity for Pb(II)
compared to compound 2. The results showed that the optimum pH for Pb(II) sorption was 6.5.
Contact time was observed to occur after 30 min for 25 mg L−1 Pb(II) concentration and adsorbent
dose of 0.4 g L−1 at 25 ◦C.

Keywords: heavy metals; hybrid materials; functionalized; Schiff base; lead; Langmuir and Freundlich

1. Introduction

Excessive heavy metal concentrations in drinking water pose significant threats to human health
and the environment. For example, lead (Pb) is a very commonly used metal with a relatively high
atomic mass, atomic number, and density of 11.34 g/cm3. Pb is widely used in battery production, paints,
and fertilizers. However, exposure to high Pb levels can cause major problems in the biosynthesis of
hemoglobin (Hb), which is important for oxygen transport in humans and other vertebrates. In addition,
Pb can cause serious damage to the liver, kidneys, and nervous system. Elimination of highly toxic
heavy metal ions, such as Pb, mercury (Hg), chromium (Cr), copper (Cu), cobalt (Co), and zinc (Zn),
from water is necessary and recently has been the subject of extensive research. Polluted water can
cause serious environmental problems and can cause harm to both humans and other animal life [1–4].

A number of techniques are used for treatment of wastewater discharge. Some of the primary
methods include precipitation, flocculation, flotation, and chelation reactions. Other methods include
ion-exchange columns, solvent extraction, reverse osmosis, and electrolytic plating on an anode.
Nonetheless, these methods suffer from being costly and inappropriate for removing a lot of
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contaminants; for instance, large amounts of chemicals are needed for lime precipitation, and
its electrolytic recovery suffers from corrosion [5–13]. Recently, low-cost adsorbents derived from
functionalized inorganic–organic hybrid materials have been extensively used as adsorbents for
removal of heavy metal from wastewater because of their notable properties, such as strong binding
affinities and high adsorption capacities towards heavy metal ions; in addition, they have large surface
areas and good chemical, thermal, and mechanical stabilities [14–24].

Among the different types of adsorbents is mesoporous silica material, which is widely used and
a well-known adsorbent for removal of toxic heavy metals. This material consists of a porous structure,
and there are two types: (1) hexagonal (MCM-41), which is a silica-based mesoporous material with
size between 50 and 120 nm, with different morphologies and hollow and core-shell spheres and (2)
three-dimensional cube (MCM-48), which has four different structures (worm-like, helical, radial, and
lamellar). MCM-41 has been extensively used in different applications, such as catalysis, adsorption,
and separation processes, and as drug carriers [25]. Recently, modifications of MCM-41 with organic
compounds in order to enhance the properties of MCM-41 and to improve its adsorption capacities
towards toxic heavy metals has attracted more interest [26–29]. For example, Liu and co-workers [30]
prepared novel zwitterion hybrid polymer adsorbents for adsorption of Pb(II) and Cu(II) ions from
aqueous solution. Pavan et al. [31] prepared a stable mesoporous aniline/silica sorbent material for
adsorption of Co, Zn, and cadmium chlorides (CoCl2, ZnCl2, and CdCl2, respectively) from aqueous
and ethanol solutions.

On the other hand, the stable azomethine group (-C=N-R, in which R is either an alkyl or aryl),
also known as an imine or Schiff base, has been shown to play an important role in stabilizing metal
complexes because it can act as a good binding site for many transition metals and therefore can form
stable coordination complexes. Recent studies have demonstrated that mesoporous silica materials
(MCM-41) can be immobilized with organic groups such as thiols, anilines, and Schiff bases and then
used successfully for removal of toxic heavy metals from contaminated water. For example, Radi et
al. [32] anchored a Schiff-base on silica gel for adsorption of Cd(II), Cu(II), and Zn(II) from aqueous
solutions. The author concluded that the adsorbent can be regenerated and used several times without
loss of its activity. However, the disadvantage of their adsorbent was the maximum sorption of Cu(II),
Zn(II), and Cd(II) occurred at a pH of >8. Therefore, at this pH, hydrolysis of these metal ions may
occur, and this hydrolysis makes it difficult to distinguish between hydrolyzed and adsorbed metals.

The goal of this present study was to prepare new modified mesoporous silica materials as
adsorbents with large surface areas, regular pores, and high adsorption capacities for removal of toxic
heavy metal ions from contaminated water. For this purpose, we have fabricated two hybrid materials,
namely, Schiff base-modified and propyl-thiol-modified silicas (adsorbents 1 and 2, respectively)
by a direct co-condensation method using (3-mercaptopropyl) trimethoxysilane as the silica source.
The removal of heavy metal ions such as Pb(II) from aqueous solutions by adsorbents 1 and 2 was
examined by considering the effect of different factors, such as pH and contact time, between the
absorbent and surrounding solution.

2. Materials and Methods (Experimental Section)

2.1. Materials

2-amino-4,5-dimethoxybenzoic acid, 4-hydroxybenzaldehyde, (3-mercaptopropyl) trimethoxysilane,
and the 1000 mg/L standard solution with Pb(II) were purchased from Sigma Aldrich and used without
modifications. HCl 0.5 M and NaOH 0.5 M were used to adjust the required pH. All reagents and solvents
(analytical grade) were used without any further purification. All solutions were prepared with fresh
deionized water obtained from a Milli-Q water system.
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2.2. Instrumentation

The residual Pb (II) concentration was determined by inductively coupled plasma mass
spectrometry (ICP-MS; Agilent 7500). A digital pH meter was used to determine the pH of water
samples. Fourier-transform infrared (FTIR) spectra were obtained with a Perkin Elmer System 2000.
Scanning electron microscopy (SEM) images were obtained on an FEI-Quanta 200. The 1H and 13C
nuclear magnetic resonance (NMR) spectra of the Schiff base were obtained with a CP MAX CXP 300
MHz. A specific area of modified silica was determined by using the Brunauer–Emmett–Teller (BET)
equation. Nitrogen adsorption–desorption was obtained by means of a Thermoquest Sorpsomatic
1990 analyzer after the material had been purged in a stream of dry nitrogen. Thermal gravimetric
analysis (TGA) was conducted on a SDT Q 600 analyzer. Powder X-ray diffraction (XRD) patterns for
determining phase purity and structure of the end product were performed on an XRD P-6000-Shimadzu
X-ray diffractometer (40 kV/20 mA) using a conventional θ–2θ reflection geometry and Cu K α radiation
(λ = 1.5406 A◦).

2.3. Preparation of the Schiff Base 2-(4-Hydroxybenzylideneamino)-4,5-Dimethoxybenzoic Acid

2-amino-4,5-dimethoxybenzoic acid (1 mmol) and 4-hydroxybenzaldehyde (1 mmol) were mixed
and heated to reflux for 4 h in ethanol (40 mL). The orange precipitate of the Schiff base was filtered,
washed with cooled ethanol, and dried. The yield was 80% (Scheme 1). Analytical conditions were set
for several different methods: (1) FTIR (KBr, cm−1): 1521 (νC=N Schiff base), 1601 (νC=O), 1452–1354
(νC=C), 3442 phenolic hydroxide ν (OH); (2) 1HNMR (DMSO, ppm, 400 MHz): 3.62 (s 3H), 3.72 (s, 3H),
6.32 (s H), 6.91–0.6.93 (d, 2H), 712 (s, H), 7.75–7.77 (d, 2H) and 9.78 (s, H); and (3) 13C NMR (dimethyl
sulphoxide, DMSO, ppm, 400 MHz): 55.64, 55.38, 99.49, 101.05, 113.59, 116.31(2C), 128.84, 132.61(2C),
139.55, 148.71, 154.94, 163.80, 169.62, and 191.50.

Scheme 1. Schiff base synthesis.

2.4. Preparation of Schiff Base-Thiol Silica (Adsorbent 1)

The Schiff base 2-(4-hydroxybenzylideneamino)-4,5-dimethoxybenzoic acid) (3) (first reaction)
was added to a solution of deionized water/EtOH (25.0 mL, 50% v/v). The resulting suspension was
stirred for 30 min. To this suspension, 3-(triethoxysilyl) propane-1-thiol (two equivalents) in deionized
water/EtOH (25.0 mL, 50% v/v) was added. A few drops of base were added as catalyst. The mixture
was stirred for 72 h at 60◦C. The resulting yellowish solid (adsorbent 1) was filtered and washed several
times with distilled water and ethanol. The solid was then dried under vacuum overnight at 105 ◦C
before characterization (Scheme 2).

The propyl-thiol functionalized silica material (adsorbent 2) was prepared by the sol-gel method
(direct synthesis) after stirring (3-mercaptopropyl) trimethoxysilane in an ethanol/water mixture (50%
v/v) using base as catalyst (Scheme 3). The mixture was stirred for 72 h at 60 ◦C. The resulting white
solid was filtered and washed several times with distilled water and ethanol. The solid was then dried
under vacuum overnight at 105 ◦C (Scheme 3).
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Scheme 2. The synthesis of adsorbent 1.

Scheme 3. Preparation of adsorbent 2.
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2.5. Sorption Experiment

2.5.1. pH Optimization

The effects of pH on the adsorption of Pb(II) by adsorbents 1 and 2 was investigated at room
temperature. Adsorption checks were carried out by adding 10 mg of adsorbent 1 or 2 to each flask
in a series of 100 mL Erlenmeyer flasks. To each flask, 50 mL of Pb(II) solution (25.52 mg/L) was
added. Hydrochloride acid (HCl; 0.5 M) and sodium hydroxide (NaOH; 0.5 M) were used to adjust the
initial pH of the solutions between 2 and 7. A pH meter was used to measure the pH of the solutions.
Each suspension was stirred at room temperature for 2 h at 25 ◦C over various pH ranges (2.0, 4.0, 6.0,
and 7.0). The solution was then filtered, and the amount of Pb(II) ions in the filtrate was analyzed for
residual Pb(II) ions using inductively coupled plasma mass spectrometry (ICP-MS) in triplicate.

2.5.2. Effect of Contact Time for Pb(II)

The 1000 mg/L standard solution of lead Pb(II) ions was diluted with deionized water to obtain
50 mL of 40 mg/L. Adsorption checks were carried out by adding 20 mg of each adsorbents 1 and 2 to
three Erlenmeyer flasks (100 mL). To each flask, 50 mL of Pb(II) solution (of 40 mgL−1) was added.
The pH of solutions was adjusted to the optimum values (6.5 ± 0.2). The mixture was stirred constantly
at 300 rpm in order to allow contact at different contact times. Five milliliter portions from each solution
were filtered at measured time intervals (0 to 340 min), and the residual Pb(II) ion concentrations were
measured using ICP-MS in triplicate. Results expressed as ppm for adsorbents 1 and 2, respectively.
The sorption capacities at equilibrium (mg g−1) and the percentage adsorption (% ads) of adsorbents 1

and 2 were calculated using the following Equations (1) or (2) [4]:

qe = [C0 − Ce]/m × V (1)

% ads = [C0 − Ce]/C0 × 100 (2)

where qe is the equilibrium uptake capacity (mg g−1), C0 is the initial concentration of Pb(II) (mg L−1),
Ce is the equilibrium concentration of Pb(II) expressed in mg L−1, V is the volume of aqueous solutions
(L), and m is the weight of the adsorbent 1 or 2 (g).

3. Results and Discussion

3.1. Synthesis of Adsorbents 1 and 2

The aim of this work was to improve the sorption efficiency of silica for removal of toxic heavy
metals from polluted water. For this purpose, two mesoporous silica materials (adsorbents) were
prepared. Adsorbent 1 was silica functionalized with Schiff base-propyl-thiol and adsorbent 2 was silica
functionalized with propyl-thiol. The Schiff base was synthesized from 2-amino-4,5-dimethoxybenzoic
acid and 4-hydroxybenzaldehyde via a condensation reaction in ethanol using acetic acid as a catalyst
(Scheme 1). The Schiff base purity was confirmed by FTIR (Figure 1), 1H and 13C NMR spectroscopy
(See Supporting Information; Supplementary Materials, Figures S1 and S2). The synthetic route
of adsorbent 1 is shown in Scheme 2, the organic precursor 3-(triethoxysilyl) propane-1-thiol was
added to a suspension containing Schiff base 2-(4-hydroxybenzylideneamino)-4,5-dimethoxybenzoic
acid), ethanol, water and ammonia as a catalyst to obtain Schiff base-thiol silica gel (adsorbent 1)
through the sol-gel reaction. The silica functionalized with propyl-thiol (adsorbent 2) was prepared by
co-condensation (direct synthesis) of the organic precursor 3-(triethoxysilyl) propane-1-thiol in the
presence of ammonia as a catalyst (Scheme 3).
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Figure 1. FTIR spectra of (a) free Schiff base and (b) adsorbent 1.

The two adsorbents (1 and 2) were isolated as yellowish and white powders, respectively.
The hybrid materials were washed several times with water, ethanol, and dried under vacuum before
characterization. The synthesized adsorbents were completely characterized by FTIR, XRD, SEM,
energy-dispersive X-ray spectroscopy (EDX), TGA, and BET analyses.

3.2. Characterization

3.2.1. The FT-IR Spectra of Free Schiff Base and the Schiff Base Functionalized Silica (Adsorbent 1)

The FT-IR spectra of free Schiff base and the Schiff base functionalized silica (adsorbent 1) are
shown in Figure 1. Figure 1a displays the characteristic peaks of free Schiff base. The broad band at
3442 cm−1 was assigned to the vibration of the phenolic group υ(OH). In addition, the absorptions
at 1601 and 1521 cm−1 in the free Schiff base were due to carbonyl υ(C=O) and azomethine υ(C=N),
respectively. These vibrations appeared at lower frequencies due to strong intramolecular hydrogen
bonds in the solid state of the free Schiff base. The weak peaks observed at 2921 cm−1 belonged to
the stretching modes of the aliphatic -C-H bond. Figure 1b, shows the FT-IR spectrum of adsorbent 1.

The characteristic vibration of the phenolic group υ(OH) at 3442 cm−1 in free Schiff base (Figure 1a)
was decreased indicating successful functionalization of Schiff base on the silica surface. However,
adsorbent 1 displayed broad bands in the region of 3250 to 3600 cm−1, which were assigned to the
silanol stretching modes ν(Si-OH). The intensive absorption peaks observed at 1122–1032 cm−1 are
due to asymmetric ν(Si–O-Si) and the band at 804 cm−1 is due to symmetric stretching vibrations of
Si-O-Si [33]. The weak peaks observed at 2930 cm−1 belong to the stretching modes of the aliphatic
-C-H bond. The appearance of bands around 1665–1402 cm−1 were caused by C=O, C=N, and C=C
vibrations, confirming the anchoring of the organic molecule (Schiff base) onto the silica surface [34].
Moreover, the characterization features of adsorbent 1 compared with the free Schiff base were the
shift of the carbonyl group from 1601 cm−1 (in free Schiff base) to 1665 cm−1 (in adsorbent 1) and the
disappearance of the thiol S-H peak at 2556 cm−1 compared to adsorbent 2.
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3.2.2. The FT-IR Spectra of Adsorbent 1 before and after Loading Pb(II) Ions

The FT-IR spectra of adsorbent 1 before and after loading Pb(II) ions are shown in Figure 2. It can
be seen that the results for the Pb(II) ions loaded sample were almost same as the pre-adsorption
sample, However, some of the bands after lead ions were loaded shifted to a lower value than that of the
pre-adsorption sample, confirming the adsorption of the Pb(II) ions on the silica surface. This suggests
the involvement of the oxygen atom of the carboxylate anion with the azomethine nitrogen and the
Pb(II) ion [35]. The infrared spectrum in Figure 2b revealed the asymmetric stretching vibration of
νas(COO−) of adsorbent 1 at 1665 cm−1 was shifted to a lower wave number (1642 cm−1) after the
Pb(II) ion was loaded, indicating that the lead ion coordination took place via the oxygen atom of the
carboxylate anion [36].

Figure 2. FTIR absorption spectrum of adsorbent 1, (a) before absorption and (b) after adsorption.

3.2.3. The FT-IR Spectra of Adsorbent 2 before and after Loading Pb(II) Ions

Figure 3 shows the FT-IR spectroscopy results of adsorbent 2 samples taken before and after Pb(II)
ion adsorption studies. The spectrum of synthesized adsorbent 2 before adsorption studies (Figure 3a)
presents a broad band centered at 3495 cm−1, which was assigned to the OH vibrations in the silica
framework, while the strong absorption peak located at 1128 cm−1 was due to asymmetric ν(Si–O-Si),
and the band at 804 cm-1 was due to symmetric ν(Si–O) stretching vibrations [33]. The weak peaks
observed at 2921 cm−1 belong to the stretching modes of the aliphatic -C-H bond. The characteristic
thiol S-H functional group peak was detected at 2556 cm−1 confirming the anchoring of the organic
molecule (propyl-thiol) onto the silica surface. Compared with the spectrum of adsorbent 2 after Pb(II)
ion loading (Figure 3b), it can be seen that the results for the lead ion loaded sample were similar to that
before adsorption, except the intense broad peak centered at 3431 cm−1 was attributed to coordinative
water in the coordination sphere of Pb(II) Schiff base complex. The characteristic peaks at 2556 cm−1

has diminished, suggesting that adsorbent 2 interacted with soft Lewis acid Pb(II) ions through the
thiol groups.

3.2.4. XRD of Adsorbents 1 and 2

The XRD patterns of Schiff base-functionalized silica (adsorbent 1) and propyl-1-thiol
functionalized silica (adsorbent 2) are illustrated in Figure 4. The XRD patterns of both adsorbents 1

and 2 showed weak broad peaks at a low 2θ angle (7.47◦) and broad peaks at a high 2θ angle (20.21◦)
for adsorbent 1 and at 23.57◦ for adsorbent 2, indicating the amorphous nature of the silica in both
adsorbents [37]. Furthermore, the shift of the broad peak at a high 2θ angle (23.57◦) for adsorbent
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2 to 20.21◦ for adsorbent 1 suggests structural perturbations resulting from the incorporation of the
Schiff base within the silica framework [34]. The XRD patterns of adsorbent 1 show sharp peaks at
37.73, 43.79, 64.29, 77.47, 81.81, and 98.37 of 2θ. These sharp peaks were due to the ligand (Schiff base)
immobilized on the surface of silica [38].

Figure 3. FTIR absorption spectrum of adsorbent (2), (a) before absorption and (b) after adsorption.

Figure 4. The X-ray diffraction (XRD) patterns of (a) adsorbent 1 and (b) adsorbent 2.
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3.2.5. SEM of Adsorbents 1

The SEM images of adsorbent 1 are shown in Figure 5. As revealed in Figure 6, adsorbent 1

showed uniform distribution of spherical particles with different sizes. The presence of the organic
components (Schiff base and propyl thiol groups) on the overall surface caused the surface of adsorbent
1 to be rough as a result of the microporous structure. Furthermore, the EDX pattern of adsorbent 1 is
shown in Figure 6. EDX data in Table 1 confirm the formation of adsorbent 1, as shown by the Si, S, N,
C, and O peaks, thus confirming the presence of organic components (Schiff base and propyl thiol
groups) on the silica surface.

 

Figure 5. Scanning electron microscopy (SEM) images of pure adsorbent 1 before adsorption.

 
Figure 6. Energy-dispersive X-ray spectroscopy (EDX) spectrum of adsorbent 1 before adsorption.

251



Processes 2020, 8, 246

Table 1. (EDX) data of adsorbent 1 before adsorption.

Element Weight % Atom %

C 20.99 34.36
N 1.19 1.66
O 22.46 27.59
Si 28.09 19.66
S 27.28 16.73

Total 100.00 100.00

Figure 7 presents an SEM micrograph of Pb(II) ions loaded onto adsorbent 1. SEM analysis
revealed that adsorbent 1 displayed agglomerated spherical particles with different sizes and granular
morphologies. The accompanying EDX spectrum of the silica-functionalized Schiff base shown
in Figure 8 confirms the presence of Pb(II) ions on the surface of adsorbent 1. The EDX data in
Table 2 confirmed that adsorbent 1 was very effective in removing Pb(II) ions from aqueous solutions.
The EDX results were in good agreement with the results obtained by inductively coupled plasma
mass spectrometry (ICP-MS).

 

Figure 7. SEM images of adsorbent 1 after adsorption.

Table 2. (EDX) data of adsorbent 1 after adsorption.

Element Weight % Atom %

C 24.07 36.73
N 1.78 2.33
O 29.81 34.16
Si 21.60 14.10
S 22.08 12.63

As 0.00 0.00
Pb 0.66 0.06

Total 100.00 100.00
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Figure 8. (EDX) spectrum of adsorbent 1 after adsorption.

3.2.6. Field Emission Scanning Microscope (FESEM) of Adsorbent 2

Figure 9 shows the field emission scanning microscope (FESEM) image of adsorbent 2. As shown in
Figure 10, the hybrid is spherical with a rough surface. The SEM image showed a homogeneous material
with pores covering the entire structure. The pore size varied between 2 and 8 μm. The presence
of the overall surface of the propyl thiol groups caused the surface of adsorbent 2 to be rough with
a microporous structure. Moreover, the EDX pattern of adsorbent 2 (Figure 10) confirms the purity
of adsorbent 2 and also confirms the presence of propyl thiol groups on the silica surface. The EDX
spectrum also presents a minor peak of Au and Cl that resulted from the thin film of gold deposited on
the insulating sample in order to make it conductive and, hence, easy to visualize using SEM.

 

Figure 9. Field emission scanning electron microscopy (FESEM) images of adsorbent 2 before adsorption.
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Figure 10. EDX images of adsorbent 2 (inset is the EDX data of adsorbent 1 before adsorption).

Figure 11 presents an SEM micrograph of Pb(II) ions loaded onto adsorbent 2. SEM analysis
revealed that adsorbent 2 displayed spherical particles with different sizes and rough morphology.
The accompanying EDX spectrum of the silica-functionalized Schiff base, shown in Figure 12, confirms
the presence of Pb(II) ions on the surface of adsorbent 2 (see Table 3). However, the EDX spectrum
confirmed that adsorbent 2 was also effective in removing Pb(II) ions from aqueous solutions. EDX studies
have shown that both adsorbents (1 and 2) have strong affinities to divalent metal cations (Pb(II)).

 
Figure 11. SEM images of adsorbent 2 after adsorption.

254



Processes 2020, 8, 246

 
Figure 12. EDX spectrum of adsorbent 2 after adsorption.

Table 3. EDX data of adsorbent 2 after adsorption.

Element Weight % Atom %

C 30.19 46.20
O 24.74 28.42
Si 21.87 14.32
S 18.54 10.63

As 0.10 0.02
Pb 4.55 0.40

Total 100.00 100.00

3.2.7. TGA of Adsorbent 1 and 2

The TGA thermal details of adsorbents 1 and 2 are presented in Figure 13. The thermogram
of adsorbent 1 (Figure 13a) shows that there are essentially two regions of weight loss; in the first
region, a slight weight lost in the range of 45 to 285 ◦C due to the loss of physiosorbed solvents used in
the preparation (2.85%) can be seen. The second region appears in the range of 285 to 475 ◦C (with
lost weight equal to 28.1% and with DTGmax at 346 ◦C) due to decomposition of the Schiff base and
propyl-thiol groups immobilized on the silica surface [39]. The remaining weight loss in the range of
475 to 885 ◦C (with total weight loss equal to 26.23%) was due to the condensation of the hydroxyl
group silanol (Si-O-OH) to yield siloxane bonds (Si-O-Si) [38]. At 885 ◦C, adsorbent 1 around 57.18%
was degraded, leaving 42.82% behind as residue.

3.2.8. Surface Properties of Adsorbents 1 and 2

Using nitrogen adsorption isotherms, the surface area, pore volume, and pore size of adsorbents
1 and 2 were measured. It is noted that adsorbent 1 exhibited a BET surface area of 22.0452 m2/g,
the pore volume (BJH) of adsorbent 1 was 0.120986 cm3g−1 with pore sizes of 15.7644 nm (BET)
and 22.7447 nm (BJH). On the other hand, adsorbent 2, which was prepared by direct hydrolysis
and condensation of 3-(triethoxysilyl) propane-1-thiol, exhibited a BET surface area of 9.3475 m2g−1.
The pore volume (BJH) of adsorbent 2 was 0.049107 cm3g−1 with pore sizes of 9.68719 nm (BET) and
25.0027 nm (BJH). The reduced surface area and pore volume of adsorbent 2 were due to the smaller
size of the propyl-thiol group. The noticeable increase in the BET surface area of adsorbent 1 was
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attributed to the Schiff base and propyl-thiol groups anchored on the silica framework. This indicates
that adding more organic moieties to silica framework results in a large surface area, which increases
the possibility of extracting metal ions [40].

Figure 13. Thermogravimetric (TGA) curve of (a) adsorbent 1 and (b) adsorbent 2.

3.3. Adsorption Study

3.3.1. Effects of pH on the Adsorption of Pb(II) by Adsorbent 1

The effects of the pH value on the adsorption of Pb(II) ions by adsorbents 1 and 2 are shown in
Figure 14. The results show an increase in percent adsorption (% ads) for sorption of Pb(II) ions by both
adsorbents with increasing pH reaching a maximum of 91.30% and 73.54% at pH 7.0 for adsorbents 1

and 2 respectively.
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Figure 14. Effects of pH on the adsorption of Pb(II) (mean ± RSD) by adsorbent 1 and adsorbent 2.
(Experimental conditions: Co = 25.52 mg/L, dosage = 0.01 g per 50 mL, shaking time 2 h, mixing rate =
300 rpm; T = 25 ◦C). Each pH measurement was done in triplicate.
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From the plot in Figure 14, it can be observed that the Pb(II) ion uptake sharply increased from
pH 2.0 to 7.0. At low pH values, the interaction of Pb(II) with adsorbents 1 and 2 decreases because
the surfaces of the adsorbents were fully covered by hydronium (H3O+) ions, resulting in minimum
adsorption. As pH increased, the interaction of Pb(II) with adsorbents 1 and 2 increased, and the
adsorption also increased. Hence, the optimum pH for the maximum sorption of Pb(II) was pH = 7.0.
Above a pH of 7.0, we observed precipitation of Pb(II) ions in the form of Pb(OH)2 in a control sample
(without adsorbents).

3.3.2. Effect of Contact Time and Kinetics for the Adsorption of Pb(II) by Adsorbents 1 and 2

The kinetics of Pb(II) removal were determined in order to understand the adsorption behavior of
adsorbents 1 and 2. Figure 15 illustrates the Pb(II) ions adsorption on adsorbents 1 and 2 as a function
of contact time (0–340 min). As can be seen from Figure 15, the rate of adsorption of Pb(II) ions was
fairly rapid in the initial stages (in the first 50 min). After 60 min, the rate of adsorption slowed down
as time progressed and reached a constant value around 60 min (equilibrium time). The initial rapid
adsorption rate before 50 min could be explained by the fact that at the beginning of the adsorption
process, the sites for adsorption were available and open for Pb(II) ions leading to a higher adsorption
rate. As time progressed to greater than 60 min, the adsorption of Pb(II) ions slowed down because all
binding sites were occupied by Pb(II) ions.

Figure 15. Kinetic adsorption of Pb(II) on adsorbent 1 (a) and adsorbent 2 (b) as a function of contact
time (pH 6.5 ± 0.2, initial metal concentration = 20 mg/L, dosage = 50 mg/50 mL, mixing rate = 50 rpm,
T = 25 ◦C).

3.3.3. Adsorption Kinetics for the Adsorption of Pb(II) by Adsorbents 1 and 2

The dynamics of the adsorption by the adsorbents 1 and 2 were evaluated using the Lagergren’s
pseudo-first-order and the McKay and Ho’s pseudo-second-order models as defined in Equations (3)
and (4), respectively [41,42]:

Log (qe − qt) = −K1 t/2.303 + Log (qe) (3)
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t/qt = 1/K2qe2 + t/qe (4)

where qe is the adsorption capacity (mg g−1) at equilibrium, qt is the adsorption capacity (mg g−1) at
any time t, k1 is the rate constants of first-order sorption (min−1), and k2 (g mg−1 min−1) is the rate
constant for the pseudo-second-order adsorption.

Figure 16 shows the linear plot of t/qt versus t for the Lagergren’s pseudo-second-order model
for the adsorption of Pb(II) for adsorbents 1 and 2, respectively. The equilibrium rate constants of
the pseudo-second-order model (k2) were 1.23 × 10−4 and 1.03 × 10−3 g mg−1 min−1 for Pb(II) for
adsorbents 1 and 2, respectively (Table 4). The pseudo-second-order model (Equation (4)) fit the
experimental data very well with a correlation coefficient (R2) of 0.99, which was close to unity as
shown in Table 4 and Figure 16. On the other hand, our calculations demonstrated that the resulting
experimental data were not fitted to the pseudo-first-order model. Therefore, the adsorption kinetics of
Pb(II) ions on the three adsorbents showed that the Pb(II) adsorption followed a second-order reaction.
Moreover, the experimental values of qe (Exp.) for both adsorbents were very close to the calculated
values qe (Cal.) measured from the pseudo-second-order equation.
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Figure 16. Lagergren pseudo-second-order kinetics adsorption for Pb(II) onto adsorbents 1 and 2

(Experimental conditions: pH 6.5 ± 0.2, initial metal concentration = 20 mg/L, dosage = 50 mg/50 mL,
mixing rate = 50 rpm, T = 25 ◦C).

Table 4. Coefficients of sorption kinetics (Lagergren’s pseudo-second-order model) for Pb (II) removal
by adsorbents 1 and 2 and their correlation coefficient (R2). (Experimental conditions: pH 6.5 ± 0.2,
initial metal concentration = 20 mg/L, 50 mg/50 mL, mixing rate = 50 rpm, T = 25 ◦C).

Parameters Adsorbent 1 Adsorbent 2

Calculated equilb. uptake qe (mg/g) 90.09 71.43

K2 (g mg−1 min−1) 1.23 × 10−4 1.03 × 10−3

R2 0.9982 0.9969

Furthermore, the effect of temperature on the adsorption behavior for Pb(II) ions was also
investigated. The effect of temperature on Pb(II) ions adsorption by adsorbents 1 and 2 is shown in
Figure 17. The removal of Pb(II) ions by both adsorbents increased slightly with increasing solution
temperature from 25 to 50 ◦C. This result suggested that the adsorption mechanism associated with Pb(II)
ions on both adsorbents involved a temperature-dependent process to some extent. The adsorbent’s
weak sensitivity to temperature is essential to practical applications, thereby enabling both synthesized
adsorbents to be potentially applied to the practical treatment of Pb(II) ions at room temperature.
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Figure 17. Effect of the temperature on Pb (II) ion adsorbtion (mean ± RSD) on adsorbent 1 and
adsorbent 2. (pH 6.5 ± 0.2, initial metal concentration = 20 mg/L Pb(II), dosage = 50 mg/50 mL,
at different temperatures for 60 min). Each measurement has been done in triplicate.

3.3.4. Adsorption Isotherms

The adsorption isotherms were used to determine the affinity of adsorbents 1 and 2 to Pb(II) ions.
The amount of Pb(II) ion per gram of adsorbent (qe) was defined as shown in Equation (1) above. The sorption
of Pb(II) into adsorbents 1 and 2 was described by Langmuir [43,44] and Freundlich [45] models:

• The Langmuir Isotherm Model [43]

qe = qm KL Ce/1 + KL Ce (5)

where qe is the is the lead concentration adsorbed per specific amount of adsorbent (mg g−1), Ce is
the equilibrium concentration of Pb(II) expressed in mg L−1, and qm is the maximum amount of
lead ions required to form a monolayer (mg g−1). The Langmuir equation can be rearranged to
a linear form (Equation (6)) for the convenience of plotting and determination of the Langmuir
constant (KL, the first coefficient related to the energy of adsorption) as below. The values of qm

and KL can be determined from the linear plot of 1/Ce versus 1/qe:

1/qe = 1/qm + 1/KL qm × 1/Ce (6)

The dimensionless equilibrium parameter or separation factor (RL) could be expressed as in the
following equation [44]:

RL = 1/1 + KLC0 (7)

where C0 is the initial concentration of the lead ion, and KL is the Langmuir constant. The value of
RL is between 0 and 1 for favourable adsorption, while RL > 1 represents unfavorable adsorption,
and RL = 1 represents linear adsorption. The adsorption process is irreversible if RL = 0.

• The Freundlich Isotherm Model [45]
qe = KF Ce

1/n (8)

Log qe = LogKF + (1/n) Log Ce (9)

where, qe is the equilibrium uptake capacity (mg g−1) and Ce is the equilibrium concentration of
Pb(II)) expressed in mg L−1. kF is the first coefficient related to the energy of adsorption, and n is
a coefficient. Both constants kF and n can be calculated from the plot of log qe vs. log Ce.
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* The coefficients were calculated from linearized forms of sorption isotherms models Equations (6)
and (9).

3.3.5. Linear Fitting of the Isotherm Models

Linear fitting of the Langmuir and Freundlich isotherm models is shown in Figures 18 and 19
respectively; the corresponding parameters of sorption isotherm models calculated are illustrated in
Table 5. From the results shown in Table 5, the adsorption process of Pb(II) on both adsorbents can be
described by the linear form of the Langmuir Isotherm Model, which produced higher R2 values of
0.959 and 0.983 for Pb(II) onto adsorbents 1 and 2, respectively, compared to the Freundlich isotherm
model, which produced low R2 values of 0.902 and 0.871 for Pb(II) onto adsorbents 1 and 2 respectively.
Therefore, the adsorption isotherms for both adsorbents fitted well with the Langmuir model more
than with Freundlich model; hence, the sorption process of Pb(II) ions involved in both adsorbents
occurred by chemical complexation (chemisorption). The separation factor RL (Equation (7)) was found
to be between 0 and 1 (Table 5) indicating a favorable adsorption process [44].
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Figure 18. The Langmuir Isotherm Model adsorption for Pb(II) onto (A) adsorbent 1 and (B) adsorbent
2. (Experimental conditions: dosage = 0.015 g (adsorbent 1) and 0.1 (adsorbent 2) per 50 mL; T = 25 ±
1 ◦C; contact time = 60 min.; pH = 6.5 ± for Pb(II).
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Figure 19. The Freundlich Isotherm Model adsorption for Pb(II) onto (C) adsorbent 1 and (D) adsorbent
2. (Experimental conditions: dosage = 0.015 g (adsorbent 1) and 0.1 (adsorbent 2) per 50 mL; T = 25 ±
1 ◦C; contact time = 60 min.; pH = 6.5 ± for Pb(II).
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Table 5. Coefficients of two different sorption isotherm models for Pb(II) removal by adsorbents 1 and
2 and their correlation coefficient (R2). (Experimental conditions: dosage = 0.015 g (adsorbent 1) and
0.1 (adsorbent 2) per 50 mL; T = 25 ± 1 ◦C; contact time = 60 min.; pH = 6.5 ± 0.2 for Pb(II).

Adsorbent
Langmuir Isotherm

Freundlich Isotherm

qm (mg/g) K (L/mg) RL R2 KF 1/n R2

1 39.37 0.0333 0.601 0.956 2.032 1.54 0.902
2 1.134 0.079 0.717 0.983 0.051 0.470 0.871

a. The Langmuir Isotherm Model
b. The Freundlich Isotherm Model

3.3.6. Complexation of Pb(II) by Adsorbent 1

Adsorbent 1 showed adsorption of Pb(II) ions due to the presence of Schiff base functionality
(azomethine (C=N), carboxylate oxygen, and active thiol and silanol groups on the surface), whereas
adsorbent 2 adsorbs Pb(II) ions due to the presence of active thiol and silanol groups only on the
surface. Adsorbent 1 showed better adsorption of Pb(II) ions, which may be attributed to the presence
of potentially good coordinating Schiff base sites and active carboxylate oxygen, in addition to thiol
and hydroxyl groups. The shift of asymmetric stretching vibration of νas(COO−) of adsorbent 1 at 1665
cm−1 to a lower wave number 1642 cm−1 and the disappearance of the thiol S-H peak at 2556 cm−1

after Pb(II) ion was loaded confirmed the chemical complexation of Pb(II) by adsorbent 1 (Figure 2b).
The FTIR results (Figure 2b) support the structures proposed for Pb(II) ion interaction with adsorbent 1

(complex) during the adsorption process [46]. The Pb (II) ions interaction with adsorbent 1 is shown in
Figure 20 below.

Figure 20. Pb(II) ion adsorbent 1 complex formation.
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4. Conclusions

In this study, novel silica functionalized with Schiff-base (adsorbent 1) and propyl-thiol (adsorbent
2) were successfully prepared. Direct hydrolysis of 3-(triethoxysilyl) propane-1-thiol gave adsorbent 2,
and mixing 3-(triethoxysilyl) propane-1-thiol with a Schiff base produced a good yield of adsorbent
1. The new materials were well characterized by FTIR, SEM, XRD, nitrogen adsorption–desorption
isotherms, BET surface area, BJH pore sizes, TGA, and 1H and 13C NMR spectra. The newly synthesized
adsorbents 1 and 2 displayed good thermal stability and adsorption capacity from aqueous solutions
towards Pb(II) ions. The higher removal efficiency for Pb(II) by adsorbent 1 could be attributed to
the higher surface area (20.1656 m2/g), which facilitated the interaction of free Pb(II) ions present
in solution with the surface of adsorbent 1. The adsorption isotherms of Pb(II) fitted well with the
Langmuir Isotherm Model, indicating that the adsorption mechanism followed Langmuir monolayer
adsorption, and the adsorption kinetics of Pb(II) followed the pseudo-second-order kinetic models.
In addition, the newly synthesized materials were proven to be cost-effective adsorbents and could be
used for the selective extraction of Pb(II) from contaminated water. Overall, our studies suggested that
adsorbent 1 could be considered as a good candidate for removing Pb(II) from aqueous solutions.

Supplementary Materials: The following are available online at http://www.mdpi.com/2227-9717/8/2/246/s1,
Figure S1. 1H-nuclear magnetic resonance (NMR) absorption spectrum of the Schiff base. Figure S2. 13C NMR
spectra of the Schiff base. Figure S3. Thermogravimetric (TGA) curves of the Schiff base.
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Abstract: In this work a comprehensive analysis of the environmental impact of the operation of
a wastewater treatment plant (WWTP) using different control strategies is carried out considering
the dynamic evolution of some environmental indicators and average operation costs. The selected
strategies are PI (proportional integral) control schemes such as dissolved oxygen control in the
aerobic zone (DO control), DO control and nitrates control in the anoxic zone (DO + NO control)
and regulation of ammonium control at the end of aerobic zone (Cascade SNHSP) commonly used
in WWTPs to maintain the conditions that ensure the desired effluent quality in a variable influent
scenario. The main novelty of the work is the integration of potential insights into environmental
impact from the analysis of dynamic evolution of environmental indicators at different time scales.
The consideration of annual, bimonthly and weekly temporal windows to evaluate performance
indicators makes it possible to capture seasonal effects of influent disturbances and control actions on
environmental costs of wastewater treatment that are unnoticed in the annual-based performance
evaluation. Then, in the case of periodic events, it is possible to find solutions to improve operation
by the adjustment of the control variables in specific periods of time along the operation horizon.
The analysis of the annual average and dynamic profiles (weekly and bimonthly) of environmental
indicators showed that ammonium-based control (Cascade SNHSP) produce the best compromise
solution between environmental and operation costs compared with DO control and DO + NO
control. An alternative control strategy, named SNHSP var Qcarb var, has been defined considering a
sequence of changes on ammonium set-point (SNHSP) and carbon dosage (Qcarb) on different temporal
windows. It is compared with DO control considering weekly and bimonthly profiles and annual
average values leading to the conclusion that both strategies, Cascade SNHSP and SNHSP var Qcarb var,
produce an improvement of dynamic and annual average environmental performance and operation
costs, but benefits of Cascade SNHSP strategy are associated with reduction of electricity consumption
and emissions to water, while SNHSP var Qcarb var strategy reduces electricity consumption, use of
chemicals (reducing external carbon dosage) and operation costs.

Keywords: wastewater treatment plants; environmental costs; PID control; dynamic assessment
of performance

1. Introduction

Historically, the primary objective for collecting wastewater was sanitation to prevent the spread
of waterborne diseases. Nowadays, wastewater treatment continuously evolves as the awareness of
emerging environmental problems grows. The knowledge about the influence of human activities
on climate change has widened the scope for treatment plants beyond only effluent water quality
and cost. Today greenhouse gas emissions, energy efficiency and resource recovery also need to be
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considered when evaluating operational strategies by also minimizing the operational costs in order
to achieve sustainable treatments. The optimization of the operations of a wastewater treatment
plant (WWTP) is not an easy task. The influent load is constantly varying in flow and concentration,
is naturally uncontrolled and arrives every hour of the day, all year round. Rainfall events affect
wastewater composition because, in combined sewers, these events increase the flow and pollutants
stored in sewer sediments and/or deposited on impervious surfaces are washed out [1,2]. A wastewater
treatment plant cannot shut down for review and maintenance. Moreover, the construction with
sequential unit processes in combination with multiple return feeds create numerous feed-back effects
that makes the processes interconnected in an intricate manner. A WWTP should be considered as an
integrated process, where primary/secondary clarifiers, activated sludge reactors, anaerobic digesters,
thickener/flotation units, dewatering systems, storage tanks are interconnected and need to be operated
and controlled not as individual unit operations, but taking into account all the interactions amongst
the processes. Models should describe the processes and their interactions in detail considering the
ambient conditions. Thereby, the plant-wide effects are captured so that the overall result can be
surveyed, analyzed and sub-optimization avoided. In this complex scenario mathematical modelling
and simulation provide a solid base for decision support when evaluating WWTP operations.

Researchers and design engineers in wastewater treatment (WWT) are aware of alternative
modelling approaches that can be used to evaluate the appropriateness of control strategies to ensure
the quality of the treated water with respect to the regulations in the presence of frequent and large
disturbances and variable influent characteristics. The control of the activated sludge process (ASP)
is crucial for the appropriate operation of WWTPs. ASP is a commonly used biological treatment,
especially in large wastewater catchments. In this biological process, the control of aeration is
particularly demanding: its optimization is linked to the minimization of the energy used in a plant [3].
Through modelling and simulation studies, not only can the present operations be evaluated but also
future scenarios investigated, for example: load forecasts, plant expansions or alternative operational
strategies. Some recent works [4,5] have demonstrated how model-based tools can be used in practice
to improve the performance of WWTPs. A scenario-based optimization approach that connects effluent
quality variables and energy demand and production, by a simulation procedure is proposed in [4] to
improve the energy efficiency of an Italian WWTP using the model developed and calibrated in [6].
Potential savings on annual average energy consumption are reported and effluent quality is improved
by operational changes, furthermore, the results showed that modifications in design could affect
positively the energy and greenhouse gas balance of the plant. In [5], mass balances have been used
to evaluate the impact of operation and plant parameters on nitrogen and organic matter removal
efficiencies in another Italian WWTP.

An appropriate management of WWTP can produce significant economic and environmental
benefits. A holistic assessment procedure that considers the environmental costs of wastewater
treatment is necessary to attain a sustainable operation, minimizing energy consumption and
greenhouse emissions. Previous works [7–11] address the integration of the analysis of environmental
impact on the evaluation of performance of control strategies applied to WWTP. Specifically,
annual-based life-cycle assessment (LCA) is used for the evaluation of economic and environmental
performance of a WWTP in [8,9], LCA is applied considering annual average inventory. Global
performance indicators are proposed in [10,11]. In [10] an integral performance index that quantifies
the effect of the main control actions on water quality, operational cost and greenhouse gas emissions
is used to measure the global positive effect of control systems on the plant operation. In [11],
an overall efficiency index is used as the controlled variable of a holistic optimizing proportional
integral (PI)-control strategy that introduce plantwide considerations.

Nevertheless, there are few studies discussing the additional benefit of adding a new dimension
related to dynamic analysis within the performance evaluation procedures [12]. Regarding the
LCA methodology that is typically used to evaluate environmental impact of production systems,
several authors have critic the lack of a temporal dimension, even though inputs and environmental
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mechanisms are time varying [12]. Few works can be found that consider the time dependency of
indicators of environmental performance of WWTPs. In [12] a dynamic LCA methodology is proposed
and a WWTP is used as case study to evaluate the sensitivity of LCA results to temporal parameters.
In [11], the evolution of environmental performance indicators is considered in [11] to evaluate the
impact of control strategies. In [13], a dynamic model of activated sludge reactors working under an
intermittent aeration regime is developed to evaluate the link between aeration and effluent quality,
the analysis of airflow rate influence on performance allow to increase process efficiency, producing a
reduction of 14.5% on power consumption. The selection of a time horizon is equivalent to giving a
weight to time and is one of the most critical parts of the carbon accounting processes [14,15].

The Benchmark Simulation Model No. 2 (BSM2) is a standard simulation model developed as a
reference scenario to implement and evaluate control strategies [7–11,16–19]. The BSM2 represents
the water line and the sludge line of a municipal WWTP considering a dynamic influent that
contains everything from short-term diurnal variations and weekend effects to long-term variations for
temperature and holidays periods [14,17,18]. The BSM2 platform is selected in this work to represent
a municipal WWTP, in order to demonstrate the benefit of adding this extra dynamic dimension to
the simulation.

In this paper a comprehensive analysis of the environmental impact of control/operational
strategies is performed through a dynamic perspective from a WWTP operation. The main novelty
of the work is the introduction of potential insights into environmental impact from the analysis of
the evolution of environmental indicators considering different time scales: annual, bimonthly and
weekly. The consideration of different temporal windows makes possible to capture periodic seasonal
effects associated with influent variations and interactions between control actions and environmental
costs of wastewater treatment that are unnoticed in the traditional performance evaluation based
on the analysis of annual average indicators. Indeed, the analysis of plant behavior in shorter time
horizons makes possible to capture dynamic effects that are hidden by the evaluation using annual
based indicators of performance.

The main objective is to show the benefits that result from adding dynamic perspective to plant
performance evaluation criteria evaluation of control/operational strategies. The analysis makes
possible to find solutions to improve operation by the adjustment of the control variables in specific
periods of time along the operation horizon. It allows to improve the wastewater treatment in terms of
energy efficiency, resources recovery and greenhouse gas emissions, while not compromising effluent
quality and still maintaining control of the operational cost.

The remainder of this paper is organized as follows. Descriptions of a reference wastewater
treatment plant (BSM2 model), control strategies and environmental performance indicators are
presented in Section 2. Results of the evaluation of annual average and dynamic (weekly and
bimonthly temporal widows) of environmental costs considering the selected control strategies and
the results of the comparison with alternative operation strategy are presented in Section 3, closing
with some conclusions.

2. Materials and Methods

2.1. Description of the Wastewater Treatment Plant and Control Strategies. Benchmark Simulation Model No. 2
(BSM2) Platform

The process lines commonly distinguished in a municipal WWTP are water line, where pollution
removal is carried out, sludge line and gas line. In this work, the water and sludge lines of a municipal
WWTP are represented using the BMS2. This recognized simulation platform describes the plant
layout, the simulation model, the influent profile and the evaluation protocol [17–19]. The BSM2 plant
comprises primary clarification and activated sludge process units in the water line and anaerobic
digestion, thickening and dewatering operations in the sludge line (Figure 1). The plant is designed
for an average influent dry weather flow rate of 20,648.36 m3/d and an average biodegradable
chemical oxygen demand (COD) in the influent of 592.53 g/m3. Its hydraulic retention time, computed
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considering average dry weather flow rate and total tank volume of 18,900 m3, is 22 h (total tank
volume includes: primary clarifier (900 m3) + biological reactor (12,000 m3) + secondary clarifier
(6000 m3)) [18,19].

 
Figure 1. Benchmark Simulation Model No. 2 (BSM2) plant layout.

In the water line, a modification of the benchmark simulation model 1 (BSM1) is used to represent
the activated sludge process (ASP) where biological nitrogen and organic matter removal take place
by means of nitrification and denitrification processes [16]. In nitrification process, nitrogenated
compounds (mostly in the form of ammonium NH4) are sequentially oxidized to nitrite and to nitrate
by autotroph bacteria that are strict aerobes, while heterotrophs transform nitrates in nitrogen gas
(N2) by denitrification. These biological processes are carried out in a system of 5 bioreactors in series.
The first two reactors are anoxic and perfectly mixed to facilitate denitrification, the last three reactors
are aerated to promote the nitrification step. Nitrate is recirculated from the aerobic to the anoxic zone
(internal recycle flow Qa). A secondary clarifier separates clean water from sludge. The clean effluent
(Qe) is discharged and the sludge is partly a wastage flow (Qw) that is fed to the sludge line and partly
recycled to the anoxic zone (external recycle flow Qr). The Activated Sludge Model no. 1 (ASM1) [20,21]
describes these biological processes and the effect of temperature in the biological kinetics considering
eight biological processes and 13 state variables on each reactor. The settler (secondary clarifier) is
described using the model of Takács et al. [22].

In the sludge line, a thickener prepares the sludge collected from the primary and secondary
clarifiers for the anaerobic digestion. A dewatering unit is used to increase the concentration of the
stabilized sludge. As shown in Figure 1, there is a storage tank before recycling the remaining sludge
to the water line and the liquids collected in the thickening and dewatering steps are recycled to the
primary settler [18]. The digester is modeled using the anaerobic digestion model (ADM1) of [23].

Significant Operating Variables and Control Strategies

Since the main objective of a BSM2 plant is nitrogen removal, the aim of the control strategies
applied to the BSM2 plant is to ensure the appropriate conditions for nitrification/denitrification
processes in the ASP. Dissolved oxygen (DO) concentration in the aerobic zone is a determining variable
for oxidation mechanisms involved in nitrification process. On the other hand, carbon dosage is a key
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variable when external carbon source is required in the anoxic zone to provide readily biodegradable
substrate to heterotrophs. The sludge age or solids retention time (SRT), which is a measure of the
time that sludge (cells, microorganisms) remain in the system, and the food to microorganism ratio
(F:M), that represents the balance between the quantity of substrate available and the quantity of
microorganisms in the biological reactors, are other important factors for the appropriate course of
biological reactions.

The available control handles in the ASP bioreactors are the airflow rate, the internal recirculation
(Qa), the sludge recirculation (Qr), the sludge purge flow (Qw) and the external carbon dosage (Qcarb).
Then, DO control or ammonium-based supervisory control (regulation of ammonium concentration
SNH) in the aerobic basin is performed by manipulation of the airflow rate. Control of nitrates
concentration (SNO) in the anoxic zone is carried out by manipulation of internal recirculation flow
(Qa) that transport nitrates produced in the aerobic zone to anoxic zone. Moreover, carbon dosage
(Qcarb) is a manipulated variable that affects nitrates concentration (SNO) also. In practice, it is usual
to maintain constant values of Qa and Qcarb over long periods of time to regulate SNO. Purge flow
(Qw) is used to regulate the sludge age (or SRT) and external recirculation (Qr) regulates the F:M ratio.
A detailed description can be found in [24,25].

In the sludge line, the loading rate, given in part by ASP purge flow (Qw), and the composition of
the input sludge flow affect the characteristics of the biogas and stabilized sludge in the anaerobic
digestion. Temperature is another critical variable, that is maintained between 32–35 ◦C using energy
from biogas to heat the sludge input flow. Other important operation variables are the solids retention
time (more than 20 days) and pH (6.8–7.2).

• Operation strategies: BSM2 default strategy and modifications

The default operation strategy of BSM2 plant includes a DO control scheme in the activated sludge
process, distinguished as a DO default control scheme, and open-loop actions to regulate the levels of
nitrates in the system, sludge age, F:M ratio control and digester temperature:

(a) manipulation of Qw that is fixed to 450 m3/d in the warmer season and changed to 300 m3/d in
the colder season.

(b) constant carbon dosage to the first reactor in the anoxic zone: Qcarb = 2 m3/d with a concentration
of 40,000 g/m3

(c) constant internal and external recirculation flowrate: Qr = 20,648 m3/d and Qa = 61,944 m3/d.
(d) keeping digester temperature (T) at 35 ◦C by using biogas for heating.
(e) PI feedback control of DO concentration using the oxygen transfer coefficient (KLa) as manipulated

variable instead of a basic control loop to regulate airflow rate. DO concentration in the fourth
aeration tank (SO4) is regulated to a constant set-point of 2 g r/m3 manipulating the oxygen
transfer coefficient of the fourth reactor (KLa4), while the transfer coefficients of the third and fifth
reactors (KLa3 and KLa5) are computed considering a gain of 1 and 0.5 (Figure 2a). This scheme is
named the DO default control.

The objective of operation strategy is to maintain levels of pollutants in the effluent, such
as Nitrogen (Ntot), ammonium (SNH), nitrates (SNO), total chemical oxygen demand (CODt), total
suspended solids (TSS) and biological oxygen demand (BOD5), bellow the limits given by effluent
quality requirements. The indicators considered in this work are given by BSM2 platform [17–19]:
Ntot < 18 gN/m3, SNH < 4 gN/m3, CODt < 100 gCOD/m3.

In this work, two alternatives to the DO control scheme of the default BSM2 strategy described
above (Figure 2a) are considered (See Figure 2b,c):

- The addition of a closed loop for the control of nitrates concentration at the end of the anoxic
zone using the internal recycle (Qa). The combination of both loops, DO default and nitrates
control, is similar to the default control strategy of BSM1 platform [13]. Here, it is named DO +
NO control.
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- Substituting direct DO control by ammonium-based control including an external PI controller to
compute the DO set-point for the internal controller. The ammonium concentration in the fifth
reactor (SNH5) is the measured variable. This scheme is named Cascade SNHSP.

 
(a) 

 
(b) 

 
(c) 

Figure 2. Operation strategies applied to BSM2 platform. (a) BSM2 Default operation strategy
(dissolved oxygen (DO) default), (b) BSM2 Default operation strategy with nitrates control scheme
(DO + nitrates control (NO)), (c) BSM2 Default operation strategy with ammonium-based control
scheme (Cascade SNHSP).

The three closed-loop control schemes (DO default, DO +NO control and Cascade SNHSP) use
PI controllers of the form: u(t) = Kp ·

(
y(t) − ysp

)
+

Kp
Ti

∫ (
y(t) − ysp

)
dt + 1

Tt

∫
(ylim − y(t))dt where u is

the manipulated variable, y is the controlled variable, ysp the desired set-point, ylim the limit values of
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the controlled variables, Kp is the proportional gain and Ti the integral time and Tt the anti-windup
constant. The tuning parameters of the controllers can be found in [19] for DO controller, [20] for
nitrates controller and [10] for ammonium controller.

Table 1 summarizes the BSM2 operation strategy, including the three possible control schemes
studied in this paper and the effluent quality objectives.

Table 1. BSM2 Default operation strategy with the alternative control schemes.

Common Conditions Possible Control Schemes

Control Scheme Short Denomination Variables

Qcarb = 2 m3/d
Qr = 20648 m3/d
Qa = 61944 m3/d

In warm season, bimesters 1,
2 and 6: Qw = 450 m3/d

In cold season
bimesters 3–5:

Qw = 300 m3/d

DO control scheme DO Default SO4SP = 2 g/m3

Kp = 25, Ti = 0.002, Tt = 0.001

DO control scheme in the aerobic
zone combined with nitrates

control in the anoxic zone
DO + NO control SO4SP = 2 g/m3

Kp = 25, Ti = 0.002, Tt = 0.001

SNO2SP = 1 g/m3

Kp = 1000, Ti = 0.025, Tt = 0.015

Ammonium-based control scheme Cascade SNHSP
SNHSP = 1 g/m3

Kp = −1, Ti = 1, Tt = 0.2

Effluent quality objectives

Total nitrogen (Ntote) <18 gN/m3

Ammonium concentration (SNHe) <4 gN/m3

Chemical oxygen demand (CODe) <100 gCOD/m3

SO4SP is DO set-point in the 4th reactor, SNO2SP is nitrates set-point in the 2nd reactor, SNHSP is ammonium set-point
in the 5th reactor.

• Performance evaluation protocol

The BSM2 platform provides an evaluation protocol for the control strategies tested in the plant [12].
These indicators are computed, using a code provided by BSM2 simulator for an evaluation period of
one year, starting 1 July. The program computes the most important variables associated with the load
and composition of influent, effluent, biogas and sludge in a given temporal window. The notation for
the interesting variables (most of them ASM1 variables): SI—soluble inert organic matter, SS—readily
biodegradable substrate, XI—particulate inert organic matter, XS—slowly biodegradable substrate,
XB,H—active heterotrophic biomass, XB,A—active autotrophic biomass, XP—particulate products arising
from biomass decay, SO—oxygen, SNO—nitrate and nitrite nitrogen, SNH—NH4

+ + NH3 nitrogen,
SND—soluble biodegradable organic nitrogen, XND—particulate biodegradable organic nitrogen,
Qin—influent flowrate, Qe—effluent flowrate, Tin—influent temperature, T—digester temperature A
sub-index is used to indicate the number of the reactor associated with the variables when is necessary.

Some indicators given by BSM2 platform are the effluent quality index (EQI) that measures the
effluent water quality as a weighted average of effluent COD, BOD, ammonia, nitrate and total solid
loads, the overall cost index (OCI) [17–19] that provides a relative comparison for the operational cost
including, power for mixing aeration and pumping, carbon source addition, heating of the digester,
utilization of biogas and disposal of sludge. A modification is introduced in this work to obtain direct
carbon dioxide (CO2) emissions produced in ASP.

The effluent quality index [19,20]:

EQI = C1

t f (days)∫
t0

[2 · SSe + CODe + 30 ·Ntote + 10 · SNO,e + 2 · BODe]Qedt
(

kg pollution
d

)
(1)

where C1 = 1
T·1000 and T is the evaluation period.

The BOD, COD, total nitrogen concentration (Ntot) and suspended solids (SS) are computed
as [19,20]:

BODe = 0.25 · (SSe + XSe + (1− 0.08) · (XB,Ae + XB,He))
(
g/m3

)
(2)
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CODe = (SSe + SIe + XSe + XIe + XB,He + XB,Ae + XPe)
(
g/m3

)
(3)

Ntote = SNOe + SNHe + XNDe + iXB(XB,He + XB,Ae) + iXP(XPe + XIe)
(
g/m3

)
(4)

SSe = 0.75 · (XS,e + XI,e + XB,H,e + XB,A,e + XP,e)
(
g/m3

)
(5)

where the subscript index: e is used to distinguish the variables in the effluent.
The influent quality index (IQI) has been defined to characterize the influent [19,20]:

IQI = C1

t f (days)∫
t0

[2 · SSi + CODi + 30 ·Ntoti + 10 · SNO,i + 2 · BODi]Qindt
(

kg pollution
d

)
(6)

where SSi, CODi, Ntoti, BODi are analogous to SSe, CODe, Ntote, BODe but the subscript index: i is used
to denote the variables in the influent.

The global operational cost (OCI) is:

OCI = AE + PE + 3 · SP + 3 · EC + ME− 6 ·MP + HEnet (EUR/d) (7)

where AE represents the aeration energy in the activated sludge process, PE is the pumping energy in
the full plant (involving all flows), ME is the mixing energy in the full plant, SP is the sludge production
for disposal, EC is the external carbon addition and MP is the methane production and HEnet is [19,20]:

HEnet = max
(
0, HE− 7 ·METprod

)
(kWh/d) (8)

where HE is heating energy necessary to heat the sludge to the digester operating temperature and
METprod is the methane production (kg/d).

Regarding greenhouse emissions, direct emissions from activated sludge process are calculated as
in [26], considering the following equations:

2.57C2.43H3.96O + 2.5O2 + NH3 → C5H7O2N + 1.24CO2 + 3.09H2O (9)

48.59NH3 + 5CO2 + 90.19O2 → C5H7O2N + 47.59HNO3 + 45.59H2O (10)

2.57C2.43H3.96O + 2HNO3 + NH3 → 1.24CO2 + C5H7O2N + 4.09H2O + N2 (11)

where C2.43H3.96O represents readily biodegradable substrate (SS) and C5H7O2N represents heterotroph
and autotroph biomass (XB,H and XB,A).

2.2. Evaluation of the Impact of Dynamic Behavior Actions on Environmental and Operating Costs

Several characteristics of WWTPs make the optimization of their operation a challenging problem:

1. The objective of a WWTP is to minimize the emissions to water; however, wastewater treatment
implies environmental impacts associated with energy consumption, use of chemicals and
emissions to soil and air (solids and greenhouse gases). The control actions carried out to ensure
the desired elimination of water pollutants (i.e., emissions to water) affect those environmental
costs as well as the operation costs. Then, for a sustainable operation of WWTPs control systems
should lead to operating conditions that satisfy the compromise between environmental costs,
operating costs and appropriated plant performance.

2. The influent is constantly varying in flow and concentration mainly due to seasonal and daily
variations of population activities, which modifies continuously the load to be treated. Temperature
and rainfall effects produce significant changes in the processes affecting its efficiency. Since
biological processes are non-linear, the variability of the inputs produces a variable behavior,
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which makes it difficult to find and maintain operating conditions that ensure the desired process
performance with an optimal use of resources and minimum evitable emissions.

3. Due to the interactions and interconnections between the different units, the control actions
performed in ASP have an impact in the whole plant effecting, sludge and biogas production
which are emissions to soil and air, respectively.

Then, dynamic analysis of the effect of control actions on environmental and operating costs
facilitate to detect dynamic effects on environmental indicators that are hidden in the annual based
analysis of environmental impact [12,27] but can be relevant at smaller time scales. Identifying the
effect of periodic variations and particular events in the influent in different temporal windows along
the year provide the means to determine alternative control actions that can be applied to improve
plant efficiency in such scenarios.

Conflicts regarding energy use, greenhouse gases emissions and use of chemicals are considered
in the analysis:

1. Electricity used to perform control actions is the most important factor in the operating costs
being aeration the main contribution [28] and it is also the major source of indirect carbon dioxide
(CO2) emissions, then, the minimization of electricity consumption in the control actions improve
economics as well as environmental costs.

2. Heating requirements to keep the temperature of the anaerobic digestion close to 35 ◦C are covered
using the biogas obtained as by-product. Biogas in excess can be used to produce electricity
and reduce operating costs, but indirect emissions of CO2 are produced when using biogas to
obtain energy.

3. An external carbon source is required to provide enough organic matter to heterotrophs for
denitrification. Carbon dosage can decrease the concentration of nitrates, reducing total nitrogen
emissions to water but it is a chemical additive that increases also operating costs.

4. Biological processes in ASP produce greenhouse gases as CO2. Biogas from anaerobic digestion
contains methane, CO2 and hydrogen. The sludge for disposal is a solid residue that affects soil.

2.2.1. Analysis Procedure

The general idea is to evaluate the impact of the control actions to find an operation strategy that
produce a satisfactory trade-off between environmental and operating costs. It should be considered
that wastewater treatment plants (WWTP) are subject to large disturbances related to variations in
the flow and composition of the incoming wastewater. These variations are associated with human
activity in the catchment or rainfall effects and seasonal effects due to the temperature changes along
the year. The influent variations affect process behavior and produce a reaction of the control system to
reject disturbances and maintain the appropriated operating conditions.

Annual, bimonthly and weekly periods are considered to capture such cause–effect relations in
different operating windows. The annual average values of the environmental indicators and operating
costs (OCI) measures the performance in the full operating horizon. The weekly profiles capture
the effect of short time variations associated with rain events and human activities and bimonthly
profile allows the observation of long-time effects in influent flow and temperature associated with the
different seasons. This analysis makes it possible to identify the changes on operation variables that
can be made in a specific temporal window to improve the plant behavior.

The criteria to select the environmental indicators considered in this study is the possibility of
being affected by control actions, even though data provided by BSM2 protocol can be used to perform
a more detailed environmental analysis. The selected indicators are:

For energy:

- Electricity consumption (kW) that includes aeration energy in the ASP (AE), pumping energy
(PE) and mixing energy (ME) used in the whole plant.
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- Heating energy (HE) in kW h required to maintain the sludge fed to digester at 35 ◦C.
- For chemicals usage:
- The load of the external carbon source that is methanol with a concentration of 40,000 g/m3 with a

flowrate given by Qcarb.

For emissions to air:

- Amount in g of methane (Biogas CH4) and carbon dioxide (CO2-digester) produced in
anaerobic digester.

- Amount in g of carbon dioxide produced in ASP (CO2-ASP), computed from the relations given by
Equations (9)–(11) introduced in the BSM2 evaluation program.

- Total CO2 that combines CO2 from digester and CO2 from ASP.

For emissions to soil:

- Amount in kg of sludge for disposal.
- For emissions to water:
- Amount in g of ammonium in the effluent (SNH Load effluent)
- Amount in g of total nitrogen in the effluent (Ntot Load effluent)
- Amount in g of COD in the effluent (COD effluent)
- Effluent quality index (EQI).

Operational costs are measured using the OCI in euros/day (EUR/d).
All indicators are computed for a given temporal window and are expressed with respect average

influent flow Qin (m3/h) in such time period. Then, Ntot Load/Qin (g/m3) and SNH Load/Qin (g/m3) are
referred as concentrations Ntot and SNH.

• Temporal characterization of BSM2 dynamic influent

The BSM2 model represents a plant located in the northern hemisphere. The available dynamic
influent profile describes seasonal changes of temperature and influent flowrate, characteristic daily
and weekly variations associated with population activities and precipitations [8,12]. Both daily
and seasonal variations of temperature are modelled with a sinus function [8]. The evaluation
period contemplated in the simulation platform is one year, starting 1 July in a plant located in the
northern hemisphere.

The characterization of influent behavior is important to identify the significant events on influent
behavior that affect operating conditions and the temporal window that capture such an event. Weekly
and bimonthly profiles of the most important influent variables: temperature, influent flow Qin,
and influent concentrations of COD and Ntot (Equations (3) and (4)) are presented in Figure 3. It is
observed that temperature profile (weekly or bimonthly) follows a senoidal function with a minimum
in the colder (4th) bimester and a maximum in the warmer (1st) bimester. Weekly profiles of influent
flow (Qin), total nitrogen (Ntot) and COD observed in Figure 3 exhibit frequent disturbances with
eventual minimums and peaks due to population activities and rain events, while bimonthly profiles
show the seasonal effects as the period with the highest influent flow (Qin) that is the 3rd bimester,
the driest period (1st bimester), the period with lower load (3rd bimester) and the period with the
lowest load (2nd bimester). Table 2 summarizes the annual averages of influent variables as well as the
maximum and minimum values in the different time scales, quantifying the variations observed in
Figure 3. The information provided by Table 2 allows us to demonstrate that WWTP influent exhibits
variations of temperature of approximately 10 ◦C between the colder and warmer period that affect
significantly biological processes kinetics. Moreover, the quantification of the differences between
the maximum and minimum values of influent flow and load in the different time scales, shows
how relevant are the changes in the influent that affect WWTP behavior. In order to maintain the
desired WWTP performance, different control actions are executed to face these appreciable variations
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of influent characteristics detected in different time horizons. These actions affect environmental
performance of WWTP; a dynamic analysis of environmental indicators is interesting to determine the
impact of control actions considering the time varying characteristics of the process.

Figure 3. Weekly and bimonthly profile of influent temperature (◦C), flow rate Qin (m3/d), total nitrogen
concentration Ntot concentration (g/m3) and COD concentration (g/m3).

Table 2. Characteristic values of the significant variables of the influent including weekly and bimonthly
means (W. Av.: Weekly average, Bi-m. Av.: Bimonthly average).

Variable Average Maximum Minimum
W. Av.
max.

W. Av.
min.

Bi-m. Av.
max.

Bi-m. Av.
min.

T (ºC) 15 20.5 9.5 20 10 19.8 10.2
Qin (m3/d) 20,668 85,841 5146 27,800 13,800 23,200 18,000
Ntoti (g/m3) 55.2 114.2 7.7 65.5 44 59.6 50

COD influent (g/m3) 592.2 1213.0 36.5 695 454 615 540

3. Results

The evaluation of process behavior is performed for an operation cycle of one year using the
control strategies described in Table 1 (DO default, DO +NO control and Cascade SNHSP). The selected
environmental indicators and operating costs are computed considering the different temporal windows
to capture: (1) the impact of slow disturbances associated with seasonal behavior of influent, and (2) the
impact of variations on influent flowrate and load detected in weekly and bimonthly periods.

Following the BSM2 protocol, a simulation of 609 days is carried out but only the last 365 days
(one year) are considered to compute the performance indices and environmental indicators [11].
The.output data is stored with a sampling time of 15 min. These outputs are used for the calculation of
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the environmental indicators and the OCI. Thus, the annual, bimonthly and weekly mean of the selected
environmental indicators (Section 2.2.1) are computed, and weekly and bimonthly dynamic profiles are
obtained to show the effect of control actions and influent variations on different temporal windows.

This is a first step of the analysis, whereby different control strategies are compared and the
control scheme that produce the best compromise between environmental and operational costs is
selected. In a second stage, the effect of set-point changes and carbon dosage (Qcarb) on plant behavior
with the selected control strategy is evaluated, in order to determine control movements that improves
environmental and operating costs in a given operation window.

3.1. Analysis of the Effect of Control Actions and Influent Variations on Environmental Indicators Considering
Different Temporal Windows. Different Activated Sludge Process (ASP) Control Strategies

• Analysis of behavior in the full operating period (one year)

Table 3 presents the annual average values of environmental indicators and operation costs
computed with respect to the volume of treated wastewater.

Table 3. Annual values of environmental indicators and operating costs of BSM2 plant with respect to
the volume of treated wastewater with different control schemes.

Environmental Indicators DO Default DO + NO Control Cascade SNHSP

Energy Electricity (AE + PE +ME) (kW h/m3) 0.263 0.263 0.243
Heating energy (kW h/m3) 0.204 0.204 0.204

Chemicals External carbon (kg COD/m3) 0.039 0.039 0.039

Emissions to air
Biogas CH4 (g/m3) 52.51 52.51 52.53

CO2 (Digester) (g/m3) 75.61 75.60 75.63
CO2 (ASP) (g/m3) 91.52 95.52 87.20

Emissions to soil Sludge for disposal (kg/m3) 131.1 132.0 131.0

Emissions to water SNH effluent (g/m3) 0.474 0.312 1.052
Ntot effluent (g/m3) 13.53 17.56 11.34
COD effluent (g/m3) 48.99 49.01 49.07

EQI (kg/m3) 0.270 0.307 0.260

Operation costs OCI (EUR/m3) 0.457 0.457 0.437

AE: Aeration energy, PE: Pumping energy, ME: Mixing energy, COD: Chemical oxygen demand, SNH: ammonium
concentration, Ntot: Total nitrogen concentration, EQI: Effluent quality index.

Energy consumption. The lowest consumption of electricity is attained with the Cascade SNHSP

scheme. This strategy varies DO set-point to regulate effluent ammonium concentration which reduces
the consumption of energy for aeration, while the other schemes keep a constant DO set-point of
2 g/m3 in the full operating period. Regarding heating requirement of digester, the heating energy
(HE) is equal with the three control schemes.

Use of chemicals. A constant carbon dosage (Qcarb = 2 m3/d) is applied in all cases.
Emissions to air and emissions to soil. The amount of CH4, CO2 (emissions to air) and sludge

(emissions to soil) produced in anaerobic digester is the same with the three control schemes. Conversely,
the amount of CO2 produced by biological processes in ASP varies with the different control schemes,
attaining the lowest levels with Cascade SNHSP scheme.

Emissions to water. The lowest Ntot concentration in the effluent is obtained with Cascade SNHSP

scheme but also the highest concentration of ammonium (SNH). The Cascade scheme exhibits the
lowest EQI, i.e., the lowest pollution load in the effluent considering nitrogenated compounds, organic
matter and biomass. The concentration of COD in the effluent is similar for the three schemes.

The OCI depends on electricity, heating energy, chemicals and sludge treatment. Electricity usage
is the only factor of OCI that varies with the different control schemes, therefore, the lower OCI is
obtained with Cascade SNHSP scheme due to the reduction of energy requirements attained with this
control scheme.
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Table 4 present the variation of environmental and operating costs indicators observed with
ammonium-based control (Cascade SNHSP) and DO and nitrates control (DO +NO control) relative
to the DO default control scheme. The major impact of Cascade SNHSP scheme is observed on total
nitrogen concentration with an improvement of 16.2% and SNH levels with a significant increment of
121%. The Cascade control scheme has a positive effect on five of the six indicators (5/6) decreasing its
annual average values and the indicators that are worsened, and the levels of SNH (1.053 g/m3) are still
below the desired limits (4 g/m3 in Table 1) with a back-off of 70%. Therefore, it can be concluded from
the annual analysis that Cascade SNHSP scheme produce the best trade-off between environmental and
operating costs.

Table 4. Environmental and cost indicators of Cascade SNHSP and DO + NO control relative to default
DO control scheme.

Environmental Indicators DO + NO Control Cascade SNHSP = 1

Energy Electricity (AE + PE +ME) (kW h/m3) - −7.6%
Emissions to air CO2 (ASP) (g/m3) +4.3% −4.7%

Emissions to water
SNH effluent (g/m3) −34.2% +121%
Ntot effluent (g/m3) +22.9% −16.2%

EQI (kg/m3) +37.03% −3.7%

Operation costs OCI (EUR/m3) - −4.4%

AE: Aeration energy, PE: Pumping energy, ME: Mixing energy, COD: Chemical oxygen demand, SNH: ammonium
concentration, Ntot: Total nitrogen concentration, EQI: Effluent quality index.

Now, dynamic analysis is carried out in to provide insight on the dynamic effect of control actions
on environmental and operational costs that are hidden when annual average values of indicators
are considered.

• Analysis of dynamic behavior considering weekly and bimonthly time scales

The dynamic evolution of the environmental indicators considering weekly and bimonthly
temporal windows is presented here. For simplicity, a profile of total CO2 emissions is presented
instead of separated profiles of CO2 from the digester and CO2 from the ASP, and Ntot, SNH and EQI
profiles are considered to characterize emissions to water.

Figure 4 presents the bimonthly and weekly dynamic profiles of environmental indicators
associated with energy usage: electricity consumption and heating energy (HE). The dynamic profile
of electricity consumption with the three control schemes exhibits the combined effect of influent
flow, COD and Ntot that affect the load to be treated. There are peaks on weeks 6, 7 and 50 and
minimums on weeks 22, 24 and 46 corresponding to extreme values of influent variables in the weekly
profiles (See Figure 2). A seasonal effect is detected in the bimonthly profile, electricity consumption is
maximum in the first and second bimesters, that is the driest period of the year, and more energy is
required to track DO set-point in these conditions and decreases significantly in the 3rd bimester, that
is the period with the largest influent flow and lowest concentration of pollutants. The temperature
effect is not evidenced in the evolution of this indicator.
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Figure 4. Weekly and bimonthly profiles of environmental indicators associated with energy use:
electricity consumption, Electricity/Qin (kW h/m3); heating energy, HE/Qin (kW h/m3).

Electricity consumption is associated with control movements of the control schemes (i.e., aeration
energy, pumping energy), then the frequent variations observed in the weekly profile of the control
schemes that keep a constant DO set-point (DO default and DO + NO control) are associated with
control actions that keep DO close to set-point in the presence of disturbances in the load. The similitude
between DO default and DO+NO control profiles suggest that variations in electricity consumption are
mainly produced by aeration. On the other hand, the Cascade SNHSP scheme exhibits variations with
load similar to the variations observed with DO-based control schemes, but electricity consumption is
significantly reduced since it is not necessary to increase aeration to keep a fixed DO-set point. In the
bimonthly profiles, the periods of maximum and minimum consumption coincide with DO-based
schemes, but the variation pattern is completely different.

Regarding heating energy (HE) profiles, a clear effect of temperature with maximum heating
requirements in the colder period and minimum requirements in the warmer season are observed in
weekly and bimonthly profiles. The profiles with the three control schemes coincide exactly, which
indicates that the effect of tested control schemes on energy requirements of digester is negligible.

Figure 5 shows the weekly and bimonthly profiles of the environmental indicators associated with
emissions to air and soil: CH4 content on biogas, sludge production and carbon dioxide emissions.
There is no evidence of a significant temperature effect in the profiles of the three variables. The weekly
and bimonthly profiles of CH4 content on biogas reproduce the variation of COD concentration in
the influent; it is recognized that COD content in the digester feed have a significant effect on biogas
production [19], so influent variations of COD are reflected in the composition of Qw that is fed to
the digester. In the case of sludge for disposal, the dynamic pattern does not coincide with influent
variations, except for the periods of minimum production in the third bimester that coincides with the
maximum influent flow and minimum Ntot and COD concentration. Regarding the effect of control
schemes, identical weekly and bimonthly profiles of CH4 content in biogas and sludge for disposal are
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obtained with the three control schemes indicating a negligible influence of control actions on these
variables. CO2 production in ASP is governed by biological processes that are affected by load to be
treated, so the effect of influent variables is evidenced in the profiles of CO2 emissions. The frequent
changes observed in the weekly profiles coincide with continuous influent variations and bimonthly
profiles, allowing us to distinguish a period with the lowest emissions in the 3rd bimester and higher
emissions in the driest period, the 1st and 2nd bimesters. The CO2 emissions profiles with the three
control schemes exhibit the same pattern of variation but different magnitudes, the Cascade SNHSP

scheme produces the lowest CO2 emissions in the full operation horizon since treatment intensity is
reduced due to reduction in aeration, but on the other hand DO + NO control produces the higher
emissions since strict treatment requirements are imposed by simultaneous regulation of DO and
NO set-point.

 

Figure 5. Weekly and bimonthly profiles of environmental indicators associated with emissions to air
and soil: methane content in biogas, Biogas CH4/Qin (kg/m3), sludge for disposal, Sludge/Qin (kg/m3),
and total carbon dioxide emissions, CO2/Qin (g/m3).
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Figure 6 shows the weekly and bimonthly profiles of the environmental indicators associated
with emissions to water: total nitrogen (Ntot), ammonium concentration (SNH) and EQI. The influence
of influent variation is evidenced by the valleys between weeks 5 and 7, in all indicators, and some
peaks that coincide with extreme values of influent concentration and flowrate. Seasonal effect of
temperature and load are observed in the bimonthly profiles, especially in the case of SNH and EQI that
exhibits higher values of the indicators in the period of lower temperature (4th bimester) and lower
values in the warmer period (1st bimester). These variables determine the effluent quality attained
with wastewater treatment, and then they are significantly affected by control actions. The weekly
and bimonthly profiles of total nitrogen (Ntot) are completely different depending on control strategy.
In the case of the DO control and DO +NO control schemes, it is evident that variations associated
with changes in the influent load are attenuated by control actions that regulate nitrogen removal
adjusting DO concentration to a constant DO set-point. The bimonthly profiles with DO-based control
schemes do not suggest a seasonal effect. In the case of the Cascade SNHSP scheme, larger variations
associated with changes in influent load are observed in the weekly profile and, in the bimonthly
profile, it is observed how Ntot increases in the colder period, where biological removal is slower,
and decreases in the warmer bimesters, where microorganism activity increases. This control scheme
varies the DO set-point with ammonium concentration in the last bioreactor, then pressure on biological
nitrogen removal is reduced and the effect of other variables is more notorious. Regarding the SNH and
EQI profiles, they exhibit a similar variation pattern with the three control strategies with significant
differences in the magnitudes of the indicators. The regulation of nitrates concentration with the
DO + NO control scheme produce minimum levels of ammonium in the effluent in the full operation
period while the highest values are attained with Cascade SNHSP scheme. EQI measures pollution
content in the effluent including COD, BOD, total nitrogen and ammonium, and this indicator exhibits
the lower values with the Cascade SNHSP scheme but, it is detected that in the periods of largest influent
flow, lowest concentration of influent pollutants and lower temperature, the 3rd and 4th bimester,
Cascade SNHSP scheme and DO control attain the same values. The worst EQI profiles correspond to
DO + NO control.

Summarizing, the analysis of the weekly and bimonthly profiles provide evidence that the effect
of control strategies on environmental indicators associated with the sludge line as heating energy
(HE), CH4 content in biogas and sludge production is minimal. The dynamic profiles allow us to
detect the significant effect of influent temperature for HE, and CH4 content in biogas, while sludge
production is affected by seasonal behavior of influent flow rate. The electricity consumption is
associated with manipulated variables of the control schemes such as aeration energy and pumping
energy, so the dynamics of electricity consumption depends on control actions performed to deal with
frequent and seasonal changes in the influent load. Dynamic behavior of indicators of emissions to
water and CO2 emissions is determined by control actions performed to regulate the nitrogen removal
process. However, analysis of those dynamic profiles allows to detect seasonal effects of influent load
and temperature in CO2 emissions, SNH, EQI and Ntot, that cannot be observed in a study based on
the evaluation of annual average environmental indicators. Then, analysis of dynamic performance
considering different time scales provides insights into the effect of seasonal and periodic influent
disturbances that can be useful to take adequate control decisions. Moreover, it allows us to capture
the interactions between control actions and environmental impacts that can be addressed by the
opportune adjustment of control variables.

This statement can be supported by comparing maximum difference between the values of
indicators for the weekly and bimonthly profiles and the average annual value (DO control is used as a
reference for comparison) shown in Table 5. Average values provide a quantification of performance in
the full operational horizon, while dynamic profiles provide information of the changes experimented
by indicators along the operation horizon that cannot be appreciated using annual based indicators.
The possibility to detect such dynamic effects increases as the operation window decreases. In Table 5,
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the differences between the maximum and minimum values for the weekly time scales are attenuated
in the bimonthly time scale.

Figure 6. Weekly and bimonthly profiles of environmental indicators associated with emissions to
water: Ntot Load/Qin (g/m3), SNH Load/Qin (g/m3), and EQI/Qin (kg/m3).

In order to select the control strategy that exhibits the best dynamic performance, a quantitative
comparison of the mean bimonthly values of environmental indicators significantly affected by control
actions (Electricity, Ntot and EQI) is presented in Table 6. It presents the variation of indicators obtained
with the Cascade SNHSP scheme and DO + NO control with respect to the DO control scheme, since it
is the typical strategy implemented in WWTPs. Weekly mean values of indicators are not presented,
because a large amount of data had to be reported and qualitative information from Figures 4–6 have
been sufficient to observe the dynamic effect in a shorter time horizon. The values reported in Table 5
evidence the improvement of electricity consumption, Ntot concentration and EQI attained with the
Cascade SNHSP scheme in the full operation period with respect to the DO control scheme. Effluent
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SNH concentration is worsened, but the highest value of SNH in the weekly profile is still significantly
below the desired limit (4 g/m3), so it is admissible. The DO + NO control scheme improves only
SNH concentration and worsens Ntot concentration, attaining values that violates the desired limits
in the weekly and bimonthly profiles. Thus, the analysis of the average annual indicators and the
qualitative observation of dynamic profiles leads to the conclusion that the best performance in terms
of environmental and operational costs is achieved with the Cascade SNHSP scheme.

Table 5. Maximum and minimum values in the weekly and bimonthly profile, and average values of
environmental indicators with respect to the volume of treated wastewater with DO control scheme
(W. Av.: Weekly average, Bi-m Av.: Bimonthly average).

Environmental Indicators
Annual
Average

W. Av. max. W. Av. min. Bi-m. Av. max. Bi-m. Av. min.

Electricity (AE + PE +ME) (kW h/m3) 0.263 0.315 0.204 0.288 0.224
Heating energy (kW h/m3) 0.204 0254 0.150 0.252 0.155

Biogas CH4 (g/m3) 52.51 63 40 57.5 46.5
CO2 (Total) (g/m3) 167.1 200.0 130.0 182.0 148.0

Sludge for disposal (kg/m3) 131.1 148.0 108.0 140.5 118.5

SNH effluent (g/m3) 0.474 1.150 0.100 0.800 0.180
Ntot effluent (g/m3) 13.53 15.20 11.80 14.00 12.80

EQI (kg/m3) 0.270 0.320 0.215 0.282 0.242

AE: Aeration energy, PE: Pumping energy, ME: Mixing energy, SNH: ammonium concentration, Ntot: Total nitrogen
concentration, EQI: Effluent quality index.

Table 6. Variation of bimonthly means of environmental indicators mainly affected by the Cascade
SNHSP and DO + NO control schemes with respect to default DO control scheme.

Cascade SNHSP Scheme with Respect to DO Control

Indicator/Bimester 1 2 3 4 5 6

Electricity % −13 −9.0 −4.0 −2.0 −6.0 −11
Ntot % −29 −20 −10 −9.0 −16 −21
SNH % 230 227 68 73 131 174
EQI % −8.3 −6.0 0 0 −3.5 −5.4

DO + NO Control with Respect to DO Control

Indicator/Bimester 1 2 3 4 5 6

Electricity % −1.0 0 0 1.0 1.0 0
Ntot % 28 30 26 32 30 26
SNH % −50 −33 −26 −47 −29 −23
EQI % 17 15 12 14 14 13

SNH: ammonium concentration, Ntot: Total nitrogen concentration, EQI: Effluent quality index.

In order to determine the effect of other control actions on environmental indicators when using
Cascade SNHSP scheme, in the next sections the effect of ammonium set-point SNHSP and external
carbon dosage Qcarb variations is evaluated. For the sake of simplicity, the analysis is performed
considering the annual average values of the indicators significantly affected by SNHSP and Qcarb

variations, the weekly dynamic profiles for ammonium set-point changes and bimonthly profiles for
carbon dosage variation and the comparison of the bimonthly mean values. The idea is to detect this
through observation of the dynamic effect of these control actions, when the changes with respect to
default Cascade SNHSP scheme with constant SNHSP = 1 g/m3 and Qcarb = 2 m3/d can be favorable to
environmental performance.

3.1.1. Different Set-Points for the Ammonium-Based Control Scheme (Cascade SNHSP)

Three possible set-points are considered for the Cascade SNHSP scheme, default set-point 1 g/m3,
a set-point close to the admitted limit 4 g/m3 and a relaxed set-point 6 g/m3. The annual average values
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of the environmental indicators affected by control actions (Electricity consumption, CO2 emissions
and effluent variables: Ntot, SNH and EQI) are presented in Table 6, together with the variations relative
default Cascade scheme with SNHSP = 1 g/m3.

Increasing ammonium set-point implies increasing ammonium concentration in the effluent (SNH)
as is observed in the values reported in Table 7, it reflects also on EQI. However, other indicators as
energy consumption, CO2 emissions, Ntot in the effluent and operation costs (OCI) are improved when
requirements on ammonium concentration in the effluent are reduced. Moreover, the negative impact
of relaxing SNH set-point can be tolerable if it is compensated by a significant improvement on other
indicators, since SNH in the effluent is still separated from its limit (4 g/m3) with an approximated back
off of 56% in the worst case (SNHSP = 6) and the increment on EQI is small (1.9%). The analysis of
dynamic behavior of the indices allows us to detect particular situations in a given temporal window
where combination of the effects of influent variations, control actions and ammonium set-point
variation produce a positive effect on environmental performance. Weekly profiles are considered
since ammonium set-point changes affects biological processes that occur in a short time scale [8].

Table 7. Annual values of environmental indicators and operating costs of a BSM2 plant with respect
to the volume of treated wastewater using the ammonium-based control scheme (Cascade SNHSP) with
different set-points and variation relative to 1 g/m3 set-point.

Environmental
Indicators

SNHSP =
1 g/m3

SNHSP =
4 g/m3

SNHSP =
6 g/m3

Relative Variation
SNHSP = 4%

Relative Variation
SNHSP = 6%

Energy Electricity (AE + PE
+ME) (kW h/m3) 0.243 0.234 0.231 −3.7 −5.0

Emissions to
air CO2 (ASP) (g/m3) 87.20 84.32 83.29 −3.3 −3.7

Emissions to
water

SNH effluent (g/m3) 1.052 1.562 1.765 48.5 67.8
Ntot effluent (g/m3) 11.34 10.54 10.36 −7.0 −8.64

EQI (kg/m3) 0.260 0.263 0.265 1.15 1.9

Operating
costs OCI (EUR/d) 0.437 0.428 0.425 −2.1 −2.7

AE: Aeration energy, PE: Pumping energy, ME: Mixing energy, SNH: ammonium concentration, Ntot: Total nitrogen
concentration, EQI: Effluent quality index.

Figure 7 presents weekly profiles of electricity consumption and CO2 emissions and Figure 8
presents weekly profiles of the indicators associated with emissions to water: Ntot, SNH and EQI.
The variation of bimonthly means of electricity, Ntot, SNH and EQI obtained with the Cascade scheme
with SNHSP = 4 g/m3 and SNHSP = 6 g/m3 with respect to original SNHSP = 1 g/m3 is presented in Table 7.

 

Figure 7. Weekly profiles for electricity consumption Electricity/Qin (kW h/m3) and total carbon dioxide
emissions CO2/Qin (g/m3) under ammonium-based control scheme (Cascade SNHSP).
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Figure 8. Weekly profiles of environmental indicators associated with emissions to water: Ntot Load/Qin

(g/m3), SNH Load/Qin (g/m3) and EQI/Qin (kg/m3) under the ammonium-based control scheme
(Cascade SNHSP).

In Figure 7 it can be observed that profiles of electricity consumption and CO2 emissions decreases
their magnitude as SNHSP increases but exhibit the same pattern of variation. The variation of electricity
consumption reported in Table 8 provide evidence that the changes are larger between the 3rd and
5th bimesters where load and temperature effects are significant. Regarding indicators of emissions
to water, in Figure 8 it is observed that magnitude of Ntot profile decreases as ammonium set-point
increases, but the effect is notorious in the colder weeks (20–40). The opposite effect is observed in
SNH and EQI profiles, ammonium concentration in the effluent and EQI increases as SNHSP increases,
but it is more notorious in the colder weeks. Moreover, SNH values are significantly affected while
the impact on EQI can be negligible in the warmer weeks. These observations are supported by the
quantitative information reported in Table 8.

The solution to improve plant performance modifying ammonium set-point (SNHSP) depends
on different factors. Increasing the SNHSP reduces electricity consumption and CO2 emissions and
minimizes Ntot but increases ammonium emissions (SNH). The SNH set-point could be increased in
specific periods of time, where other factors compensate the deterioration of EQI and emissions of
ammonium to water, to produce a positive effect on electricity consumption, CO2 emissions and Ntot.
The adjustment of carbon dosage, the effect of which is evaluated in the next section, can produce
conditions favorable to increase ammonium set-points in particular temporal windows.
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Table 8. Variation of bimonthly means of environmental indicators affected by ammonium set-point
(SNHSP) changes with respect to the Cascade SNHSP control scheme with SNHSP = 1 g/m3.

SNHSP = 4 g/m3 Scheme with Respect to SNHSP = 1 g/m3

Indicator/Bimester 1 2 3 4 5 6

Electricity % −2.4 −3.5 −4.9 −4.8 −3.8 −3.0
Ntot % −5.9 −4.5 −5.7 −9.0 −7.3 −5.5
SNH % 39 35 52 62 52 42
EQI % 0 0 2.5 1.8 3.3 0.4

SNHSP = 6 g/m3 Scheme with Respect to SNHSP = 1 g/m3

Indicator/Bimester 1 2 3 4 5 6

Electricity % −2.8 −4.7 −6.7 −6.0 −5.0 −4.2
Ntot % −8.1 −8.2 −8.2 −10.6 −8.6 −6.4
SNH % 54 50 76 84 71 53
EQI % 0 0 3.6 3.2 1.9 0.8

SNH: ammonium concentration, Ntot: Total nitrogen concentration, EQI: Effluent quality index.

3.1.2. Effect of Variation of External Carbon Dosage (Qcarb) with the Ammonium-Based Control
Scheme (Cascade SNHSP)

In the default operation strategy, an external carbon source with a concentration of 40,000 g/m3 is
added to the first anoxic reactor at a constant flowrate Qcarb = 2 m3/d. The effect of variations of Qcarb

to lower values, including Qcarb = 0 is evaluated considering annual and bimonthly time scales since
it affects biological processes in a medium time scale, and it is easier to appreciate this effect using
bimonthly profiles.

Table 9 presents the annual average values of environmental indicators and operating costs
computed with respect to the volume of treated wastewater, and the variations observed on the
annual average values of the indicators relative to the default Qcarb = 2 m3/d are presented in Table 10.
In Tables 9 and 10 it is observed that variation of Qcarb affect, even slightly, all environmental indicators
from the water and sludge line. Decreasing carbon dosage produce a slight positive effect ranging
between 1% to 4% on electricity consumption, CO2 emissions from the digester, sludge production,
SNH concentration in the effluent and heating energy (HE). On the other hand, a slight negative impact
is observed in biogas production, CO2 emissions from ASP and COD in the effluent.

Table 9. Annual values of environmental indicators and operating costs of the BSM2 plant with respect
to the volume of treated wastewater using the ammonium-based control scheme (Cascade SNHSP) with
SNHSP = 1 g/m3 and different values of Qcarb.

Environmental Indicators Qcarb = 2 g/m3 Qcarb = 1 g/m3 Qcarb = 0.5 g/m3 Qcarb = 0 g/m3

Energy Electricity (AE + PE +ME) (kW h/m3) 0.243 0.237 0.235 0.234
Heating energy (kW h/m3) 0.204 0.203 0.202 0.201

Chemicals External carbon (kg COD/m3) 0.039 0.019 0.010 0

Emissions to air
Biogas CH4 (g/m3) 52.53 51.90 51.59 51.28

CO2 (Digester) (g/m3) 75.63 74.77 74.35 73.92
CO2 (ASP) (g/m3) 87.20 88.55 89.44 90.49

Emissions to
soil Sludge for disposal (kg/m3) 131.01 128.40 127.08 125.77

Emissions to
water

SNH effluent (g/m3) 1.052 1.028 1.019 1.011
Ntot effluent (g/m3) 11.34 12.83 13.86 15.09
COD effluent (g/m3) 49.07 48.71 48.54 48.38

EQI (kg/m3) 0.260 0.273 0.282 0.294

Operation costs OCI (EUR/d) 0.437 0.369 0.336 0.303

AE: Aeration energy, PE: Pumping energy, ME: Mixing energy, COD: Chemical oxygen demand, SNH: ammonium
concentration, Ntot: Total nitrogen concentration, EQI: Effluent quality index.
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Table 10. Comparison of the influence on environmental and cost indicators of carbon dosage variations
relative to default Qcarb = 2 m3/d with the ammonium-based control (Cascade SNHSP) with SNHSP = 1 g/m3.

Environmental Indicators Qcarb = 1 g/m3 Qcarb = 0.5 g/m3 Qcarb = 0 g/m3

Energy Electricity (AE + PE +ME) (kW h/m3) −2.5% −3.3% −3.7%
Chemicals External carbon (kg COD/m3) −51.2% −74.4% −100%

Emissions to air CO2 (ASP) (g/m3) 1.6% 2.6% 3.8%
Emissions to soil Sludge for disposal (kg/m3) −2% −3% −4%

Emissions to water
SNH effluent (g/m3) −2.3% −3.2% −3.9%
Ntot effluent (g/m3) 13.1% 22.2% 33.1%

EQI (kg/m3) 5% 8.5% 13.8%

Operation costs OCI (EUR/d) −15.6% −23.1% −30.7%

AE: Aeration energy, PE: Pumping energy, ME: Mixing energy, SNH: ammonium concentration, Ntot: Total nitrogen
concentration, EQI: Effluent quality index.

The reduction in the use of chemicals, measured as the amount in kg COD of external carbon,
is proportional to Qcarb. Carbon dosage affects directly the operation costs since OCI includes a term
that accounts external carbon with a cost factor of 3 EUR/kg, then operation costs can be reduced
15.6% when half of the carbon dosage is used and can be reduced to 30% eliminating carbon dosage
(Qcarb = 0).

The variables that are significantly affected by Qcarb are Ntot and EQI which vary up to 33.1%
and 13.8% respectively. The amount of organic matter provided by Qcarb is used as substrate by
heterotrophs for denitrification, then reducing available substrate to transform nitrates (SNO) to N2 gas
increases the amount of nitrates in the effluent and consequently Ntot and EQI.

The dynamic behavior of total nitrogen in the effluent (Ntot) and EQI is observed using bimonthly
profiles (Figure 9), since the effect of Qcarb variation on these variables is clearly observed considering
this time scale. The Ntot and EQI profiles shown in Figure 9 exhibit the same variation patterns with
different magnitudes for the different values of Qcarb, and the magnitude of the profiles increases
proportionally to Qcarb reduction. There is only one exception in the case of EQI that exhibits a different
trend in the 4th bimester with Qcarb = 2 g/m3. Table 11 presents the variation of bimonthly mean values
of Ntot and EQI for the different Qcarb values relative to the default Qcarb = 2 g/m3.

Decreasing carbon dosage implies a significant reduction in the use of chemicals and operating
costs but produces a negative impact on total nitrogen and effluent quality index. A comprehensive
evaluation of Qcarb effect allows us to determine the temporal windows where other effects compensate
the negative impact on Ntot and EQI of Qcarb reduction, to minimize operation costs and the use
of chemicals.

 
Figure 9. Bimonthly profiles of Ntot Load/Qin (g/m3) and EQI/Qin (kg/m3) for Qcarb variations under
ammonium-based control (Cascade SNHSP).
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Table 11. Bimonthly variations on Ntot and EQI with carbon dosage variations relative to default
Qcarb = 2 m3/d.

Indicator/Bimester 1 2 3 4 5 6

Qcarb = 1 g/m3 Ntot% 15 15 12 16 12 11
EQI % 4.6 6.1 3.6 6.4 3.7 4.7

Qcarb = 0.5 g/m3 Ntot% 28 24 23 26 21 20
EQI % 9.1 8.0 7.1 11 7.4 5.8

Qcarb = 0 Ntot% 41 36 30 34 30 29
EQI % 14.6 14.3 10.6 15.0 11.1 12.4

Ntot: Total nitrogen concentration, EQI: Effluent quality index.

3.2. Selection of the Alternative Strategy for the Best Trade-off Solution

The ammonium-based control scheme with constant SNHSP = 1 g/m3 and Qcarb = 2 m3/d is selected
as the best trade-off solution between environmental and operational costs compared with the DO
default control and DO +NO control schemes. The analysis of the dynamic behavior in the weekly and
bimonthly time scales, including the effect of variations of ammonium set-point SNHSP and Qcarb, allows
us to determine how control actions and influent variables affects environmental indicators in different
temporal windows. The analysis makes it possible to determine the temporal windows where different
control actions can be applied to improve the environmental indicators. Thus, different combinations
of ammonium set-points and a fixed sequence of changes of carbon dosage Qcarb have been evaluated
to find the combination of control actions in the operational period that produce a positive effect on
environmental and operation costs, preserving the desired performance. The sequence of control
movements on SNHSP and Qcarb is presented in Figure 10.

Figure 10. Ammonium set-point SNHSP (g/m3) and Qcarb (m3/d) variations considered as alternative
control actions.

From the analysis of dynamic behavior (weekly and bimonthly profiles), a period between the 3rd
and 4th bimesters has been detected where influent conditions and low temperature affects negatively
the indicators of emissions to water: Ntot, SNH concentration and EQI. As shown in Figure 10, strict
ammonium set-point SNHSP = 1 g/m3 and default Qcarb = 2 g/m3 are maintained between weeks 17 and
37, where these effects are notorious, and the three different ammonium set-points (1, 4 and 6 g/m3) are
considered for the rest of the operation period. A fixed sequence of movements of Qcarb is applied,
in the first 6 weeks where low Ntot and SNH levels are observed with the different ammonium set-points
(Figure 8) carbon dosage is reduced to Qcarb = 1 g/m3, in between weeks 7 and 9 the minimum values
of Ntot and SNH are attained, then carbon dosage is cut, it is increased to Qcarb = 2 g/m3 between
weeks 17 and 37, and it is finally reduced to Qcarb = 1 g/m3 in the last weeks when Ntot and SNH levels
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decrease. The combination of the sequence of different ammonium set-points and given sequence
for carbon dosage, produce three different strategies named: SNHSP = 1 Qcarb var, SNHSP = 4 Qcarb var

and SNHSP = 6 Qcarb var. The weekly and bimonthly dynamic profiles of the different environmental
indicators affected by the aforementioned strategies are shown in Figures A1–A3 in Appendix A.
From the observation of weekly and bimonthly profiles of environmental indicators, the changes that
produce a positive effect detected in a specific temporal window are selected to produce a strategy
named SNHSP var Qcarb var, that combines the sequence of SNHSP changes and Qcarb changes presented
in Figure 10. Those changes are SNHSP = 6 g/m3 between weeks 1 and 8 where SNH levels are the
minimum, improvement attained with stricter ammonium set-point is not significant, but electricity
consumption can be reduced by increasing SNHSP, SNHSP = 4 g/m3 between weeks 8 and 16 and weeks
38 to 53 to reduce electricity consumption and attain acceptable levels of SNH and SNHSP = 1 g/m3

between weeks 17 to 37 where treatment is difficult due to load and temperature effect. The proposed
strategies are summarized in Table 12.

Table 12. Alternative strategies proposed to improve environmental and operation costs.

Name SNHSP Qcarb

Cascade SNHSP Constant 1 g/m3 Constant 2 g/m3

SNHSP = 1 Qcarb var Constant 1 g/m3 Qcarb sequence shown in Figure 10

SNHSP = 4 Qcarb var
SNHSP = 1 g/m3 between weeks 17 and 37,

SNHSP = 4 g/m3 in the rest of operational period
Qcarb sequence shown in Figure 10

SNHSP = 6 Qcarb var
SNHSP = 1 g/m3 between weeks 17 and 37,

SNHSP = 6 g/m3 in the rest of operational period
Qcarb sequence shown in Figure 10

SNHSP var Qcarb var

SNHSP = 6 g/m3 between weeks 1 and 8,
SNHSP = 4 g/m3 between weeks 8 and 16,
SNHSP = 1 g/m3 between weeks 17 and 37,
SNHSP = 4 g/m3 from week 38 to the end of

the operational period

Qcarb sequence shown in Figure 10

SNHSP: Ammonium set-point, Qcarb carbon dosage.

It is important to mention that the control decisions described above have been motivated by the
observation of situations on specific periods of time (weeks or bimesters) on dynamic profiles, that
can be changed to improve environmental performance. These situations could not be detected by a
traditional analysis of annual average environmental indicators.

The performance of SNHSP var Qcarb var strategy is compared with the Cascade SNHSP scheme
with SNHSP = 1 g/m3. First, weekly and bimonthly profiles of environmental indicators are obtained
and compared to observe the temporal windows where environmental indicators are affected by the
proposed strategy. Afterwards, the two alternative strategies are compared with DO default scheme,
that is the usual control strategy implemented in WWTPs, considering the annual average values of
environmental indicators and operating costs to evaluate the global improvement of the control actions
determined after the dynamic analysis of behavior.

Figure 11 shows the weekly and bimonthly profile for electricity consumption, Figure 12 shows
the bimonthly profiles of the indicators of biogas and sludge production, and Figure 13 the weekly and
bimonthly profile for CO2 emissions. In Figure 11 it is observed that weekly and bimonthly profiles of
the proposed SNHSP var Qcarb var strategy attains lower values than Cascade SNHSP scheme in the full
operation horizon except for the period between weeks 17 and 37, where identical control actions are
applied, and profiles coincide. The reduction of electricity consumption obtained with the SNHSP var

Qcarb var strategy is 4.7% and 3.1% in the 1st and 2nd bimesters and 3.8% and 4.6% in the 5th and
6th bimesters. A slight reduction of biogas (ranging between 1.4 and 2.2%) and sludge production
(only 1%) is achieved with the proposed strategy as observed in Figure 12, where SNHSP var Qcarb var

profile is below Cascade SNHSP profile in the full operation period except for the period between weeks
17 and 37. A similar positive effect is observed in Figure 13 for CO2 emissions that are slightly reduced
by proposed strategy.
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Figure 11. Weekly and bimonthly profile for electricity consumption indicator (kW h/m3) with Cascade
SNHSP and the alternative strategy.

Figure 12. Bimonthly profile for biogas (kg/m3) and sludge production (kg/m3) indicators with Cascade
SNHSP and the alternative strategy.

Figure 13. Weekly and bimonthly profile for total CO2 emissions (g/m3) indicators with Cascade SNHSP

and the alternative strategy.

The weekly and bimonthly profile of the indicators associated with emissions to water (effluent
Ntot, SNH and EQI) with the proposed SNHSP var Qcarb var strategy and Cascade SNHSP scheme are
presented in Figure 14. The control actions of the proposed scheme produce a negative effect on Ntot,
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SNH and EQI profiles that are worsened in most of the operation period with respect to the Cascade
SNHSP scheme. Considering the first bimester as the worst temporal period, Ntot is worsened up to
8.7% and EQI is increased up to 4.5%, while SNH increases up to 28% in the 2nd bimesters even though
the worst situation, identified in the week 18, is still distant from the limit value that is 4 g/m3.

Figure 14. Weekly and bimonthly profile for emissions to water indicators Ntot Load/Qin (g/m3),
SNH Load/Qin (g/m3) and EQI/Qin (kg/m3) with Cascade SNHSP and the alternative strategy.

The annual average values are presented in Table 13 and the comparison relative to the DO default
scheme is presented in Table 14. Despite deterioration of the SNH indicator, that is a consequence
of the application of ammonium control with variable DO set-point, SNHSP var Qcarb var strategy and
Cascade SNHSP strategy with SNHSP = 1 g/m3 and Qcarb = 2 g/m3 produce a significant improvement

290



Processes 2020, 8, 206

to the rest of environmental indicators and operation costs in comparison with DO default strategy.
The variations of SNHSP and Qcarb in the appropriated temporal windows reduce the use of chemicals,
electricity consumption and consequently operation costs, which could compensate the increment in
the levels of SNH in the effluent.

Table 13. Annual values of environmental indicators and operating costs of BSM2 plant with respect to
the volume of treated wastewater with the Cascade SNHSP and proposed alternative strategies.

Environmental Indicators
DO

Default
Cascade

SNHSP = 1 g/m3
Variable

SNHSP var-Qcarb var

Energy Electricity (AE + PE +ME) (kW h/m3) 0.263 0.243 0.236
Heating energy (kW h/m3) 0.204 0.204 0.204

Chemicals External carbon (kg COD/m3) 0.039 0.039 0.029

Emissions to air
Biogas CH4 (g/m3) 52.51 52.53 52.25

CO2 (Digester) (g/m3) 75.61 75.63 75.25
CO2 (ASP) (g/m3) 91.52 87.20 86.49

Emissions to soil Sludge for disposal (kg/m3) 131.1 131.0 129.8

Emissions to water

SNH effluent (g/m3) 0.474 1.052 1.244
Ntot effluent (g/m3) 13.53 11.34 11.48
COD effluent (g/m3) 48.99 49.07 48.93

EQI (kg/m3) 0.270 0.260 0.265

Operation costs OCI (EUR/d) 0.457 0.437 0.400

AE: Aeration energy, PE: Pumping energy, ME: Mixing energy, COD: Chemical oxygen demand, SNH: ammonium
concentration, Ntot: Total nitrogen concentration, EQI: Effluent quality index.

Table 14. Comparison of the influence on environmental and cost indicators of alternative strategies’
control relative to the default DO control scheme.

Environmental Indicators
Cascade

SNHSP = 1 g/m3
Variable

SNHSP var-Qcarb var

Energy Electricity (AE + PE +ME) (kW h/m3) −7.6% −10.3%

Chemicals
External carbon (kg COD/m3) 0% −25.6%

CO2 (ASP) (g/m3) −4.7% −5.5%

Emissions to water
SNH effluent (g/m3) +121% +162%
Ntot effluent (g/m3) −16.2% −15.15%

EQI (kg/m3) −3.7% −1.81%

Operation costs OCI (EUR/d) −4.4% −14.25%

AE: Aeration energy, PE: Pumping energy, ME: Mixing energy, SNH: ammonium concentration, Ntot: Total nitrogen
concentration, EQI: Effluent quality index.

In order to provide a condensed view of the advantages and disadvantages of the control schemes
considered in this work: DO control, DO + NO control, Cascade SNHSP and the proposed modification
named SNHSP var Qcarb var., Table 15 summarizes the most important effects of control actions on
environmental costs. The consideration of different temporal windows to observe WWTP behavior
under different control schemes, on a dynamic influent scenario, have been a useful tool to detect
seasonal effects and the influence of control actions performed to maintain the desired operating
conditions on environmental indicators. The analysis of weekly and bimonthly dynamic profiles
allows us to capture the interactions between control actions and environmental impacts that can
be addressed by the opportune adjustment of control variables. The proposed methodology that
combines the comprehensive analysis of annual average indicators and the qualitative observation
of dynamic profiles allows us to determine the control scheme that produces the best compromise
solution between environmental and operation costs. Moreover, the introduction of the analysis of
dynamic profiles in the evaluation of the environmental impact of wastewater treatment makes it
possible to determine the temporal windows where different control actions that can be applied to
improve the environmental indicators. Thus, in this specific case study, the Cascade SNHSP scheme was
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selected from existing control strategies, and its overall performance has been improved introducing
different combinations of ammonium set-points and a sequence of changes of carbon dosage Qcarb.

Table 15. Summary of the effect on dynamic evolution of environmental indicators and average
operation costs of the three evaluated proportional integral (PI) control schemes (DO control, DO+ NO
control, Cascade SNHSP).

Control Scheme Effect on Environmental Indicators and Average Operation Costs

DO control

Advantages:

- Affects positively all indicators of emissions to water, SNH (g/m3) and Ntot (g/m3) levels in the effluent
and EQI are simultaneously improved in the annual, bimonthly and weekly time periods.

- Simpler control structure with respect to DO + NO control and Cascade SNHSP.

Disadvantages:

- Increases consumption of electricity due to increments of aeration energy to keep the imposed DO
set-point in the periods of higher load.

- Higher annual average operation costs (OCI) due to larger consumption of energy.

DO + NO control

Advantages:

- Minimizes the emissions of ammonium to effluent producing the lowest levels of SNH (g/m3) of the
three strategies in the annual, bimonthly and weekly time periods.

Disadvantages:

- Increases consumption of electricity due to increments of aeration energy to keep the imposed DO
set-point in the periods of higher load.

- Increases emissions to air, producing larger CO2 emissions from ASP in the full operation period due to
higher pressure on denitrification.

- Increases annual average operation costs (OCI) due to larger consumption of energy.

Cascade SNHSP

Advantages:

- Decreases aeration energy in the periods of lower load and higher temperature due to the possibility of
varying the DO set-point, producing significant energy savings.

- Affects positively emissions to air, reducing CO2 emissions from ASP in the full operation period.
- Minimizes the total nitrogen emissions to effluent, producing the lowest levels of Ntot (g/m3) of the

three strategies in the annual, bimonthly and weekly time periods.
- Sensitivity to dynamic effect of temperature on Ntot (g/m3) in the effluent can be exploited to apply

other control actions to improve performance.
- Minimizes annual average operation costs (OCI) due to reduction of energy use.

Disadvantages:

- Increases the SNH (g/m3) levels released in the effluent.
- Complex control structure with respect to DO control.

SNHSP var Qcarb var
strategy

Advantages:

- Reduce energy consumption due to the possibility of varying DO set-points, since the strategy is based
on Cascade SNHSP scheme.

- Affects positively environmental and operation costs owing to the implementation of different SNH

(g/m3) set-points and carbon dosage Qcarb, in selected operation windows.
- Affects positively environmental indicators that are not affected by DO control, DO + NO control and

cascade SNHSP scheme, such as the use of chemicals, biogas production and sludge production.
- Minimizes annual average operation costs (OCI) due to reduction of energy use and carbon dosage.

Disadvantages:

- Increases the SNH (g/m3) levels released in the effluent.
- Could requires complex control structure to supervise control actions.

As can be observed from Table 15, the minimization of electricity consumption is an expected
advantage of control strategies. Electricity consumption is strongly dependent on control actions
associated with aeration and pumping performed to deal with frequent and seasonal changes in the
influent load. Since, energy consumption is a crucial variable for improving WWTP efficiency, it affects
simultaneously the operation costs and environmental costs. So, systematic analysis of its dynamic
behavior can be helpful for the decision-making process on WWTPs management. For future work,
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the available tools that describe aeration system [13] and alternative renewable energy sources [29] can
be useful to implement innovative operation strategies oriented to upgrade environmental performance
of the plant by applying appropriate energy-management strategies.

On the other hand, behavior of indicators of CO2 emissions and indicators of emissions to water is
determined by control actions performed to regulate nitrogen removal process. Some control strategies
such as DO control can affect positively all indicators of emissions to water, with the corresponding
increase of electricity consumption as indicated in Table 15. The DO+NO and Cascade SNHSP-based
strategies have to deal with the compromise of improving ammonium removal or total nitrogen
concentration in the effluent. It is affected also by carbon dosages, that have a significant influence
on operation costs. Then, dynamic analysis allows us to detect seasonal effects of influent load and
temperature in CO2 emissions, SNH, EQI and Ntot, that cannot be observed in a study based on
the evaluation of annual average environmental indicators, carbon dosage Qcarb can be regulated
considering the operation periods where it is possible to reduce carbon dosage preserving the desired
Ntot vs. SNH compromise in the effluent load.

It is important to mention that the control decisions described above have been motivated by
observation of situations during specific periods of time (weeks or bimesters) on dynamic profiles, that
can be changed to improve environmental performance. These situations could not be detected by
a traditional analysis of annual average environmental indicators. Moreover, the comparison of the
annual average indicators provides a global perspective of environmental and economic performance
of control strategies in the full operational period. Nevertheless, the analysis of the evolution of
environmental indicators considering different temporal windows (weekly and bimonthly) allows us
to determine which situations produce such overall result, when this situations occurs, in the case of
seasonal variations of influent conditions and, in the case of the interactions between control actions
and environmental costs of the treatment in the presence of influent variations.

4. Conclusions

In this paper the assessment of environmental costs of the operation of a WWTP employing three
different control strategies (DO control scheme, DO + NO control, Cascade SNHSP) integrating analysis
of dynamic performance in different time scales (annual, bimonthly and weekly) has been carried out.
The dynamic assessment has been based on environmental indicators classified into the following
categories: energy indicators that measure electricity consumption and heating energy, indicators of
emissions to air measuring CO2 emissions from the activated sludge process and anaerobic digestion,
emissions to soil associated with the production of sludge for disposal and emissions to water indicators
associated with total nitrogen concentration in the effluent Ntot, ammonium concentration SNH and
pollution to effluent measured with the effluent quality index (EQI).

The analysis of dynamic profiles on different temporal windows makes it possible to identify
operation periods where load, temperature effects and control actions have a significant impact on
environmental indicators. These effects cannot be detected in a study based on the evaluation of
annual average environmental indicators. The analysis of dynamic profiles of environmental indicators
considering different time scales allows us to identify the seasonal influent disturbances and periodic
variations that affect environmental performance such as seasonal changes of temperature and influent
flow rate. This information is useful to take adequate control decisions that improve the environmental
performance of the plant in these situations. Moreover, it allows us to capture interactions between
control actions and environmental impacts occurring in specific periods of time that can be addressed
by the opportune adjustment of control variables.

The observation of the annual average values of environmental indicators and operational costs
showed that ammonium-based control (Cascade SNHSP) produces the best compromise solution
between environmental and operating cost compared with DO default control and DO + NO control.
The analysis of dynamic profiles (weekly and bimonthly) showed that the Cascade SNHSP perform
better than the other control schemes in the periods where disturbances on load and seasonal effects
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of temperature and influent flow rate affect plant behavior. The ammonium-based control relaxes
the requirements on ammonium concentration in the effluent, but reduces energy consumption, CO2

emissions, total nitrogen concentration, and EQI. This is appreciated in the annual-based analysis of
environmental performance, but also in the weekly and bimonthly dynamic profiles. The evaluation
of the effect of SNH set-point changes and carbon dosage on performance of the Cascade SNHSP

scheme allows us to determine the specific temporal windows where these actions produce a positive
effect. Thus, a control strategy SNHSP var Qcarb var defined by a sequence of changes on SNHSP and
carbon dosage is proposed. The comparison of the proposed strategies with DO default control
considering dynamic profiles and annual averages values leads to the conclusion that both alternatives
improve environmental performance, but benefits of the Cascade SNHSP scheme are associated with
improvement of electricity consumption and emissions to water indicators Ntot and EQI, while the
SNHSP var Qcarb var strategy reduces electricity consumption, use of chemicals (reducing external carbon
dosage), and operational costs.
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Appendix A

As shown in Figure 10, strict ammonium set-point SNHSP = 1 g/m3 and default Qcarb = 2 g/m3

are maintained between weeks 17 and 37, and the three different ammonium set-points (1, 4 and
6 g/m3) are considered for the rest of the operational period. A fixed sequence of movements of Qcarb

is applied, in the first 6 weeks Qcarb = 1 g/m3, carbon dosage is cut between weeks 7 and 9 and then,
it is increased to Qcarb = 2 g/m3 between weeks 17 and 37, to be finally reduced to Qcarb = 1 g/m3

in the last weeks. The combination of the sequence of ammonium set-point changes and carbon
dosage variation, produce three different strategies named: SNHSP = 1 Qcarb var, SNHSP = 4 Qcarb var

and SNHSP = 6 Qcarb var. The weekly and bimonthly dynamic profiles of the different environmental
indicators: electricity consumption, emissions of CO2 and emissions to water affected by the mentioned
strategies are shown in Figures A1–A3.

 

Figure A1. Weekly and bimonthly profile for electricity consumption indicator (kW h/m3) with
alternative control actions.
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Figure A2. Weekly and bimonthly profile for total CO2 emissions (g/m3) indicators with alternative
control actions.

 

Figure A3. Weekly and bimonthly profile for emissions to water indicators Ntot Load/Qin (g/m3),
SNH Load/Qin (g/m3) and EQI/Qin (kg/m3) with alternative control actions.

295



Processes 2020, 8, 206

Table A1. Annual values of environmental indicators and operating costs of BSM2 plant with respect
to the volume of treated wastewater with alternative strategies.

Environmental Indicators
Variable

SNHSP = 1-Qcarb var

Variable
SNHSP = 4-Qcarb var

Variable
SNHSP = 6-Qcarb var

Energy Electricity (AE + PE +ME) (kW h/m3) 0.240 0.236 0.235
Heating energy (kW h/m3) 0.204 0.204 0.204

Chemicals External carbon (kg COD/m3) 0.029 0.029 0.029

Emissions to air
Biogas CH4 (g/m3) 52.25 52.25 52.25

CO2 (Digester) (g/m3) 75.24 75.25 75.25
CO2 (ASP) (g/m3) 87.80 86.54 86.08

Emissions to soil Sludge for disposal (kg/m3) 129.8 129.8 129.8

Emissions to water

SNH effluent (g/m3) 1.039 1.236 1.318
Ntot effluent (g/m3) 12.00 11.51 11.38
COD effluent (g/m3) 48.91 48.93 48.94

EQI (kg/m3) 0.260 0.265 0.265

Operating costs OCI (EUR/d) 0.400 0.400 0.400

AE: Aeration energy, PE: Pumping energy, ME: Mixing energy, COD: Chemical oxygen demand, SNH: ammonium
concentration, Ntot: Total nitrogen concentration, EQI: Effluent quality index.
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Abstract: Magnesium silicate hydrate (M–S–H) cement, formed by reacting MgO, SiO2, and H2O,
was used to encapsulate strontium (Sr) radionuclide. Samples were prepared using light-burned
magnesium oxide and silica fume, with sodium hexametaphosphate added to the mix water
as a dispersant. The performance of the materials formed was evaluated by leach testing and
the microstructure of the samples was also characterized. The stabilizing/solidifying effect on
Sr radionuclide in the MgO–SiO2–H2O system with low alkalinity is demonstrated in the study.
The leaching rate in a standard 42-day test was 2.53 × 10−4 cm/d, and the cumulative 42-day leaching
fraction was 0.06 cm. This meets the relevant national standard performance for leaching requirements.
Sr2+ was effectively incorporated into the M–S–H hydration products and new phase formation
resulted in low Sr leaching being observed.

Keywords: magnesium silicate hydrate; radioactive waste; stabilization/solidification; strontium; leaching

1. Introduction

The volume of low level radioactive waste (LLW) and intermediate level radioactive waste
(ILW) accounts for ~95% of the total volume of nuclear waste. Strontium and cesium are important
contaminants in LLW and ILW, because these radionuclides are most often present in the cooling water
of nuclear reactors. These nuclides have long half-lives (90Sr has a half-life of 28.8 years and 137Cs has
a half-life of 30.5 years), can readily migrate, and are known to cause carcinogenesis in contaminated
living organisms [1–6]. Therefore, the management of low- and intermediate-level radioactive wastes
containing Cs and Sr remains a major challenge to the nuclear energy industry.

Stabilization/solidification (S/S) includes a broad range of waste treatment technologies, which use
asphalt or cementitious materials to convert wastes into a solid form that is more suitable for
transportation and long-term storage [7]. Effective solidification transforms a radioactive waste liquid
into a solidified material, reducing the potential for radionuclides to migrate into the biosphere and
reducing the volume of material requiring storage/disposal. For low- and intermediate-level wastes,
solidification in cementitious materials is the preferred option. This uses the hydration and hardening
characteristics of Portland cement to achieve physical encapsulation, adsorption, and chemical bonding
of the radionuclides. The processing is relatively simple and low cost [8]. However, there are issues
with conventional cement stabilization/solidification. These include expansion of the solidified body
and the potential for heavy metal salts to retard cement hydration reactions. Therefore, research on
new types of solidification systems, such as alkali-activated cementitious materials, alkali–slag–clay
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mineral composite cementitious materials, phosphate cement, and phosphate cement–clay mineral
composite systems, is ongoing [9–15].

Alkaline slag cement systems based on metakaolin have been used for the solidification of
simulated radioactive wastes and produced low Cs+ and Sr2+ leaching rates [11]. However, the pH
of these systems is higher than 12, which is not conducive to long-term solidification because of the
formation of mobile metal complexes. Phosphate cements are also being investigated for solidifying
nuclear wastes. These are rapid-setting and hardening and the solidified wastes formed are reported
to be resistant to leaching and damage from freeze–thaw cycling [16–18]. However, the setting of
phosphate cements is difficult to control and a highly exothermic reaction limits the ability to solidify
some types of nuclear waste [19].

Cements that hydrate to form magnesium silicate hydrate (M–S–H gel) are formed from reactions
between MgO, SiO2, and H2O, and these can have a low porosity, large specific surface area, high
strength, low heat of hydration, and low pH [20–25]. M–S–H gel was first discovered in sulfate-eroded
marine concrete [26]. Natural magnesium-rich silicate minerals are reported to adsorb heavy metal
ions and hazardous organic compounds [27,28]. Synthetic magnesium silicate has excellent adsorption
of radioactive U and methylene blue [29,30]. Magnesium silicate systems have also been used to
encapsulate nuclear wastes containing active metals such as Mg and Al. The low pH and pore solution
composition resulted in effective Al encapsulation with minimal H generation [25,31–33]. Some nuclear
wastes contain significant quantities of mixed wastes including the main nuclides Sr and Cs, and Mg
and Al alloys. While the high pH in Portland cement-based binders passivates the corrosion of Mg
alloys, Al alloys corrode under high pH conditions with the evolution of H2 gas [26]. The pH of water
in equilibrium with the M–S–H system is in the range from 9.5 to 10.5 and, therefore, the M–S–H
system may be suitable for stabilizing this type of nuclear waste [34].

The aim of this research was to assess, for the first time, the effectiveness of M–S–H forming
cement systems for the stabilization/solidification of simulated radioactive Sr. The samples formed
were leached tested and the compressive strength were determined. In addition, the microstructure
was characterized to understand the effect of Sr addition on hydration reactions and the phases formed.

2. Experimental

2.1. Materials

Light-burned MgO (Mag Chem 30, M.A.F. Magnesite B.V. Den Haag, The Netherlands) with
an MgO content >98% and an activity of 82.16% was used (Table 1). The composition of the silica
fume used had a SiO2 content >97% (SiO2, model 920U, Shanghai Elkem, Shanghai, China), as shown
in Table 1. Sodium hexametaphosphate (Na–HMP) with a purity >95% was also used (Sinopharm
Group, Shanghai, China). The radionuclide 90Sr was replaced with the stable isotope 88Sr and added
to samples as strontium nitrate (Sr(NO3)2) with purity >95%.

Table 1. Chemical composition of light-burned magnesia and silica fume (wt.%).

Chemical Composition (wt.%) MgO CaO SiO2 Fe2O3 Al2O3 K2O MnO SO3

light-burned magnesia 98.45 0.62 0.49 0.18 0.04 − 0.04 −
silica fume 0.45 0.43 97.34 0.05 0.12 0.97 0.04 0.35

2.2. Methods

The mass ratio of the light-burned MgO to silica fume was 2:3. The amount of sodium
hexametaphosphate added was 2 wt.% of the total mass of the MgO and silica fume [34].
The water-to-binder mass ratio varied in different samples between 0.6 and 0.8 and deionized water
was used in all mixes. The mass fraction of Sr2+ added as Sr(NO3)2 varied from 0.8 wt.% to 3.2 wt.% of
the total mass of the MgO and silica fume.
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The raw materials including the required amount of Sr(NO3)2 were blended together, and then
deionized water containing the Na–HMP was added and mixed to form cement paste samples. This was
then poured into 20 × 20 × 20 mm steel moulds to form cubic samples or ø50 × 50 mm moulds to form
cylindrical samples. The samples were removed from the moulds when the samples were sufficiently
hard, and then they were stored under standard curing conditions of 20 ± 2 ◦C at a humidity of >95%.

Samples were tested in compression after curing for 3, 7, and 28 days in accordance with
the relevant standard (GB/T 17671-1999) [35]. The leaching tests were completed in accordance
with GB/T 7023-2011 [36], the standard test method for leachability of low and intermediate level
solidified radioactive waste forms, and GB 14569.1-2011 [37] performance requirements for low- and
intermediate-level radioactive waste form-cemented waste form.

The leaching tests used the ø50 × 50 mm cylindrical samples cured for 28 days. The end faces
were polished with sandpaper and the samples were suspended in a polyethylene container using
nylon filament. Deionized water and simulated seawater were used as the leachants. The composition
of simulated seawater is shown in Table 2. The leachates were replaced after 1, 3, 7, 10, 14, 21, 28,
35, and 42 days, and the concentration of Sr2+ in the leachate was measured by inductively coupled
plasma optical emission spectrometry (ICP-OES). The leaching rate and cumulative amount of Sr
leached were calculated using the following formulas [36]:

Rn =
mn/m0

(F/V)tn
(1)

Pt =
Σmn/m0

F/V
(2)

where Rn is the leaching rate of Sr2+ in the n-th leaching cycle (cm/d); mn is the mass of Sr2+ leached
in the n-th leaching cycle (g); m0 is the initial mass of Sr2+ in the leaching test sample (g); F is the
geometric surface area of the sample in contact with the leachate (cm2); V is the volume of sample
(cm3); tn is the number of days in the n-th leaching cycle; and Pt is the cumulative leaching fraction of
Sr2+ at time t (cm).

Phase analysis of solidified M–S–H cement samples used X-ray diffraction (XRD; D8 Advance
AXS, Brooklyn, Germany) with a Cu target, a working voltage of 40 kV, a working current of 40 mA,
a scanning range of 5~80◦, and a scanning speed of 0.02◦ 2θ/min. Scanning electron microscopy (SEM;
Nova Nano SEM 450; FEI, Hillsboro, OR, USA) was used to examine the microstructure of the solidified
samples at a resolution of 3.5 nm at 30 kV. The test samples examined were taken from a central thin
section taken out after crushing the solidified body to a particle size of 3–5 mm. Energy dispersive
spectrometry (EDS) was used to perform an elemental analysis of samples.

Table 2. Synthetic components of simulated seawater.

NaCl MgCl2 Na2SO4 CaCl2 KCl NaHCO3 KBr

Quality/g 23.50 4.98 3.92 1.10 0.66 0.19 0.09

Note: Dilute to 1000 g with water; the ionic strength should be 0.71 mol/kg.

3. Results

3.1. Compressive Strength

Figure 1 shows the effect of Sr2+ and the water–cement ratio on the 28-day compressive strengths
of M–S–H cement-solidified Sr2+ samples. The compressive strength decreases with increasing
water–cement ratio and increasing Sr2+ content. For samples with a water–cement ratio of 0.6,
the compressive strength with a Sr2+ content of 3.2 wt.% decreased by 48.1% compared with the control
samples. For samples with a water–cement ratio of 0.65–0.8, the corresponding reductions were 40.7%,
41.8%, 38.3%, and 49.8%, respectively. The presence of strontium significantly inhibits the development
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of compressive strength. However, even at the highest water–cement ratio of 0.8 and Sr2+ content of
3.2 wt.%, the 28-day compressive strength was ~10 MPa, which exceeds the 7 MPa required in the
specification [36].

2θ 2θ

Figure 1. Influence of Sr content and water–cement ratio on 28-day compressive strength of the
MgO–SiO2–H2O solidified bodies.

3.2. Crystalline Phase Analysis

Figure 2 shows XRD data for M–S–H cements with 0 wt.% and 3.2 wt.% Sr2+ added. Figure 2a
shows sharp Mg(OH)2 peaks at 18.6◦, 38.0◦, 50.8◦, and 58.6◦. The two peaks at 42.9◦ and 62.3◦
correspond to MgO. The diffuse background appearing at 2θ between 32 and 38◦ and between 58 and
62◦ corresponds to M–S–H gel [34]. This shows that Mg(OH)2 is a reaction product in the initial stages
of hydration, accompanied by the formation of some M–S–H gel. The content of Mg(OH)2 decreases as
hydration proceeds.

Figure 2b shows that the addition of Sr retards hydration. Some SrCO3 identified by the peak
at 25◦ was present in the hydration products at all ages. Hydration was slower than the control
samples without added Sr2+. Some MgO had not hydrated after 28 days and peaks associated with
Mg(OH)2 remained strong and the amount of M–S–H gel was reduced. It is speculated that strontium
ions promote the hydrolysis of MgO to form Mg(OH)2 during the initial stage of hydration, but later
compete for hydroxyl ions to form strontium hydroxide, which slows down the rate of M–S–H gel
formation in the later stages and leads to the slow development of strength.
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Figure 2. X-ray diffraction spectra of different curing periods of the MgO–SiO2–H2O solidified bodies
with or without added strontium. (a) No added strontium; (b) with 3.2 wt.% added strontium.

3.3. Microstructural Analysis

Figure 3 shows SEM images of samples with 0 wt.% and 3.2 wt.% Sr2+ hydrated for 3, 7, and 28 days.
Figure 3a shows that the hydration products of magnesium silicate cement at the initial stage (three
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days) of hydration were mainly short rod-like magnesium hydroxide crystals. After seven days,
the number of Mg(OH)2 crystals decreased, and floc M–S–H gel overlapped the surface of silica fume
particles. After hydration for 28 days, compact internal structures were formed, except for some
unreacted spherical silica fume particles.

  

  

  
(a) without added strontium (b) with 3.2 wt.% strontium 

Figure 3. Scanning electron microscopic (SEM) images of different curing periods of the MgO–SiO2–H2O
solidified bodies with or without strontium; (a) without added strontium; (b) with 3.2 wt.% strontium.

Figure 3b shows that solidified Sr in the magnesium silicate cement affected the MgO–SiO2–H2O
hydration environment. At the beginning of hydration, a large number of pine nut-shaped crystalline
Mg(OH)2 structures can be seen, while a small amount of flocculent M–S–H gel was dispersed therein.
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There was also a small number of cubic pyramidal Mg(OH)2 crystals. As the hydration reaction
progressed, the number of Mg(OH)2 crystals decreased gradually. After seven days’ hydration,
the main hydration product was a flocculent M–S–H gel, although some Mg(OH)2 crystals were still
present. The crystals basically disappeared from the SEM images after 28 days, while the amount of
flocculent substances continued to increase. Specially, a petal-like substance appeared in the sample
when the hydration process lasted for 28 days.

EDS analysis of the MgO-SiO2-H2O solidified body with 3.2 wt.% Sr2+ after curing for 28 days
produced the elemental distribution is shown in Table 3. Strontium ions were mainly concentrated in
the petal-like features. The elements in the petals were mainly C, O, and Sr, and the atomic percentages
were 32.30%, 54.82%, and 9.20%, respectively. This is characteristic of one type of strontium carbonate
and is consistent with the XRD analysis. It can be seen that Sr2+ is chemically bound to the magnesium
silicate cement matrix, which is conducive to improving the long-term leaching resistance of the cured
body. In addition, the atomic molar ratios of Mg and Si in the regions A, B and C were 0.56, 0.86 and
0.76, respectively, indicative of M-S-H gel [38]. It also shows that the content of unreacted silica fume
in the system was high, which indicates that the presence of strontium ions significantly reduces the
rate of hydration in magnesium silicate cement.

Table 3. Energy dispersive spectrometry (EDS) analysis of the MgO–SiO2–H2O solidified body with
3.2 wt.% Sr2+, cured for 28 days.

Element
A B C

Weight/% Atom/% Weight/% Atom/% Weight/% Atom/%

C 5.61 10.50 17.85 32.30 14.25 26.32
O 32.52 45.72 40.36 54.82 38.52 53.43

Mg 15.25 14.11 1.39 1.24 4.63 4.23
Si 31.57 25.28 1.88 1.45 7.04 5.56
Sr 13.39 3.44 37.11 9.20 32.19 8.15

Note: The points A, B, and C are marked in Figure 3b.

3.4. Leach Test Results

Figure 4 shows the leaching rate and cumulative fraction leached from solidified bodies with
different water–cement ratios doped with 1.6 wt.% Sr2+ at 25 ◦C under deionized water leaching
conditions. This indicates that the leaching rate of different water–cement ratios of the magnesium
silicate cement solidified body samples initially increased, but then decreased. At the beginning of the
leaching test (before seven days), the Sr2+ leaching rate decreased rapidly, but this slowed after seven
days. After 28 days, the leaching rate tended to be consistent and gradually reached a steady state.
However, the difference in leaching results between the water–cement ratios was small. The effect
of the water–cement ratio on leaching from the solidified body of magnesium silicate cement was
not obvious. After 42 days of leaching, the maximum leaching rate of each solidified sample was
4.64 × 10−4 cm/d, and the minimum was 2.53 × 10−4 cm/d. This was one order of magnitude lower
than the limit (1 × 10−3 cm/d) required by the National Standards. Cumulative leaching from the
cumulative fraction leached score curves results during the first 10 days increased rapidly, and the
growth rate gradually stabilized after 28 days, which was consistent with the trend in the leaching
rate. The 42-day cumulative fraction that leached from all samples was 0.06~0.07 cm, which only
accounted for about 35% of the specification limit in GB 14569.1-2011 [37], which stipulates that the
42-day cumulative fraction leached from the cement solidified body to Sr2+ is 0.17 cm.
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Figure 4. Leaching rate and cumulative fraction leached curves of different water–cement ratios for
the MgO–SiO2–H2O solidified bodies with 1.6 wt.% Sr2+ under leaching conditions at an ambient
temperature of 25 ◦C and using deionized water as leachant. (a) Leaching rate curves (b) Cumulative
fraction leached curves

Figure 5 shows the leaching rate and cumulative fraction leached of magnesium silicate cement
solidified samples with 1.6 wt.% strontium using a water–cement ratio of 0.65 under different leaching
conditions. In the case of changes in temperature and leachant, the leaching rate and cumulative
fraction leached of the solidified body during each leaching period were consistent with those tested at
25 ◦C using deionized water as leachant. In contrast, the effect of the leachant on the solidification of
Sr2+ by the magnesium silicate cement was more significant than the ambient leaching temperature.
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Figure 5. Leaching rate and cumulative fraction leached curves of the MgO–SiO2–H2O solidified bodies
(water–cement ratio, 0.65; Sr2+ content, 1.6 wt.%) under different leaching conditions. (a) Leaching rate
curves (b) Cumulative fraction leached curves

The leaching rate of the solidified body under simulated seawater conditions improved
significantly compared with the results in deionized water. When the ambient leaching temperature
was 25 ◦C, the 42-day leaching rates of the leachant for deionized water and simulated seawater were
4.64 × 10−4 cm/d and 1.89 × 10−3 cm/d, respectively; the corresponding values were 5.11 × 10−4 cm/d
and 2.08 × 10−3 cm/d, respectively, when the temperature was increased to 40 ◦C. From the cumulative
fraction leached curve, when the leaching temperature was 25 ◦C, the cumulative fraction leached
after 42 days under simulated seawater conditions was 0.20 cm, which was 2.9 times that at the same
temperature using deionized water (0.07 cm). When the leaching temperature was 40 ◦C, the 42-day
cumulative fraction leached under simulated seawater was 0.17 cm, which was about twice that
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with deionized water (0.06 cm). These results show that the magnesium silicate cement reduces
leaching of the radionuclide, particularly in the standard leaching environment (25 ◦C, deionized
water). The 42-day leaching rate was <50% of the standard limit.

Mercury intrusion porosimetry (MIP) test results (Figure 6 and Table 4) show that most pores in
the M–S–H solidified body are less than 10 nm and the total porosity is ~30.5%. This shows that the
resistance of nuclide ion diffusion through the pore solution in the material is large, which reduces the
leaching rate of the solidified body.

  

(a) (b) 

Figure 6. Mercury intrusion porosimetry (MIP) results of the MgO–SiO2–H2O solidified body
(water–cement ratio, 0.65; Sr2+ content, 1.6 wt.%); (a) log different intrusion; (b) cumulative pore area.

Table 4. Mercury intrusion porosimetry (MIP) results of the MgO–SiO2–H2O solidified body with
1.6 wt.% Sr2+.

Average Pore Diameter/nm Median Pore Diameter/nm Total Pore Area/m2/g Porosity/%

15.30 8.0 68.34 30.53

4. Discussion

Solidified bodies formed using cement as a substrate material for solidifying waste are a
heterogeneous multiphase system composed of various solid products, including hydration products,
residual clinkers, radioactive waste, and a small amount of liquid and air existing in the pores.
The system solidifies radionuclide ions mainly by physical encapsulation, adsorption, and by forming
a solid solution. Encapsulation relies on the density of the cement to retain the nuclide ions and
spatially inhibits outward diffusion. Adsorption refers to the adsorption of a nuclide on the surface of
the solidified body or hydration products. Forming a solid solution causes improved retention of the
nuclide ion compared with the former methods. This is a chemical action that participates nuclides in
the internal hydration products of the cement solidified body. According to the experimental results,
the solidifying effect of MgO–SiO2–H2O on the radionuclide included the above ways, indicating that
the system has good potential for encapsulating nuclear waste.

The encapsulation effect is mainly related to the pore size distribution of the solidified body,
and the pore size distribution of the cement is mainly affected by the water–cement ratio, the admixture,
and the curing age. These factors further affect physical properties of the solidified body, such as
compressive strength and leaching rate. The presence of strontium changed the hydration environment
of the magnesium silicate cement and the fluidity of the system decreased with increases in strontium
content. The molding process becomes more difficult resulted in a decrease in the density of the
solidified body, so the system does not have obvious advantages for physical inclusion of the nuclide.
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This is the reason that the compressive strength of the solidified body shown in Figure 1 decreased
as the water–cement ratio increased. According to the XRD and SEM results, MgO and SiO2 reacted
slowly during the initial stage of hydration and the reaction product was prismatic crystalline Mg(OH)2.
As the reaction progresses, Mg(OH)2 hydrates to form M–S–H gel. Previous work has shown that the
M–S–H gel is the main strength source in MgO–SiO2–H2O cements [38] and the compressive strengths
of magnesium silicate cement increase at later stages.

Adsorption involves chemical adsorption, which is caused by chemical bonds, mainly through
the exchange of specific ions, and physical adsorption, which is generated by intermolecular forces,
mainly through surface energy [39]. In addition, the molecular structure of M–S–H gel is close to the
molecular structure of sepiolite with a specific surface area of ~200 m2/g, which has advantages for
adsorbing heavy metal ions [40]. The leaching results in Figures 4 and 5 are a good indication of the
effect of MgO–SiO2–H2O cements on limiting the leaching of radionuclide ions.

At the beginning of the leaching tests, part of the Sr2+ adhering to the surface of the solidified
body contacting the leachant is dissolved. The Sr2+ present in the connected pore solution also enters
the leachate by liquid–liquid diffusion. The solution in closed pores is in equilibrium with the solid
phase. As the leaching period extends, part of the Sr2+ encapsulated inside the solidified body was
released gradually to the outer surface of the solidified body by solid phase diffusion, and this can also
enter the leaching solution. In addition, the solidified body continues to hydrate during the leaching
process, and more hydration products are formed to fill the pores, which reduces the diffusion rate
of Sr2+. Therefore, the leaching rate of the magnesium silicate cement solidified body tends to be
high during the early stage and low during the later stages. In addition, the SEM image in Figure 3
shows that Sr participates in the hydration process of the magnesium silicate cement, changing the
final hydration product type, and existing in the solidified body in the form of strontium carbonate.
Although this reduced the strength of the solidified body, the leaching resistance of the magnesium
silicate cement solidified body was improved.

5. Conclusions

The effect of Sr2+ on the hydration process of MgO–SiO2–H2O cement was evaluated by assessing
the mechanical properties, the phases, and by microstructural analysis. From results of strength,
leaching tests and pore diameter distribution analysis, the stabilization performance of the M–S–H
cement on Sr2+ was revealed and the following conclusions were drawn:

(1) Incorporating the Sr nuclide reduced the working performance of the magnesium silicate
cement and inhibited the development of compressive strength owing to the inhibition of
hydration process.

(2) The leaching rate and cumulative leaching fraction of the solidified body after immersion
for 42 days in the standard environment (4.64 × 10−4 cm/d) and high temperature seawater
(1.89× 10−3 cm/d) were one order of magnitude lower than the limit value in the National Standard.

(3) The presence of Sr affected the hydration reactions of the magnesium silicate cement and was
encapsulated the interior of the matrix in the form of a strontium carbonate precipitate. This was
beneficial to ensure low long-term leaching performance of the solidified body.
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Abstract: Unprecedented advances and innovation in technology and short lifespans of electronic
devices have resulted in the generation of a considerable amount of electronic waste (e-waste).
Polymeric components present in electronic waste contain a wide range of organic materials
encompassing a significant portion of carbon (C). This source of carbon can be employed as a
reducing agent in the reduction of oxides from another waste stream, i.e., steelmaking slag, which
contains ≈20 wt%–40 wt% iron oxide. This waste slag is produced on a very large scale by the steel
industry due to the nature of the process. In this research, the polymeric residue leftover from waste
printed circuit boards (PCBs) after a physical-chemical recycling process was used as the source of
carbon in the reduction of iron oxide from electric arc furnace (EAF) slag. Prior to the recycling tests,
the polymer content of e-waste was characterized in terms of composition, morphology, thermal
behavior, molecular structure, hazardous elements such as Br, the volatile portion, and the fixed
carbon content. After the optimization of the ratio between the waste slag (Fe source) and the waste
polymer (the carbon source), the microstructure of the recycled alloy showed no Br, Cl, S, or other
contamination. Hence, two problematic and complex waste streams were successfully converted to a
clean alloy with 4 wt% C, 4% Cr, 2% Si, 1% Mn, and 89% Fe.

Keywords: solid waste; cleaner production; electronic waste; recycling; waste printed circuit boards;
waste EAF slag

1. Introduction

In the early 21st century, rapid advances in technology and short lifespans of devices, machines,
and equipment caused the generation of a large volume of waste in different industries, whether in
the well-established steelmaking [1] or in the modern electronics sectors [2]. Management of these
waste resources is a critical issue for researchers, and approaches to tackle these problems are chiefly
dependent on the content and types of valuable materials/elements in the waste and the environmental
impacts of the waste [3]. Due to the large-scale production of steelmaking, the amount of generated
waste from this process can be more than thousands of tons annually. Such slag byproducts typically
contain a significant amount of iron oxide [4], implying that a significant portion of iron is lost along
with the disposal of the slag. On the other hand, electronic waste (e-waste) comes from everywhere
that humans live. The main issue is the hazardous effect on the environment and humans’ health
due to the presence of hazardous elements, such as Cd, Hg, and Pb [5]. Hence, there are clearly various
purposes for somehow recycling various wastes, but in all cases, the final product must be worthwhile
from an economic viewpoint.

E-waste consists of discarded electronics that contain a variety of materials, including metals,
ceramics, and polymers entangled with each other [5]. Many studies successfully recycled e-waste
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via physical, mechanical, and chemical approaches [6]. Some researchers focused on the metallic
content [7] while others worked on the ceramic [8] or polymer portions [9]. However, less research has
been performed regarding how to use these separated/recycled wastes for new purposes. In other
words, because of the rapid growth in e-waste generation, recycling industries need to obtain potential
customers for their recycled products, such as polymeric components recovered from e-waste.

Polymeric components from e-waste contain many different organic materials, including phenoxy
resins, polyvinyl acetate, and vinyl chloride [5]. These are thermoset types of polymers, which have
limitations in terms of their applications that are hard to degrade compared to thermoplastics [10]. Also,
this e-waste emits hazardous dioxins and elements, for instance, Br and Cl [11]. However, a significant
portion of these waste polymers is carbon (C) [12], which can be used as a potential source of carbon in
the recycling process of other types of waste, i.e., the discarded slag from the steelmaking industry.

Over the last few decades, traditional steelmaking furnaces were replaced by electric-arc furnaces
(EAFs) [1]. The byproduct slag from EAF contains ≈15 wt%–20 wt% Fe in the form of Fe2O3 and FeO.
Depending on the conditions and efficiency of the process, the Fe [4] and other heavy metal contents,
such as Cr [13], can change. Several studies focused on practical applications of EAF slag, such as
fiber-reinforced concrete for pavements [14], aggregate in asphalt mixes [13], geo-fill materials [1], and
P-removal agents [15]. These applications are innovative and economical; however, original iron ores
contain around 60 wt% iron oxide [16] compared to the 20 wt%–40 wt% iron oxide content found in
EAF slag. Thus, in order to avoid the continuous depletion of deposit ores (i.e., Fe, Cr, Si, and Mn),
the recycling of these waste slags seems to be profitable. Nevertheless, due to the lower Fe content in
EAF slag, the activity of C must be higher and traditional methods of using conventional carbonaceous
resources (i.e., coke and coal) may not be efficient. Since the usual coals are not very promising when it
comes to providing a high activity for the reduction of EAF waste slag, the carbon sourced from the
polymer content of e-waste may be an alternative reducing agent. This carbon is much more reactive
than coal carbon and the final surface area of the carbon is much higher, which enhances the rate of the
reaction [17]. Using high surface area carbon or a gaseous atmosphere, e.g., CO and/or CH4, could
efficiently enhance reduction [18]. Another advantage of using polymeric material for reduction is the
presence of hydrogen (H) in addition to carbon, which increases the reduction speed and makes it
more environmentally friendly, as it ill produces H2O after the process instead of greenhouse gasses.

In this research, the leftover polymeric residue waste of printed circuit boards (PCBs) as a result
of the physical-chemical process was used as a source of activated C in the reduction of iron oxide
from EAF slag. Fe, Cr, Mn, and a portion of Si were produced from waste EAF slag. Hence, two major
streams of industrial solid wastes were combined, and the output was a metallic ferrous alloy contained
Cr, Si, and Mn. The major environmental hazards of the e-waste material were also investigated.

2. Experimental

2.1. Feed Materials Preparation and Experiments

Fe source: The source of Fe was from EAF slag as waste material. The delivered slag was crushed
into a fine powder (100–200 μm) using a ring mill prior to mixing with a carbon source (i.e., the residue
of waste PCBs) for reduction.

C source: The flowchart of the separation process of waste PCBs is presented in Figure 1. Waste
PCBs from scrap motherboards were collected from a reverse e-waste company. Polymer slots,
capacitors, connectors, the heatsink, backup batteries, the CPU, and the CPU socket of each board were
dismantled manually or using a heat gun. The resulting board was sent to be crushed into particles less
than 1 mm using ring mill and knife mill in a 3-step process [5]. The crushed powder was then classified
into metal-rich and ceramic-rich powders using a sieve shaker (Fritsch, Pulverisette 15) [5]. For the
recovery of metal content, the metal-rich powder was treated with acid and all of its metal contents
(i.e., Cu, Al, Fe, Sn, Ni, Pb, and Zn) were digested [19]. The resulting solution and the leaching residue
were separated by filtration [19]. Lastly, the residue, containing ceramics and polymers, was washed
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with deionized (DI) water and ethanol using a table-top centrifuge (Hermle Z206 A) for the removal of
remaining ions, followed by drying in an oven at 60 ◦C overnight.

Figure 1. The flowchart of the chemical and physical separation of the waste printed circuit boards
(PCBs). The waste PCB leaching residue (WPCBR) was the e-waste used as the source of carbon in
this research.

Reduction experiments: To optimize the ratio between the waste slag (WS) and the waste PCB
leaching residue (WPCBR), 0.5 g WS was mixed with 0.25, 0.375, 0.5, 0.625, and 0.75 g WPCBR,
to provide a WPCBR

WS value between 0.5 and 1.5. Each ratio was calculated twice and the average was
reported. The mixture was then placed in a zirconia-based crucible located in a graphite rod and gently
inserted into a vertical tube furnace under 1 L/min Ar atmosphere at 1550 ◦C, which was selected based
on the kinetics and thermodynamics of steelmaking slag reduction [20]. After 30 min, the sample was
discharged from the furnace for manual separation and the weight of the metal droplets was measured.
The weight of recycled metal was measured as an indicator of recovery efficiency.

2.2. Characterization

(a) X-ray diffraction analysis (XRD, PANalytical X’Pert Pro, Malvern, UK) with Cu Kαwavelength and
2θ between 10–100◦ was applied for phase identification of waste materials and the resulting alloy.

(b) To increase the precision of phase identification, X-ray fluorescence analysis (XRF, PANalytical
PW2400 Sequential Wavelength Dispersive, Malvern, UK) was utilized to quantify the approximate
percentage of oxide phases.

(c) Scanning electron microscopy (SEM, Hitachi S3400, Tokyo, Japan) equipped with energy dispersive
spectroscopy (EDS, Bruker) was used for the morphological observation and distribution analysis
of elements in the WPCBR.
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(d) LECO analysis was employed to measure the sulfur (S), nitrogen (N) (LECO TruSpec Analyser,
Michigan, USA), and carbon contents (LECO CS 444 Analyser, Michigan, USA) of the WPCBR.

(e) The structural and elemental concentrations of the recycled metal were measured by electron
probe microanalysis (EPMA) or wavelength dispersive spectroscopy (WDS, JEOL JXA-8500F)
for accurate quantitative mapping and point analysis. The sample was mirror polished and all
measured elements were calibrated using standard samples.

(f) Moreover, the composition of the recycled metal was analyzed using laser-induced breakdown
spectroscopy (LIBS, Z-200 under Ar atmosphere), which is known as a very reliable method even
for carbon content analysis. The surface of the sample was mirror polished and the device was
calibrated before analysis.

(g) The thermal behavior and proximate analysis of the WPCBR were carried out using
thermogravimetric analysis (TGA, PerkinElmer STA 8000 and TGA 8000, Massachusetts, USA)
and differential thermogravimetric (DTG) in an alumina crucible under a controlled atmosphere
(N2 or O2) at a heating rate of 20 ◦C/min.

(h) The exhaust of the TGA was connected to Fourier transform infrared spectroscopy (FT-IR,
PerkinElmer, Frontier, Massachusetts, USA) with continuous wavelength analysis between 4000
and 500 cm−1 to identify the functional groups of any evaporated organic species and to measure
the volume of the evolved gas.

(i) The exhaust of the FT-IR was joined to a gas chromatograph-mass spectrometer (GC/MS,
PerkinElmer, Clatus 500 and Clarus SQ 8 s, Massachusetts, USA) for more accurate recognition of
organic species based on separation time. TurboMass V 6.1 equipped with the National Institute
of Standards and Technology (NIST) library was used for the identification of the compounds.

3. Result and Discussion

3.1. Characterization of Waste Materials

The composition and phase identification of both waste materials are represented in Tables 1 and 2,
and Figure 2. Almost all of the ceramic compounds in both wastes were in oxide form. The ceramic
portion of the WPCBR acted like a typical slag for the molten metal, since the main oxides present
in the WPCBR, i.e., SiO2 (silica), CaO (lime), and Al2O3 (alumina), were similar to the main oxide in
steelmaking slags [21]. However, due to the high fraction of SiO2 and Al2O3, the acidity of the final
molten slag was higher, leading to lower viscosity. This issue could be balanced with the CaO content
of the WS.

Table 1. The composition, measured by XRF analysis, of the two waste materials used in the
reduction process.

Phase (wt%) Waste Material Fe2O3 SiO2 MnO CaO Al2O3 MgO Na2O P2O5 Cr2O3

Ash content of WPCBR 0.9 61.3 0.1 15.5 11.8 0.7 0.7 0.1 0.1
WS 38.6 12.0 7.2 30.0 4.3 7.0 0.3 0.4 2.0

Table 2. The portion of different materials in the WPCBR driven by LECO 1 and proximate 2 analyses.

Phase or Element N 1 S 1 Total
Carbon 1

Total
Volatile 2

Fixed
Carbon 2 Ash 2

Weight Percentage (wt%) 2.2 0.08–0.1 29.3 54 12 34

The XRD patterns (Figure 2) showed that the WS mainly contained calcium silicate (Ca2SiO4),
Magnetite (Fe3O4), and wustite (FeO), which was in accordance with other studies [4]. However,
Al2O3, MnO, and Cr2O3 were not detected, either due to the amorphous structure or due to them
being below the detection limit. Meanwhile, the main phases of the WPCBR were SiO2, CaO, and
calcium aluminum silicate (Al3Ca0.5Si3O11).
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Figure 2. The analyzed XRD patterns matched with the reference patterns of the waste slag (WS)
(bottom), ash content WPCBR after burning (middle), and the recycled metal (top). The reference
patterns were iron carbon (00-052-0512), Fe3Si (iron silicon, 00-035-0519), Cr7C3 (chromium carbide,
00-036-1482), Al3Ca0.5Si3O11 (calcium aluminium silicate, 00-046-0744), CaO (lime, 96-900-6731), SiO2

(cristobalite, 96-900-8228), Fe3O4 (magnetite, 01-089-0688), FeO (wustite, 96-900-2670), and Ca2SiO4

(calcium silicate, 00-003-0761 and 00-029-0371).

The microscopic images and elemental distribution of both waste materials are provided in
Figure 3. As shown, the different elements were distributed almost homogeneously through the WS.
In the WPCBR, one of the main ingredients was the fiber, called fiberglass, which was mainly made of
Si and Ca [22].

Table 2 provides the percentages of nitrogen (N) and sulfur (S) present in the WPCBR; since these
two elements are totally detrimental in steel structures and must be considered during the production
process for removal. N and S were transferred in the volatile portion at low temperatures and were
less likely to affect the quality of the iron (discussed in the next section). The total volatile of the
WPCBR was 54 wt% and the residual materials encompassed 12 wt% fixed carbon and 34 wt% ash;
this composition is provided in Table 1. The important value of the WPCBR in this research was related
to the carbon content. Around 29.3% of the WPCBR was carbon, of which 12 wt% was fixed carbon.
Since the operating temperature of our furnace was high enough (i.e., 1550 ◦C), all volatile forms
of carbon decomposed into simple carbonous components, such as CO, CO2, or CH4 [23]. Hence,
in addition to the fixed carbon for the reduction, there was a likelihood of the reduction by this reducing
gaseous carbon.
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The TGA and DTG analyses of the WPCBR are presented in Figure 4a. The weight loss from room
temperature to 100 ◦C was due to the release of adsorbed moisture and physical water [24]. The organic
degradation of the WPCBR was gradually triggered from 100 ◦C and accelerated to 300 ◦C, which was
in good agreement with other research [25]. Between 100 and 150 ◦C, the degradation rate was lower
and started to increase after 150 ◦C. The weight loss peaked at 360 ◦C, at which point a significant
volume of gas evolved (Figure 4b). With further heating, the degradation rate decreased and almost
leveled out before 900 ◦C, where O2 was purged for the calculation of the fixed carbon. Due to very
high activity, this carbon was considered to be a favorable carbon in the reduction process [18].

 
(a) 

(b) 
Figure 4. (a) Thermogravimetric analysis (TGA) and differential thermogravimetric (DTG) curves;
(b) the volume of gas that evolved during the pyrolysis of the WPCBR under a heating rate of 20 ◦C/min
and N2 atmosphere.

While the WPCBR at a high temperature (i.e., 1550 ◦C) was supposed to completely decompose
to simple gases, including CO, CO2, and CH4, these waste materials contained Br and some other
hazardous elements; thus, the evaporated organic compounds were analyzed using FT-IR and GC/MS.
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The polymer content of the WPCB had a complex matrix made of various resins [5]. FT-IR analysis
was carried out on the exhaust gas from the TGA analysis to identify the functional groups of the
organic compounds, particularly toxins. Figure 5 represents the FT-IR spectrum of the evolved gas from
the WPCBR when it was at the maximum degradation rate (i.e., 360 ◦C), accompanied by a detailed
investigation of the functional groups, as listed in Table 3. The sharp band at 502 cm−1 was assigned
to the C-Br stretching vibration, which corresponded to organobromide compounds as identified by
MS results. The bands at 664 and 1603 cm−1 were assigned to the bending and stretching vibrations
of the C=C in alkene and benzene ring compounds, respectively. Two bands at 748 and 829 cm−1

were ascribed to C–H vibrations, while two bands at 1086 and 1177 cm−1 were assigned to the C-O-C
stretching vibrations in aromatic compounds [26]. The vibration in the region of 1540–1174 cm−1

was ascribed to the O-H, C-O, C-H, and C=C stretching and bending of the phenolic materials in the
sample [27,28]. The vibration in the region of 2900–3700 cm−1 was due to O-H starching and bending
of carboxylic acids and phenolic groups [29,30].

 

(a) 

 

(b) 

Figure 5. The FT-IR spectra of the WPCBR under a heating rate of 20 ◦C/min and N2 atmosphere.
(a) The spectrum at 360 ◦C (Ads); the corresponding details of the peaks are available in Table 3. (b) The
sequential plot of spectra at different temperatures (T%).
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Table 3. The corresponding details of the FT-IR spectrum represented in Figure 5a, which is the FT-IR
spectrum of the WPCBR at 360 ◦C and N2 atmosphere.

No. Functional Group Absorption Location (cm−1) Type of Vibration

1 C-Br 502 Stretching
2 C=C alkene 664 Bending
3 C-H 748 Bending
4 C-H 829 Bending
5 C-O-C 1086 Stretching
6 C-O-C 1177 Stretching
7 C-O phenolic 1258 Stretching
8 C-O phenolic 1339 Bending
9 C-H aliphatic 1417 Bending
10 C=C 1487 Stretching
11 C=C 1504 Stretching
12 C=C benzene 1603 Stretching
13 C=O carboxylic acid 1756 Stretching
14 O=C=O carbon dioxide 2356, 2310 Stretching
15 O-H phenol (H-bond) 2974 Stretching
16 O-H carboxylic acid (H-bond) 3032 Stretching
17 O-H 3588 Stretching
18 O-H phenol 3649 Stretching

The time-shifting in the FT-IR spectrum of the WPCBR exhausted gas is illustrated in Figure 5b.
The sharpest spectrum was taken at 360 ◦C, which agreed with the highest volume of evolved gas
(Figure 4b). Obviously, the intensity of almost all of the peaks declined after 360 ◦C, and the spectrum
was similar after 450 ◦C, indicating that the evolved gas remained almost unchanged. The only
peak that correlated with Br compounds was the first peak, which signified the stability of C-Br.
At temperatures higher than 450 ◦C, it seemed that the rest of the peaks belonged to CO, CO2, H2O, and
the leftover gases at lower temperatures. Thus, since this exhaust gas contains Br compounds, it should
be captured before being released into the atmosphere. It was concluded that at high temperatures,
the solid fixed carbon that was produced was stable.

The mass spectrum of the gas evolved from the thermally decomposed WPCBR at 360 ◦C and
the corresponding organic molecular structures are respectively provided in Figure 6 and Table S1.
As a matter of fact, there were two types of peaks in the mass spectrum, including a molecular ion
peak and a base peak with the highest intensity. According to Figure 6, an ion peak assigned to styrene
appeared at a retention time of around 176 s (number 2). The base peak with the highest intensity,
which was attributed to phenol, appeared at a retention time of 207 s (number 3). Since the absolute
height of all of the ion peaks was dependent on the concentration of the relevant compound, in the
WPCBR sample, phenol had the highest concentration and was considered to be the base peak. All the
other peaks were referenced as a percentage of the base peak. After phenol, there were four other
organic compounds that showed high concentrations in terms of the height of their peaks, including
2-methyl-3,3,5-trimethyl cyclohexyl-2 propenoic acid, 2,3-fihydro-2-methyl-benzofuran, 4-(1-methyl
ethyl)-phenol, and p-isopropenylphenol (numbers 4, 7, 10, and 11). Based on the molecular structure
of peaks 7, 10, and 11, it was assumed that the major part of the WPCBR sample was made of phenol
derivatives. Accordingly, the FT-IR and MS results were in good agreement.

From thermodynamic and kinetic viewpoints, the reduction of iron oxide into Fe using solid C at
a low temperature (<900 ◦C) is impossible. Since our charging process, which was similar to EAF in
steelmaking, had a temperature of molten metal higher than 1500 ◦C, it is correct to assume that all the
organic compounds in Table S1 inevitably broke into the simplest gases, i.e., CO, CO2, and CH4.
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Figure 6. The chromatogram of the WPCBR volatile gas at 360 ◦C (heating rate of 20 ◦C/min) as a
function of separation time. The corresponding compounds of peaks are listed in Table S1.

Considering the FT-IR and GC/MS results and the fact that all of the identified organic compounds
could be decomposed into simple greenhouse gases, we concluded that the outlet gas, except CO
and the Br-containing gas, were not poisonous at our working temperature (1550 ◦C). Hence, the
exiting gas must have been depleted from Br, which was derived from 1-bromo-butane (number 1),
2,4-dibromo-phenol (number 13), and 2-bromo-p-cymene (number 14), before being released into the
atmosphere. The effects of Br and other impurities must be considered for the purity level of the
recycled metal; this is investigated in the next section.

3.2. Reduction and Recycling Process

After the carbothermal reduction experiments for different ratios of WPCBR
WS (i.e., 0.5, 0.75, 1, 1.25,

and 1.5), the optimum ratio of 1 was chosen based on the weight of the resulting metallic alloy. Figure 7a
illustrates the recovery efficiency and the slag residue after reduction at 1550 ◦C for 30 min and under
1 L/min Ar flow. At lower ratios (0.5–1), the Fe recovery was not complete. By contrast, at higher ratios
(1–1.5), the C was more than sufficient and the separation process was more challenging due to the
content of SiO2 and CaO in the WPCBR.

The IR gas analysis was used to monitor the CO, CO2, and CH4 gases evolved from the
sample under the optimum ratio ( WPCBR

WS = 1) during reduction; these results are shown in Figure 7b.
The concentrations of CO2 and CH4 compared to CO were negligible. The reduction behavior was
similar to the reduction of iron oxide with rubber-derived carbon or coke reported in previous work [31];
the reaction was complete after less than 10 min, revealing the high activity of the produced carbon.
After about 100 s, the concentration of the CO gas surged due to the rapid decomposition of iron
oxides (Fe3O4 and FeO) and other oxides to metal, gas, and slag phases. In 205 and 300 s reaction
times, there were two more peaks, which were possibly attributed to the carbothermal reduction [31]
of other oxides, such as SiO2, MnO, and Cr2O3. The detailed mechanism of carbothermal reduction is
discussed in reference [31].
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(a) 

 

(b) 

Figure 7. (a) The weight of metallic alloy recycled from the mixture of the WS and WPCBR as a function
of WPCBR/WS at 1550 ◦C for 30 min under a flow of 1 L/min Ar. (b) The gas infrared (IR) analysis of
the exhaust gas for the optimum condition (i.e., WPCBR/WS = 1).

From a thermodynamic viewpoint, the reduction of the iron oxide and other oxides involved in
our recycling process at 1550◦C with a source of solid carbon seemed possible, as per the following
reactions [32–35]:

Fe2O3 + 3/2C = 2Fe + 3/2CO2(g) ΔG◦1550 ◦C = −237 kJ, (1)

2FeO + C = 2Fe + CO2(g) ΔG◦1550 ◦C = −98 kJ, (2)

Cr2O3 + C = 2Cr + 3CO(g) ΔG◦1550 ◦C = −142 kJ, (3)

MnO + C =Mn + CO(g) ΔG◦1550 ◦C = −25 kJ, (4)

SiO2 + 2C = Si + 2CO(g) ΔG◦1550 ◦C = 43 kJ. (5)
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Thermodynamically, Fe, Cr, Mn, and a portion of Si oxides were expected to reduce into their
metallic forms. The ΔG of the reactions depended on the activity of the dissolved metal and partial
pressures of CO and CO2 [36]; hence, despite a positive ΔG◦ for Reaction (5) at 1550 ◦C, the very low
activity of Si (<0.02, almost equal to wt% of Si dissolved in molten metal) and low partial pressure of
CO (ppm level) led to a negative ΔG value. The mean composition of the recycled metal is presented
in Table 4. It was concluded that the recovered metallic alloy was an 89Fe-4C-4Cr-2Si-1Mn alloy, which
is called high carbon steel. This alloy can be applied for abrasion resistance applications directly or as
a master alloy for the production of another type of abrasion resistant alloy.

Table 4. The chemical composition of the recycled metal, as analyzed by LIBS. These results are the
averages of 5 points (2 runs).

Element Fe Si Cr Mn C

Weight Percent (%) 88.9 ± 0.8 1.7 ± 0.1 3.9 + 0.1 1.3 ± 0.1 3.8 ± 0.4

Figure 8 and Table 5 indicate the distribution and composition of the recovered elements and
different phases in the resulting metallic alloy. The WDS results indicate the presence of chromium
carbide in the carbide phase and iron silicide in the iron matrix. Figure 2 displays the XRD pattern
of the resulting metallic alloy, showing the presence of chromium carbide (Cr7C3) and iron silicide
(Fe3Si), which was in accordance with the WDS results. These intermetallics increased the mechanical
properties of the alloy.

Table 5. WDS point analysis for C, Mn, Si, Cr, Br, P, and Fe corresponding to Figure 8. Iron phase,
carbide phase, and white dot compositions are the averages of 5, 5, and 2 points, respectively.

Element Phase C Mn Si Cr Br P Fe

Atomic Percent (at%)

Iron Matrix 1.16 ± 0.04 1.79 ± 0.06 11.82 ± 0.23 0.92 ± 0.04 <0.002 0.84 ± 0.06 83.46 ± 0.19

Carbide Phase 26.62 ± 0.17 3.35 ± 0.23 0.05 ± 0.02 6.34 ± 0.71 <0.002 0.00 ± 0.00 63.65 ± 0.60

White Dots 3.65 ± 0.45 2.15 ± 0.50 9.32 ± 0.19 1.16 ± 0.35 <0.008 1.99 ± 0.67 81.73 ± 2.15

Weight Percent (wt%)

Iron Matrix 0.27 ± 0.01 1.90 ± 0.06 6.41 ± 0.14 0.92 ± 0.05 <0.003 0.50 ± 0.03 89.94 ± 0.27

Carbide Phase 7.29 ± 0.08 4.20 ± 0.29 0.03 ± 0.01 7.51 ± 0.84 <0.003 0.00 ± 0.00 81.08 ± 0.76

White Dots 0.84 ± 0.10 2.26 ± 0.51 5.02 ± 0.06 1.15 ± 0.34 <0.013 1.18 ± 0.39 87.53 ± 3.00

However, due to the presence of P, which was mainly in the WS, the recycled metal presented a
small amount of P as an impurity. It seemed that the P impurity was distributed throughout the iron
matrix, mainly in the white dots. The removal of this P is well-established in the steelmaking industry
using post-treatment [37,38]. Neither the WDS map nor the point analyses confirmed traces of Br and
S in the recycled metal, indicating that all Br and S were expelled in the gaseous form, which was in
accordance with the GC/MS and FTIR analyses.
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4. Conclusions

In this research, two types of solid wastes, i.e., waste EAF slag and the polymeric residue of waste
PCBs, were successfully applied for the recovery of the waste EAF slag. The waste slag contained
Fe2O3 and FeO as sources of Fe, accompanied by Cr2O3, MnO, and SiO2.

During the characterizations of the waste PCBs, the main concern was the intake of hazardous
elements, such as Br and S, in the recovered metal, since the volatile gas evolved from the WPCBR
contained Br, S, N, Cl, and other hazardous gaseous material. Using FT-IR, GC/MS, and IR analyses,
all organic species in the outlet gas were characterized, revealing that, at a high temperature (steelmaking
temperature), i.e., 1550 ◦C, all of the organic species turned into simple gases, such as CO, CO2, and
CH4. The fixed carbon, volatile materials, and the ash content in the WPCBR were 12 wt%, 54 wt%,
and 34 wt%, respectively. The composition of ash in the WPCBR contained mainly SiO2, CaO, and
Al2O3, which are common compounds in steelmaking slags.

In the thermal isolation/reduction tests, the ratio between the two wastes was optimized and an
optimum ratio of 1 was selected based on the amount of fixed carbon and the easy separation of metal
from slag. Regarding the elemental analyses, the recycled metal was an 89Fe-4C-4Cr-2Si-1Mn alloy
containing a small amount of P. Moreover, Br, and S, which were the main concerns, were transferred
to the exhaust gas and left an insignificant trace in the recycled metals. This research successfully
represents the potential of thermal isolation of a clean ferrous alloy from EAF slag using e-waste
residuals containing carbon.

Supplementary Materials: The following are available online at http://www.mdpi.com/2227-9717/8/1/53/s1.

Author Contributions: Conceptualization, R.K.N., S.M., and V.S.; experimental design, R.K.N.; GC/MS analysis,
M.A.; XRD, TGA, FT-IR, SEM, and TEM analysis, R.K.N., elemental analysis, R.K.N. and F.P., writing (original
draft preparation), R.K.N., S.M., and M.A., writing (review and editing), S.M., F.P., and V.S.; funding acquisition,
V.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Australian Research Council’s Industrial Transformation Research
Hub under the project IH130200025.

Acknowledgments: We also gratefully acknowledge the technical support of the Mark Wainwright Analytical
Centre (MWAC), in particular, the Solid State & Elemental Analysis Unit and Electron Microscopy Unit (EMU) at
the University of New South Wales, Sydney, Australia.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Yildirim, I.Z.; Mrezzi, M. Experimental evaluation of EAF ladle steel slag as a geo-fill material: Mineralogical,
physical & mechanical properties. Constr. Build. Mater. 2017, 154, 23–33. [CrossRef]

2. Nekouei, R.K.; Pahlevani, F.; Rajarao, R.; Golmohammadzadeh, R.; Sahajwalla, V. Direct transformation of
waste printed circuit boards to nano-structured powders through mechanical alloying. Mater. Des. 2018, 141,
26–36. [CrossRef]

3. Wang, Z.; Zhang, B.; Guan, D. Take responsibility for electronic-waste disposal. Nature 2016, 536, 23–25.
[CrossRef] [PubMed]

4. Yildirim, I.Z.; Prezzi, M. Chemical, mineralogical, and morphological properties of steel slag. Adv. Civ. Eng.
2011, 1–13. [CrossRef]

5. Nekouei, R.K.; Pahlevani, F.; Rajarao, R.; Golmohammadzadeh, R.; Sahajwalla, V. Two-step pre-processing
enrichment of waste printed circuit boards: Mechanical milling and physical separation. J. Clean. Prod. 2018,
184, 1113–1124. [CrossRef]

6. Kumar, A.; Holuszko, M.; Espinosa, D.C.R. E-waste: An overview on generation, collection, legislation and
recycling practices. Resour. Conserv. Recycl. 2017, 122, 32–42. [CrossRef]

7. Song, Q.; Li, J. Environmental effects of heavy metals derived from the e-waste recycling activities in China:
A systematic review. Waste Manag. 2014, 34, 2587–2594. [CrossRef]

8. Singh, N.; Li, J.; Zeng, X. Global responses for recycling waste CRTs in e-waste. Waste Manag. 2016, 57,
187–197. [CrossRef]

324



Processes 2020, 8, 53

9. Sahajwalla, V.; Gaikwad, V. The present and future of e-waste plastics recycling. Curr. Opin. Green Sustain.
Chem. 2018, 13, 102–107. [CrossRef]

10. Senophiyah-Mary, J.; Loganath, R.; Shameer, P.M. Deterioration of cross linked polymers of thermoset plastics
of e-waste as a side part of bioleaching process. J. Environ. Chem. Eng. 2018, 6, 3185–3191. [CrossRef]

11. Verma, R.; Vinoda, K.S.; Papireddy, M.; Gowda, A.N.S. Toxic Pollutants from Plastic Waste—A Review.
Procedia Environ. Sci. 2016, 35, 701–708. [CrossRef]

12. Maroufi, S.; Mayyas, M.; Nekouei, R.K.; Assefi, M.; Sahajwalla, V. Thermal Nanowiring of E-Waste:
A Sustainable Route for Synthesizing Green Si3N4Nanowires. ACS Sustain. Chem. Eng. 2018, 6, 3765–3772.
[CrossRef]

13. Skaf, M.; Manso, J.M.; Aragón, Á.; Fuente-Alonso, J.A.; Ortega-López, V. EAF slag in asphalt mixes: A brief
review of its possible re-use. Resour. Conserv. Recycl. 2017, 120, 176–185. [CrossRef]

14. Ortega-López, V.; Fuente-Alonso, J.A.; Santamaría, A.; San-José, J.T.; Aragón, Á. Durability studies on
fiber-reinforced EAF slag concrete for pavements. Constr. Build. Mater. 2018, 163, 471–481. [CrossRef]

15. Zuo, M.; Renman, G.; Gustafsson, J.P.; Klysubun, W. Phosphorus removal by slag depends on its mineralogical
composition: A comparative study of AOD and EAF slags. J. Water Process Eng. 2018, 25, 105–112. [CrossRef]

16. Xu, R.; Dai, B.; Wang, W.; Schenk, J.; Xue, Z. Effect of iron ore type on the thermal behaviour and kinetics of
coal-iron ore briquettes during coking. Fuel Process. Technol. 2018, 173, 11–20. [CrossRef]

17. Liou, T.-H.; Jheng, J.-Y. Synthesis of High-Quality Ordered Mesoporous Carbons Using a Sustainable Way
from Recycling of E-waste as a Silica Template Source. ACS Sustain. Chem. Eng. 2018, 6, 6507–6517.
[CrossRef]

18. Dong, H.; Geng, Y.; Yu, X.; Li, J. Uncovering energy saving and carbon reduction potential from recycling
wastes: A case of Shanghai in China. J. Clean. Prod. 2018, 205, 27–35. [CrossRef]

19. Nekouei, R.K.; Pahlevani, F.; Golmohammadzadeh, R.; Assefi, M.; Rajarao, R.; Chen, Y.-H.; Sahajwalla, V.
Recovery of heavy metals from waste printed circuit boards: Statistical optimization of leaching and residue
characterization. Environ. Sci. Pollut. Res. 2019, 1–13. [CrossRef]

20. Maroufi, S.; Nekouei, R.K.; Hassan, K.; Sahajwalla, V. Thermal Transformation of Mixed E-Waste Materials
into Clean SiMn/FeMn Alloys. ACS Sustain. Chem. Eng. 2018, 6, 13296–13301. [CrossRef]

21. Ukwattage, N.L.; Ranjith, P.G.; Li, X. Steel-making slag for mineral sequestration of carbon dioxide by
accelerated carbonation. Meas. J. Int. Meas. Confed. 2017, 97, 15–22. [CrossRef]

22. Wang, H.; Zhang, G.; Hao, J.; He, Y.; Zhang, T.; Yang, X. Morphology, mineralogy and separation characteristics
of nonmetallic fractions from waste printed circuit boards. J. Clean. Prod. 2018, 170, 1501–1507. [CrossRef]

23. Shokri, A.; Pahlevani, F.; Levick, K.; Cole, I.; Sahajwalla, V. Synthesis of copper-tin nanoparticles from old
computer printed circuit boards. J. Clean. Prod. 2017, 142, 2586–2592. [CrossRef]

24. Maroufi, S.; Nekouei, S.K.; Assefi, M.; Sahajwalla, V. Waste-cleaning waste: Synthesis of ZnO porous
nano-sheets from batteries for dye degradation. Environ. Sci. Pollut. Res. 2018, 25, 28594–28600. [CrossRef]
[PubMed]

25. Ye, Z.; Yang, F.; Lin, W.; Li, S.; Sun, S. Improvement of pyrolysis oil obtained from co-pyrolysis of WPCBs
and compound additive during two stage pyrolysis. J. Anal. Appl. Pyrolysis 2018, 135, 415–421. [CrossRef]

26. Yang, H.; Yan, R.; Chen, H.; Lee, D.H.; Zheng, C. Characteristics of hemicellulose, cellulose and lignin
pyrolysis. Fuel 2007, 86, 1781–1788. [CrossRef]

27. Preserova, J.; Ranc, V.; Milde, D.; Kubistova, V.; Stavek, J. Study of phenolic profile and antioxidant activity
in selected Moravian wines during winemaking process by FT-IR spectroscopy. J. Food Sci. Technol. 2015, 52,
6405–6414. [CrossRef]

28. Biber, M.V.; Stumm, W. An In-Situ ATR-FTIR Study: The Surface Coordination of Salicylic Acid on Aluminum
and Iron(III) Oxides. Environ. Sci. Technol. 1994, 28, 763–768. [CrossRef]

29. Tahir, H.E.; Xiaobo, Z.; Zhihua, L.; Jiyong, S.; Zhai, X.; Wang, S.; Mariod, A.A. Rapid prediction of phenolic
compounds and antioxidant activity of Sudanese honey using Raman and Fourier transform infrared (FT-IR)
spectroscopy. Food Chem. 2017, 226, 202–211. [CrossRef]

30. Movasaghi, Z.; Rehman, S.; Rehman, I. Fourier Transform Infrared (FTIR) Spectroscopy of Biological Tissues.
Appl. Spectrosc. Rev. 2008, 43, 134–179. [CrossRef]

31. Maroufi, S.; Mayyas, M.; Mansuri, I.; O’Kane, P.; Skidmore, C.; Jin, Z.; Fontana, A.; Sahajwalla, V. Study of
Reaction Between Slag and Carbonaceous Materials. Metall. Mater. Trans. B 2017, 48, 2316–2323. [CrossRef]

325



Processes 2020, 8, 53

32. Help of HSC V.9 Software Website. Available online: https://www.outotec.com/products/digital-solutions/
hsc-chemistry/ (accessed on 1 June 2019).

33. Fruehan, R.J. Rate of Reduction of Cr2O3 by Carbon and Carbon Dissolved in Liquid Iron Alloys. Metall.
Trans. B 1977, 8, 429–433. [CrossRef]
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Abstract: We evaluated the direct release to the environment of a number of potentially toxic elements
(PTEs) from various processing nodes at Xikuangshan Antimony Mine in Hunan Province, China.
Sampling wastewater, processing dust, and solid waste and characterizing PTE content (major
elements Sb, As, Zn, and associated Hg, Pb, and Cd) from processing activities, we extrapolated
findings to assess wider environmental significance using the pollution index and the potential
ecological risk index. The Sb, As, and Zn in wastewater from the antimony benefication industry
and a wider group of PTEs in the fine ore bin were significantly higher than their reference values.
The content of Sb, As, and Zn in tailings were relatively high, with the average value being 2674, 1040,
and 590 mg·kg−1, respectively. The content of PTEs in the surface soils surrounding the tailings was
similar to that in tailings, and much higher than the background values. The results of the pollution
index evaluation of the degree of pollution by PTEs showed that while dominated by Sb, some
variation in order of significance was seen namely for: (1) The ore processing wastewater Sb > Pb >
As > Zn > Hg > Cd, (2) in dust Sb > As > Cd > Pb > Hg > Zn, and (3) surface soil (near tailings) Sb >
Hg > Cd > As > Zn > Pb. From the assessment of the potential ecological risk index, the levels were
most significant at the three dust generation nodes and in the soil surrounding the tailings reservoir.

Keywords: antimony; mineral processing; potentially toxic elements; pollution characteristics

1. Introduction

Pollution caused by nonferrous metal mining has attracted increasing attention from the public
in China. With the issue of The 12th Five-Year Plan for Comprehensive Prevention and Control of Heavy
Metal Pollution, the pollution caused by nonferrous metal mining, processing, and metallurgy has been
again highlighted. As the country hosting the world’s largest reserves of Sb resources and production,
the mining and processing industry has generated significant pollution loads on the local environment.
Antimony ores are of various types, with many associated minerals and element associations [1,2].
Because of this, Sb ore processing is complex, during which PTEs associated with ore minerals can
enter the environment, dispersing in air, soil, and groundwater and leading to migration in the food
chain, accumulating in animals, plants, or the human body, and increasing risk to human health [3–6].

The characteristics of potentially toxic elements (PTEs) pollution in Xikuangshan (XKS) Antimony
Mine in Lengshuijiang, Hunan Province, has recently been the focus of independent researches. It has
been observed that the water, vegetable fields, farmland, and soil in the tailings zone around XKS
Antimony Mine are all seriously polluted [7–13]. PTEs released to water and soil have directly polluted
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crops, with PTEs in edible parts of foliage vegetables, fruits, and rhizomes grown in the affected areas
of XKS mining area found to be several times higher than those in non-affected areas, among which,
Sb and As are the two PTEs dominating this contamination [11,14–16]. When an excessive amount
of PTEs enter the human body, it will cause tumors and diseases to the liver, skin, and respiratory
and cardiovascular systems, and even cancer [17–21]. Sb, As, Hg, and their compounds are listed
as pollutants of priority interest by the United States Environmental Protection Agency [22] and the
European Union [23]. However, while spatial assessment across the mine-affected region has identified
indicative source–pathway–receptor links [24] a more detailed assessment of release from the antimony
beneficiation process is missing.

We report here on an assessment of the release of PTEs in wastewater, dust, and solid waste
derived from the beneficiation process. The results provide input to process review for environmental
protection and occupational exposure routes for longer-term management of site operations.

2. Material and Methods

2.1. Description of Antimony Processing

The antimony processing plant is located in the north of XKS Antimony Mine, Hunan Province.
It covers an area of about 18,000 m2 and has a beneficiation scale of 1500 t/d (ton/day). The beneficiation
ore is of single antimony sulfide ore, a kind of low temperature hydrothermal filling deposit. It mainly
consists of metal minerals (mainly stibnite (Sb2S3) and a small amount of antimony oxide (Sb2O3),
pyrite (FeS2), pyrrhotite (Fe(1-x)S), etc.) and gangue minerals (mainly quartz (SiO2)), followed by calcite
(CaCO3), barite (BaSO4), kaolin (Al2O3·SiO2·2H2O, gypsum (CaSO4·2H2O), etc.).

The antimony ore beneficiation process was carried out with the combined methods of manual
separation, heavy medium separation, and flotation separation. In manual separation, the waste rock
accounts for 40%~45%, and the recovery rate of antimony ores after manual separation is 92%~96%;
in a heavy-medium separation, with ferrosilicon used as the weighting agent, the ores at the density of
2.62~2.64 t/m3 are picked out, with the discard and the recovery rate at this point being 40%~43% and
93%~95%, respectively. After the two separation steps, the enriched antimony ores are ground to the
size of less than 0.074 mm for separation by flotation. During the flotation process, each ton of ore
consumes 3.5 m3 water and produces 0.2 kg dust and 920 kg tailings.

Management of wastes and longer-term operation has been outlined in our previous studies [25].
The 120 years of operation at the site have resulted in widespread and sporadic deposition to fill voids
generated during mining, covering an area of over 70 km2. Currently tailings are stored behind a
reservoir after transport from separation and flotation processes by wastewater. The wastewater is
discharged to the local river after minimal treatment.

2.2. Sampling Point Layout and Sample Collection

Sampling carried out for this study identified locations where the predominant
discharge/generation of PTEs emissions occurs. Namely: (1) Wastewater generated at ore concentration,
tailings accumulation, ore filtration, and tailings reservoir; (2) the production of dust is at the crushing
and screening workshop, the fine ore bin, and from the concentrate transportation; and (3) the solid
wastes are dominated by the tailings reservoir. Consequently, 24 samples were collected: 12 Wastewater
samples were collected from the ore concentrate tank, ore concentrate filter tank, tailings concentration
tank, and tailings reservoir. Three separate samples were collected at random from each of the 4
locations (W1~W3, W4~W6, W7~W9, and W10~W12, respectively). Six dust samples with duplicates
were collected from the 3 locations (crushing and screening workshop, fine ore bin, and concentrate
transportation, numbered D1–D2, D3–D4, and D5–D6, respectively). Three samples were collected
from the surface of the tailings reservoir (S1–S3) and three samples of surface soil (0–20 cm in depth)
were collected from around the tailings reservoir (S4–S6). Each solid sample was a composite from 3
subsamples mixed together in the field to make total bulk of 1 kg.
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The water samples were immediately packed into rinsed pollution-free polyethylene plastic bottles,
acidified with HNO3, sealed, and stored in a portable thermostated cooler at <4 ◦C. The dust, tailings,
and soil samples collected were sealed in pollution-free polyethylene plastic bags and transported to
the laboratory.

2.3. Sample Preparation and Testing

The solid samples (dust, tailings, and soil) were naturally air dried in the laboratory and ground to
particle size less than 0.074 mm for later study. The PTEs were determined by hydride generation-atomic
fluorescence (AFS-9700, Beijing Haiguang, China) after the digestion of solid samples (dust, tailings,
and soil), and conditioning of water samples. Solid materials (0.10 g) were digested in triplicate as
follows: 5 mL of concentrated HNO3 and 0.5 mL of HF in Teflon beakers for 12 h at 170 ◦C followed by
cooling and addition of 1 mL of 30% H2O2 and 30 min later 10 mL of 5% v/v HNO3 before sample
filtration with a 0.2 μm polyethylene film injection filter. Finally, ultrapure water was added to the
samples to a volume of 50 mL and stored at 4 ◦C before analysis. The acidified water samples were
filtered through a 0.2 μm polyethylene film injection filter before analysis.

2.4. Quality Control

In order to ensure data accuracy in the analysis process and stability of test equipment, the standard
reference soil (GBW07406) from China’s National Institute of Metrology was treated in the same way
as the dust (tailings, soil) samples, and the recovery rates of Sb, As, Hg, Pb, Cd, and Zn in standard
reference materials were 95%–106%, 94%–107%, 94%–104%, 97%–105%, and 91%–105%, respectively.
Calibration standards were produced after dilution of stock multi-element solution (reference) At the
same time, reagent blanks were included in each batch of analysis samples, and 20% of the samples
were remeasured, with RSD (relative standard deviation) remeasurement less than 10%.

2.5. Evaluation Method of PTEs Pollution

The pollution level of PTEs in the antimony beneficiation process was comprehensively evaluated
by the pollution index method and potential ecological risk index method, respectively.

2.5.1. Pollution Index (PI)

To evaluate PTEs levels, the pollution index was calculated [26].

Pollution index (PI) =
Ci
Cb

(1)

in which Ci is element i concentration in the samples, and Cb is its environmental background
value [27–29].

The PI of PTE was classified as non-pollution (PI ≤ 1), which indicated that the level of metals
was below the threshold concentration but did not necessarily mean there was no pollution from
anthropogenic sources or other enrichment over the background, low level of pollution (1 < PI ≤ 2),
moderate level of pollution (2 < PI ≤ 3), and high level of pollution (PI > 3) [30].

2.5.2. Potential Ecological Risk Index (RI)

Potential ecological risk index method links the PTEs’ content, toxicity, and ecological and
environmental effect, and evaluates the potential ecological risks of PTEs. It has become the main
method to evaluate the ecological hazards of PTEs in the environment and has previously been used to
spatially screen soil contamination in the wider area of the mining site [24,25].
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The potential ecological risk index was performed using the following equations [31].

RI =
n∑

i=1

Ei
r (2)

Ei
r = Ti

r ·Ci
r (3)

Ci
r =

Ci
m

Ci
n

(4)

where Ci
r is the single factor pollution index of element i, Ci

m is the ith metal concentration in the sample,
Ci

n is the background value of the target element, and Ti
r is the toxic response factor for each of the six

metals: Sb (19), As (10), Hg (40), Pb (5), Cd (30) and Zn (1) [32,33]. Ei
r is the single factor potential risk

factor. According to Ei
r, the sediments or soils were categorized into five levels: (1) Ei

r ≤ 40, low risk;
(2) 40 < Ei

r ≤ 80, moderate risk; (3) 80 < Ei
r ≤ 160, moderate to high risk; (4) 160 < Ei

r ≤ 320, high
risk; (5) Ei

r > 320, very high risk. RI is Multi-factor and comprehensive potential ecological hazard
index. According to RI, the sediments or soil were categorized into four levels: (1) RI ≤ 150, low risk;
(2) 150 < RI ≤ 300, moderate risk; (3) 300 < RI ≤ 600, high risk; (4) RI > 600, very high risk.

3. Results and Discussions

3.1. Characteristics of PTE Pollution in Wastewater

In light of Technical Guidelines for Environmental Impact Assessment Surface Water Environment
(HJ/T 2.3-1993) and related literature [34,35] the significance of pollution by As, Hg, Pb, Cd, and Zn
was referenced against Quantitative IV water quality standard in Surface Water Environmental Quality
Standards (GB3838-2002) as the reference value for ecological risk assessment [27], and for Sb, a value
of 0.005 mg·L−1 was used as the reference value [28].

The results summarized in Table 1 show that the concentration of Sb, As, and Zn in the wastewater
from the whole antimony ore beneficiation process exceeded the relevant standards, with the filtration
tank the most contaminated by Sb, As, and Pb. The average concentrations of Sb, As, and Pb
in wastewater were 4.415 mg·L−1, 1.006 mg·L−1, and 1.536 mg·L−1, respectively. The maximum
concentration of Sb, As, and Pb in wastewater were found at sampling sites W4, W5, and W6,
respectively, and the values for Sb, As, and Pb were 950, 10, and 30 times higher than the reference
value, respectively. The pollution load for As and Pb in the tailings reservoir, tailings tank, and ore
concentrate tank was also serious, their average values being 3.414 mg·L−1, 0.772 mg·L−1, and 0.255
mg·L−1, respectively.

Table 1. The concentration of target potentially toxic elements (PTEs) in water samples collected from
discharge points at the Xikuangshan (XKS) antimony mineral processing plant.

Node Sample No.
PTEs Concentration/(mg·L−1)

Sb As Hg Pb Cd Zn

Ore concentrate tank

W1 2.351 0.792 1.96 × 10−5 0.254 1.16 × 10−5 7.986
W2 1.987 0.695 1.59 × 10−5 0.263 1.35 × 10−5 7.521
W3 2.166 0.692 1.15 × 10−5 0.249 1.08 × 10−5 6.924

Average 2.168 0.726 1.57 × 10−5 0.255 1.20 × 10−5 7.387

filter tank

W4 4.375 1.018 3.12 × 10−5 1.472 1.79 × 10−5 9.145
W5 4.762 1.006 2.87 × 10−5 1.554 1.58 × 10−5 8.927
W6 4.109 0.994 3.57 × 10−5 1.583 2.04 × 10−5 9.005

Average 4.415 1.006 3.19 × 10−5 1.536 1.80 × 10−5 9.026

Tailings tank
W7 2.774 0.852 1.02 × 10−5 0.024 9.57 × 10−6 6.785
W8 2.584 0.735 9.54 × 10−6 0.037 9.75 × 10−6 6.548
W9 2.981 0.729 9.96 × 10−6 0.035 8.76 × 10−6 7.006

Average 2.780 0.772 9.90 × 10−6 0.032 9.36 × 10−6 6.780
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Table 1. Cont.

Node Sample No.
PTEs Concentration/(mg·L−1)

Sb As Hg Pb Cd Zn

Tailing reservoir
W10 3.157 0.747 3.27 × 10−5 0.065 1.07 × 10−5 10.968
W11 3.336 0.692 3.54 × 10−5 0.135 1.12 × 10−5 9.997
W12 3.749 0.701 2.99 × 10−5 0.104 1.19 × 10−5 11.065

Average 3.414 0.713 3.27 × 10−5 0.101 1.13 × 10−5 10.677

Standard value of surface water class IV 0.005 0.1 0.001 0.05 0.005 2.0

The wastewater from the tailings reservoir was most seriously polluted by zinc, with its average
concentration of 10.677 mg·L−1 and a maximum of 11.065 mg·L−1 at sampling point W12, which
is 8.3 times higher than the standard. In addition, the wastewater from concentrate filtration
equipment was also seriously polluted by zinc, whose average concentration reached 9.026 mg·L−1.
The concentration of Hg and Cd in wastewater from antimony ore beneficiation process conformed to
the standard.

PTEs pollution index (PI) and potential ecological risk index (Ei
r, RI) of wastewater produced

at each stage are shown in Figures 1 and 2. The results of Figure 1 show that Sb pollution was the
most serious in the wastewater from the Sb beneficiation process overall, with a PI of ~400 to >980 and
for As and Zn, ~7–>10 and >3–>5 respectively. In the case of Pb, pollution impact was more variable
across the process, i.e., the tailings concentration tank (pollution-free), tailings reservoir (low-medium
pollution), concentrate concentration tank, and concentrate filter tank (serious pollution), while for Hg
and Cd, little pollution impact existed. The order of pollution significance in wastewater was: Sb > Pb
> As > Zn > Hg > Cd.

 

PI

Figure 1. Box-plot showing PI for PTEs in all wastewater samples.
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Figure 2. Evaluating results by individual Ei
r and compound RI.

Figure 2 shows the individual element (Ei
r) and composite (RI) values for ecological risk of the

PTES in wastewater for this study. Unsurprisingly, Sb had the greatest contribution to the composite
ecological risk at all four wastewater sampling points. The RI was dominated by Sb, contributing
98–99% of the compound potential ecological risk (RI) at each sampling location, with As and Pb
showing moderate risk. Overall the RI ranged between 8000–17,000, highlighting incredibly high
environmental risk.

3.2. Pollution Characteristics of PTEs in Dust

At present, there is no unified evaluation standard for PTEs pollution in dust at home or abroad,
and the reference values are quite different [36]. Some scholars select typical reference points to evaluate
PTEs’ content according to the evaluation objects [37], but most scholars use local soil background
values as reference [38–40]. Hunan is a calcareous lithosol region, and the background value of Sb, Pb,
Zn, and other elements in soil and the ore itself is relatively high. Therefore, the background content of
soil in Hunan Province was selected as the standard reference.

The PTEs’ content of samples from the dust-producing processes is shown in Table 2. It can be
seen from the table that the pollution of Sb, As, Hg, Pb, Cd, and Zn in the dust was serious, for all
PTEs. Among them, Hg and Cd reached maximum values in the crushing and screening workshop,
while for Sb, As, Pb, and Zn the dust of fine ore bin presented the highest concentrations.

The pollution index for dust is shown in Figure 3 and, as expected, Sb was the most enriched in
the dusts with an average pollution index >680, with order of magnitude lower values for As, Cd, Pb,
Hg, and Zn (69.6, 57.2, 11.1, 11.0, and 6.7), all indicating significant if not extreme pollution.

Table 2. PTEs contents in dust samples from nodes in antimony processing plant.

Node Sample No.
PTEs Content/(mg·kg−1)

Sb As Hg Pb Cd Zn

Crushing and screening plant D1 1845.274 784.026 1.631 238.961 5.781 645.327
D2 1650.716 655.772 0.954 207.542 6.174 598.182

Average 1747.995 719.899 1.293 223.252 5.978 621.755

Fine ore bin
D3 2478.571 1425.322 1.138 117.264 2.544 758.074
D4 2275.693 1109.845 1.204 561.029 3.017 812.036

Average 2377.132 1267.584 1.171 339.147 2.781 785.055

Concentrate transportation route D5 1966.467 958.457 0.413 375.025 4.559 514.637
D6 2014.278 915.028 0.652 300.416 5.013 498.753

Average 1990.373 936.743 0.533 337.721 4.786 506.695
Hunan Province soil background values [29] 2.98 14 0.09 27 0.079 95
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PI

Figure 3. Box-plot of evaluating results by PI for dust.

The Ei
r of each PTE (Sb, As, Hg, Pb, Cd, Zn) in the dust and the potential ecological risk index (RI)

of PTEs (Figure 4) were calculated. The results indicated the following: In the dust, Sb contributed
the majority of the ecological risk in the three nodes (crushing and screening plant, fine ore bin, and
concentrate transportation route); the Ei

r values of Sb, As, and Cd were higher than 320 in the three
nodes, suggesting very high risk; for Hg, its Ei

r value was higher than 320 in the crushing and screening
plant and fine ore bin, suggesting very high risk, and its Ei

r value was lower than 320 (Ei
r = 236) in

the concentrate transportation route, indicating high risk; for Pb, its Ei
r value was higher than 320

(Ei
r = 415) in the crushing and screening plant, indicating very high risk, and its Ei

r value was lower
than 80 in the fine ore bin and transport routes of mine, suggesting moderate risk. The Ei

r value for
Zn was lower than 40 in the three nodes, which suggested low risk. As can be seen from Figure 4,
the pollution made by the three dust-producing nodes was serious, dominated by Sb but depending on
location, and different PTEs varied in their individual contribution to the RI. The potential ecological
risk index of the crushing and screening workshop, fine ore bin, and concentrate transportation route
reached >14,000, >17,000 and >15,000, respectively, which means that they are all seriously polluted.
The pollution intensity of PTEs in different nodes was: Fine ore bin > concentrate transportation route
> crushing and screening workshop.

 

RI

Figure 4. Evaluating results by Ei
r and RI.
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3.3. Pollution Characteristics of PTEs in Tailings

The analysis results of PTEs’ content in tailings are shown in Table 3. The results show that the
contents of Sb, As, and Zn in tailings were relatively high, with their average contents being 2674.790,
1040.288, and 590.472 mg·kg−1, respectively. The reason may be that the mineral components of the ore
were mainly stibnite, accompanied by toxic sand, pyrite, and sphalerite, in which Sb, As, and Zn were
most abundant, with significant contribution from Hg, Pb, and Cd.

Table 3. PTEs contents in antimony tailings.

Node Sample No.
PTEs Content/(mg·kg−1)

Sb As Hg Pb Cd Zn

Tailing dam
S1 2865.591 1082.167 3.273 59.628 2.151 590.492
S2 2517.722 1141.047 3.017 55.467 2.008 643.057
S3 2641.058 897.651 2.669 54.235 1.946 537.867

Average 2674.790 1040.288 2.986 56.433 2.035 590.472

The PTEs associated with the tailings can migrate to the surrounding soil through dissolution,
leakage, and weathering, resulting in pollution over much wider areas [4,24,41,42]. To understand
and more fully evaluate the pollution characteristics of tailings in this area more thoroughly, the PTEs’
content in the surface soil around the tailings reservoir was also analyzed in this study. Based on
the soil background value of Hunan Province, the pollution index method and potential ecological
risk assessment index method were used to evaluate the pollution characteristics (see Tables 4 and 5).
Table 4 shows significant enrichment in Sb, As, Hg, Pb, Cd, and Zn in the soil samples. The average
contents of Sb, As, Hg, Pb, Cd, and Zn were 1654.462, 105.399, 2.242, 39.311, 1.185, and 523.104 mg·kg−1,
respectively. The order of contents in descending order was Sb, Zn, As, Pb, Hg, and Cd, which was
similar to the PTEs in the tailings, highlighting an obvious source link.

Table 4. PTEs’ contents in soil samples surrounding antimony tailings.

Node Sample No.
PTEs Content/(mg·kg−1)

Sb As Hg Pb Cd Zn

Soils surrounding the Tailings
S4 1652.147 106.205 2.481 40.028 1.127 499.671
S5 1834.156 112.055 2.338 38.863 1.326 548.173
S6 1477.084 97.937 1.907 39.042 1.103 521.467

Average 1654.462 105.399 2.242 39.311 1.185 523.104
Hunan Province soil background values [29] 2.98 14 0.09 27 0.079 95

Table 5. Evaluating results by PI, Ei
r, and RI for the soils surrounding antimony tailings.

Node
PI Ei

r
RI

Sb As Hg Pb Cd Zn Sb As Hg Pb Cd Zn

Soils surrounding the
Tailings 555.18 7.52 24.91 1.46 15.00 5.51 10548.42 75.20 996.4 7.30 1500.00 5.51 13132.83

As can be seen from Table 5, the PI of Sb had a maximum value of 555.18, higher than the
standard [29], and the PI of As, Hg, Cd, and Zn also exceeded 5, indicating high level of pollution,
while the PI of Pb was 1.46, indicating low level of pollution. The Ei

r values of Sb, Hg, and Cd all
exceeded 320, indicating very high risk. The Ei

r value of As was 75.20, indicating moderate risk.
The Ei

r values of Pb and Zn were less than 40, indicating low risk. The RI value of the soil was >13,000,
indicating that the soil was at very high risk. Therefore, antimony tailings exerted great influence on
the surrounding soils, and should be paid special attention by relevant departments.
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3.4. Comparison of the Total Amount of PTEs

The release of PTEs in different stages in the Sb processing plant is shown in Figure 5. The pollution
was dominated by Sb, As, and Zn with tailings contributing the most to risk. At the same time, the
production process presented variation in contribution from individual PTEs.

 

⋅

Figure 5. Individual PTEs contents in different waste streams.

This contribution is emphasized in Figure 6, where tailings accounted for 97.00% of the total
amount of PTEs in the wastes. The results show that PTEs in tailings played a key role in the pollution
degree of PTEs in the whole antimony beneficiation industry. With the increasing awareness of
environmental protection and the development and application of integrated recovery and utilization
of technology, antimony ore tailings are one of the key links of clean production and nonwaste (or less
waste) mining, which is the most effective method to reduce the harm of antimony ore tailings.

Figure 6. Distribution of PTEs between major site processing wastes.

4. Conclusions

The evaluation of processing wastes in the Sb benefication steps at the XKS site confirmed the
significance of the tailings-hosting residues from incomplete ore processing. These materials contribute
more widely to environmental contamination as seen in localized soil assessment and agree with

335



Processes 2020, 8, 29

findings of other studies on widespread environmental contamination in the wider region. In addition,
the significance of dust and wastewater as pollution pathways was confirmed and the magnitude,
while lower than for tailings, was still of potential ecological significance. The observation that the
partition of PTEs other than Sb between these pathways varies from element to element is of value in
considering treatment approach. Control and management of surface tailings with dust suppression
and more effective wastewater treatment should be combined in a comprehensive management process
to reduce the threat to the wider environment and also to occupationally exposed individuals and
inhabitants of the region.
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Abstract: High energy demand has led to excessive fuel consumption and high-concentration CO2

production. CO2 release causes serious environmental problems such as the rise in the Earth’s
temperature, leading to global warming. Thus, chemical industries are under severe pressure to
provide a solution to the problems associated with fuel consumption and to reduce CO2 emission at
the source. To this effect, herein, four highly porous aromatic Schiff bases derived from melamine were
investigated as potential media for CO2 capture. Since these Schiff bases are highly aromatic, porous,
and have a high content of heteroatoms (nitrogen and oxygen), they can serve as CO2 storage media.
The surface morphology of the Schiff bases was investigated through field emission scanning electron
microscopy, and their physical properties were determined by gas adsorption experiments. The Schiff
bases had a pore volume of 0.005–0.036 cm3/g, an average pore diameter of 1.69–3.363 nm, and a
small Brunauer–Emmett–Teller surface area (5.2–11.6 m2/g). The Schiff bases showed remarkable
CO2 uptake (up to 2.33 mmol/g; 10.0 wt%) at 323 K and 40 bars. The Schiff base containing the
4-nitrophenyl substituent was the most efficient medium for CO2 adsorption and, therefore, can be
used as a gas sorbent.

Keywords: porosity properties; adsorption capacity; carbon dioxide storage; melamine Schiff bases;
surface area; energy

1. Introduction

Fuel consumption has been increasing over the years to meet the high demand for energy required
for various human activities. Therefore, CO2 concentration has increased drastically to unprecedented
levels in the atmosphere [1]. Fossil fuel combustion is the main contributor (60%) to the increased CO2

concentration level in the environment [2]. Chemical, agro, power, and pharmaceutical industries
contribute to approximately 70% greenhouse gas emission, which primarily causes climate changes
and global warming [3,4]. The rise of sea and ocean levels, increased acidity of water, and drastic
global weather changes are the main environmental problems associated with the increased CO2

emission, which will consequently lead to economic collapse [5,6]. Additionally, the CO2 levels in the
environment cannot be lowered rapidly due to the large-scale and high consumption of fuels, which
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are difficult to be reduced. Novel strategies must be developed to not only resolve the environmental
problems arising from global warming but also reduce carbon emission at the source. In addition,
it is important to devise new technologies and design novel materials that can be used as a media to
capture CO2 effectively [7–10].

Various technologies have been developed to capture and store CO2 that can efficiently reduce
its atmospheric level [11–16]. Recently, researchers from both academia and industry directed their
attention toward the capture and storage of CO2 [17–19]. Various chemical absorbents have been
used as media for CO2 capture, in which amines (e.g., ethanolamine) are the most common ones [20].
The use of amines involves a simple process; however, it is limited because of high operational cost,
energy requirement, and the use of very volatile chemicals [21]. Therefore, other techniques that
involve the use of adsorbents were developed. Such materials reportedly exhibit adsorption capacity
of >4.4% by weight, long life duration, recyclability, and reusability [22–24].

Chemical adsorption of CO2 is a simple as well as cost and energy effective process. Metal-based
adsorbents such as metal oxides are known as common capture media for CO2 because of their basic
and ionic nature [25]. For example, calcium and magnesium oxides can adsorb CO2 stoichiometrically
to produce the corresponding metal carbonate through an exothermic reaction [26]. However,
the adsorption capacity of materials varies on the basis of kinetic factors [25]. The adsorption
capacity of calcium oxide is limited but sufficiently high to facilitate its use as an effective medium
for CO2 capture. Several other materials such as ionic liquids in a solid matrix [27], zeolites [28],
silica [29], and those containing activated carbons [30–32] have been evaluated as CO2 sorbents. Some
of these materials possess unique thermal properties, high chemical stability, high surface area, tunable
chemical structures, recyclability, and reusability. However, zeolites are not suitable for CO2 capture
from flue gases because of their excellent hydrophilic properties [33]. In addition, materials containing
activated carbon exhibit poor selectivity [34].

Activated carbon has been prepared from different materials such as polymers, resins, and biomass
and can be used as an efficient adsorbent for CO2 [30]. Various chemical and physical processes have
been conducted to activate and modify the surface area and pore volume of such adsorbents to increase
their capacity for CO2 capture. The chemical process of activation requires the use of a base, while the
physical one requires an appropriate carbonization gas [35,36]. The adsorption capacity of activated
carbon depends on the distribution of the chemical activator within the matrix. Polyacrylonitrile in the
presence of a base (e.g., potassium hydroxide; KOH) was used as an effective medium to capture CO2

and exhibited good CO2 uptake at 25 ◦C and under 1 bar [31]. The CO2 uptake was even higher for the
resorcinol–formaldehyde resin at the same temperature and pressure in the presence of potassium
carbonate as an activator [37].

Metal–organic frameworks (MOFs), synthesized from different molecular building units, have
been investigated as adsorbents for CO2 because of their extended surface area [38–40]. The interaction
between MOFs and CO2 is strong because it occurs through hydrogen bonding and requires a low
heat of adsorption, similar to that observed for zeolites [25]. The CO2 storage capacity of MOFs can be
enhanced through the addition of polar residues within their surfaces [41]. Porous-organic polymers
(POPs) are highly stable chemically and thermally as well as have low density, tunable structure with
a desirable surface area, and different functional groups; therefore, they act as good adsorbents for
CO2 [33]. The presence of heteroatoms (e.g., nitrogen, oxygen, sulfur, phosphorus) within the skeleton
of POPs enhances CO2 capture capacity [33]. The surface polarity of POPs can be increased by the
addition of organic moieties containing polar groups or inorganic ions, which facilitates the strong
interaction between CO2 and adsorbent materials [33]. Various POPs showed good CO2 capture
capacity; however, the use of metals in the synthesis of POPs produces toxic pollutants. More research
is still needed to optimize the synthetic procedures for POP production by employing simple and
effective processes [42].

Nitrogen-rich heterocycles such as triazines have potential use in supramolecular applications
because they interact with many chemicals through π–π interactions, hydrogen bond formation,
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and chelation [43]. Melamine has a high nitrogen content (66% by weight) and has been used in
various applications such as the production of raw materials with high nitrogen content, plastic,
medicinal products, metal-free catalysts, and CO2 adsorbents [44–46]. Melamine Schiff bases can be
easily synthesized through the reaction of melamine and aromatic carbonyl compounds in the presence
of a catalyst. Recently, we have synthesized various Schiff bases and investigated their use as additives
to stabilize polymeric films against irradiation [47–53]. Melamine Schiff bases have all the qualities
needed for their use as efficient adsorbents for CO2. In this study, we report the use of melamine Schiff
bases, which are highly aromatic and porous, as an efficient media for the capture of CO2 at 40 bars
and 323 K.

2. Materials and Methods

2.1. Materials

Chemicals, reagents, and solvents were purchased from Merck (Schnelldorf, Germany) and were
used as received.

2.2. Physiochemical Measurements

The surface morphology of Schiff bases was observed through field emission scanning electron
microscopy (FESEM, TESCAN MIRA3, Kohoutovice, Czech Republic) at an accelerating voltage of
10 kV. The N2 adsorption–desorption isotherms of the Schiff bases were recorded on a Quantchrome
chemisorption analyzer (Quantachrome Instruments, Boynton Beach, FL, USA) at 77 k. The Schiff
bases 1–4 were degassed in a vacuum oven for a long period (6 h) at a high temperature (100 ◦C) under
a flow of N2 gas (Cascade TEK, Cornelius, OR, USA) to ensure the removal of any residues or small
molecules such as water from the pores of materials. The surface area of the Schiff bases was calculated
using the Brunauer–Emmett–Teller (BET) equation at a relative pressure (P/P◦) of 0.98. The pore size
of the Schiff bases was verified by the Barrett–Joyner–Halenda (BJH) method. The CO2 uptake was
measured at 40 bars and 323 K using the H-sorb 2600 high-pressure volumetric adsorption analyzer
(Gold APP Instruments Corp., Beijing, China), which has two degassing and analyzing ports that can
be simultaneously operated. The experiment of CO2 storage was repeated for at least 10 times for
pressure optimization. A known quantity of gas was injected into a measurement tube that contained
the Schiff base sample until an equilibrium between the adsorbed gas and the Schiff base sample was
established. The final equilibrium pressure was recorded automatically using a software program and
the adsorbed quantity of gas was calculated from the obtained data.

2.3. Synthesis of Schiff Bases 1–4

Schiff bases 1–4 were synthesized using a reported procedure by the condensation of melamine
and 3 molar equivalents of aromatic aldehydes; 4-nitrobenzaldehyde, 2-hydroxybenzaldehyde,
3-hydroxybenzaldehyde, and 4-hydroxybenzaldehyde, in boiling dimethylformamide containing
acetic acid as a catalyst under reflux for 6 h [47].

3. Results

3.1. Synthesis of Schiff Bases 1–4

The spectroscopic data from the 1H-NMR and FT-IR spectra, elemental analysis results,
and physical properties (e.g., melting points and colors) of the synthesized Schiff bases 1–4 were
identical to those of the previously reported bases [47]. Figure 1 represents the chemical structures of
the synthesized Schiff bases 1–4. Schiff base 1 contained a nitro group, while Schiff bases 2–4 contained
a hydroxyl group with different arrangements (ortho, meta, and para).
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Figure 1. Schiff bases 1–4 [47].

3.2. FESEM of Schiff Bases 1–4

The morphologies of Schiff bases 1–4 were investigated through FESEM. Figures 2–5 show that
Schiff bases 1–4 had a relatively uniform and amorphous surface with micro-size particles. The pore
dimensions of the Schiff base samples varied and were found to be 20–392 nm. It was clear that the
particle size of Schiff base 1 (Figure 2) was smaller than those of Schiff bases 2–4. Schiff bases 2 and 4

(Figures 3–5) have the largest pore dimensions. Schiff base 1 had a different morphology compared to
the other Schiff bases because it contains a nitro group, which causes more noticeable irregularity in
particle size and shape and, thus, a highly porous structure. The presence of the functional group that
had a high content of nitrogen (nitro group) could improve not only the porosity but also the surface
area and efficiency for CO2 uptake [33].

 

Figure 2. Field emission scanning electron microscopy (FESEM) image of Schiff base 1.
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Figure 3. FESEM image of Schiff base 2.

 

Figure 4. FESEM image of Schiff base 3.

 

Figure 5. FESEM image of Schiff base 4.
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The pore dimensions of Schiff bases 1–4 were smaller than those reported for some POPs and
larger than those for telmisartan tin complexes [54–56]. For example, POPs containing polyphosphates
derived from 1,4-diaminobenzene showed irregular and porous structures with pore dimensions of
49–981 nm [54]. In addition, polyphosphates derived from benzidine showed porous structures with
pore dimensions of 28–806 nm [55]. In contrast, the pore dimensions of telmisartan tin complexes
ranged from 20 to 51 nm.

3.3. N2 Adsorption–Desorption of Schiff Bases 1–4

The N2 adsorption–desorption measurements for the Schiff bases 1–4 were conducted at 77 K.
The N2 isotherms and pore sizes and volumes of Schiff bases 1–4 are represented in Figures 6–9.
The shape of the N2 isotherm for 1 was similar to the type IV isotherm. Schiff bases 2–4 showed N2

sorption isotherms that are almost identical to the type III isotherm, in which monolayer formation
was not identified.

Figure 6. N2 isotherms and pore size and volume for Schiff base 1.

Figure 7. N2 isotherms and pore size and volume for Schiff base 2.
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Figure 8. N2 isotherms and pore size and volume for Schiff base 3.

Figure 9. N2 isotherms and pore size and volume for Schiff base 4.

The BET surface area (SBET), pore volumes, and average pore diameters of Schiff bases 1–4 were
calculated (Table 1). Among the synthesized Schiff bases, 1 (containing a nitro group) exhibited the
highest surface area (SBET = 11.6 m2/g) and total pore volume (0.036 cm3/gm), but the lowest pore
diameter (1.69 nm). Schiff base 1 had a mesoporous structure, while, 2–4 (containing a hydroxy
group at ortho-, meta- and para-position of the aryl ring) had microporous structures (pore diameter =
2.44–3.63 nm). Some POPs and tin complexes showed porous structures with similar pore diameters.
For example, porous polyphosphates derived from either 1,4-diaminobenzene or benzidine exhibited a
pore diameter of 1.96–2.43 nm [54] or 2.43–2.86 nm [55], respectively, compared to that of 2.43 nm for
telmisartan tin complexes [56].

Table 1. Porosity properties of 1–4.

Schiff Base SBET (m2/g) Pore Volume (cm3/g) Average Pore Diameter (nm)

1 11.6 0.036 1.69
2 5.2 0.004 3.63
3 10.2 0.016 2.44
4 8.5 0.005 3.62

A gravimetric technique was used to detect the gas uptake quantity and, therefore, determine the
gas adsorption isotherm [57]. In addition, the gas quantity that has been removed from the gas phase
was used to estimate the physisorption isotherms of the gas. The desorption or adsorption branch of
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the isotherm can be used to calculate the pore size distribution. The CO2 sorption isotherms for Schiff
bases 1–4 are shown in Figures 10–13 and their CO2 uptake are reported in Table 2.
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Figure 10. Adsorption isotherm of CO2 for Schiff base 1.
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Figure 11. Adsorption isotherm of CO2 for Schiff base 2.
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Figure 12. Adsorption isotherm of CO2 for Schiff base 3.
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Figure 13. Adsorption isotherm of CO2 for Schiff base 4.

Table 2. CO2 adsorption capacity of Schiff bases 1–4 at 323 K and 40 bars.

Schiff Base CO2 Uptake (cm3/g) CO2 Uptake (mmol/g) CO2 Uptake (wt%)

1 52.29 2.33 10.0
2 30.64 1.36 6.1
3 45.15 2.01 9.0
4 32.27 1.44 6.4

As seen in Figures 10–13, Schiffbases 1–4 do not have an apparent adsorption–desorption hysteresis,
which indicates the reversible adsorption of CO2 within the Schiff base pores at the temperature and
pressure used (323 K and 40 bars). The CO2 uptake for Schiff bases 1–4 was high (6.1–10.0 wt%),
possibly because of the excellent pore diameter and the strong van der Waals interactions and hydrogen
bonding between the Schiff bases and CO2. In addition, Schiff bases 1–4 contain strong Lewis base
sites that aid the capture of CO2. Indeed, porous materials containing heteroatoms such as oxygen,
nitrogen, and phosphorous can selectively capture CO2 over methane and nitrogen gases [54–56].

The surface area for the Schiff bases was relatively low (5.2–11.6 m2/g); however, they showed
remarkable CO2 uptake (1.36–2.33 mmol/g; 6.1–10.0 wt%). Similar observations have been previously
reported at similar temperature and pressure. For example, porous polyphosphates containing
benzidine showed low surface area (27.5–30.0 m2/g) and high CO2 uptake (up to 14.0 wt%) [55].
On the other hand, polyphosphates containing 1,4-diaminobenzene exhibited high surface area
(82.7–213.5 m2/g), but the CO2 uptake was limited to 0.6 wt% [54]. Telmisartan tin complexes showed
surface area of 32.4–130.4 m2/g and up to 7.1 wt% CO2 uptake [56]. Materials with the highest surface
area showed the most effective CO2 uptake. Polyacrylonitrile carbon fibers in the presence of a base
provided a CO2 uptake of 2.74 mmol/g at room temperature and normal pressure [31]. In contrast,
porous nanocarbons with a high surface area (1114 m2/g) in the presence of potassium oxalate and
ethylenediamine provided a CO2 uptake as 4.60 mmol/g at a similar temperature and pressure [30].
Porous nanocarbons with a small surface area (439 m2/g) provided a low CO2 uptake (1.94 mmol/g [30].
Ionic liquids in a silica matrix led to materials having a very small surface area (1–9 m2/g) and relatively
poor sorption capacity towards CO2 as 0.35 g of CO2 per g of adsorbent [27].

4. Conclusions

Four melamine Schiff bases have been investigated as potential media for CO2 storage at 323 K and
40 bars. These Schiff bases have a relatively low surface area (SBET = 5.2–11.6 m2/g) and varied porous
structures, showing pore volumes of 0.004–0.036 cm3/g and diameters of 1.69–2.63 nm. The Schiff
bases showed remarkable CO2 uptake (6.1–10.0 wt%), possibly because of their high aromaticity and
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heteroatom contents. The Schiff base containing a nitro group showed the most effective CO2 uptake
(10.0 wt%) owing to the high content of nitrogen (heteroatom) within the porous material. The Schiff
bases containing a hydroxy group have a lower surface area and pore volume, but higher pore diameter
compared to the one containing a nitro group. Such Schiff base is inexpensive and easily producible in
high yield and, therefore, can be used at an industrial scale.
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Abstract: Post combustion CO2 capture is still a rather energy intense, and therefore expensive,
process. Much of the current research for reducing the process energy requirements is focused on the
regeneration section. A good description of the vapor liquid equilibrium of the solvent is necessary
for the accurate representation of the process. 3-(Diethylamino)-1,2-propanediol (DEA-12-PD) and
1-(2-hydroxyethyl)piperidine (12-HEPP) have been proposed as potential components in solvent
blends for the membrane contactor. However, there are few available experimental data for these
two tertiary amines making difficult to accurate simulate such process. In this work, we provide
experimental data on the pure component saturation pressure (383 to 443 K) and on VLE of aqueous
solutions of these amines (313 to 373 K) in order to fill part of the data gap. The data were used to
estimate model parameters used to represent the data. The saturation pressure was modeled using
the Antoine equation and the deviation is calculated lower than 2%. The NRTL model was used in
this work to calculate the activity coefficients in the aqueous systems. The deviations in pressure for
the aqueous systems were lower than 5% in both systems.

Keywords: VLE; CO2 capture; amine; DEA-12-PD; 12-HEPP

1. Introduction

Chemical absorption is widely used and the most mature technology to remove CO2 from gas
streams. However, it is known that the energy consumption to regenerate the solvent is one of the
biggest concerns of this type of process. Other major concerns include solvent emissions, stability,
and equipment size. Several studies on solvent development (e.g., phase change solvent [1], new
blends [2,3] and water lean solvents [4]) and on process modification [5,6] aiming to address these
issues have been done since Bottoms patented in 1930 a process to remove acid gases from natural gas.

To design and simulate effectively an absorption process, information is required on both the
solvent properties (e.g., physical properties, vapor liquid equilibrium, and absorption kinetics) and
the equipment (e.g., absorber type and packing material). Traditionally, in the absorption process,
the absorption and desorption are performed in columns: the absorber and the stripper columns,
respectively. However, some new designs have been recently proposed. For example, Lin et al. (2016) [7]
studied the desorption step using the advanced flash stripper configuration for a 5 m and a 8 m
piperazine (PZ) solution. They showed that the process was more energy efficient than the benchmark
solvent monoethanolamine (MEA) and previous process configuration, namely the two-staged flash.
A reboiler duty of 2.1–2.5 GJ/ton CO2 was achieved. Recently, membrane contactors have been studied
to substitute the absorber tower [8]. Using a membrane contactor could potentially reduce significantly
the equipment size as calculated in Hoff and Svendsen (2013) [9].

Processes 2019, 7, 951; doi:10.3390/pr7120951 www.mdpi.com/journal/processes351
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Traditional solvents such as monoethanolamine (MEA), methyldiethanolamine (MDEA),
and piperazine (PZ) have been widely studied and their behavior is well represented by several
commercial softwares. However, new solvents/solvent blends are being developed to improve the
efficiency and safety of the absorption process. In the solvent development the vapor-liquid equilibria,
heat of absorption, corrosion tendencies, solvent degradation, absorption kinetics, and solvent volatility
are among the properties that are experimentally measured. In recent years, solvent volatility has
gained a lot of attention. Volatility causes solvent losses requiring water wash sections to control the
emissions. Volatility in combination with mist formation can significantly magnify the solvent losses.
There are three strategies to overcome the volatility issue. One is to develop solvents with very low
volatility, like aqueous amino acid salt solutions [10]. The second is to develop systems/operations that
minimize the formation of mist, like the anti-mist design developed by Aker Solutions [11]. In recent
years, a third strategy has been proposed: the use of a non-porous thin composite membrane [8].
This type of membrane can potentially reduce the amine evaporation towards the gas phase.

Independently of the equipment used for the absorption process, a good description of the vapor
liquid equilibrium, together with other properties, is essential. 3-(Diethylamino)-1,2-propanediol
(DEA-12-PD) and 1-(2-hydroxyethyl)piperidine (12-HEPP) have been proposed as potential components
in solvent blends for membrane contactors [12]. Very few experimental data are found for these two
tertiary amines. DEA-12-PD had been identified by Chowdhury et al. (2013) [13] as a potential tertiary
amine since the absorption rate and capacity were good. Li et al. (2015) [14] studied the reaction
kinetics of aqueous solutions of DEA-12-PD with CO2 and it was observed that the reaction was faster
than MDEA. They also performed pKa measurements at different temperatures.

Later Hartono et al. (2017) [15] performed a series of screening tests with different solvents that
could intensify the formation of bicarbonate. DEA-12-PD and 12-HEPP were among the tested solvent
candidates. Knuutila et al. (2019) [3] tested DEA-12-PD and 12-HEPP promoted with primary amines
and showed that by using a short cut method [16], the tested solvent blends could be regenerated with
reboiler duties 2.5–2.6 MJ/kg CO2. These values are similar to those values measured with several
novel solvent blends, 2.5–3.0 MJ/kg CO2 [17–19].

No data was found for the vapor liquid equilibrium of aqueous DEA-12-PD and 12-HEPP
systems. Understanding the volatility of solvent components is an important parameter as discussed
above. The volatility will be influenced by the CO2 loading and the degree of solvent degradation,
both depending on the actual industrial application. However, a good estimation of the potential
challenges related to volatility can be gained by measuring the vapor–liquid equilibria of non-degraded
binary systems.

In this work, we provide experimental data on the pure component saturation pressure and on
VLE of aqueous solutions of these amines. The data were then used to estimate model parameters
used to represent the data. The saturation pressure was modeled using the Antoine equation and
the deviation was calculated lower than 2%. The NRTL model was used in this work to calculate the
activity coefficients in the aqueous systems. The deviations in pressure for the aqueous systems were
lower than 5% in both systems.

2. Materials and Methods

2.1. Chemicals

DEA-12-PD and 12-HEPP are tertiary amines and their molecular structures are given in Figure 1.
In order to validate the apparatus, measurements with pure water and aqueous solutions of MEA
were performed and compared to in-house data and literature. DI-water produced in the lab was used
to measure the saturation pressure of pure water and to dilute the chemicals to the desired solution
concentration. The suppliers and purities (mass basis) of the purchased chemicals are given in Table 1.
The chemicals were used in the experiments without any further purification.
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(a) (b)

Figure 1. Molecular structure of: (a) 3-(diethylamino)-1,2-propanediol (DEA-12-PD) and
(b) 1-(2-hydroxyethyl)piperidine (12-HEPP).

Table 1. Chemicals used.

Component CAS MW (g/mol) Purity (%) Supplier

MEA 141-43-5 61.08 ≥99 Sigma–Aldrich
DEA-12-PD 621-56-7 147.22 ≥98 TCI

12-HEPP 3040-44-6 129.20 ≥99.5 Sigma–Aldrich

2.2. Apparatus

The modified Swietoslawski ebulliometer previously described in Kim et al. (2008) [20] was used
to measure the vapor liquid equilibrium of pure and aqueous solutions. The apparatus was used
several times for this type of measurement [21,22] and proven to be accurate and reliable. For further
description of the apparatus, the reader is referred to the cited references.

About 80 mL of liquid was added to the ebulliometer for a measurement. When pure component
was used, the first solution added was left boiling for some time until it reached the equilibrium at
a given temperature. The equilibrium temperature and pressure were recorded as a reference and
the solution was later discarded. A new fresh pure liquid solvent was inserted in the apparatus and
the procedure was repeated until the equilibrium temperature and pressure from the new round and
the old round was the same. This procedure was to ensure that all water trapped in the apparatus
was removed and the apparatus was filled with only pure solvent. Usually after the third charge,
the measurements of the pure solvent could be started. This procedure was, however, not necessary for
aqueous solutions as a small dilution of the initial concentration would not affect the measurements.

Aqueous solutions of approximately 0.2 to 0.8 mol fraction concentration were prepared
gravimetrically using a Mettler PM1200 scale (u(m) = ±0.005 g) for DEA-12-PD and 12-HEPP.
A VLE experiment in this concentration range was performed by inserting the prepared solution
into the ebulliometer and setting a desired equilibrium temperature. Once equilibrium was reached,
the temperature and pressure were recorded; samples from the gas (approximately 1 mL) and liquid
(approximately 5 mL) phases were taken for further alkalinity analysis and a new desired temperature
was set. The equilibrium was considered achieved once the temperature and pressure were constant
for more than 10 min. After the measurements at all desired temperatures were performed, the solution
was removed from the apparatus and a new solution with a different concentration was inserted for a
new measurement cycle.

For concentrations lower than 0.2 (mol fraction), the solution was not discarded, but diluted by
removing a certain amount of solution from the sampling point and replacing it with DI water at the
same sampling point with the help of a syringe. The measurements, then, followed the same procedure
as for the more concentrated solutions.

2.3. Analysis

The samples from the solution preparation, gas phase, and liquid phase from the measurements
were analyzed using an acid–base titration. This method is described elsewhere (e.g., [23]) and it is
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an inexpensive, fast, and reliable method to quantify the amine concentration in aqueous solutions.
To understand the accuracy of the titration method in case of very dilute samples, 0.05 M and 0.1 M
solutions of MEA were prepared by weighing. Then 1 mL of the solutions was analyzed four times.
The deviations in the parallels for the 0.1 M and 0.05 M solutions were 1.9% and 9.2%, respectively.
There were in total 4 samples where the amine concentration during analyses was below 0.05 M,
leading into analytical uncertainty in the gas phase higher than 10%. These were with DEA-12-PD at
40 and 60 ◦C. In the tables presenting the data, uncertainty of the data is given.

3. Modeling

The Antoine equation, Equation (1), was used to correlate the saturation pressure of both pure
DEA-12-PD and 12-HEPP. This correlation is frequently used to represent the saturation pressure of
pure components and, in this work, it was chosen to represent the produced data.

log10(psat) = A +
B

T + C
(1)

In this work, a non-electrolyte non-reactive system was assumed for the representation of the
VLE of aqueous DEA-12-PD and 12-HEPP. The phase equilibrium is solved iteratively for the pressure
and vapor phase composition by solving the system of equations described in Equation (2). In that
equation the subscript i stands for H2O and the amine, γ is the activity coefficient, φ is the fugacity
coefficient, x and y are the liquid and gas phase mol fractions, respectively, and the exponential term
is the so-called Poynting correction factor where the liquid volume

(
ϑL

i

)
was fixed as the respective

component molar volume. As expected, since the experiments were carried out under low pressures,
the Poynting correction factor for the conditions studied in this work was negligible.

The Peng–Robinson equation of state (EoS) [24] is used to correct the gas phase non-idealities
while the non-random two-liquids (NRTL) model [25] is used to account for the liquid phase non-ideal
behavior. The Van der Waals mixing rule with all binary parameters set to zeros was used in the
Peng–Robinson EoS. As a result, all adjustable parameters are from the NRTL model.

pyiφi = psat
i xiγiφ

sat
i exp

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
p∫

psat
i

ϑL
i dp

RT

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (2)

The activity coefficient calculated through the NRTL model is given in Equation (3). The binary
energy parameters are assumed to have a temperature dependency as shown in Equation (5) where
aij and bij are adjustable parameters. The non-randomness parameter

(
αi j

)
can also be used as an

adjustable parameter, but in this work it was fixed at a given value.

ln(γi) =

∑N
j=1 τ jiGjixj∑N
k=1 Gkixk

+
N∑

j=1

xjGji∑N
k=1 Gkjxk

⎛⎜⎜⎜⎜⎜⎝τi j −
∑N

l=1 τl jGljxl∑N
k=1 Gkjxk

⎞⎟⎟⎟⎟⎟⎠ (3)

Gij = exp
(
−αi jτi j

)
(4)

τi j = aij +
bij

T
(5)

Besides the rigorous framework, the choice of the set of models used in this work, among others,
was based on the ease of exporting the parameters to process simulation software. Most process
simulators have the models used in this work already implemented.
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3.1. Optimization Routine

The adjustable parameters from the NRTL model were fitted to the experimental data using the
particle swarm optimization (PSO) routine with the local best topology. The method is widely used
for parameter estimation [23,26–28] and information about it can be found elsewhere (e.g., [23,29]).
In this work, we fixed the non-randomness parameters at 0.1, 0.2, and 0.3 using four different objective
functions. The best results are given in the results section while the results from all optimizations can
be found in Appendix B.

Equations (6) and (7) show the general form of the objective functions used in this work. In those
equations, the parameter q was set to zero if the vapor phase composition was not included in
the objective function. In the case that the vapor phase composition should be considered in the
optimization, the parameter q was set to one. A total of four objective functions were used per
non-randomness parameter, giving a total of 12 optimizations and a set of parameters for each
binary system.

The results were evaluated by means of the average absolute relative deviation (AARD) function
(Equation (8)) where ϕi is the variable from which the deviation is calculated.

FI
obj. =

100
N

⎛⎜⎜⎜⎜⎜⎝
N∑

i=1

∣∣∣pexp
i − pcalc

i

∣∣∣
pexp

i

+ q
N∑

i=1

∣∣∣yexp
i − ycalc

i

∣∣∣
yexp

i

⎞⎟⎟⎟⎟⎟⎠ (6)

FII
obj. =

N∑
i=1

(
pexp

i − pcalc
i

)2

pexp
i · pcalc

i

+ q
N∑

i=1

(
yexp

i − ycalc
i

)2

yexp
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i

(7)

AARD (%) =
100
N

⎛⎜⎜⎜⎜⎜⎝
N∑

i=1

∣∣∣ϕexp
i −ϕcalc

i

∣∣∣
ϕ

exp
i

⎞⎟⎟⎟⎟⎟⎠ (8)

3.2. Critical Properties

Since the Peng–Robinson EoS was used, the critical properties of the components were required.
These properties were not found for the tertiary amines studied in this work. Therefore, the Joback
group contribution method [30] was used for this purpose. For 12-HEPP, the tertiary amine contribution
was considered as a “non-ring” tertiary amine contribution since the method has no “ring” tertiary
amine contribution. Nevertheless, the estimations given here should be treated with care as these
results must be experimentally confirmed. The normal boiling point for the amines was calculated
with the Antoine equation fitted with the respective experimental points generated in this work.

As a comparison, the critical properties for MEA were estimated using the Joback group
contribution method. Using a normal boiling temperature of 443.97 K, the critical temperature, pressure,
and volume were estimated to be 637.1 K, 62.89 bar, and 1.96 m3/mol, respectively. The reported values
for the critical temperature, pressure, and volume for MEA [31] are, respectively, 678.2 K, 71.24 bar,
and 2.25 m3/mol. This shows that using the Joback group contribution method gives a good initial
estimation for the critical point of a substance.

Once the critical properties are known, the acentric factor can be calculated using Equation (9).
The results are summarized in Table 2.

ω = −log10
(
psat

r (T = 0.7 · Tc)
)
− 1 (9)
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Table 2. Thermodynamic and critical properties of compounds.

Property H2O a DEA-12-PD 12-HEPP d

Tb (K) - 496.42 b 475.11 b

Tc (K) 647.10 638.14 c 655.71 c

pc (bar) 220.64 34.60 c 39.71 c

vc (cm3/mol) 55.95 477.50 c 406.50 c

ω 0.3449 1.2470 c 0.7562 c

a DIPPR [32], b Estimated with Antoine equation (this work), c Joback group contribution method, d Critical
properties estimated using non-ring tertiary amine.

4. Results

All experimental data are given in Appendix A.

4.1. Validation

Before the measurements with the unknown tertiary amines, the apparatus was validated by
measuring the equilibrium with pure water and aqueous MEA solutions. Equation (10) shows the
form of the Riedel equation to calculate the saturation pressure of pure water at a given temperature.
Along with previous literature data, the model is used for comparison with the measured data.

psat,H2O = exp
(
73.649− 7258.2

T
− 7.3037 ln(T) + 4.1653E− 06T2

)
(10)

The results from pure water show that the measurements were in line with what was previously
reported in the literature. Figure 2 shows the comparison of the different measured data and the Riedel
equation for water. The calculated deviation (Equation (8)) from the experimental points generated in
this work and the correlation was 0.7%.

Figure 2. Saturation pressure of pure water. Measurements of: (o) This work, (Δ) [20], and (�) [33].
(-) Model calculated with Equation (10).

A last validation experiment with an aqueous solution of MEA was performed. The VLE at 80 ◦C
was measured. In this case, samples of the gas and liquid phases were taken and analyzed for amine
concentration. The results are shown in Figure 3. It is possible to see that the results from MEA in
this work are in excellent agreement with previous results reported in the literature. Given all the
validation results, it was possible to conclude that the apparatus was accurate and reliable to measure
VLE of pure and aqueous solutions of amines.
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Figure 3. Vapor liquid equilibrium of aqueous monoethanolamine (MEA) solutions at 80 ◦C.
Experimental points from: (o) this work and (Δ) [20].

4.2. Saturation Pressure of Pure Component

The saturation pressure of the pure tertiary amines was modeled using the Antoine equation
(Equation (1)). The optimized parameters together with the deviations are given in Table 3 where the
pressure is given in Pa and the temperature in K. Figures 4 and 5 show, respectively, the excellent
agreement between the experimental data and the model for DEA-12-PD and 12-HEPP. The calculated
deviations are below 2%. Two experiment runs were performed for measuring the pure component
volatility. In the first run, the measurements were aimed for a 10 ◦C temperature interval. This was
done in order to identify the lower and upper temperature limits of the apparatus for the specific
solvent. For the second run, performed with a fresh solvent, the temperature interval between the
measurements was reduced to 5 ◦C.

Table 3. Optimized parameters for the Antoine equation (Equation (1))—T in K and p in Pa.

Parameter DEA-12-PD 12-HEPP

A 12.3979 ± 0.4979 8.4381 ± 0.1639
B −4121.3892 ± 476.9160 −1219.5810 ± 95.6280
C 61.1149 ± 27.6857 −119.7961 ± 11.3916

AARD (%) 1.097 1.7831

Figure 4. Saturation pressure of DEA-12-PD. (o) Experimental points from this work and (-) model
(Equation (1)).
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Figure 5. Saturation pressure of 12-HEPP. (�) Experimental points from this work and (-) model
(Equation (1)).

It is possible to see from the figures that both runs agree very nicely. Moreover, it can be observed
that pure 12-HEPP is more volatile than DEA-12-PD. However, both tertiary amines are less volatile
than the benchmark MEA.

4.3. Aqueous Amine Solution

As previously mentioned, 12 optimizations were performed for each system where the objective
function and the non-randomness parameter were varied. The optimized parameters are given in
Appendix B for DEA-12-PD and 12-HEPP, respectively.

For DEA-12-PD, the calculated deviations in pressure and vapor phase composition are given
in Table A7. It is possible to see that using the objective function I and II with q = 0 (only pressure)
and objective function II with q = 1 produces similar results where the pressure is the variable that is
prioritized. When using objective function I with q = 1, the optimization tries to balance the deviation
in the pressure and the vapor phase composition. This is valid for all non-randomness parameters
tested and this same behavior is observed for 12-HEPP. Since a good representation of the vapor phase
is also important, we have chosen here to use the best results from the objective function I with q = 1.
These results are highlighted in bold fonts in the respective tables in Appendix B. For DEA-12-PD the
best results were found with a non-randomness parameter value of 0.1.

In Figure 6, it is seen that the model is able to represent the experimental data with good accuracy.
It is also seen that the model deviates from the experimental data at high amine concentrations. This is
caused due to the objective function used and the way we solve the phase equilibrium (for y and p).
The mol fraction of DEA-12-PD in the vapor phase is very small. Therefore, it is expected that the
deviations calculated for the vapor phase composition is higher compared to the deviation in the
pressure and a trade-offmust be made. In this case, the deviation in pressure is reasonably good and
calculated to be 4.6% while the deviation in the amine vapor composition is around 20%. It is possible to
obtain deviations below 2% at the expense of higher deviations in the vapor phase composition (>40%).

As done for DEA-12-PD, we chose the best results from objective function I with q = 1 for
showing the results of 12-HEPP. In this case, the best result was found using 0.3 as the non-randomness
parameter value. Figure 7 shows the good agreement between the model and experimental data for
the VLE of 12-HEPP. In aqueous solution, 12-HEPP seems to be more volatile than DEA-12-PD as the
vapor phase concentrations are higher. It is also seen that the model does not capture the vapor phase
compositions as nicely as for DEA-12-PD.
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Figure 6. VLE of DEA-12-PD at 40 (red), 60 (green), 80 (orange), and 100 ◦C (blue). (o) Experimental
data from this work and (-) model.

Figure 7. VLE of 12-HEPP at 60 (red), 80 (green), and 100 (orange). (o) Experimental data from this
work and (-) model.

5. Conclusions

The VLE of two promising tertiary amines for CO2 capture were measured in the ebulliometer
apparatus. The apparatus was previously used for this type of measurements with great accuracy.
Prior to the measurements, the apparatus was validated by measuring VLE from known components
(e.g., water and MEA). The results from the validation confirmed the accuracy and reliability of the
ebulliometer. Pure component saturation pressures and VLE of aqueous solutions of DEA-12-PD and
12-HEPP were measured up to atmospheric pressure and temperatures ranging from 40 to 170 ◦C.
The Antoine equation was used to correlate the vapour pressure of the pure component while the NRTL
was used to calculate the activity coefficient of the components in aqueous solutions. Both models
were able to correlate the experimental data with reasonably accuracy. The vapour pressure was
correlated within 2% while the aqueous solutions deviations were lower than 5% deviation with respect
to pressure.
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Appendix A. Experimental Data

Table A1. VLE measurements of pure water.

Temperature (◦C) Pressure (mbar)

Run 1
40.47 76.9
50.05 124.9
59.72 197.9
71.93 339.9
79.89 472.9
89.81 697.8

Run 2
40.20 76.9
45.07 97.0
50.05 124.9
55.02 158.0
59.67 198.0
59.71 197.9
64.74 248.2
71.70 340.0
74.23 373.1
79.88 473.0
89.71 698.0
95.05 843.8
99.50 993.3

Uncertainties u:
u(T) = ±0.1 K; u(P) = ±0.3 kPa;

Table A2. VLE measurements of aqueous MEA solution.

Temperature (◦C) Pressure (mbar) xMEA yMEA

80.09 347.9 0.2400 0.0065
80.08 366.8 0.2072 0.0065
80.02 386.8 0.1706 0.0041
79.91 407.8 0.1301 0.0031
80.04 413.2 0.1210 0.0036
80.04 413.2 0.1254 0.0037
80.08 177.8 0.5485 0.0606
80.07 229.8 0.4417 0.0305
80.00 360.9 0.2156 0.0066
79.97 367.9 0.2050 0.0059

Uncertainties u:
u(T) = ±0.1 K; u(P) = ±0.3 kPa

u(camine) = 10−3 mol amine/kg solution

360



Processes 2019, 7, 951

Table A3. VLE measurements of pure DEA-12-PD.

Temperature (◦C) Pressure (mbar)

Run 1
120.63 21.9
130.56 33.9
140.62 51.9
150.90 79.6
160.03 118.0
167.49 147.90

Run 2
120.76 21.9
125.37 26.9
130.57 33.9
135.37 41.9
140.37 51.9
145.27 63.9
150.58 79.8
155.45 96.9
160.87 117.9
160.01 118.1
165.33 139.8
166.62 147.8
170.17 178.0

Uncertainties u:
u(T) = ±0.1 K; u(P) = ±0.3 kPa;

Table A4. VLE measurements of pure 12-HEPP.

Temperature (◦C) Pressure (mbar)

Run 1
110.18 63.9
119.63 93.9
129.67 139.9
140.60 191.8
149.73 249.9
159.99 346.9
170.48 469.9

Run 2
109.92 63.9
114.89 77.9
119.50 93.9
125.02 117.9
129.85 139.9
133.70 163.0
140.60 191.8
146.91 232.9
149.51 249.9
155.09 297.8
159.53 346.9
165.08 407.8
170.08 469.9

Uncertainties u:
u(T) = ±0.1 K; u(P) = ±0.3 kPa;
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Table A5. VLE measurements of aqueous DEA-12-PD solutions.

Temperature (◦C) Pressure (mbar) xDEA−12−PD yDEA−12−PD × 103

39.9 67.8 0.1387 0.5108
40.0 64.7 0.2273 0.5389
40.0 63.9 0.2373 1.4471
40.0 61.8 0.2901 0.6525
60.0 191.3 0.0894 1.0125
60.1 189.8 0.1217 0.9385
60.0 187.8 0.1346 0.7198
60.1 187.8 0.1397 2.0186
60.0 183.8 0.1804 0.9504
60.0 177.8 0.2425 1.1351
60.0 169.8 0.3208 0.9970
60.0 115.9 0.5984 4.5560
60.0 98.8 0.6896 2.9977
80.1 459 0.0709 1.4838
80.1 456.9 0.0911 1.3258
80.1 455.9 0.1011 1.2130
80.1 455.1 0.1052 1.2267
80.0 452 0.1129 1.2505
79.9 450.8 0.1189 1.2185
80.1 452.8 0.1257 1.5474
80.0 451.6 0.1265 1.5299
80.1 447.6 0.1545 1.3028
80.1 443.8 0.1729 1.3533
80.1 438.8 0.1968 1.4011
80.0 430.8 0.2295 1.6782
80.0 416.9 0.2604 1.7641
79.9 408.9 0.3116 2.4360
80.0 309.9 0.5749 3.1407
80.0 275.7 0.5989 4.5964
100.0 970.3 0.1220 4.6368
100.0 945.7 0.1928 2.1977
100.0 941.7 0.2059 2.1810
100.1 934.7 0.2199 2.2293
100.1 927.8 0.2396 2.3456
100.0 917.7 0.2599 2.3428
100.0 907.7 0.2687 2.4043
100.0 892.8 0.3024 2.6490
100.0 877.8 0.3121 2.6125
100.0 857.8 0.3630 2.8391
100.0 823.8 0.3806 3.0852
99.9 797.8 0.4343 3.4116
100.0 751.8 0.4701 3.9239
100.0 693.8 0.5650 4.6368
100.0 661.8 0.6085 5.4423

Uncertainties u:
u(T) = ±0.1 K; u(P) = ±0.3 kPa;

u(camine) = 10−3 mol amine/kg solution;
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Table A6. VLE measurements of aqueous 12-HEPP solutions.

Temperature (◦C) Pressure (mbar) x12_HEPP y12_HEPP × 102

60.1 199.9 0.0153 0.4533
60.0 198.9 0.0270 0.5184
60.0 197.9 0.0439 0.5600
60.0 196.9 0.0945 0.6209
60.0 194.9 0.1517 0.6483
60.1 189.9 0.2539 0.7201
60.0 167.9 0.3678 0.7671
80.1 475.9 0.0151 0.7230
80.1 474.9 0.0267 0.8355
80.1 473.9 0.0427 0.8787
80.1 473.2 0.0497 0.8782
80.1 471.9 0.0902 0.9223
80.1 468.9 0.1448 0.9106
80.0 458.9 0.2341 1.0020
80.1 420.9 0.3718 1.2120
80.0 373.9 0.5188 1.3502
80.1 334.9 0.6246 1.6388
80.0 294.9 0.6789 2.2342
80.0 218.9 0.8040 2.9447
99.9 989.8 0.2257 1.3699
100.0 928.8 0.3449 1.5584
100.0 841.8 0.4786 1.6826
100.0 764.8 0.5498 2.2406
100.0 776.8 0.5655 1.8139
100.0 711.8 0.6132 2.3135
100.0 566.9 0.7304 2.6767

Uncertainties u:
u(T) = ±0.1 K; u(P) = ±0.3 kPa;

u(camine) = 10−3 mol amine/kg solution

Appendix B. Optimization Results

Table A7. NRTL optimized parameters for different non-randomness parameters and objective
functions (where subscript 1 = H2O and 2 = DEA-12-PD).

Objective Function α12 = α21 a12 a21 b12 b21

Fobj I and q = 0

0.1

12.9646 −5.7143 −2356.0227 884.9709
Fobj II and q = 0 7.8135 −2.9628 −734.9812 28.0716
Fobj I and q = 1 5.8630 −1.0737 784.5002 −1043.7131
Fobj II and q = 1 8.4954 −3.0922 −805.0346 −13.5152

Fobj I and q = 0

0.2

7.8175 −2.3517 −1333.2329 285.8961
Fobj II and q = 0 3.002 1.1663 −64.1834 −691.2653
Fobj I and q = 1 6.5318 0.1695 −401.8003 −791.6571
Fobj II and q = 1 5.5323 −0.9082 −526.1700 −211.7622

Fobj I and q = 0

0.3

−5.9015 4.7508 7991.0547 −1230.7370
Fobj II and q = 0 5.5323 −0.9082 −526.1700 −211.7622
Fobj I and q = 1 5.9285 1.0922 −541.2799 −847.2236
Fobj II and q = 1 4.1419 −0.6188 −329.4525 −89.4873

363



Processes 2019, 7, 951

Table A8. Calculated deviations for the optimized parameters for aqueous DEA-12-PD systems.

Objective Function α12 = α21
AARD (%)

Pressure yH2O yDEA−12−PD

Fobj I and q = 0

0.1

1.9859 0.0798 42.6090
Fobj II and q = 0 2.0665 0.1002 54.0863
Fobj I and q = 1 4.6043 0.0534 19.5826
Fobj II and q = 1 2.0626 0.0874 46.0847

Fobj I and q = 0

0.2

1.8253 0.0859 45.1207
Fobj II and q = 0 3.6501 0.1459 80.3952
Fobj I and q = 1 4.7029 0.0566 20.7956
Fobj II and q = 1 1.9447 0.0904 46.9822

Fobj I and q = 0

0.3

2.3678 0.1489 66.6363
Fobj II and q = 0 1.9447 0.0904 46.9822
Fobj I and q = 1 4.9901 0.0594 21.5117
Fobj II and q = 1 1.8613 0.0930 48.8845

Table A9. NRTL optimized parameters for different non-randomness parameters and objective
functions (where subscript 1 = H2O and 2 = 12-HEPP).

Objective Function α12 = α21 a12 a21 b12 b21

Fobj I and q = 0

0.1

−7.2665 3.0658 4466.2080 −1939.0730
Fobj II and q = 0 9.5567 −5.3598 −1639.0083 1119.2290
Fobj I and q = 1 8.7617 0.9294 −155.6712 −1646.4983
Fobj II and q = 1 7.1458 −3.3269 −651.0712 328.9348

Fobj I and q = 0

0.2

−5.1771 2.3299 3092.4113 −1182.4124
Fobj II and q = 0 6.4065 −3.0141 −1101.4384 758.2339
Fobj I and q = 1 4.718 2.7861 263.5349 −1603.8336
Fobj II and q = 1 0.9967 −1.1560 684.1510 145.7886

Fobj I and q = 0

0.3

3.8504 −2.5384 −211.8262 732.1378
Fobj II and q = 0 2.2028 −2.6463 107.1788 849.8800
Fobj I and q = 1 0.3148 4.2127 1400.8632 −1828.0520
Fobj II and q = 1 4.3337 −0.6368 −502.0548 69.7773

Table A10. Calculated deviations for the optimized parameters for aqueous 12-HEPP systems.

Objective Function α12 = α21
AARD (%)

Pressure yH2O y12−HEPP

Fobj I and q = 0

0.1

2.7415 0.9927 66.6669
Fobj II and q = 0 2.9052 0.9948 68.8495
Fobj I and q = 1 6.6651 0.8018 39.9976
Fobj II and q = 1 2.9547 0.9627 65.1831

Fobj I and q = 0

0.2

2.5836 0.9912 65.4845
Fobj II and q = 0 2.7575 0.9960 68.7378
Fobj I and q = 1 5.7172 0.8419 42.1513
Fobj II and q = 1 3.0621 1.0516 71.6277

Fobj I and q = 0

0.3

2.7795 0.9968 71.8631
Fobj II and q = 0 2.8971 1.0550 74.5644
Fobj I and q = 1 4.7528 0.8633 43.7299
Fobj II and q = 1 2.6826 0.9653 64.6265
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Abstract: The Cu(II) adsorption from aqueous solutions by magnetic biochar obtained from
pine needles has been studied by means of batch-type experiments. The biochar fibers have
been magnetized prior (pncm: carbonized-magnetized pine needles) and after oxidation (pncom:
carbonized-oxidized-magnetized pine needles) and have been used as adsorbents to study the
presence of carboxylic moieties on the magnetization and following adsorption process. The effect
of pH (2–10), initial metal concentration (10−5–9·10−3 mol·L−1) and contact time (0–60 min) has
been studied by varying the respective parameter, and the adsorbents have been characterized
by Fourier transform infrared (FTIR) and X-ray diffraction (XRD) measurements prior and after
Cu(II)-adsorption. FTIR measurements were performed to investigate the formation of surface
species and XRD measurements to record possible solid phase formation and characterize formed
solids, including the evaluation of their average crystal size. The data obtained from the batch-type
studies show that the oxidized magnetic biochar (pncom) presents significantly higher adsorption
capacity (1.0 mmol g−1) compared to pncm (0.4 mmol g−1), which is ascribed to the synergistic
effect of the carboxylic moieties present on the pncom surface, and the adsorption process follows
the pseudo-second order kinetics. On the other hand, the FTIR spectra prove the formation of
inner-sphere complexes and XRD diffractograms indicate Cu(II) solid phase formation at pH 6 and
increased metal ion concentrations.

Keywords: copper adsorption; magnetized pine needle biochar; isotherms; kinetics; FTIR and
XRD studies

1. Introduction

The presence of toxic metal ions in wastewaters is a major environmental issue due to their toxicity,
which may harm the environment and affect human health. Therefore, the treatment of contaminated
wastewaters before disposal into environmental compartments such as soils and natural water systems
is a vital necessity. There are many techniques used for the decontamination of the wastewater
from toxic metals/metalloids, such as precipitation and flocculation using chemical reagents, flotation
techniques, ion exchange procedures, and membrane filtration processes [1].

Adsorption-based remediation technologies are of particular interest because of the existing
know-how and their relatively simple and effective application in waste water treatment. Recently,
there have been several studies related to abundant and low cost biomass by-products [2], including
biochars [3]. Activated carbon and biochar materials are used in many technological applications
and analytical processes because of their high affinity for metal/metalloid ions and organic pollutants,
which is associated with their large surface area and the presence of active surface groups, particularly
after appropriate chemical modification [4–9].

The application of activated carbons (AC) to treat large volumes of wastewater produced by
domestic water use and industry is restricted due to its relatively high production costs. More
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specifically, the biochar and AC cost is $350–$1200 and $1100–$1700 per tonne, respectively [10].
Moreover, AC materials are produced from non-renewable coal and are thermally activated to
improve/promote their adsorption characteristics [10]. On the other hand, biochar materials can be
produced from biomass by-products and are also applied as soil amendments to enhance soil carbon
sequestration and improve soil productivity [11]. In wastewater treatment applications, biochars are
usually chemically modified to increase their adsorption capability and selectivity towards specific
pollutants [12]. These techniques include physical activation (steam, gas), chemical activation (alkali
and acid treatments) and impregnation methods or combined methods [12].

Hence, modified biochar materials are very attractive adsorbents because they could effectively
be used for the removal and recovery of precious and industrial metals from process solutions and
wastewaters, and they could replace activated carbons widely used in the treatment and purification
of waters. Generally, all types of biomass could be converted into biochar. However, lignocellulosic
biomasses are much better precursors because of their higher density and hardness. In addition, the
adsorption capacity and selectivity of the biochars towards cations can be significantly increased after
chemical oxidation of their surface, which results in the formation of oxygen-containing moieties
(e.g., hydroxyl and carbonyl groups) [4,13,14]. Moreover, deposition of metal oxides (e.g., MnO2 and
Fe3O4) on the biochar surface may further enhance the adsorption capacity and selectivity of the
material towards certain metal ions. Moreover, magnetization of the material allows easy separation of
the adsorbed contaminants using an external magnetic field [6,7,15].

This study aims at investigating the adsorption and removal of Cu(II) from water solutions
using magnetized biochar adsorbents. Aliquots of the biochar carbonized pine needles (pnc), which
has been obtained from pine needles, were chemically oxidized (pnco) and both materials pnc
and pnco were magnetized resulting in pncm (carbonized-magnetized pine needles) and pncom
(carbonized-oxidized-magnetized pine needles), respectively. Cu(II) has been used as adsorbate as
it can be easily measured using the Cu(II) ion selective electrode, has low toxicity for humans, and
could be a good analogue for Cd(II) and Pb(II). The fibrous structure of the pine needles, which is an
abundant and otherwise useless biomass, is expected to remain in the derived biochar resulting in
a robust, high surface biochar, which is further modified by precipitating iron-oxides on its surface
and forming a magnetic biochar composite, with desired properties such as magnetism and enormous
external surface due to the presence of iron-oxide nanoparticles. The study is based on the investigation
of physicochemical parameters such as pH, copper concentration and contact time, which affect the
Cu(II) removal by means of batch-type experiments. Moreover, Fourier transform infrared (FTIR) and
X-ray diffraction (XRD) measurements are performed to understand the adsorption mechanism, which
is of fundamental importance for the development of water treatment processes regarding the removal
and recovery of precious and toxic metals/metalloids.

2. Experimental

2.1. Materials

The experiments were carried out under ambient conditions. The Cu(II) stock solutions were
prepared by dissolution of CuSO4·5H2O (Merck, >98%, Darmstadt, Germany). The needles were
obtained from a domestic pine tree (Pinus brutia Pegeia, Cyprus) and after cleaning and washing,
the needles were carbonized and oxidized as previously described [8] to produce the carbonized
pine needles (pnc) and following the chemically oxidized pine needle (pnco) biochar. Iron(II) sulfate
heptahydrate, FeSO4·7H2O (Sigma-Aldrich, 99%, St. Louis, MO, USA) and anhydrous iron(III) chloride,
FeCl3 (Merck, 98%, Darmstadt, Germany) were used as received. The corresponding magnetic biochars
(pncm and pncom) were produced according to Oliveira et al. [16]. Specifically, certain amounts of
FeSO4·7H2O (3.89 g) and FeCl3 (4.54 g) were mixed together with biochars (9.72 g) (weight ratio 3:1)
and deionized water (400 mL), at 70 ◦C, under constant stirring. Then, 100 mL of 5 M NaOH (Merck,
Darmstadt, Germany) was dropwise added to the mixture in order to precipitate the iron oxides on the
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biochar surface. Finally, the products were filtered using a glass frit funnel and washed with distilled
water until nearly neutral pH and dried overnight in a vacuum-oven at 110 ◦C. The materials were
characterized by Fourier transform infrared spectroscopy (FTIR, spectrometer 8900, Shimadzu Europa
GmbH, Duisburg, Germany)) and powder X-ray diffraction (XRD 6000, Shimadzu Europa GmbH,
Duisburg, Germany) before and after Cu(II) adsorption.

2.2. Adsorption Experiments

The study of the Cu(II) adsorption by pncom and pncm was performed by investigating the effect
of pH (2–10), the initial copper concentration (10−5–9·10−3 mol·L−1) and the adsorption kinetics (0–60
min). The batch-type experiments were carried out in 50 mL polyethylene beakers under ambient
conditions as described elsewhere [8]. Specifically, the initial volume of the aqueous suspensions of
magnetic biochars was 30 mL and the adsorbent mass 0.01 g. The effect of the studied parameters was
investigated at constant total copper concentration 5·10−4 M (except of the experiments related to the
initial copper concentration) at pH 3 and pH 6 (except of the pH experiments). The pH was controlled
by addition of NaOH and/or HClO4 (0.01 to 1 M, Merck, Darmstadt, Germany). To reach equilibrium,
the samples were placed in a thermostatic orbital shaker (100 r/min, Gallenkamp) for three days. The
Cu(II) ion concentration was determined potentiometrically using a Cu(II) ion selective electrode as
described elsewhere [4,5,9]. Graphing and data analysis were carried out using Kaleidagraph (4.5.2,
Synergy Software, Reading, PA, USA, 2014).

The amount of copper adsorbed at time t, qt (mg/g), was evaluated using the Equation (1):

qt =
(Ci −Ct)V

m
(1)

where Ci (mg/L) is the initial Cu(II) concentration in solution, Ct (mg/L) is the final Cu(II) concentration
in solution at time t, V (L) is the solution volume, and m (g) is the dry weight of the modified biochar.

3. Results and Discussion

3.1. Effect of pH

The pH is a crucial factor regarding Cu(II) speciation in solution and the deprotonation of the
acidic surface moieties (e.g., carboxylic-, phenolic-, hydroxy- groups) and determines the surface charge
of the biochar materials. Generally, at relatively low Cu(II) concentrations ((Cu(II)) < 1 mmol) and up
to pH 6, Cu(II) is present in solution mainly as Cu2+ cations and hydrolysis becomes predominant in
near neutral and alkaline solutions. The surface charge of pncm is basically related to the point of zero
charge (pzc) of the magnetite present on the biochar’s surface, and because the pzc of magnetite is
3.8 [17] for pH > 3.8 the negative charged moieties are expected to dominate on the pncm surface. On
the other hand, the surface charge of the oxidized biochar composite (pncom) depends on both, the
deprotonation of the hydroxyl groups, which are present on the magnetite surface, and the carboxylic
moieties present on the surface of oxidized composite [8,16].

According to Figure 1 there are significant differences regarding the adsorption behavior of pncm
and pncom, basically in the acidic pH range (pH < 6). In contrast to Cu(II) adsorption on pncom, which
increases linearly with pH and reaches maximum relative adsorption values (~100%) at pH 5, the Cu(II)
adsorption reaches a plateau (~35%) at pH values between 4 and 5 and then increases steeply and
reaches the maximum relative adsorption values (~100%) for pH > 6. The difference in the adsorption
behavior between pncm and pncom in the acidic pH range is ascribed to the presence of the carboxylic
groups on the pncom surface, which present increased chemical affinity for Cu(II) ions even in the
acidic pH range [4,5]. On the other hand, the sharp increase of the relative adsorption observed for
pncm at near neutral pH values could be attributed to solid phase formation and surface precipitation
of copper salts (e.g., Cu(OH)2), which is corroborated by XRD measurements, as discussed in more
detail below.
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Figure 1. The pH effect on the adsorption efficiency of the magnetic biochar composites pncm
(carbonized-magnetized pine needles) and pncom (carbonized-oxidized-magnetized pine needles) for
Cu(II). The experiments were performed under ambient conditions and (Cu(II))tot = 5·10−4 M.

3.2. XRD Measurements

Figure 2 shows the diffractograms of adsorbent aliquots corresponding to Cu(II) adsorption by
magnetic pine needle biochar composites pncm and pncom at pH 3 and pH 6 and different Cu(II)
concentrations. According to the diffractograms of samples corresponding to experiments performed
at pH 3 there is no formation of copper solid phases, because under such acidic conditions the Cu(II)
concentrations in solution are below the Cu(II) concentration determined by the formed solid phase.
Nevertheless, the diffractograms include a peak at 2θ = 36◦, which corresponds to magnetite [18].
Interestingly, the magnetite peaks corresponding to the pncm samples are very small compared to the
peaks in the diffractograms of pncom, indicating that on the oxidized biochar surface the magnetite
formation was more effective and has resulted in the formation of larger particles.

On the other hand, the XRD diffractograms of the samples corresponding to experiments performed
at pH 6 include after a certain Cu(II) concentration sharp peaks, which correspond to Cu(II) solid
phases [19]. Notably, the Cu(II) concentration above which the solid formation is observed is for pncm
1 × 10−4 M and for pncom 1 × 10−3 M total Cu(II) concentration, clearly indicating the higher Cu(II)
adsorption capacity of pncom compared to the adsorption capacity of pncm for the same metal ions. It
should be clear that when solid phase formation and surface precipitation occurs the corresponding
data are useless regarding the evaluation of the maximum monolayer capacity of the adsorbents.

  

(a) X-ray diffraction (XRD) diffractograms of pncm (b) pncom corresponding to Cu(II) at pH 3 

Figure 2. Cont.
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(c) X-ray diffraction (XRD) diffractograms of pncm (d) pncom corresponding to Cu(II) at pH 6 

Figure 2. X-ray diffraction (XRD) diffractograms of adsorbent aliquots corresponding to Cu(II)
adsorption by the magnetic biochar composites pncm and pncom at two different pH values and
different Cu(II) concentration.

3.3. Adsorption Data

In order to determine the maximum monolayer adsorption capacity, the experimental data were
fitted with the Langmuir [20] adsorption model (Equation (2)).

qe = qm
KLCe

1 + KLCe
(2)

where Ce is the concentration (mg/L) of Cu(II) in solution at equilibrium, qe is the amount of the Cu(II)
adsorbed per mass adsorbent (mg/g) at equilibrium, qm is the maximum monolayer adsorption capacity
(mg/g) and KL is an equilibrium constant associated with the energy of adsorption. The model has been
applied only to data obtained from experiments at pH 3 (Figure 3), because at pH 6 surface precipitation
of Cu(II) solids occurs and only at very low Cu(II) concentration the Cu(II) adsorption by the magnetic
biochars is the dominating surface-related process. The value maximum adsorption capacity evaluated
applying the Langmuir adsorption model has been found to be qmax = 0.40 mmol·g−1 (25.4 mg·g−1)
and qmax = 1.0 mmol·g−1 (63.5 mg·g−1) for the Cu(II) adsorption by pncm and pncom, respectively.
This values are in the range of values determined for Cu(II) adsorption by magnetized and chemically
modified biochars [15,21–24].

Figure 3. Experimental adsorption data and fitted curves evaluated using the Langmuir isotherm
model for the Cu(II) adsorption by the magnetic biochar composites pncm and pncom. The adsorption
experiments were performed under ambient conditions and pH 3.
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3.4. FTIR Measurements

Figure 4 shows FTIR spectra of solid samples corresponding to experiments performed at pH 3
and pH 6, and different Cu(II) concentrations. The FTIR spectra and particularly those corresponding
to pncom show significant changes in the carbonyl range indicating also the participation of the
carboxylic groups, which are present on the biochar composite surface and bind Cu(II) [4,5].

On the other hand, the additional peaks around 3500 cm−1 and between 1100 cm−1 and 500 cm−1

observed in the FTIR spectra of the solid samples corresponding to experiments performed at pH
6 are attributed to the formation of the Cu(II) solid phase (e.g., Cu(OH)2) [19]. These results are in
agreement with the results obtained from XRD measurements of the corresponding samples and prove
the solid phase formation and surface precipitation of Cu(OH)2 at increased pH values, which favor
the Cu(II) hydrolysis [25].

  
(a) Fourier transform infrared (FTIR) spectra of 

pncm (b) pncom corresponding to Cu(II) at pH 3 

  
(c) Fourier transform infrared (FTIR) spectra of 

pncm (d) pncom (right) corresponding to Cu(II) at pH 6 

Figure 4. Fourier transform infrared (FTIR) spectra of adsorbent aliquots corresponding to Cu(II)
adsorption by the magnetic biochar composites pncm and pncom at two different pH values and
different Cu(II) concentrations. The spectra have been obtained in the wavenumber (WN) range
between 4000 and 500 cm−1.

Generally, Cu(II) binding by magnetized biochars can occur through pi-cation interactions and
complex formation between the carboxylic moieties [26], which are present on the surface of oxidized
biochar composite and the metal cations, as well as surface complexation of Cu(II) cations by the
hydroxo groups [26] present on the magnetite particle surface (Figure 5).
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Figure 5. Schematic illustration of the different binding modes of Cu(II) cations by magnetized biochars.

3.5. Kinetic Studies

The effect of contact time was examined in a range between 0 and 60 min at two different pH
values. The adsorption was found to be relatively fast and Cu(II) was adsorbed almost quantitatively
in the first 10 min. The estimation of copper uptake is an essential parameter for the development of
an effective and accurate design for large scale adsorption processes.

For this purpose the experimental kinetic data were fitted with the pseudo-first-order (Equation
(3)) [27] and pseudo-second-order kinetic (Equation (4)) models [28,29], in their linearized form:

ln(qe − qt) = ln(qe) − k1t (3)

t
qt

=
1

k2q2
e
+

1
qe

t (4)

where qe (mg g−1) and qt are the amounts of adsorbed Cu(II) on the biochar at the equilibrium and
at any time t, respectively. For the pseudo-first-order kinetic model the qe and k1 can be calculated
from the slope and intercept obtained from the plots ln(qe − qt) versus t. For the pseudo-second-order
kinetic model the qe and k2 can be calculated from the slopes and the intercept of the plot t

qt
versus t.

The constants of the kinetic models are summarized in Table 1. According to Table 1, the
experimental data are well fitted with the pseudo-second order kinetics and the associated curves are
shown in Figure 6. The pseudo-second order kinetics is characteristic for magnetic biochar adsorbents
and the evaluated k2 values are similar to corresponding literature k2 values [15,21–24,30].

Table 1. Kinetic parameters evaluated for the Cu(II) adsorption by pncm and pncom at pH 3 and
pH 6, and evaluated by fitting the experimental data with the pseudo-first and pseudo-second order
kinetic models.

Pseudo-First-Order Pseudo-Second-Order

pncm pncom pncm pncom

pH
k1

(min−1)
R

k1

(min−1)
R

k2

(g·mg−1·min−1)
R

k2

(g·mg−1·min−1)
R

3 0.199 0.583 0.002 0.187 1.525 0.998 3.525 0.996

6 0.001 0.126 0.001 0.992 0.939 0.999 0.746 0.999

Figure 6. Kinetic experimental data and fitted curves using the pseudo second kinetic model for the
Cu(II) adsorption by the magnetic biochar composites pncm and pncom. The adsorption experiments
were performed under ambient conditions and two different pH values.
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4. Conclusions

The conclusions that can be drawn from the present study are: (a) Biochar magnetization after
oxidation results in significantly higher adsorption capacities due to the synergistic effect of the
carboxylic moieties, which favor iron oxide deposition on the biochar surface and complex Cu(II) ions
even at low pH (pH < 4); (b) The adsorption process follows the pseudo-second order kinetics; and
(c) FTIR measurements denote the formation of inner-sphere complexes and XRD data show Cu(II)
surface precipitation at pH 6 and increased Cu(II) concentration. Generally, magnetisation of biochar
results in better adsorption capacity and desired properties regarding magnetic-based separation.
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Abstract: Membrane technology has been widely applied for water treatment, while membrane
fouling still remains a big challenge. The polysaccharides in extracellular polymeric substances (EPS)
have been known as a significant type of foulant due to their high fouling propensity. However,
polysaccharides have many varieties which definitely behave differently in membrane filtration.
Therefore, in this study, different polysaccharides alginate sodium and xanthan gum were chosen to
study their effects on membrane fouling in a wide concentration range. The results demonstrated
that the filtration behaviors of alginate sodium and xanthan gum were completely different, which
was due to their different molecular structures. Alginate had a small molecular weight and it was
easy for alginate to penetrate membrane pores resulting in pore blocking. A series of concentrations
of alginate including 5 mg/L, 10 mg/L, 20 mg/L, 30 mg/L, 40 mg/L, and 50 mg/L were examined
and it was found that the permeate flux decline highly depended on the level of alginate in the
feed water. While for the filtration of xanthan gum, the same concentration of xanthan gum led
to more serious fouling than that observed in alginate, which might be due to its large molecule.
In addition, calcium chloride was added in the solutions of both alginate and xanthan gum to examine
the influence of a divalent cation on polysaccharide fouling. A “unimodal” peak can be observed in
the fouling propensity caused by Ca2+ and alginate with increasing the concentration of alginate.
Such a phenomenon was not found in the fouling of xanthan gum and Ca2+ led to more serious
fouling for all concentrations of xanthan gum. In light of this, this study gave new insights into the
fouling propensities of different polysaccharides.

Keywords: polysaccharides; membrane fouling; microfiltration process; calcium ion

1. Introduction

With the increasing population in the world, there is also an increasing demand for the
quantity and quality of clean water and many techniques are explored to deal with this issue [1–5].
Membrane technology has provided a great solution for water treatment [6–8]. In the recent
years, membrane technology has become a promising technology due to some advantages over the
conventional methods such as coagulation, sedimentation, and clarification processes [9]. The benefits
of membrane systems include less complexity, easier operation, less man power needed, less chemical
usage, the ability in treating a broad range of contaminants etc. [10–12]. Nowadays, the membrane-based
technology is widely used to meet the growing demand of clean water [9,13].
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However, one of the main problems of membrane technology is membrane fouling, leading to
reduced permeate flux and high operation costs [14–17]. Membrane fouling is caused by the settling
of suspended particles or dissolved substances on its surface, pore openings, or within its pores.
Membrane fouling is affected by many factors including foulant type, operation modes, composition of
feed water, membrane materials and so on, which makes it very complex [12,18]. Extensive effort has
been dedicated to the control and mitigation of membrane fouling which comprises chemical/physical
cleaning, biologically-based methods, fabrication of anti-fouling membranes, and optimization of
operation parameters [19]. The feed water to membrane systems often contains a wide spectrum of
foulants including inorganic, organic, colloidal, and microbial substances, which is the key factor
affecting fouling. Among these foulants, the organic substances play an important role in both organic
fouling and biofouling [20]. Additionally, organic substances are the main contributor to irreversible
fouling, which is difficult to be cleaned [21]. However, in all types of fouling, the organic fouling is
perhaps the most poorly understood. There are many studies focusing on organic fouling and recently
it has been noticed that not only the foulant concentration but also the foulant type matters in organic
fouling [22]. More importantly, the interaction between foulant molecules also plays a significant role
in fouling development [18,23]. Considering the abundance of organic foulants in natural water, more
efforts should be devoted to explore this problem.

Extracellular polymeric substances (EPS) represent the most problematic organic foulants which
are believed to cause serious membrane fouling [22]. EPS is synthesized from the excretion of high
weight mucous by the microbial cells and the main components of EPS are polysaccharides, proteins
humic acid, and other polymeric compounds [24]. The polysaccharides usually cause more serious
fouling problems than other substances in EPS due to their long-chain molecules as well as their
special gelling properties [21,25]. However, there are various types of polysaccharides in natural water
environments and the molecule structures of polysaccharides are different from one to another. It has
been found that the molecule structure of polysaccharide is important in fouling membrane and even
alginate blocks derived from the same source behaved differently in filtration tests [26,27]. Therefore,
an in-depth investigation is required to identify the fouling propensities of different polysaccharides to
deepen the understanding of polysaccharides fouling and the relevant fouling mechanisms.

In order to further comprehend the polysaccharide fouling, two different polysaccharides, which
are, alginate sodium and xanthan gum are applied as model foulants in this study. Both of them are
the typical foulant models that have been widely used in fouling studies. Alginate is a typical model
polysaccharide and xanthan gum is another natural polysaccharide employed as the model foulant of
EPS [28,29]. Alginate and xanthan gum share some similarities and differences. Both alginate and
xanthan gum are long-chain molecules and have some same function groups such as carboxylic group
(COO-) and hydroxyl groups (-OH) which are possible binding sites for divalent cations. In addition,
alginate and xanthan gum differ from each other in some aspects which in turn would provide a
better comparison about the different polysaccharides in membrane fouling. Alginate is a linear chain
without branches and has a relatively small molecule weight in the range of 12–80 kDa [30]. Differently,
xanthan gum has a trisaccharide side chain and is larger than alginate with molecular weight of
~500 kDa [29]. Additionally, the effect of calcium ions on polysaccharide fouling was also investigated
in this study. Alginate has been widely known to interact with Ca2+ in an “egg-box” model [31] while
the binding pattern between xanthan gum and Ca2+ is not clear at this time. In this study, the two
chosen polysaccharides were prepared in a series of different levels and the filtration behaviors of
them were carefully examined. Moreover, the effect of calcium ion on their fouling propensities were
analyzed to determine the influence of Ca2+ on different types of polysaccharide fouling.
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2. Materials and Methods

2.1. Alginate and Xanthan Gum

In this study, two types of polysaccharides, namely alginate sodium (Sigma, St. Louis, MO, USA)
and xanthan gum (Sigma, St. Louis, MO, USA) were employed as model foulants to identify potential
differences in the fouling propensities of different types of polysaccharides. The two compounds could
work as the model polysaccharides in which alginate was the one representing polysaccharides with
small molecule weight and xanthan gum represented polysaccharides with large molecular weight.
Molecular weights of alginate and xanthan gum are ~12–80 kDa and ~500 kDa, respectively [23].
As can be seen in Figure 1, alginate is type of polysaccharide with a linear chain. There are two
monomers in the alginate chain, (1→4) linked β-D-mannopyranuronic acid (M) and (1→4) linked
α-L-gulopyranuronic acid (G), which are randomly arranged into homopolymeric blocks (MM-block,
GG-block) and heteropolymeric blocks (MG-block) [32]. Differently, xanthan gum is a high molecule
weight polysaccharide with a backbone chain consisting of (1–4) β-D-glucose units linked at the first
and the fourth position, which is identical to that of cellulose (Figure 1b) [33]. The C-3 position of the
alternate glucose residues is replaced by a trisaccharide side chain containing a D-glucuronic acid unit
between two D-mannose units linked at the O-3 position of every other glucose residue in the main
chain [29].

 
Figure 1. Parts of molecule structures of (a) alginate and (b) xanthan gum.

2.2. Dead End Filtration Setup

A dead end filtration system was used in this study which comprised a reservoir tank connecting
to the filtration cell with the membrane at the bottom and a balance at the end of the setup to weigh the
amount of filtrate collected. The entire setup was connected to a computer with software that records
the filtration data. Nitrogen gas was supplied at a constant pressure of 1 bar. In this study, the 0.2 μm
flat-sheet nylon membrane with a contact angle of 22.6 ± 0.7◦ at 20 ◦C was used which provides an
effective area of 11.94 cm2 (FilTrex, Singapore). The whole experiment was conducted for a total of
5 h. For the first 3 h, the membrane used was flushed with deionized water (MilliQ water) to achieve
a stable permeate flux and thus to yield reliable results. The polysaccharide solutions prepared at
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desired concentrations were filtered for at least 2 h until the stable stage achieved. All the data were
collected by the data logger. All filtration tests were repeated at least three times and the representative
data are shown in this study.

2.3. Preparation of Feed Solutions

An amount of 0.005 g of alginate sodium powder was weighed on a weighing balance, after
which it was poured into a beaker of 1 L and using deionized water to fill the beaker up to 1 L.
This beaker was then placed on a stirrer to mix the alginate sodium solution for 2 h. At the same
time, when alginate sodium solution was being mixed, the reservoir was filled with deionized water.
The deionized water was used to flush through the filtration cell and membrane for 3 h to stabilize
the membrane. Subsequently, mixed alginate sodium solution was poured into the reservoir and run
for 2 h at a pressure of 1 bar. Data was collected from the system using a data logger during the 2 h.
This process was again repeated for the other concentrations of alginate sodium: 10 mg/L, 20 mg/L,
30 mg/L, 40 mg/L, and 50 mg/L. As for the preparation of calcium ion feed water, alginate powder and
calcium chloride (Sigma, St. Louis, MO, USA) was weighed and poured into the same beaker at a level
of 1 mM Ca2+. This beaker was placed on the stirrer to mix the alginate sodium and calcium chloride
for 2 h. Feed solutions were then added into the reservoir and run for two hours. The preparation
procedure of xanthan gum solutions was actually the same as described above. Different from the
preparation of alginate with calcium chloride, the addition of calcium in the xanthan gum solutions
must be done after the sufficient dissolution of xanthan gum to prevent the formation of large gels.
The same filtration tests were conducted and the permeate data was collected using the data logger.
In addition, the viscosities of the xanthan gum solutions were measured with a viscometer (DV2T,
Brookfield, Middleboro, MA, USA) since the xanthan gum had been known to increase the viscosity
of aqueous solutions. An analysis between the filtration resistances caused by xanthan gum and the
viscosities of corresponding solutions would be conducted.

2.4. Field Emission Scanning Electron Microscopy Observation of Fouled Membrane

In order to examine the morphology of the fouled membrane surface, the clean membrane and
the fouled membrane were cut into small pieces to be observed via an FESEM. Before observation, all
membrane samples were totally freeze-dried and coated with Pt. To obtain the representative graphs,
more than 10 pictures were randomly taken from each sample.

3. Results and Discussion

3.1. Effect of Alginate Concentration on Membrane Fouling

In order to examine the effect of alginate concentration on membrane fouling, a set of alginate
sodium solutions at 5 mg/L, 10 mg/L, 20 mg/L, 30 mg/L, 40 mg/L, and 50 mg/L were prepared. Before
we conduced filtration tests, each membrane filter was contracted for three hours to exclude the
interference of membrane and to achieve a stable stage of the membrane. This contraction could
provide a relatively stable permeate flux and yield an accurate result. As shown in Figure 2, the
filtration behaviors of these alginate samples were evaluated with a filtration time of 2 h. From the
result in Figure 2, it demonstrated that with increasing of the alginate sodium concentration, the
declines of the permeate flux became more serious. The reason for the slowdown in the permeate flux
was possibly due to the fact that the pores of the membrane were blocked by alginate chains, thus
the amount of water that can pass through membrane reduced. The more foulant, the more serious
fouling was observed. From Figure 2, for the first 15 min, we can see that there was a drastic decrease
of flux in the dead-end filtration system. However, from 60 min onwards, the flux started to be more
constant. The fouling extent was determined by the filtration performance of the first 15 min. These
results suggested that the fouling development in the filtration process was profoundly influenced by
the initial stage of filtration. This set of experiment was run for 2 h. It shows that by 60 min, most of
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the pores on the membrane were relatively blocked and there was no drastic decline of flux anymore.
It had come to a plateau by 120 min. Similarly, research done by Susanto et al., suggests that there is a
possibility that a small amount of alginate could have entered the pores of the membrane causing the
flux to decline drastically especially for 50 mg/L alginate sodium [34]. The flux went to the steady state
at a much earlier time compared to the other concentrations of alginate feed solutions.

 
Figure 2. The effect of alginate concentration on membrane fouling.

Figure 3 showed the initial flux decline rate of alginate sodium at constant pressure of 1 bar.
The decline rate was calculated using the gradient of the flux in Figure 2 for the first 10 min. This trend
demonstrated that the initial flux decline rate increased with increasing concentration of alginate and
was directly proportional to the level of alginate in feed with a good fit. The steady state is the point
when the flux starts to stay relatively constant without drastic changes. The flux at the steady state was
also determined by the concentration of alginate in the feed water and showed an inverse proportional
relationship, as shown in Figure 3b. All these results suggested that for the microfiltration of alginate,
the fouling problem depends on the level of foulant in feed water to membrane system. The molecular
weight of alginate sodium is in the range of 12–80 kDa and the interaction between alginate molecules
is weak, which suggests that the main fouling mechanism of alginate is pore blocking for the 0.2 μm
membrane [23]. Therefore, at a high level of alginate, many alginate molecules entered the pores of the
membrane at the very beginning of the filtration, adhered to the walls of pores, and ultimately caused
rapid decline of permeate flux in the dead end filtration mode. At a low concentration of alginate,
there were few alginate molecules thus the blocking rate of membrane pores was slow and less fouling
happened during the filtration.

3.2. Effects of Calcium Ion on Alginate Fouling

The effect of Ca2+ on alginate fouling was examined with 5 mg/L, 10 mg/L, 20 mg/L, 30 mg/L,
40 mg/L, and 50 mg/L alginate solutions. Figure 4 shows the initial flux decline rates of alginate
solutions with and without 1 mM Ca2+. First, it can be seen that the addition of calcium ion aggravated
the membrane fouling for all alginate samples except for 50 mg/L. In general, it had been widely known
that divalent cations promoted the development of membrane fouling in which they acted as bridges
and enhanced the interaction between foulant molecules and/or the interaction between foulant and
membrane surfaces [31,35,36]. Surprisingly, at 50 mg/L of alginate, more serious fouling was observed
in the filtration without calcium. It can be found that in the presence of Ca2+, the fouling rate increased
first and then decreased by increasing the concentration of alginate, achieving the maximum value
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at the concentration of 30 mg/L of alginate. The fouled membrane was examined to provide a direct
observation of the fouling situation caused by alginate. As can be seen in Figure 5, compared to the
clean membrane, the fouled membrane with 10 mg/L of alginate did not present an obvious fouling
layer on the surface, while a gel layer can be observed in the filtration of alginate with Ca2+.

 
Figure 3. (a) The relationship between initial flux decline rate and alginate concentration and (b) the
relationship between the steady state flux and alginate concentration.

Figure 4. The initial fouling rate of alginate solutions with and without 1 mM Ca2+.

Figure 5. FESEM observations of the (a) clean membrane; membrane surfaces fouled by (b) alginate
and (c) alginate with Ca2+.
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This unimodal mode of fouling was different from the trend showed in the filtration of alginate
only. We deduced that this was due to the formation of gel-like substance from alginate and calcium
ion as suggested in Figure 6. At the low concentration of alginate, there were few alginate chains that
could crosslink together to form agglomeration via the “bridges” of Ca2+. With further increasing of the
level of alginate, more and more alginate molecules were included to form gel-like substances which
efficiently blocked the pores of membrane and formed a fouling layer on the membrane surface. Thus,
the pathway for permeate flux to pass through the membrane was narrowed. At high a concentration
of alginate, the networks formed from alginate and Ca2+ were much larger and denser. It would be
difficult for them to penetrate membrane pores, and the fouling layer they formed was more porous.
As a result, the permeate flux increased again. Consequently, this finding indicated the existence
of an “optimal” mixing ratio between alginate sodium and Ca2+ that would cause the most serious
membrane fouling. Recently, the unimodal mode of fouling in the filtration of fixed concentration of
foulant with varying Ca2+ level was also reported [37,38]. However, the exact interaction between
foulant and Ca2+ and the inner structure of these networks should be further explored. Additionally,
these results suggested that the gel layer formed on the membrane surface played a significant role in
membrane fouling. The structure and permeability of gel layer would relate with the foulant type and
operation conditions [39], which should be symmetrically investigated in future work.

 
Figure 6. Schematic description of the pathways of permeate flux with increasing the
alginate concentrations.

3.3. Effects of Concentrations of Xanthan Gum on Membrane Fouling

Another polysaccharide model xanthan gum was also investigated, and the effect of xanthan gum
concentration on membrane fouling is shown in Figure 7. It can be found that the flux decline caused
by xanthan gum was much higher than that resulted from alginate at the same concentration of foulant.
Different from alginate, xanthan gum is a type of polysaccharide with a much higher molecular weight
(~1,000,000 Da) [33]. Xanthan gum has been reported to be a good model polysaccharide to represent
the EPS, because xanthan gum showed a similar rheological characteristic to that of activated sludge
obtained from an membrane bio-reactor (MBR) plant [28]. The typical properties of xanthan gum
are high molecular weight, unique thickening property, and gel formation when at rest. This gel is
different from what we discussed in the alginate and calcium mixture. It suggested that xanthan gum
would turn viscous when it is untouched like, the texture of chili source. In addition, the viscosities of
xanthan gum solutions were measured and the relationship between viscosity and filtration resistance
were also analyzed (Figure 8). It can be seen that increasing the concentration of xanthan gum slightly
enhanced the viscosity of the solution. Furthermore, the filtration resistance seemed to be related with
the viscosity of feed water, which was also reported in the literature [40,41]. Consequently, at the same
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concentration, xanthan gum resulted in more serious fouling compared to alginate, and the fouling
mechanism of xanthan gum may be due to the gel layer formed by this kind of polysaccharide with
large molecules on the membrane instead of pore blocking [23].

Figure 7. The effect of xanthan gum concentration on membrane fouling.

 
Figure 8. (a) The viscosities of xanthan gum solutions and the total filtration resistances of xanthan
gum caused after filtration tests; (b) The relationship between filtration resistance and viscosities of
xanthan gum solutions.

However, increasing the concentration of xanthan gum did not greatly exacerbate the fouling
problem as shown in Figure 9. Compared to the alginate, the initial fouling rate of xanthan gum
increased at a smaller slope with continuous increasing of the xanthan gum concentration. Additionally,
the change of the flux at final steady state was also slower than that of alginate. It may be due to the
fact that the permeate flux was reaching the limiting value at this operation conditions used in our
study. Xanthan gum had a higher molecular weight and was highly viscous at low concentrations.
When it was mixed with water, the viscosity of the solution got thicker therefore affecting filtration
flux. With its pseudo-plastic property, xanthan gum makes itself a strong membrane fouling agent [29].
There were few studies in literature using xanthan gum as foulant model and most of them employed
alginate. Considering the complexity of the feed water to membrane systems and the difference lying
in the fouling propensities of alginate and xanthan gum, more types of polysaccharide should be
included in the investigation of membrane fouling.
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Figure 9. The changes of (a) the initial fouling rate and (b) final flux at the steady stage with increasing
the concentration of xanthan gum.

3.4. Effects of Calcium Ion on Xanthan Gum Fouling

The effect of calcium ions on the fouling of xanthan gum was not obvious, as seen in the filtration
of alginate. As shown in Figure 10, the initial flux decline rates of xanthan gum mixed with 1 mM
Ca2+ were relatively stable. Not like the alginate feed solutions, no big difference was observed among
different concentrations of xanthan gum samples. More importantly, the effect of Ca2+ on xanthan gum
did not show a unimodal mode. As discussed above, the xanthan gum had much higher molecular
weights than alginate. Additionally, the molecule of alginate was a linear chain while xanthan gum
molecule had branches. It turned out the interaction between Ca2+ and xanthan gum was much
weaker [42]. Therefore, the influence of Ca2+ on the xanthan gum fouling was not obvious as that
observed in the filtration of alginate.

Figure 10. The initial fouling rate of xanthan gum at the presence of 1 mM Ca2+.

4. Conclusions

Polysaccharides are one of the main foulants that cause membrane fouling during the water
treatment process employing membrane filtration. The current study investigated the filtration
behaviors of different polysaccharides and the influence of calcium ions on them. It was found that
alginate and xanthan gum behaved differently in the same microfiltration process and the effects
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of Ca2+ on them were not the same. From the results of alginate, it showed a directly proportional
relationship between the flux decline and the polysaccharide concentrations, that is, the more foualnt
in the feed water, the more fouling occurred.

The fouling caused by xanthan gum was much severer than that observed in alginate at the same
concentration, but increasing the xanthan gum level in the feed water did not promote the fouling as
that found in alginate. More importantly, the addition of Ca2+ dramatically amplified the difference
lying in the filtration of alginate and xanthan gum. A “unimodal” structure was observed in the
membrane fouling when increasing the concentration of alginate at a constant level of Ca2+. However,
for the filtration of xanthan gum, the addition of Ca2+ caused more serious fouling for all concentrations
of xanthan gum. This study demonstrates that it is important to combine the structure-function
knowledge of polysaccharides with their fouling propensity, especially at the presence of divalent
cations. More deep studies are still needed to provide insights into the fouling problems caused by
various polysaccharide foulants.
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Abstract: The traditional treatment of waste incineration flue gas is mostly carried out in low
temperatures, but there are some problems such as corrosion of the heating surface at high and low
temperatures, re-synthesis of dioxins, and low efficiency. Therefore, it is necessary to remove the
pollutants at high temperatures. For the grate waste incinerator, this study proposes an adiabatic
cyclone flue arranged at the exit of the first-stage furnace of the grate waste incinerator to pre-remove
the fly ash at high temperatures, so as to alleviate the abrasion and corrosion of the tail heating surface.
In this paper, computational fluid dynamics (CFD) method is applied to study the performance of
a cyclone flue under different structural parameters, and the comprehensive performance of the
cyclone flue is evaluated by the technique for order preference by similarity to an ideal solution
(TOPSIS) method. The results show that particle separation efficiency increases at first and then
decreases with the increase of the vortex finder length, the vortex finder diameter, and the distance
between vortex finder and gas outlet tube, while it decreases with the increase of the gas outlet tube
diameter. The pressure drop increases with the increase of the vortex finder length, and the vortex
finder diameter, while decreases with the increase of the distance between the vortex finder, the gas
outlet tube, and the gas outlet tube diameter. In the scope of this study, when h1/a = 1.1, D1/A = 0.33,
h2/A = 1.5, and D2/A = 0.50, the comprehensive performance of the cyclone flue is much better.

Keywords: waste incineration; cyclone flue; gas-solid separation; numerical simulation

1. Introduction

In recent years, waste incineration technology has been widely used in the world by virtue
of reduction (about 90% reduction in volume, 70% reduction in weight), harmlessness, and energy
recovery [1,2]. Due to the complex compositions of waste, a variety of harmful gases and toxic
substances will be formed during the incineration process. These are inorganic acid gases such as
HCl, HF, NOx, SO2, and gaseous heavy metals such as mercury, highly toxic organic substances
like Polycyclic Aromatic Hydrocarbons (PAHs), Polychlorinated Biphenyls (PCBs), Polychlorinated
Dibenzo-Dioxins/Polychlorinated Dibenzofurans (PCDD/PCDFs), fly ash which equivalent to 2–5% of
the original waste weight and required for special treatment [3–5]. Therefore, secondary pollution
problem is urgent to be solved in the waste incineration process.

The traditional treatment of flue gas is mostly to remove the pollutants at low temperatures
(100–350 ◦C), and the process is very complicated. The corrosion of superheater caused by acid gases
and fly ash in incineration flue gas at high temperatures limits the further improvement of steam
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Processes 2019, 7, 866

parameters and power generation efficiency [6]. In addition, the low temperature environment is easy
to promote the re-synthesis of dioxins, and the presence of chlorine and heavy metals in fly ash provide
favorable conditions for dioxins re-synthesis [7–10]. Therefore, it is necessary to pre-remove acidic
gases and fly ash from flue gas at high temperatures.

The grate waste incinerator is the mainstream equipment for waste incineration [11,12]. At present,
the grate waste incinerator relies on a three-stage furnace to reduce the flue gas temperature at the
entrance of convective heating surface generally. In order to prevent corrosion at low temperatures, the
flue gas temperature at the exit of the waste heat boiler is approximately designed to be at temperatures
between 190–230 ◦C, which will limit the improvement of the efficiency of waste heat boiler. According
to the structural characteristics of the grate waste incinerator, this research proposes a square adiabatic
cyclone flue arranged at the first-stage furnace exit of the grate waste incinerator (as shown in Figure 1)
to pre-remove the fly ash in the flue gas. In addition, calcium and ammonia can be injected into the
flue to remove acidic gases synergistically, which alleviates corrosion of heating surface at high and
low temperatures, as well as inhibits dioxin formation and improves furnace parameters. In order to
facilitate the arrangement, the cyclone flue is designed as a square, and downward exhaust is adopted
to conform to the flow direction of flue gas in the grate waste incinerator, the original grate waste
incinerator can be reformed directly. There is no heating surface inside the flue, the inner layer is
refractory, and the outer layer is insulation materials. These can prevent heat loss and ensure that the
flue gas exists at a higher temperature, which can crack dioxins effectively. In order to understand the
flow field characteristics and gas–solid separation performance of cyclone flue, this paper simulates
the internal flow field and gas–solid separation performance of cyclone flue with the CFD method.

 

Figure 1. Arrangement diagram of cyclone flue in grate waste incinerator.

The adiabatic cyclone flue proposed in this paper is similar in structure to the cyclone separator,
so the simulation method of the cyclone separator can be referred to. The traditional cyclone separator
is circular and has an upper exhaust, which has been subjected to a large number of experiments
and numerical studies by many researchers, and the research methods are relatively reasonable and
reliable. Xiang et al. [13] used the Reynold’s stress model (RSM) to simulate the internal flow field
of cyclone separators with different heights. The results showed that as the height of the cyclone
separator increases, the tangential velocity will decrease, then the centrifugal force on the particles
is reduced, which will result in a decrease in dust removal performance. Raoufi et al. [14] studied
the effect of the gas outlet tube structure on the separation efficiency of the cyclone separator based
on the Euler–Lagrangian method; the results indicated that the separation efficiency of the separator
decreases with the increase of the diameter of gas outlet tube. Moreover, Safikhani et al. [15] applied a
simple pressure correction algorithm, using the Reynold’s stress turbulence model and the random
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walk model to study the internal flow field and particle motion trajectory of cyclone separators with
different number of inlets. In addition, Sakura et al. [16] used the large eddy simulation (LES) model,
based on Ansys CFX to study the gas–solid flow characteristics of cyclone separators, and compared
the effects of different dust outlet shapes on separation efficiency and pressure drop. Zhang et al. [17]
used the transient Reynold’s stress model and discrete phase model to study the flow field and particle
motion trajectory in the cyclone separator, and proposed a new cyclone separator, which can improve
efficiency and reduce pressure drop. Furthermore, Parvaz et al. [18] studied the performance of a
cyclone separator which had an inner cone located at the bottom of the cyclone, and simulated the
influence of the inner cone with different heights and diameters on the performance of the separator.

Compared to conventional cyclone separator, there is less research on square and downward
exhaust cyclones. Safikhani et al. [19] compared the internal flow field, separation efficiency of a
square cyclone separator and a circular cyclone separator based on the CFD method, the results
showed that the separation efficiency of the square cyclone separator is lower than the circular cyclone
separator, but the pressure drop is rather small. Su et al. [20] used the Euler–Lagrange method to
simulate the gas–solid flow characteristics of three inlet structures of square cyclones. Raoufi et al. [21]
studied the internal flow field of a square cyclone separator by numerical simulation method, and
analyzed the similarities and differences of the internal flow field of the upper exhaust type and the
downward exhaust type cyclone separator. Moreover, Oh et al. [22] investigated the internal flow
field and particle separation efficiency of the downward exhaust cyclone based on the Euler–Lagrange
method. Fatahian et al. [23] studied the performance that using the laminarizer in the square and
circular cyclones, the results suggested that square cyclone is more effective. Additionally, Mokni et
al. [24] used the CFD method to study the effects of cylinder height on flow field, pressure drop and
separation performance in a turbulent hydrocyclone.

Here we simulated by way of a realizable k-εmodel and random walk model. Firstly, the geometric
model and mathematical model are described, then the internal flow field characteristics of the cyclone
flue and the influence of various structural parameters on the separation performance and pressure
drop are analyzed, finally, the comprehensive performance of the cyclone flue is evaluated by technique
for order preference by similarity to an ideal solution (TOPSIS) method.

2. Model Description

2.1. Adiabatic Cyclone Flue Model

As shown in Figure 1, the cyclone flue distributes along the width of the grate waste incinerator
evenly, and each adiabatic cyclone flue works independently without any influence on each other,
so only one of the flues needs to be studied. Its structure is shown in Figure 2. In this paper, the
influences of the vortex finder diameter, vortex finder length, distance between vortex finder and gas
outlet tube, gas outlet tube diameter on the performance of cyclone flue were studied. The dimensions
of each cyclone flue are given in Table 1. In order to reduce the computational complexity, the numerical
studies only were carried out on the parts above the cone. The study of Oh et al. [22] showed that
neglecting the cone part has little effect on the results and can be neglected.
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Figure 2. Structure diagram of adiabatic cyclone flue: (a) Three-dimensional structure diagram,
(b) Profile diagram.

Table 1. Dimension of the adiabatic cyclone flue.

Dimension Selection Principle [25] Length (m)
Dimension Ration

(Dimension/A)

Body edge length, A Consistent with depth of grate
furnace (Usually for 3–4 m) 3.0 1

Inlet height, a a = 2.2–2.5b 2.0 2.5b

Inlet width, b b = (A − D1)/3 − (A − D1)/2 0.8 0.27

Inlet length, l l = 0.75 A 2.25 0.75

Vortex finder length, h1 h1 = 1–1.5a

2.2 1.1a
2.4 1.2a
2.6 1.3a
2.8 1.4a
3.0 1.5a

Vortex finder diameter, D1 D1 = 0–0.5A

1.0 0.33
1.1 0.37
1.2 0.40
1.3 0.43
1.4 0.47

Distance between vortex
finder and gas outlet tube, h2

Ensure that the gas flow
section is larger than the gas

outlet tube section

2.5 0.83
3.0 1.00
3.5 1.17
4.0 1.33
4.5 1.50

Gas outlet tube diameter, D2 D2 = 0.3–0.5A

1.0 0.33
1.1 0.37
1.2 0.40
1.3 0.43
1.4 0.47
1.5 0.50

Cyclone flue height, H — 10.0 3.33
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2.2. Governing Equation

The CFD method was used to simulate a three-dimensional flow field in the adiabatic cyclone
flue. For steady incompressible flow, the continuity equation and momentum equation are as follows:

∂ui

∂xi
= 0 (1)

uj
∂ui
∂xj

= − 1
ρ
∂P
∂xi

+ v
∂2ui
∂xj∂xj

− ∂
∂xj

Rij (2)

In the above equations, ui is the average velocity of the fluid; xi is the coordinate position; P
is the average pressure; ρ is the fluid density; v is the kinematic viscosity of the fluid; Rij = u′i u′j ,
is the Reynold’s stress tensor, which represents the influence of turbulence on the flow field, here,
u′i = ui − ui.

The turbulence models for cyclone separator simulation were the k-ε (standard, RNG, realizable)
model and the Reynold’s stress model (RSM) commonly. In this paper, the realizable k-εmodel was
adopted, the transport equations of turbulent kinetic energy (k) and turbulent dissipation rate (ε) were
as follows:

∂
∂t
(ρk) +

∂
∂xj

(ρkuj) =
∂
∂xj

[(μ+
μt

σk
)
∂k
∂xj

] + Gk − ρε (3)

∂
∂t
(ρε) +

∂
∂xj

(ρεuj) =
∂
∂xj

[(μ+
μt

σε
)
∂ε
∂xj

] − ρC2
ε2

k +
√

vε
(4)

In the above equations, Gk represents the turbulent energy generated by the velocity gradient; μ
is the dynamic viscosity of the fluid; C2 is a constant; σk, and σε are turbulent Prandtl numbers in k
equation and ε equation respectively.

There are two main methods simulating gas–solid two-phase flow. They are the Euler–Euler
method and the Euler–Lagrange method. In order to track the trajectory of particles, the Euler–Lagrange
method was used to simulate gas–solid two-phase flow. In this method, gases were regarded as
continuous phase and particles as dispersed discrete phase. Because the particle concentration was
small, it belonged to the dilute phase flow and the particle size was small too, so the influence of
particle on flow field can be neglected, unidirectional coupling mode was adopted in this paper, and
the interaction force between particles was ignored. In Lagrangian coordinates, the force balance
equations of particles are as follows:

dup

dt
= FD(uA − up)x +

gx(ρp − ρA)

ρp
(5)

FD =
18μA

ρpd2
p

CDRep

24
(6)

CD = C1 +
C2

Rep
+

C3

Rep
(7)

Rep =
ρAdp

∣∣∣up − uA
∣∣∣

μA
(8)

In the above equations, uA is the fluid velocity; up is the particle velocity; μA is the fluid dynamic
viscosity; dp is the particle diameter; ρp is the particle density; ρA is the fluid density; Rep is the relative
Reynold’s number (particle Reynold’s number); CD is the resistance coefficient; C1–C3 is a constant,
depending on Reynolds number; gx is the gravitational acceleration.
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2.3. Boundary Conditions and Numerical Schemes

Semi-implicit method pressure-linked equations consistent (SIMPLEC) were used as a method
for pressure-velocity coupling. The Pressure staggering option (PRESTO) was used for pressure
interpolation. The quadratic upstream interpolation for convective kinetics (QUICK) was used for
discrete difference format.

In this paper, we assumed that the gas flow enters the flue at a constant velocity, the gas phase is a
high temperature flue gas, its temperature is 850 ◦C, its velocity is 20 m/s, and the particles and fluids
have the same inlet velocity. The setting of specific boundary conditions are shown in Table 2, non-slip
adiabatic boundary conditions are adopted for all walls.

Table 2. The boundary conditions in numeric simulation.

Name Boundary Condition Type
Discrete Phase Model (DPM)

Boundary Condition Type

Gas–solid inlet velocity-inlet wall-jet
gas outlet outflow escape

particle outlet wall trap
wall wall reflect

2.4. Grid Independence Study

In this paper, the structured hexahedral mesh of cyclone flue was generated by ICEM. In order to
ensure the accuracy of calculation and shorten the calculation time, five different numbers of structured
grids were generated to verify the irrelevance between the calculated results and the number of grids,
which are 890,000 cells, 1,190,000 cells, 1,400,000 cells, 1,670,000 cells and 1,960,000 cells. Figure 3 shows
the weighted average turbulence intensity (I) and weighted average turbulent kinetic energy (K) at
z = 1.5 m cross section area under different mesh numbers, with the increase of the number of grids,
the values of K and I decreased gradually, the differences between the 1,670,000 grids and the 1,960,000
grids were 0.17% and 0.06% respectively, indicating that the number of grids had little impact on the
calculation results. The model with 1,670,000 grids is selected for numerical simulation.

 

Figure 3. The weighted average turbulent kinetic energy (K) and weighted average turbulence intensity
(I) at z = 1.5 m cross-section under different grids.

2.5. Model Validation

In order to verify the accuracy of the model, the flow characteristics were compared with the
experimental data of Su [26]. Su et al. measured the axial velocity distribution of Plane 1 at an inlet
velocity of 25.3 m/s using a particle dynamic analyzer (PDA). The geometric model is shown in Figure 4.
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Figure 5 compares the computed axial velocity at different positions in Plane 1 with the
corresponding experimental data of Su. The two positions were x = 30 mm and x = 90 mm. It is
clearly seen that the model prediction was in close quantitative agreement with the experimental data.
Overall, the adopted model can accurately and reliably predict the performance of the cyclone flue.

 
Figure 4. Geometric model of Su et al.

 

Figure 5. Comparison of simulated velocity with measurements.

3. Results and Discussion

3.1. Characteristics of Flow Field

Figure 6a shows the velocity distribution of the cyclone flue at z = 1.5 m cross section. It can be seen
from the figure that the maximum velocity appeared at the entrance of the gas outlet tube. The velocity
below the vortex finder was lower, because the recirculation zone was formed here. The obvious
flow separation was found at the edge of the vortex finder near the inlet, resulting in a lower velocity.
Oh et al. [22] also found this phenomenon in the simulation of a circular uniflow cyclone. The gas flow
went into the flue and rotated around the vortex finder, flow separation appeared due to the centrifugal
and inertial forces, and this phenomenon was weakened gradually in the downstream direction.
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(a) velocity contours (b) static pressure contours 

Figure 6. Flow field distribution at z = 1.5 m: (a) velocity contours, (b) static pressure contours.

Figure 6b shows the static pressure distribution of the cyclone flue at z = 1.5 m cross section.
It can be seen from the figure that the static pressure distributed symmetrically around the central axis,
which is similar to traditional cyclone separators [14,27]. Along the radius, the pressure decreased
slowly, thus forming a low pressure zone in the center. The minimum static pressure appeared at the
entrance of the gas outlet tube, reaching −1750 Pa. Combined with the velocity distribution, it can
be seen that the fluid velocity reached the highest here, and the static pressure was converted into
dynamic pressure.

Figure 7 shows the velocity vector diagram of cyclone flue at y = 9 m cross section. It can be
seen from the figure that when the gas flow went into the flue from the inlet, the velocity increased
firstly, and then decreased gradually in the course of the flow. There was a strong eddy at the corner
facing the inlet, which has been confirmed in Su’s discovery [20]. As the gas flow goes into the flue,
it impinged the corner opposite the inlet directly, and the sharp changed the flow direction at the
corner, causing the local vortex. Some particles were collected in the corner and fell down, while some
particles were rebounded in the corner and rotated continuously. In the other corners, there was also a
weaker local vortex.

 

Figure 7. Velocity vector at y = 9 m.

3.2. Particle Separation Efficiency and Pressure Drop

Particle separation efficiency and pressure drop are two important indices to study the performance
of the adiabatic cyclone flue. This paper used the control variable method to study the effects of
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structural parameters such as vortex finder length (h1), vortex finder diameter (D1), distance between
vortex finder and gas outlet tube (h2), and gas outlet tube diameter (D2) on the separation performance
and pressure drop of the cyclone flue, which provided guiding significance for the optimal design
of the cyclone flue. According to the literature [28–30], the particle size of fly ash in the waste
incineration flue gas ranged from 1 to 100 μm, which can be assumed that the particle size follows the
Rosin–Rammler distribution.

3.2.1. The Influence of the Vortex Finder Length

Figure 8 shows the effects of the vortex finder length on the separation efficiency and pressure
drop of the cyclone flue, and the h1/a varying from 1.1 to 1.5. It can be seen from the figure that
the separation efficiency increased firstly and then decreased with the increase of the vortex finder
length. There was an optimum value in the middle. When h1/a = 1.2, the separation efficiency reached
its highest point. The pressure drop increased linearly with the increase of the vortex finder length,
and the increase ratio was about 1.5%. The experiments conducted by Trieseh et al. also found that the
pressure drop increased proportionally to the vortex finder length [31].

 

Figure 8. Effect of the vortex finder length (h1/a) on efficiency and pressure drop.

The function of the vortex finder was mainly embodied in two aspects. On the one hand, the gas
flow was rotated under the guidance of the vortex finder. On the other hand, the annular space formed
by the vortex finder and the body affected the rotation speed of gas flow. As the increase of the vortex
finder length appropriated, enough time was ensured to separate particles to the wall. However, if the
vortex finder length was too long, it caused back-flushing of the bottom due to the extension of the
swirling gas flow, and resulted in a decrease in separation efficiency. The longer the length of vortex
finder was, the larger the area of the wall contacted with the gas flow was. The rotational kinetic
energy loss of the gas flow increased due to friction, resulting in an increase in the pressure drop.

3.2.2. The Influence of the Vortex Finder Diameter

Figure 9 shows the effects of the vortex finder diameter on the separation efficiency and pressure
drop of the cyclone flue, and the D1/A varying from 0.33 to 0.47. It can be seen from the figure that the
separation efficiency increased firstly and then decreased with the increase of the vortex finder diameter.
While D1/A= 0.4, the separation efficiency was the highest, reaching to 77.2%. The pressure drop
increased with the increase of vortex finder diameter, but while D1/A was higher than 0.4, the change
of the diameter of vortex finder had little effect on the pressure drop. Compared with the vortex finder
length, the vortex finder diameter had a weaker influence on the pressure drop.
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Figure 9. Effect of the vortex finder diameter (D1/A) on efficiency and pressure drop.

With the increase of the vortex finder diameter, the annular cross-section area of the vortex finder
was reduced, and the velocity of the flow increased when entering the flue, in addition, the centrifugal
force strengthened, which helped to improve separation efficiency. In addition, the increase in velocity
of flow led to an increase in the loss of rotational kinetic energy, resulting in an increase in pressure loss.
However, the too large vortex finder diameter led to the impact of part of the gas flow on the vortex
finder directly, resulting in the deterioration of the flow field and the rebound of particles, which was
not conducive to the separation of particles.

3.2.3. The Influence of the Gas Outlet Tube Diameter

Figure 10 shows the effects of gas outlet tube diameter on separation efficiency and the pressure
drop of the cyclone flue, and the D2/A varying from 0.33 to 0.5. It can be seen from the figure that the
separation efficiency decreased with the increase of the gas outlet tube diameter. But in the range of
0.33–0.4 and 0.43–0.5, the variation range of separation efficiency was small, while D2/A increased from
0.4 to 0.43, the separation efficiency decreased from 77.2% to 75.8%. Compared with the vortex finder,
the gas outlet tube diameter had a greater influence on the pressure drop. When D2/A increased from
0.33 to 0.5, the pressure drop decreased from 2065 Pa to 934 Pa, and the variation decreased gradually.

 

Figure 10. Effect of the gas outlet tube diameter (D2/A) on efficiency and pressure drop.

The entrance of the gas outlet tube was a high-speed and low-pressure area, as shown in Figure 6,
and the gas flow converged here. If the diameter of gas outlet tube was small, the fly ash particles
collided with the wall of gas outlet tube easily when the particles moved to the entrance of the gas outlet
tube, and then falling into the hopper and being separated, which helped to improve the separation
efficiency. With the increase of the diameter of the gas outlet tube, the phenomenon of the flow rate
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rising sharply when the gas reached the gas outlet tube was alleviated, thus making the flow field
more stable.

3.2.4. The Influence of the Distance between Vortex Finder and Gas Outlet Tube

Figure 11 shows the effects of the distance between vortex finder and gas outlet tube on the
separation efficiency and pressure drop of the cyclone flue, and the h2/A varying from 0.83 to 1.5. It can
be seen from the figure that the separation efficiency increased at first and then decreased with the
increase of the distance between the vortex finder and the gas outlet tube. When h2/A = 1.33, the
separation efficiency was the highest, reaching to 76.5%. The pressure drop decreased linearly with the
increase of the distance between the vortex finder and the gas outlet tube, and the reduction ratio was
about 5%.

 

Figure 11. Effect of the distance between vortex finder and gas outlet tube (h2/A) on efficiency and
pressure drop.

Gauthier studied the effect of the length of the separation section (the sum of h1 and h2) on the
performance of the uniflow cyclone. The results showed that the separation efficiency increased first
and then decreased with the increase of the separation section [32].

As the increase in the distance between the vortex finder and gas outlet tube appropriated,
it allowed enough time for particles to converge into the wall. However, the excessive distance led
the particles that have been separated to re-enter the central gas flow and escape from the gas outlet
tube. In addition, the longer the distance between the vortex finder and gas outlet tube was, and the
shorter the length of the gas outlet tube was then the weaker the interference to the flow field was,
which made the flow field more stable and decreased the pressure loss.

3.3. Comprehensive Performance Evaluation

The highest separation efficiency and the lowest pressure drop cannot always exist at the same
time, it is necessary to analyze and evaluate the comprehensive performance of the cyclone flue, and to
ensure high efficiency and low energy loss. The TOPSIS evaluation method is a scientific method used
in multi-objective decision analysis of limited schemes commonly, and it was developed by Yoon and
Hwang [33]. This method has no special requirement on the sample data, it can make full use of the
original data, and it can obtain better results [34–36]. Therefore, this method was used to analyze and
evaluate the comprehensive performance of the cyclone flue in this study. The steps of the TOPSIS
model were as follows:

(1) Establish the initial decision matrix X = {xij}. Two evaluation indexes of separation efficiency
and pressure drop of cyclone flue were considered, and xij is the j-th evaluation index of the i-th
evaluation object.
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(2) Assimilation of indicator attributes. The inverse method was used to convert low-quality
indicators into high-quality indicators, that is, the higher the value is, the better the performance
will be. The pressure drop was a low-quality indicator, which needed to be converted into a
high-quality indicator to obtain a new matrix X’.

(3) Calculating the standard decision matrix Z. The dimensionless processing of each indicator
can eliminate the effects of dimension and magnitude between different attribute indicators.
The equation was as follows:

zi j = x′i j/

√√ m∑
i=1

x′2i j (9)

(4) Calculate the set of positive ideal (S+) and negative ideal (S−) solutions of the decision matrix. S+

is the set of maximum values of each index, that is, when the separation efficiency of the cyclone
flue is the highest, the pressure drop will be the smallest. S− is the set of minimum values of each
index, that is, when the efficiency is lowest, the pressure drop will be largest.

(5) Calculating the Euclidean distances of each evaluation scheme to the S+ and S−. The equations
are as follows:

d+i =

√√√ n∑
j=1

(s+j − zij)
2 (10)

d−i =

√√√ n∑
j=1

(s−j − zij)
2 (11)

(6) Calculating the relative proximity (Ci) of each evaluation scheme to the S+. The equation is
as follows:

Ci = d−i /(d+i + d−i ) (12)

(7) Ranking according to the value of Ci. the larger the value of Ci is, the closer the scheme to S+ and
the farther away from S−, the better the scheme is.

In this paper, the vortex finder length, the vortex finder diameter, the gas outlet tube diameter,
and the distance between the vortex finder and the gas outlet tube were taken as the evaluation objects.
The Ci values were calculated under different structural parameters. The calculation results are listed
in Table 3.

Table 3. Comprehensive performance evaluation of cyclone flue.

Variable 1 Variable 2 Variable 3 Variable 4

h1/a Ci D1/A Ci h2/A Ci D2/A Ci
1.1 0.91 0.33 0.65 0.83 0 0.33 0.04
1.2 0.73 0.37 0.48 1.00 0.25 0.37 0.21
1.3 0.43 0.40 0.39 1.17 0.48 0.40 0.42
1.4 0.22 0.43 0.11 1.33 0.74 0.43 0.63
1.5 0 0.47 0.01 1.5 0.97 0.47 0.82
/ / / / / / 0.50 0.96

According to the data in Table 3, the comprehensive performance of the cyclone flue was negatively
correlated with the vortex finder diameter and the vortex finder length, while it was positively correlated
with the distance between the vortex finder and the gas outlet tube, and gas outlet tube diameter.
When designing the cyclone flue, the vortex finder diameter and the vortex finder length should be
adopted to smaller values, but the distance between the vortex finder and the gas outlet tube, and the
gas outlet tube diameter, should be taken to a larger value. In the scope of this study, when h1/a = 1.1,
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D1/A = 0.33, h2/A = 1.5, D2/A = 0.50, the separation efficiency reached to 75% and the pressure drop
was about 900 Pa, reaching a better comprehensive performance.

4. Conclusions

In this paper, the internal flow field and performance of the adiabatic cyclone flue were studied
by the CFD method. The effects of the vortex finder diameter, vortex finder length, distance between
vortex finder and gas outlet tube, and gas outlet tube diameter on the separation efficiency and
pressure drop of cyclone flue were also studied. Then the TOPSIS method was applied to evaluate the
comprehensive performance of the cyclone flue. The main conclusions are shown as follows:

(1) The inlet of the gas outlet tube of the cyclone flue was a high-speed and low-pressure zone,
where the velocity was the largest and the pressure was the smallest. The internal pressure
was symmetrically distributed along the central axis, which is consistent with the conventional
cyclone. In addition, there was a local vortex at the corner in the flue.

(2) The particle separation efficiency increased at first and then decreased with the increase of the
vortex finder length, the vortex finder diameter, and the distance between the vortex finder and
the gas outlet tube, while it decreased with the increase of the gas outlet tube diameter. Above all,
the gas outlet tube diameter had the most important influence on the separation efficiency.

(3) The pressure drop increased with the increase of the vortex finder length, and the vortex finder
diameter, while it decreased with the increase of the distance between vortex finder and gas outlet
tube, and the gas outlet tube diameter. In addition, the gas outlet tube diameter had the greatest
influence on the pressure drop.

(4) The comprehensive performance of the cyclone flue was negatively correlated with the vortex
finder diameter and the vortex finder length, while it was positively correlated with the distance
between the vortex finder and the gas outlet tube, and the gas outlet tube diameter.

(5) In the scope of this study, when h1/a = 1.1, D1/A = 0.33, h2/A = 1.5, D2/A = 0.50, the comprehensive
performance of the cyclone flue was better, and the separation efficiency reached to 75%, which can
remove the fly ash in the flue gas effectively, alleviate erosion wear and ash corrosion of the tail
heating surface, and reduce the burden of the bag filter.
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Abbreviations

Nomenclature
A body edge length (m)
a inlet height (m)
b inlet width (m)
l inlet length (m)
h1 vortex finder length (m)
D1 vortex finder diameter (m)
h2 distance between vortex finder and gas outlet tube (m)
D2 gas outlet tube diameter (m)
H cyclone flue height (m)

401



Processes 2019, 7, 866

u velocity (m/s)
P pressure (Pa)
ρ density (kg/m3)
ν kinematic viscosity (m2/s)
μ dynamic viscosity (Pa·s)
k turbulent kinetic energy (m2/s2)
ε turbulent dissipation rate (m2/s3)
σ turbulent Prandtl number
Rep relative Reynold’s number
gx gravitational acceleration (m/s2)
I turbulence intensity (%)
Ci relative proximity coefficient
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Abstract: Membrane technology has been one of the most promising techniques to solve the water
problem in future. Unfortunately, it suffers from the fouling problem which is ubiquitous in membrane
systems. The origin of the bewilderments of the fouling problem lies in the lack of deep understanding.
Recent studies have pointed out that the molecular structure of foulant affects its fouling propensity
which has been ignored in the past. In this study, the filtration behaviors of alginate blocks derived
from the same source were comprehensively explored. Alginate blocks share the same chemical
composition but differ from each other in molecular structure. The alginate was first extracted from
natural seaweed using calcium precipitation and ion-exchange methods. Extracted alginate was
further fractionized into MG-, MM- and GG-blocks and the characteristics of the three blocks were
examined by Fourier transform infrared spectroscopy (FTIR) and field emission scanning electron
microscopy (FESEM) observations, and transparent exopolymer particles’ (TEPs) measurements.
Results showed that MG-, MM- and GG-blocks had the same functional groups, but they showed
different intermolecular interactions. TEP formation from MG-, MM- and GG-blocks revealed that
the molecule crosslinking of them decreased in the order of MM-blocks > GG-blocks >MG-blocks.
It was further found from microfiltration tests that these alginate blocks had completely different
fouling propensities which can be explained by the TEP formation. TEPs would accumulate on
membrane surfaces and worked as a pre-filter to avoid serious pore blocking of membrane. That all
suggested that the membrane fouling was closely related to the molecular structure of foulant. It is
expected that this study can provide useful insights into the fouling propensities of different types of
polysaccharides during filtration processes.

Keywords: membrane fouling; molecular composition of foulant; transparent exopolymer particles
(TEP); fouling propensities

1. Introduction

Water scarcity is one of the most serious crises in the world as a result of the uneven distribution
of water resources, poor water management and climate change. To cope with this situation, scientists
and engineers have been working hard to develop treatment methods of every sort [1–4]. Most
of the efforts aim to remove the pollutants in water bodies and to increase water supplies via the
reliable reuse of wastewater and efficient desalination of seawater and brackish water [5,6]. In the
past few decades, membrane technology has been widely used around the world as a promising
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technique for water treatment [7–9]. However, membrane fouling still remains one of the obstacles to
the successful operation of membrane systems, as it has since the day that membrane filtration was
employed [10]. Among all fouling problems, organic fouling has often been reported to be a major
type and polysaccharides play a key role in organic fouling. Compared to other organic foulants, such
as proteins and humic acid, the chains of polysaccharides are usually much longer and prone to gelling
to form gel layer on a membrane surface via interaction of the molecular chain. However, the exact
fouling propensities of polysaccharides are not clear, especially the influence of molecular structure on
fouling. As a consequence of this, more efforts should be devoted to the investigation of the filtration
behaviors of polysaccharides, relating the information of molecular structure with fouling tendencies.

Recently, it has been found that polysaccharides can aggregate together to form three-dimensional
networks; i.e., transparent exopolymer particles (TEPs). The role of TEPs in membrane fouling has
attracted more and more attention since Berman and Holenberg first pointed out that they may
participate in the fouling problems in membrane systems [11]. TEPs are planktonic hydrogels in water
environments which are mainly formed by polysaccharides via an abiotic pathway [12]. TEPs possess
a high viscosity; thus, they can attach to the membrane surface easily to develop a gel layer [13].
More importantly, it is difficult to remove TEPs from a membrane system. TEPs are deformable; thus,
they also can penetrate into membrane pores whose sizes actually are smaller than the dimensions
of TEP under pressure. In addition, some of TEPs will break into small pieces at the feed side and
then reassemble into larger forms at the filtrate side of membrane at the aid of stream turbulence
and divalent cations [14]. Thus, TEPs are dynamic in membrane systems, which poses difficulties
in identifying the exact nature of TEP fouling. The effect of TEPs on membrane fouling needs to be
further explored.

Alginate is a typical model polysaccharide that is commonly employed in studies of membrane
fouling. Alginate is unbranched binary copolymer consisting of b-d-mannopyranuronic acid (M) and
a-l-gulopyranuronic acid (G) which combines into MG-, MM- and GG-blocks in varying proportions [15].
These blocks play different roles in alginate chains; i.e., GG-blocks are responsible for the gel-forming
capacity, and MG- and MM-blocks provide flexibility to the chains [16]. Their proportions, distributions
and lengths determine the chemical and physical properties of alginate molecules. So far, there are more
than 200 kinds of alginates derived from different sources [17] which are different in MG-, MM- and
GG-blocks contents [18]. It is reasonable to consider that alginates extracted from different algal sources
may behave differently during membrane filtration processes. Since alginate has been commonly
used as a model organic foulant in numerous studies of membrane fouling, a new challenge on the
interpretation and reliability of filtration data would appear if alginate used in filtration experiments
was not well characterized. Therefore, in this study, alginate was directly prepared from dry seaweed
using alkaline extraction and then block fractionation was performed. Subsequently, three kinds of
alginate blocks were systematically characterized with Fourier transform infrared spectroscopy (FTIR)
and field emission scanning electron microscopy (FESEM). Dead-end filtration tests were employed
to examine the fouling propensities of MG-, MM- and GG-blocks under the same experimental
conditions. In addition, TEP measurement was also performed to evaluate the influence of TEP on
membrane filtration.

2. Materials and Methods

2.1. Alginate Extraction from Raw Seaweed

Alginate used in this study was extracted from Fuerji dried seaweed according to the following
steps. Seaweed was chopped into small pieces and 5 g of chopped dry seaweed was soaked in 300 mL
of 1% formaldehyde (Sigma, City of Saint Louis, MO, USA) for 4 h. After that, seaweed pieces were
washed by deionized water (Milli-Q, Burlington, MA, USA) to remove excess formaldehyde residue.
Subsequently, rinsed seaweed was soaked in 300 mL of 3% Na2CO3 (Merck, Kenilworth, NJ, USA)
solution for 3 h, and alginate was converted to a soluble form so that it could be separated from the

406



Processes 2019, 7, 858

insoluble seaweed residue. After alkaline soaking, the solution became very sticky and a clean cloth
was used first to remove the bulk seaweed residue, and that was followed by filtration using filter
papers. After careful addition of 50 mL of 10% CaCl2 (Merck, Kenilworth, NJ, USA) into the above
alginate solution, wooly cloudlike aggregates formed. The aggregates were quickly transferred to a
clean beaker. Ion exchange was employed to convert calcium alginate to sodium alginate. A series of
ion exchanges, 20 min each, were carried out to get rid of the Ca2+ until no white precipitate formed
when Na2CO3 was added into the exchanged solution. Finally, an equal volume of ethanol (Merck,
Kenilworth, NJ, USA) was added to precipitate sodium alginate.

2.2. Block Fractionation of Alginate

The extracted alginate was fractionated according to the method proposed by Leal et al.
as presented in Figure 1 [19]. Firstly, 10 g/L alginate was prepared with Millipore water. The solution
was stirred for 2 h for complete dissolution. Then, HCl (Merck, Kenilworth, NJ, USA) was slowly added
into the sodium alginate solution with stirring, forming white cloudlike aggregations. The solid-liquid
mixture was subsequently heated at 100 ◦C in an oil bath for 0.5 h. After heating, the cloudlike
aggregations were partially dissolved and the mixture was centrifuged at 10,000 rpm for 30 min.
The supernatant solution was neutralized with 1 M NaOH (Merck, Kenilworth, NJ, USA) and
precipitated with an equal volume of ethanol. The white precipitation was separated by another 30 min
of centrifugation at 10,000 rpm and freeze-dried (MG-blocks). The insoluble residue from the first
centrifugation was re-dissolved in 1 M NaOH and the pH was readjusted to 2.85 by adding 1 M HCl.
At pH 2.85, new precipitation developed and centrifugation was used for separation. The soluble
fraction was again neutralized with 1 M NaOH, precipitated by ethanol and freeze-dried (MM-blocks).
The solid fraction was re-dissolved in 1 M NaOH, neutralized by 1 M HCl, precipitated by ethanol and
freeze-dried (GG-blocks).

Figure 1. The alginate fractionation procedure employed to obtain MG-, MM- and GG-blocks.
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2.3. FTIR Spectroscopy of Alginate Blocks

In order to characterize the alginate blocks, the FTIR spectra of the MG-, MM- and GG-blocks
fractionated from the extracted alginate were measured. The alginate blocks obtained from commercial
alginate sodium (Wako, Tokyo, Japan) via the same procedure were also measured by FTIR to provide
a direct comparison. Sample preparation was done by the FTIR Start Kit and 300 mg of KBr (Merck,
Kenilworth, NJ, USA) was used to create the baseline. An amount of 2–4 mg of sample was mixed
with 295 mg KBr and ground for a short time in order to mix it thoroughly. Then, the pure KBr disc
and alginate-KBr mixture pellets were transferred to the disc holder which was subsequently inserted
into the spectrometer. The FTIR spectra were recorded using a PerkinElmer FTIR Spectrum GX 50905
(PerkinElmer, Waltham, MA, USA). A total of 60 scans were taken for both background establishment
and sample measurements.

2.4. Field Emission Scanning Electron Microscope (FESEM) Observations

In order to visualize the micro-structures of the alginate, MG-, MM- and GG-blocks we prepared,
the powders of them were completely freeze-dried and they were examined by an FESEM (Jeol
JSM-7600F, Tokyo, Japan). These powder samples were coated with Pt just before observation to
increase electrical conductivity. Besides, the TEPs formed from alginate blocks were also observed by
the FESEM. Solutions of MG-, MM- and GG-blocks were gently filtered by the 0.05 μm filters under a
pressure below 0.2 bars and then freeze-dried to keep the morphology of TEP. Subsequently, these
samples were observed and at least 10 pictures for each sample were recorded. In addition, the fouled
membrane pieces were also examined by the FESEM to provide a direct observation of the fouling
development of the membrane. Membrane samples were taken from the same location from the fouled
membrane and representative images were taken.

2.5. TEP Determination

TEP measurements were carried out for the MG-, MM- and GG-blocks samples. The determination
procedure was the same as in our previous study [20,21]. Alcian blue was used to stain the TEP
sample and preparation involved dissolving alcian blue 8 GX (0.02%) (Sigma, City of Saint Louis,
MO, USA) into 0.06% acetic acid before the tests. To quantify the TEP formed from different alginate
block samples, solutions of MG-, MM- and GG-blocks were prepared. The alginate blocks had smaller
sizes than a whole molecule chain of alginate; thus, filters with smaller sizes were used to determine
the TEP. To look into the detailed size distributions of TEPs formed from alginate blocks, 0.2 μm and
0.05 μm polycarbonate filters (Whatman, Maidstone, UK) were used to conduct the TEP tests. Alginate
block solutions were filtered through 0.2 μm and 0.05 μm filters at a constant vacuum of 0.2 bars. The
retained TEP on filter was stained by alcian blue solution and subsequently rinsed with 1 mL of Milli-Q
water after ~5 s staining. The filter together with stained TEPs were immersed in a beaker with 5 mL of
80% H2SO4 solution for 2 h, and we made sure all alcian blue was dissolved into the sulfuric solution.
Finally, the absorbance of sulfuric acid solution was measured with a UV–Vis spectrophotometer
(Shimadzu, Kyoto, Japan) at 787 nm wavelength and TEP concentration was expressed as mg gum
xanthan equivalent per liter of water (mg Xeq.L−1).

2.6. Dead-End Filtration Tests

Standard dead-end filtration, as shown in Figure 2, using nylon membrane with a pore size
of 0.2 μm, was chosen to examine the different fouling potentials of the MG-, MM- and GG-blocks.
The effective membrane surface area was 11.94 cm2, and the filtration process was driven by compressed
nitrogen gas at 1 bar. The mass of the filtrate was recorded at the time interval of 10 s by an electronic
balance with data-logging system installed in the connected computer. Feed solution was prepared
with 0.01 M NaCl and 0.05 g/L alginate samples of respective blocks. A 20 min long initializing
period with 0.01 M NaCl was conducted to make sure that stable performance of the membrane was
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achieved. Subsequently, the samples of alginate blocks were filtered and the mass change of the filtrate
was recorded.

Figure 2. Schematic diagram of the dead-end filtration system used in this study.

3. Results and Discussion

3.1. Block Composition of Alginate

Extracted alginate from the seaweed was fractionated using partial acid hydrolysis. The results
showed (Table 1) that 19.2% MG-blocks, 62.4% MM-blocks and 19.3% GG-blocks made up the alginate
chains, suggesting that MM-block is the main component of the sodium alginate we extracted.
The commercial alginate (Sigma, City of Saint Louis, MO, USA) contained 13.8% MG-blocks, 53.5%
MM-blocks and 32.7% GG-blocks, which also indicated that the main component in alginate was
MM-blocks. These results were consistent with the literature reports that for most alginates MM-blocks
dominated molecular composition [15]. According to the above result, the M/G ratios in the extracted
alginate could be calculated to be 2.51, which was consistent with the literature in which M/G ratio
was within the range of 0.33–9 [15]. It should be noted that different seaweed species could yield
different M/G ratios, even the same species from different seasonal and growth conditions. For example,
the M/G values of alginates from Lessonia vadosa blades collected at the same locality in winter and
spring varied between 0.79 and 0.33 [22]. Therefore, it is of primary importance to pay attention to the
chemical composition of the polysaccharide that was subjected to filtration. The alginate used in this
study was extracted from the natural seaweed. It provided a different and more natural source for
alginate blocks compared to the commercial alginate. In natural water environments, most of the TEPs
form from the precursor materials (most of them are polysaccharides) secreted by algae via an abiotic
pathway. Therefore, the alginate directly extracted from seaweed would be a good model for the TEP
formation and polysaccharide fouling study.

Table 1. Molecular composition of extracted and commercial alginate.

MG MM GG

Extracted alginate from
the seaweed 19.2 ± 2.1% 62.4 ± 3.5% 19.3 ± 0.9%

Commercial alginate 13.8 ± 1.9% 53.5 ± 1.3% 32.7 ± 0.6%

3.2. FTIR Spectrums of MG-, MM- and GG-Blocks

Figure 3 shows the respective FTIR spectrums of the MG-, MM- and GG-blocks derived from
the seaweed and the commercial alginate. It can be seen that the alginate blocks showed similar
absorption peaks to those obtained from commercial alginate. This observation suggested that the
alginate we extracted had the same material composition with the commercial one, although all the
alginate blocks had more impure peaks than commercial ones. The broad bands centered at wave
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numbers of 3393 cm−1, 3401 cm−1 and 3381 cm−1 were assigned to hydrogen bonded O–H stretching
vibrations. The weak signals at wavenumbers of 2923 cm−1, 2935 cm−1 and 2939 cm−1 were due to C–H
stretching vibrations and the asymmetric stretching of carboxylate O–C–O vibration contributed to the
strong absorptions at 1618 cm−1, 1610 cm−1 and 1615 cm−1. According to literature [19,23–25], the band
at 1420/1412/1419 cm−1 was assigned to C–OH deformation vibration with contribution of O–C–O
symmetric stretching vibration of carboxylate group. The medium absorption at 1305 cm−1, 1303 cm−1

and 1320 cm−1 in the three figures, respectively, may be assigned to O–C stretching vibration of carboxylic
acid and derivatives [23]. In addition, the medium to strong IR absorption bands at 1200–970 cm−1

are mainly due to C–C and C–O stretching in the pyranoid ring and C–O–C stretching of glycosidic
bonds [25]. An intense absorption in this spectral region is common for all polysaccharides [26,27].
The fingerprint or anomeric region at 950–750 cm−1 showed three characteristic absorption bands in all
polysaccharide standards and alginate polysaccharides. The band at 957/938/949 cm−1 was assigned to
the C–O stretching vibration of uronic acid residues. The one at 886/889/904 cm−1 was assigned to the
C1–H deformation vibration of β-mannuronic acid residues. Finally, the band at 814/820/812 cm cm−1

is characteristic of mannuronic acid residues [22]. Consequently, alginate was the main polysaccharide
extracted from seaweed and the three blocks had the same functional groups as the commercial ones.

Figure 3. FTIR spectrum of alginate blocks derived from seaweed, and the commercial ones.
(a) MG-blocks; (b) MM-blocks; (c) GG-blocks

3.3. The Micro-Structures of the Alginate, MG-, MM- and GG-Blocks

The dry powders of the alginate extracted from seaweed and the MG-, MM- and GG-blocks
fractionated from the alginate were observed under an FESEM. As can be seen in Figure 4,
the micro-structures of alginate and alginate blocks shared some similarities and discrepancies.
All of the samples showed particle like structures (Figure 4a–d) but the detailed structures were
different from each other (Figure 4e–h). These observations indicated that MG-, MM- and GG-blocks
would have different chemical and physical properties which should have significant effects on their
filtration behaviors.

Figure 4. The micro-structures of the alginate, MG-, MM- and GG-blocks derived from the natural
seaweed. (a) Alginate; (b) MG-blocks; (c) MM-blocks; (d) GG-blocks; (e)–(h) were the amplificatory
observations of (a)–(d).
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3.4. The TEP Formation from MG-, MM- and GG-Blocks

The TEP level formed from the 50 mg/L alginate blocks was measured to quantitatively assess
their aggregation ability. To look into the size distribution of the TEP formed from MG-, MM- and
GG-blocks, two sizes of filters were employed to conduct the measurements. As observed in Figure 5a,
the highest TEP level was recorded in the MM-blocks determined with a 0.05 μm filter, achieving
13.6 mg Xeq/L from the 50 mg/L alginate blocks. The MG- and GG-blocks produced 1.1 and 7.8 mg
Xeq/L TEP respectively. This finding revealed that in the water environments, the polysaccharide
chains would aggregate through molecule crosslinking instead of existing as single chains even at a low
concentration. The TEP they formed via molecule crosslinking was much larger than their molecule
size. From the TEP results, it could be found that the extent of molecule crosslinking decreased in the
order of MM-blocks > GG-blocks >MG-blocks, which is consistent with the literature [28]. As shown
in Figure 5, the highest TEP concentration was observed in the solution of MM-blocks, which was also
the main component of alginate, as determined in the alginate fractionation. It revealed that although
fractionated from the same alginate source, the MG-, MM- and GG-blocks possessed different abilities
in molecular crosslinking due to their discrepancies in chain characteristics [28]. In addition, the TEP
detected with a size larger than 0.2 μm was remarkably smaller than the TEP formed with size bigger
than 0.05 μm, as shown in Figure 5b. That suggested that the TEPs formed from all alginate blocks
were small in size and most of the TEPs had sizes ranging from 0.05 μm to 0.2 μm.

Figure 5. The TEP formation from MG-, MM- and GG-blocks. (a) TEP measured using 0.05 μm filter
and (b) TEP measured with 0.2 μm filter.

Besides, the TEPs formed from alginate blocks were gently retained on the 0.05 μm filters to
provide a direct observation. As shown in Figure 6, the TEPs seemed like the result of crosslinked
alginate blocks and had dimensions larger than a single molecule. TEPs actually were the aggregations
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of alginate blocks. The formation of TEPs from these alginate blocks would definitely affect their
filtration behaviors in membrane filtration process. The intermolecular interactions of foulants was
essential in understanding fouling mechanism [29,30] and more efforts should be devoted into exploring
the complex crosslinking of various foulants in water environments.

Figure 6. The observation of TEPs formed from (a) MG-, (b) MM- and (c) GG-blocks with FESEM
(0.05 μm filters).

3.5. Filtration Behaviors of MG-, MM- and GG-Blocks

Although the monomers M and G are isomers, MG-, MM- and GG-blocks displayed completely
different filtration behaviors. As shown in Figure 7, the severest fouling happened in filtration of
MG-blocks, and the least flux decline was observed during the filtration of MM-blocks. GG-blocks
showed a fouling tendency between those of MG-blocks and MM-blocks. All these results suggest that
differences lying in the molecular structures of these blocks lead to their diverse filtration properties.
Combined with the TEP determination results, it can be deduced that the more TEPs formed, the less
fouling that occurred during membrane filtration. TEPs possessed large sizes and easily attached
on a membrane surface to form a fouling layer, which in turn prevented the serious pore clogging
of membrane [28]. Thus, the least membrane fouling was recorded in the filtration of MM-blocks
which showed the largest TEPs. On the contrary, the MG-blocks, which possessed the smallest size,
would penetrate into the membrane pores and be absorbed onto the membrane pore walls resulting
with the reduced radius and number of the effective membrane pores. The fouling propensities of
alginate blocks derived from the commercial alginate decreased at the same order: MG-blocks >
GG-blocks >MM-blocks, as can be seen in Figure 7b,c. These results were further evident from the
FESEM observations of the fouled membrane surfaces as can be seen in Figure 8. After filtration with
MM-blocks, some of a fouling layer can be observed on the membrane surface while there was very
little fouling layer development on membrane surfaces after they were filtered by MG- and GG-blocks.
Instead, the membrane pores seemed to be filled by foulants (Figure 8b,d). As a consequence of these
results, it was found that the more TEP formed, the less serious of a fouling problem was observed in the
filtration process in this study. In this study, it was found that the TEP may work as a pre-filter to reduce
the amount of alginate blocks that penetrated into membrane pores; thus, mitigating the membrane
fouling. The TEP themselves certainly did not lead to serious membrane fouling. It depended on
the sizes of membrane pores. Figure 6 showed the TEPs gently retained by 0.05 μm filters and then
freeze-dried to keep the morphology of TEPs. It could be seen that TEPs formed from the aggregation
of alginate blocks and had bigger sizes than single molecules of alginate blocks. The TEP formation
was the result of the intermolecular interactions between these blocks. Accordingly, in this study we
deduced that TEPs possessed large sizes and easily attached on a membrane surface to form a fouling
layer which in turn prevented the serious pore clogging of the membrane. In addition, the TEP level
indicated the extent of intermolecular interactions of polysaccharides, which was an important factor
influencing membrane fouling.
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Figure 7. (a) Flux profiles of MG-, MM- and GG-blocks at 50 mg/L; (b) the final flux decline percentage
and the (c) initial flux decline rates of alginate blocks derived from commercial and extracted alginates.
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Figure 8. FESEM observations of the (a) clean membrane and membrane surfaces fouled by (b) MG-,
(c) MM- and (d) GG-blocks.

It appears that this conclusion is different from the general understanding of TEPs—that they
accelerate the membrane fouling [31–33]. However, it should be noted that the role of TEPs in
membrane fouling is not a black and white issue. TEPs are easy to attach onto a membrane surface and
promote fouling layer formation on a membrane. For the non-porous membrane and the membrane
with small pores, TEPs may promote fouling layer development during membrane filtration which
contributes to the filtration resistance. Differently, it turned out that the fouling layer acted as pre-filter
to prevent the serious pore blocking of membranes in this study, which on the contrary, did not
lead to serious fouling problems. Consequently, the TEP fouling is a complicated issue which also
depends on the characteristics of membrane and the operation conditions and so on. Nevertheless,
with high viscosity and big size, TEPs are prone to attach onto membranes compared to other foulants.
More importantly, the TEP formation indicates the potential of polysaccharide crosslinking, which
is an important issue in membrane fouling. These findings reveal that the molecular chains of
polysaccharides do not exist singly, by themselves in a free state, but they usually combine together
to form big three dimensional networks. The crosslinking abilities of polysaccharides vary from one
to another dramatically, which in turn affects their fouling propensities. Combined with the results
obtained in this study, it can be concluded that polysaccharides with different molecular compositions
would have different characteristics, including their effects on membrane fouling. Therefore, future
studies should pay attention to the molecule structures of foulant and the crosslinking between
foulant molecules.

4. Conclusions

Alginate is abundant in natural water environments and consists of three different blocks; i.e.,
MG-, MM- and GG-blocks. In this study, an alginate sample was first extracted from the raw seaweed
and then well characterized with fractionation, FTIR and FESEM. Results confirmed the existence of
alginate in the seaweed and showed that the main component in this alginate was the MM-blocks.
FTIR spectra of extracted MG-, MM- and GG-blocks illustrated a similar chemical composition with
commercial alginate blocks. What is more important, is that the TEP measurement showed that
MG-, MM- and GG-blocks possessed different abilities in forming TEP via molecular crosslinking.
Furthermore, the filtration tests of the three kinds of alginate bocks demonstrated totally different flux
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profiles, indicating that they do have diverse fouling propensities. So far, many studies have employed
alginate as a model foulant. However, our results reveal that alginates with different molecular
compositions behave differently in membrane filtration experiments. It is a reasonable consideration
that future work should include analysis of the alginate in question’s molecular composition in order
to obtain more reliable results.
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Abstract: This study examined change in pore structure and microstructure of nanoporous carbon
after surface oxidation and how it affects the adsorption performance of metronidazole antibiotics.
The surface oxidation was performed by hydrogen peroxide at 60 ◦C. The properties of porous
carbon were investigated by N2-sorption analysis (pore structure), scanning electron microscopy
(surface morphology), the Boehm titration method (quantification of surface functional group), and
Fourier transform infrared spectroscopy (type of surface functional group). The results showed
that the oxidation of porous carbon by hydrogen peroxide has a minor defect in the carbon pore
structure. Only a slight decrease in specific surface area (8%) from its original value (973 m2g−1)
was seen but more mesoporosity was introduced. The oxidation of porous carbon with hydrogen
peroxide modified the amount of oxide groups i.e., phenol, carboxylic acid and lactone. Moreover, in
the application the oxidized carbon exhibited a higher the metronidazole uptake capacity of up to
three-times manifold with respect to the pristine carbon.

Keywords: adsorption; metronidazole; porous carbon; surface modification; wastewater treatment

1. Introduction

The occurrence of pharmaceutical compounds in the aquatic environment has been a high concern.
When water containing pharmaceutical compounds is released into river, it can influence the quality
of water and harm the ecosystem balance. Studies showed that pharmaceutical compounds in an
aquatic system could have serious effects such as antibiotic-resistant microbes [1], the change of
fish reproduction [2], and inhibition of photosynthesis in aquatic organisms [3]. When a waterbody
containing antibiotics flows to agriculture land, this could affect the maturity of plants [4]. One of
the main sources of pharmaceutical effluents is hospitals which, in Europe, typically discharges
pharmaceutical components in the range concentrations of 0.2–11 μg L−1 [5]. This could be even worse
in other countries when using improper wastewater treatment, resulting in a higher concentration of
pharmaceutical substances released to the environment.

Metronidazole is one of the most used pharmaceutical compounds. This is an antibiotic which
hinders the growth of parasitic microbes like bacteria and protozoa [6]. Metronidazole is highly soluble
in water and persist even after biodegradation [7]. The molecular structure of metronidazole is given
in Figure 1.
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Figure 1. Molecular structure of metronidazole.

Adsorption is a popular technique for removal of contaminants from wastewater. The method has
the advantages of a simple design and ease of operation. Among adsorbents, porous carbon has been
regarded as the most promising materials, taking advantages of its excellent physical and chemical
stability and high specific surface area (500–2000 m2g−1) [8–10]. Studies showed porous carbon
could work to remove metronidazole from aqueous systems [11–13]. The capacity of adsorption of
organic compounds is influenced e.g. pore textural properties and surface functional groups of porous
carbon [10,14]. Therefore, there is possibility to further increase adsorption capacity by modification of
pore- and surface chemistry of nanoporous carbon. A high uptake capacity is beneficial providing
longer adsorption time, hence more efficient. However, no detail study yet is presented so far to modify
pore- and surface chemistry of porous carbon for adsorption of antibiotic substances.

A presence of functional groups like acidic sites could increases wettability of pore surfaces.
To introduce acidic groups onto nanoporous carbon, surface oxidation using sulphuric acid, nitric
acid and hydrogen peroxide can be performed [15,16]. Oxidation using strong acids is effective to
increase functional groups of oxygen, but this relatively harsh oxidation induces a destruction of pore
structures hence remarkably decreasing specific surface area [17,18]. Oxidation of nanoporous carbon
using hydrogen peroxide can give a good trade-off between introduction of oxygen-functional groups
and change in pore structures. Furthermore, this oxidation method does not require a further step of
washing of nanoporous carbon.

This work presents a study of ease modification of nanoporous carbon and its efficacy on
metronidazole adsorption. Oxidation was performed by hydrogen peroxide. Effects of this mild
oxidation on the pore structure, surface morphology and functional groups and their influence on the
performance of metronidazole are described.

2. Materials and Methods

2.1. Material

Nanoporous carbon from coconut shell (CSC) was obtained from PT Home System, Indonesia.
CSC was then crushed and sieved to obtain a particle size in the range of 355–710 μm. Hydrogen
peroxide solution of 50% was obtained from Merck, Germany. Hydrogen peroxide solution of 30%
was prepared by dilution of highly concentrated hydrogen peroxide of 50%. Metronidazole 99% purity
was a product of Sigma Aldrich, Singapore.

2.2. Oxidation of Nanoporous Carbon

Fifty milliliters of 30% hydrogen peroxide solution was poured in a three-neck flask. After this,
the solution was heated to the desired oxidation temperature of 60 ◦C. After oxidation was finished
(2 h), carbon was separated from the solution and dried overnight in an oven (60 ◦C).

2.3. Characterization of Nanoporous Carbon

Morphologies of material CSC, both before and after the oxidation process, were probed by
scanning electron microscope (SEM) of JSM-6510LA (JEOL, Tokyo, Japan). Pore analysis of nanoporous
carbon was performed by using Quantachrome Nova 2000 (Quantachrome Instruments, Boynton
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Beach, FL, USA) through the nitrogen sorption method. The multipoint Brunauer–Emmett–Teller (BET)
method was employed to evaluate the specific surface area (SSA) from the isotherm data. Micropore
volume and micropore SSA were evaluated using the t-plot method, which is a correlation between
the adsorbed volume of nitrogen and statistical thickness. BET and statistical thickness of the Hasley
model are shown in Equations (1) and (2) [19]. Calculation of pore textural parameters were carried
out using a software provided by Quantachrome NovaWin version 11.03 (Quantachrome Instruments,
Boynton Beach, FL, USA).

P
V(P0 − P)

=
1

VmC
+

C− 1
VmC

(
P
P0

)
(1)

t(A) = 3.54
[

5
2.303 log(Po/P)

]1/3

(2)

where P is the pressure, V is the adsorbed volume of nitrogen, Po is the saturated pressure of nitrogen at
77 K, Vm is the monolayer adsorbed volume of nitrogen, t is the statistical thickness, and C is constant.

The qualitative analysis of functional groups in porous carbon was evaluated through
Fourier-Transform Infrared Spectroscopy (FTIR) using Nicolet iS10 (Thermo Fisher Scientific, MA,
USA), while the quantitative analysis was performed through the Boehm titration method [20].
Fifty milligrams of carbons were soaked in 50 mL of 0.001 N Na2CO3 (prepared from solid Na2CO3,
Merck, Darmstadt, Germany), 0.001 N NaHCO3 (prepared from solid NaHCO3, Merck, Darmstadt,
Germany), 0.001 N NaOH (prepared from solid NaOH, Merck, Darmstadt, Germany), for 24 h. Next,
the carbons were separated and the solutions of Na2CO3, NaHCO3, and NaOH of the separation’s
result were titrated with 0.001 N HCl (prepared from concentrated HCl, Merck, Darmstadt, Germany).
The number of functional groups present were determined through a balance of acid in the solution.

2.4. Adsorption of Antibiotic Substances

The metronidazole adsorption was performed through a preparation of metronidazole solution
with various concentrations, from 20 to 200 ppm. This initial concentration range was employed to
determine the equilibrium curve between the amount of adsorbate in the solid phase and the amount
of adsorbate in the liquid phase, until the maximum adsorption capacity was reached. Fifty milliliters
of metronidazole solution were put into Erlenmeyer of 125 mL and 50 mg of carbon samples was
added for each of the solution samples. The Erlenmeyer was shaken for 24 h in the water bath shaker,
(Memmert, Schwabach, Germany) at room temperature. After adsorption, the metronidazole solution
was then analyzed by the method described in literature [21]. The solution was mixed with reagents of
1 N HCl, zinc dust, 1% NaNO2 (prepared from solid NaNO2, Merck, Darmstadt, Germany) solution,
2% sulfamic acid solution, 1% N-(1-naphthyl)ethylenediamine dihydrochloride or NEDA (prepared
from ~100% NEDA, Merck, Darmstadt, Germany) solution, and 10% NaOH solution until it was
colored. The metronidazole concentration in the solution after the adsorption was measured with
UV–Vis spectrophotometer Shimadzu UV Mini 1240 (Shimadzu, Kyoto, Japan) with a wavelength of
510 nm. The experimental set-up and adsorption conditions were based on the reports in [22,23].

2.5. Adsorption Model of Antibiotic Substances

Adsorption of metronidazole was modeled using Langmuir and Freundlich isotherm models, as
shown in Equations (3) and (4) [19].

Qe =
QmKLCe

1 + KLCe
(3)

Qe = KFCe1/n (4)

where KL is the Langmuir equilibrium constant (L/mol), Qm is the maximum adsorbate adsorption
capacity of the adsorbent (mg adsorbate/g adsorbent), KF is the Freundlich equilibrium constant (mg
adsorbate/(g adsorbent (mol/L)n)), n is the correction factor, Qe is the adsorbate adsorption capacity
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(mg adsorbate/g adsorbent) in the solid state in an equilibrium condition with a concentration of
adsorbates in the liquid, and Ce is the adsorbate concentration in the solution (mol/L).

The mass balance of metronidazole in the solution and adsorbent were derived to get the
adsorption variable. The variable was used to evaluate the adsorption parameter of Equations (3) and
(4). The mass balance derivative of metronidazole for the batch system was written as Equation (5).

(Co−Ct)V = (Qt−Qo)w (5)

In the initial condition, before metronidazole was adsorbed by carbon, Qo = 0, so Equation (5)
became Equation (6).

Qe =
(Co−Ce)V

w
(6)

where Co is the initial concentration of metronidazole in the solution (mg adsorbate/L), V is the solution
volume (L), and w is the adsorbent mass (g).

3. Results and Discussion

3.1. Pore Structure of Carbon Material

The pore structure of CSC, before and after oxidation with hydrogen peroxide was characterized
by low-temperature nitrogen physisorption at 77 K. The sorption isotherms are displayed in Figure 2A.
The CSC and CSC-OX feature an identical isotherm of Type I, according to the IUPAC classification [24],
indicating that the materials possess substantial pores in a micropore regime. Of note is that the
amount of nitrogen adsorbed on the CSC-OX was low. This indicated a decrease in the specific surface
area (SSA). The pore-sized distributions (PSDs) determined through the QSDFT model are shown
in Figure 2B. PSD of CSC and CSC-OX are dominantly in micropore regime around (<2 nm). When
comparing the PSDs of CSC and CSC-OX in the mesopore range (2–50 nm), it could be seen that
a higher fraction of mesopores were present in the CSC-OX. These pores were likely created when
performing the oxidation process using hydrogen peroxide.

Figure 2. (A) N2-sorption isotherm sorption. (B) The pore size distribution of carbon evaluated by the
N2-QSDFT method. In Figure 2A, P is the pressure and Po is the saturated pressure of nitrogen at 77 K.

Table 1 shows the pore parameters of the carbon both before and after the oxidation process, which
were calculated based on the N2-sorption isotherm data. From the analysis result, the SSA, total pore
volume, and percentage of micropore fraction after the oxidation process were decreased when compared
to the pristine one. The decreases occurred likely due to the oxidation process. Oxidation causes a
removal of the carbon element and the formation of functional groups, which then produce bigger
pores [25]. When voids larger than 300 nm are created by the oxidation of pores, they cannot be detected
by nitrogen sorption, resulting in a small decrease in the total pore volume from 0.43 to 0.41 cm3 g−1.
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Table 1. Analysis result of surface area with the nitrogen sorption method.

No.
Carbon

Type
SSA a

(m2/g)
Total Pore Volume b

(cm3/g)

Percentage of
Micropore SSA c (%)

Percentage of Micropore
Volume c (%)

1. CSC 973 0.43 95 84
2. CSC-OX 895 0.41 94 80

a Specific surface area; b Pore volume at 0.995 P/Po; c Determined by the t-plot method.

3.2. Surface Morphology

The morphology of CSC before and after oxidation was investigated using scanning electron
microscopy. From Figure 3, it can be seen that the microstructures in the CSC’s surface before the
oxidation process were different. In the 100 times magnification (Figure 3A), the CSC’s surface was
quite rough while in the 1000 times magnification (Figure 3B), the granules looked smoother and no
void appears.

 

Figure 3. SEM micrograph of CSC at 100×magnification (A) and 1000×magnification (B).

In Figure 4, the surface of CSC-OX in the 100 times magnification (Figure 4A) appears rougher
and looks even more damaged than before the oxidation process. In the 1000 times magnification
(Figure 4B), the granules still looked smooth but some voids started to appear. Compared to CSC,
CSC-OX looked rougher and had a bigger void than CSC. The pore structures also looked more
crumbled than before. The results indicated that performing the oxidation process could alter the
surface morphology.

 
Figure 4. SEM micrograph of CSC-OX at 100×magnification (A) and 1000×magnification (B).

3.3. Oxygen Functional Groups

Functional groups in the porous carbon of CSC and CSC-OX were analyzed qualitatively and
quantitatively. The qualitative analysis used Fourier-Transform Infrared spectroscopy (FTIR) while the
quantitative analysis used the Boehm Titration.

From Figure 5, in the CSC before oxidation, there are a group of [C–O] showed by the wave
number around 1200 cm−1, a group of [C=C] showed by the wave number around 1600 cm−1, and
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a group of [C–H] showed by the wave number around 3,000 cm−1. These indicate the presence of a
phenol group (at ca. 1200 cm−1) and an aromatic ring of carbon structures (at ca. 1600 cm−1). After the
oxidation process, there is a new peak in the wave number around 1700 cm−1 which shows that after
the oxidation process, the group of [C=O] appeared, which is a carbonyl group. When comparing the
CSC and the CSC-OX spectra, it could be noticed that before the oxidation, the carbon already had
groups of oxygen functional groups. It is understandable because CSC is formed from biomass of
lignocellulose material and contains oxygen elements.

Figure 5. CSC and CSC-OX’s FTIR analysis

Figure 6 displays the number of oxygen functional groups in CSC and CSC-OX. There are changes
in the group of lactones, carboxyl, and phenols due to the oxidation process of carbons. When the
oxidation occurs, carbon lose its electron and makes it more positively charged. The occurrence of
oxygen and hydrogen molecules in the peroxide solution causes the formation of oxygen groups in the
carbon’s surface. It was noticed that carboxylic and lactone groups are more presence in CSC-OX and
phenol group is decreasing as the oxidation process takes place.

Figure 6. Analysis result of the acid group before and after the oxidation process with the Boehm
titration method of CSC and CSC-OX.

3.4. Metronidazole Adsorption Performance

The oxidation process tended to increase the mesoporosity of porous carbon (shown in Table 1) and
also increased the number of oxygen functional groups (Figures 5 and 6). CSC and CSC-OX were then
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employed for metronidazole adsorption. It can be seen from Figure 7 that the adsorption performance
of oxidized carbon is better than the pristine carbon in the term of uptake capacity. At equilibrium of
45 mg/L concentration, adsorbed metronidazole in CSC-OX is ca. 310 mg/g adsorbent while in CSC
is only ca. 100 mg/g adsorbent. This shows that modifications of porous carbon through hydrogen
peroxide improve the adsorption performance. The high adsorption capacity of nanoporous carbon
obtained by the simple oxidation process could compete with other activated carbons, having a range
of uptake capacity of 150–300 mg/g adsorbent [11,12].

Figure 7. Adsorption isotherm of metronidazole on CSC and CSC-OX (data: square and triangle;
Langmuir-fitted curve—full line; Freundlich-fitted curve—dash line).

The distribution of molecular adsorption between the liquid phase and the solid phase could be
described with an adsorption isotherm when it is in the equilibrium condition. The parameter that was
obtained through the isotherm model is important information in the sorption mechanism; its surface
characteristics and also showed adsorbent affinity [26]. The constants values of the metronidazole
adsorption models of Langmuir and Freundlich are shown in Table 2. The Langmuir models is
more appropriate for metronidazole adsorption models because its R2 is closer to 1. For Langmuir
model, the value of the maximum adsorption capacity (Qm) for CSC-OX showcases the 400 mg/g
adsorbent which is more than 3-times than that of CSC (ca. 115 mg/g adsorbent). However, the
value of Langmuir constant of KL for oxidized carbon is 25% lower with respect to pristine carbon.
For this phenomenon, it is likely that an increase in uptake capacity of metronidazole seems to be
more related to the change in pore textural property rather than surface chemistry. An increase in
the amount of oxygen functional groups in CSC-OX tends to decrease affinity of metronidazole onto
surface of pores as can be seen from the decrease of value of Langmuir constant of KL (from 0.12 to 0.09
L/mol). This negative effects of oxygen functional groups to adsorption of organic compounds are
also observed from literatures [14,27]. But alternation of porosity in oxidized carbon (see Table 1 and
SEM image) likely induces more occupation of pore surfaces as indicated by the increase of the Qm

value. Freundlich fitted parameters also agree with the findings. Freundlich constant of KF increases
for oxidized carbon but the value of correction factor of n decreases from 2.00 to 1.64.

Figure 7 displays the Langmuir and Freundlich fitted curves of CSC and CSC-OX suggesting that
Langmuir model is more fitted to the equilibrium data. Because the Langmuir model is compatible
(indicated by value of R2), this shows that the adsorption process happened in a specific homogenous
area to the adsorbent that is in the interface layer between adsorbate and adsorbent or called monolayer
adsorption [19].
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Table 2. Constant value of various fitting model of metronidazole adsorption.

No. Material

Langmuir Model Freundlich Model

KL,
L/mol

Qm,
mg Adsorbate/g

Adsorbent
R2

KF
mg Adsorbate/(g

Adsorbent (mol/L)n)
n R2

1. CSC 0.12 114.94 0.90 17.99 2.00 0.64
2. CSC-OX 0.09 400.00 0.95 39.03 1.64 0.85

4. Conclusions

Modification of nanoporous carbon was conducted using mild oxidation of hydrogen peroxide.
The results showed that the oxidation process alters the porosity of nanoporous carbon and amount of
oxygen functional group. After oxidation, a higher amount of oxygen functional groups of porous
carbon is seen and only a little decrease in the specific surface area, but more porosity is exhibited.
In the application, oxidized carbon showed remarkably higher metronidazole uptake capacity. The
increase in the adsorption capacity seems to be more related to the change in pore textural property
rather than amount of oxygen functional group.
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Abstract: Carbon emissions are inevitably linked to lifestyle and consumption behaviours, and the
concept of “carbon footprinting” is now well-recognised beyond academia. Life cycle assessment
(LCA) is one of the primary tools for assessing carbon footprints. The aim of this paper is to present a
systematic review of literatures focusing on carbon footprint calculated with life cycle assessment.
We used CiteSpace software to draw the knowledge map of related research to identify and trace the
knowledge base and frontier terminology. It was found that the LCA application in respects of carbon
footprint studies was completed mainly for the following aspect: beef production and dairy industry,
seafood and fishery, nutrition, urban structure and energy use. The CiteSpace analysis showed
the development path of the above aspects, for example, beef production and dairy industry has
been a long-term topic in this kind of research, while the topic of nutrition appeared in recent years.
There was also a cluster of literature discussing footprint evaluation tools, such as comparing LCA
with input–output analysis. The CiteSpace analysis indicated that earlier methodological literature
still plays an important role in recent research. Moreover, through the analysis of burst keywords,
it was found that agriculture productions (dairy, meat, fish, crop) as well as global climate issues
(greenhouse gases emission, global warming potential) have always been the areas of concern, which
matches the result of co-citation analysis. Building materials (low-carbon building, natural buildings,
sustainable buildings) and soil issues (soil carbon sequestration, soil organic carbon) are the topics of
recent concern, which could arouse the attention of follower-up researchers.

Keywords: carbon footprint; life cycle assessment; CiteSpace; a visual analysis

1. Introduction

Greenhouse gas emissions have been an environmental issue of great concern in the past two
decades. According to the Intergovernmental Panel on Climate Change (IPCC) report, without action,
the global temperature will rise by more than 1.5 ◦C in the future, while in the past 10,000 years,
the climate change was only 1 ◦C [1]. The emergence of the carbon footprint concept facilitates the
measurement of greenhouse gas emissions. The term “carbon footprint” evolved from the ecological
footprint proposed by Wackernagel in 1996 [2]. It is a concept formed by the integration of ecological
footprint and carbon emissions. With the deepening of the global division of labour and the complexity
of the commodity supply chain, the assessment of the environmental impact of modern economic
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activities has become more complicated. The unique advantages of life cycle assessment (LCA) as
a “cradle-to-grave” measurement method are taken seriously by researchers. The concept of the
carbon footprint involves the carbon emissions throughout all the stages of a product’s life, which
is similar to the core idea of the LCA approach. The combination of the two can be an effective tool
for measuring the environmental impact of economic activities. When discussing the relationship
between carbon footprint and LCA, carbon footprint can be regarded as either a carbon emission
measurement method or a result calculated by this method. When it is regarded as a carbon emission
measurement method, the relationship between carbon footprint and LCA can be regarded as a
subordinate relationship between measurement methods. It is the application of LCA with a single
impact category (climate change). When it is considered as a result of calculation, it can be measured
by carbon inventory methods (this method uses the corresponding emission factors to calculate the
emissions of various greenhouse gases based on the guidelines for national greenhouse gas inventories
compiled by IPCC) [3], input–output method (IOA is a “from top to bottom” analysis method, which
reflects the relationship between initial input, intermediate input, total input and intermediate output,
final output and total output. It transforms the economic relationship between production sectors or
regions into the physical relationship of greenhouse gas emissions, which clearly reflects the exchange
process of emissions and distributes them to various sectors or regions, thus making the direct and
indirect carbon emission relationship clear) [4] and the LCA method. The relationship between carbon
footprint and LCA is the relationship between measurement results and methods. In this paper,
the concept of “carbon footprint” is regarded as the measurement result, and the related literature
of “carbon footprint” micro-measurement is concerned, that is, carbon footprint research from the
perspective of LCA.

Some progress has been made by researchers in this field. The related literature has reviewed
this topic from various perspectives such as the expansion of the carbon footprint concept and the
application of LCA in earlier literature, city carbon emission [5], diet carbon footprint [6] and the
re-examination of LCA [7] in recent literature. Few studies have adopted a knowledge map to carry
out a visual analysis of the intellectual structure of the related fields, but a knowledge map is beneficial
for showing where knowledge can be found within a group or organization, and how to find those
with the most expertise. Specifically, a knowledge map is an emerging bibliometric tool, which can
provide a visual knowledge graph of the existing literature and a serialized knowledge spectrum [8].
CiteSpace, a relatively widely used bibliometric tool based on network theory, is a Java application
which provides a variety of analysis methods such as co-citation analysis, keyword co-occurrence
analysis and collaboration network analysis. Therefore, we utilized this software to visualize the
existing literature on carbon footprint research in a LCA perspective, and explored the intellectual
structure of this field and its possible development trend by focusing on the scope, core literature,
collaboration network and research front.

The rest of this paper is organized in four sections. Section 2 describes the data collection process
and illustrates the result of basic analysis. Section 3 establishes the disciplines and terms network,
co-citation network and collaboration network to show intellectual structure of the focus topic. Section 4
gives a document co-citation network and keyword co-occurrence network based on the results of
Section 3 to analyse the emerging trends of focus topic. In the last section, the key findings are
summarized and discussed to implicate further study on carbon footprint in a LCA perspective.

2. Data Collection and Basic Analysis

The literature analysed in this paper is from the core collection of Web of Science, including
SCI-EXPANDED and SSCI. In the process of retrieval, we searched the “Article” category published in
English by retrieving the keyword “carbon footprint”, “carbon footprints” or “carbon footprinting”,
and a total of 6180 papers were identified with their published time ranging from 2003 to 2019. Then we
narrowed the results by retrieving the above keywords separately together with “life cycle assessment”
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or “LCA”, and 1563 papers were identified with their published time ranging from 2006 to 2019
(retrieval on 9 June 2019). The year-by-year distribution of these papers is shown in Figure 1.
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Figure 1. The number of published papers on carbon footprint and life cycle assessment (2006–2018).

Figure 1 shows the number of papers published in corresponding years. The sample literature
had an explosive growth in 2008, after which it entered a stage of rapid development. With regard to
the relative number, the increase of papers in 2008 compared to a past year reached 500%, and the
growth rate (compared to a past year) exceeded 100% (183.33% and 123.53% respectively) in both
2009 and 2010 as well, after which the growth slowed down. In terms of the absolute number, papers
had a double-digit growth per year from 2009; the top five countries/regions were the USA (340),
People’s Republic of China (PRC) (177), Italy (159), Spain (148) and England (137) (counting first and
co-authors); the top five journals were Journal of Cleaner Production (375), International Journal of Life
Cycle Assessment (125), Science of the Total Environment (66), Sustainability (64) and Journal of Industrial
Ecology (52); the top five authors were VAZQUEZ-ROWE I (18), KUCUKVAR M (18), TATARI O (13),
FEIJOO G (13) and HERTWICH EG (13).

3. The Intellectual Structure of the Focus Topic (Carbon Footprint Research in a LCA Perspective)

This paper focuses on the analysis of TYPE II papers through the bibliometric method.
The scientometric software, CiteSpace, was utilized to describe the intelligent structure of the focus
topic. Firstly, we constructed a subject categories co-occurrence network to identify the fields and
research contents involved in the focus topic. Secondly, a co-citation network was established to
analyse the features of clusters. Finally, we built a collaboration network to analyse the partnerships
between the source regions, institutions and authors.

3.1. The Disciplines and Terms Network Based on the Focus Topic

3.1.1. Noun Term Co-Occurrence Network

Noun term co-occurrence analysis refers to the extraction of noun terms from the titles, keywords
and abstracts of the sample papers and the construction of a noun term network for literature analysis
in accordance with the criterion that two noun terms are adopted in the same document. When two
noun terms appear in the same paper, it is considered that there is a non-negligible relationship between
the two terms [9]. The noun term network can display hot topics and topic distribution of a discipline.

We used Citespace to construct the noun term network. Citespace uses three technology means to
simplify the process of calculation during the process of network generation. Firstly, Citespace uses
the idea of divide-and-conquer algorithms to separate the whole co-citation network into individual
networks which are called time slices at the first stage, and integrate them at the second stage after
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some treatments. In the construction of noun term co-occurrence network, the whole network was
divided into 14 individual networks from 2006 to 2019. Secondly, Citespace provides two main criteria
to filter data in individual network—citation threshold and the rank of being cited. In the construction
of the noun term co-occurrence network, this paper used citation threshold. It contains three specific
criteria—citation quantity, together with co-citation frequency and co-citation coefficient (c, cc and
ccv) and the selected articles were above the threshold on these indicators. The threshold was set as
(2,3,15), (3,3,20), (3,3,20) at three levels in chronological order to form the noun term co-occurrence
network, and the rest was determined by linear interpolation. This paper used the criterion of the
rank of being cited in later sections as well. Thirdly, Citespace provides minimum spanning tree mode
and pathfinder mode to prune the network to highlight the key points. In noun term co-occurrence
network, this paper used the minimum spanning tree mode [10].

Next, we extracted noun terms from the sample papers and merged those with the same meaning
in the network (singular and plural forms, abbreviation and full name, etc.) to construct a noun term
network as shown in the upper right corner of Figure 2. The connections in the network illustrate which
words often appear together in the same paper, such as the connections between LCA and terms like
climate change and global warm as shown in Figure 2. Table 1 reveals the 12 words with the highest
frequency in the network, demonstrating that environmental impact was the most concerned topic in
the field, which may be explained by considering that LCA was used to evaluate the environmental
impact of carbon footprint. These high-frequency noun terms first appeared between 2008 and 2011
during which the field experienced an explosive development, which is consistent with the previous
analysis. For more detailed analysis, we set the thresholding (c, cc, ccv) parameter as (10,10,15),
(10,10,20) and (10,10,20) to extract the noun terms in the relatively more important co-cited literature
and drew a network diagram, as shown in Figure 3. The font size in Figure 3 represents the frequency
of occurrence of noun terms and the node size the centrality of noun terms, which means that when
the font size is bigger, the noun term appears more frequently and the square of the yellow box is lager,
the centrality of noun term is higher. The centrality measures the number of links between focus noun
term and other noun terms, which shows the power of the focus noun term in network, and nodes
with higher centrality are called hub nodes. For example, environmental impact not only appeared
frequently, but also had high centrality in the network, which implied that environmental impact was a
term related to many issues of the focus topic. It can also be understood that the focus topic was about
the environmental impact. In addition, greenhouse gas emissions, climate change, global warming
and supply chain were also important noun terms.

Figure 2. Life cycle assessment (LCA) in the whole noun term co-occurrence network.
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Table 1. Top 12 highest frequency noun terms.

Frequency Year Noun Phrases

701 2009 carbon footprint
612 2009 LCA
466 2008 environmental impact
394 2009 greenhouse gas emissions
267 2009 greenhouse gas
158 2009 life cycle
155 2008 climate change
131 2010 global warming potential
108 2010 environmental performance
99 2010 global warming
92 2008 carbon emissions
87 2011 energy consumption

Figure 3. Streamlined noun term co-occurrence network.

3.1.2. Subject Categories Co-Occurrence Network

The text file provided by Web of Science contains a Subject Categories (SC) field which represents
the name of the discipline to which the included documents belong, and each paper is assigned to
one or more such names. This information can be used to analyse which subjects are covered by the
literature on carbon footprint assessment in a LCA perspective.

Under the same parameter setting as that of the noun term co-occurrence network, a subject
categories network as shown in Figure 4 was constructed. The size of node represents the occurrence
number, which means that when the node radius is larger the subject category contains more sample
papers, and the several biggest nodes are called landmark nodes. A node with a purple ring is called a
pivot node which owns higher value of betweenness centrality. Betweenness centrality is an index to
measure the sum of probability of the focus to be on an arbitrary shortest path in a network, which
shows the importance of the focus node as a bridge role. As we can see from Figure 4, Environmental
Science and Ecology is the most common subject category to which the sample literature belongs,
followed by Engineering, Green and Sustainable Science and Technology and Energy and Fuels.
Food Science and Technology is a subject category with high centrality. That is to say, the sample
papers often contain interdisciplinary contents of these disciplines and other disciplines. The thickness
and colour of lines which link two nodes make sense as well. The thicker the line, the deeper the
relationship between the two categories, and the darker the line, the earlier the relationship between
the two categories is established. Figure 4 illustrates that Environmental Sciences and Ecology has a
deep and long-time relationship between Business and Economics.
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Figure 4. Disciplines shown as a minimum spanning tree network of subject categories.

3.2. The Co-Citation Network based on the Focus Topic

3.2.1. Document Co-Citation Network

Co-citation refers to the relationship between two documents cited by the same later paper.
The co-citation relationships between a series of documents form a document co-citation network.
Such a network is a useful tool for document analysis, which can provide clues for understanding
literature development and is more reliable than simple analysis of citation relationships [11]. We put
two years per slice, selected the top 50 levels of the most cited references from each slice and used
pathfinder to prune (set as base settings), and then got document co-citation network with clusters
shown in Figure 5. As shown in Figure 5, Finnveden [12], Vries [13], Weidema et al. [14], Finkbeiner [15]
and Roy [16] have higher centrality. Finnveden [12], Vries [13] and Roy [16] discussed the LCA approach.
Finkbeiner [15] deepened the field’s understanding of “carbon footprint”. Weidema et al. [14] analysed
the relationship between “carbon footprint” and “LCA”. These documents have been cited together
with many different documents and have become the basic literature in the field.

Figure 5. Document co-citation network with clusters.

432



Processes 2019, 7, 818

The top 10 most frequently cited documents related to the focus topic are shown in Table 2.
The most frequently cited one is International Organization for Standardization (ISO) [17], which
provides the international standard for the LCA approach. Since then, LCA has been widely used in the
measurement of carbon footprint and all later sample documents have cited ISO [17]. The far-reaching
impact of ISO [17] on the subsequent literature can be seen more clearly in Figure 6. The sample
documents from 2008 to 2011 were cited relatively frequently, and eight of the top 10 most frequently
cited were published during this period. This shows that the literature had experienced an explosive
growth in quantity during this period, providing a solid foundation for future research in this field.

Table 2. Top 10 references based on cited frequency.

References Citation Counts Source

ISO [17] 115 14044 ISO
Finnveden et al. [12] 89 Journal of Environment Management

Vries et al. [13] 75 Livestock Science
Hertwich et al. [18] 62 Environment Science and Technology

Flysjo et al. [19] 60 Agriculture System
Weidema et al. [14] 59 Journal of Industrial Ecology

Finkbeiner [15] 55 The International Journal of Life Cycle Assessment
Galli et al. [20] 42 Ecological Indicators
Rotz et al. [21] 52 Journal of Dairy Science
Roy et al. [16] 39 Journal of Food Engineering

Figure 6. Time-zones of document co-citation.

References with top cited frequency after ISO [17] can be simply divided into three categories:
the research focusing on carbon footprint, LCA and their relationship. The first category includes
Hertwich et al. [18], Flysjo et al. [19], Finkbeiner [15] and Galli [20] et al. Hertwich et al. [18] discussed
the quantification of greenhouse gas emissions associated with the final consumption of goods and
services in 73 countries of 14 regions from a global trade perspective. The analysis indicated that food
accounts for 20% of greenhouse gas emissions, the operation and maintenance of residential areas
19% and transportation 17%. Food and services are more important in developing countries, while
transportation and food products are growing rapidly with increasing income and are dominant in
developed countries. Flysjo et al. [19] adopted the LCA approach to analyse the carbon footprint of dairy
production by two different farm systems in New Zealand and Sweden. Finkbeiner [15] explored the
significance of discussing the concept of carbon footprint, pointing out that it is not without limitations
(even pollution treatment will produce carbon emissions), and then summarized the opportunities
and challenges in the relevant research. Galli et al. [20] extended the concept of carbon footprint to
ecological, carbon and water footprint, and analysed the similarities and differences between the three,
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thus defining the concept of “footprint family” and developing an integrated Footprint approach
to assess the environmental impact of human behaviours; the second category includes Finnveden
et al. [12], Vries et al. [13], Roy et al. [16], etc. Finnveden et al. [12] and Vries et al. [13] are highly
cited documents after ISO [17]. Both review the LCA approach and Finnveden et al. [12] is more
comprehensive, while Vries et al. [13] only reviews the literature on livestock products. Roy et al. [16]
also reviewed the LCA approach, focusing on the topic of food products; the third category includes
Weidema et al. [14], Rotz et al. [21], etc. Weidema et al. [14] discussed whether the emergence of
the carbon footprint concept would facilitate the development of the LCA approach. He believed
that the concept of carbon footprint made the measurement easier and simpler to master than the
traditional LCA approach. Therefore, it is very suitable for governments to show consumers the
environmental impact of their consumption, which explains that the concept of carbon footprint
promotes the application of the LCA approach. Rotz et al. [21] introduced the Dairy Greenhouse Gas
model and discussed the specific application of the partial life cycle assessment in the carbon footprint
of dairy production systems.

As discussed above, the basic documents in the field has contributed mainly to literature review
and definition. Next, we performed cluster analysis on the sample references and the major clusters
are shown in Table 3. The second column is the cluster size and the third column the Silhouette index,
which is used to measure the cluster quality and ranges from 0 to 1. The closer the index is to 1,
the better the cluster quality. The Silhouette scores of all the clusters in Table 3 are above 0.7, indicating
that the cluster quality was good. The fourth to sixth columns are cluster labels extracted from abstracts
via the LSI, LLR, and MI methods respectively [22]. It can be seen that the most concerned topics in
the sample literature were the carbon footprint assessment related to beef production, dairy industry
and fishery (cluster#0, cluster#1, cluster#2), as well as urban systems and grain system (cluster#7,
cluster#8), based on which other factors in the environment (cluster#4, cluster#5) were discussed in the
references. In addition, the literature related to the carbon footprint measurement (cluster#3) and the
carbon footprint warning mechanism (cluster#6) also formed clusters.

Table 3. Major clusters of co-citation references.

Cluster ID Size Silhouette Score Label (LSI) Label (LLR) Label (MI)

0 32 0.836 butter beef production
strategies pigmeat

1 23 0.851 production
systems irish milk production smallholder dairying

2 22 0.737 land use Galician fishing
activity

green
competitiveness

3 21 0.872 measurement input-output
analysis footprint analysis

4 18 0.796 eutrophication blue water scarcity
footprint

water use and water
management

5 18 0.895 nutrient
recovery distributional aspect nutrient recycling

6 17 0.882 indicators aware method decision-making
units

7 17 0.872 building direct emission urban systems
8 11 0.882 crop planting grain system saline agriculture

3.2.2. Author Co-Citation Network

The document co-citation lays a foundation for the analysis of the author co-citation and the
journal co-citation relationships. We put one year per slice, selected the top 50 levels of the most
cited references from each slice with no pruning, and established the author co-citation network.
The network contained 269 authors, among who there were 1116 co-citation relationships. As can be
seen from Figure A1 of Appendix A and Table 4, group authors also provided important cited literature
for the field. As analysed above, the document published by ISO that provided the LCA standard is a
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reference a researcher much read if they study this field, and ISO has become the most important group
author. In addition, IPCC has also contributed to the research in this field. For instance, it published
“The IPCC Guidelines for National Greenhouse Gas Inventories”. Food and Agriculture Organization
of the United Nations (FAO), European Commission (EC), British Standards Institution (BSI) are other
important group authors. Ecoinvent provides important data resources for the research in this field.

Table 4. Top 6 group authors based on cited frequency.

Author Frequency Centrality

ISO (International Organization for Standardization) 875 0.2
IPCC (Intergovernmental Panel on Climate Change) 488 0.03

FAO (food and agriculture organization of the united nations) 169 0.06
EC (European Commission) 150 0.02

BSI (British Standards Institution) 57 0
Ecoinvent 57 0

The cited frequency of some group authors was high and that of personal authors on average
was not low. The citation count of each of the top 10 cited individuals was more than 100. As shown
in Table 5, only C. Cederberg, E.G. Hertwich and I. Vazquez-rowe were among the top 20 personal
authors in terms of the number of published papers and citations. The rest of the highly cited authors
were widely recognized in the field for one or two high-quality papers. For example, B.P. Weidema,
R. Frischknecht and S. Suh became highly cited authors because of the co-authored paper, “Life Cycle
Assessment: Part 1: Framework, Goal and Scope Definition, Inventory Analysis, and Applications”,
which was published in Environment International. In addition, the key papers of the top five highly cited
authors focus on methods, including those by B.P. Weidema and R. Frischknecht, and T. Wiedmann’s
“A Review of Recent Multi-Region Input–Output Models Used for Consumption-Based Emission and
Resource Accounting”, J.B. Guinee’s “Handbook on Life Cycle Assessment Operational Guide to the
ISO Standards”, and M. Lenzen’s “System Boundary Selection in Life-Cycle Inventories Using Hybrid
Approaches”.

Table 5. Top 20 personal authors based on cited frequency.

Author Frequency Centrality Author Frequency Centrality

B.P. Weidema 197 0.15 E.G. Hertwich 123 0
R. Frischknecht 196 0.02 N. Pelletier 110 0.06
T. Wiedmann 189 0.02 C.L. Weber 99 0.12

J.B. Guinee 155 0.03 S. Solomon 99 0.01
M. Lenzen 152 0.06 M. Finkbeiner 99 0.03

M. Goedkoop 149 0.09 T. Nemecek 92 0.03
C. Cederberg 136 0.1 M.A. Thomassen 87 0.09
G. Finnveden 128 0.03 M.D. Vries 79 0.01

S. Suh 124 0.2 I. Vazquez-Rowe 77 0.07
A. Flysjo 123 0.04 A. Tukker 70 0.01

3.2.3. Journal Co-Citation Network

We set the same parameters as those of the author co-citation network to build a journal co-citation
network, in which there were 169 journals and 635 connections. As shown in Figure A2 of Appendix A
and Table 6, the most cited journal was Journal of Cleaner Production (1135 citations), which also had a
high degree of centrality (0.14). Environmental Science and Technology and Science of the Total Environment
were also with high citations and centrality. The second most cited was the International Journal of Life
Cycle Assessment with 1037 citations, but its centrality in the network was not high (0.09). That is to
say, its co-citations with other journals was relatively low. From the basic analysis, Journal of Cleaner
Production, International Journal of Life Cycle Assessment, Science of the Total Environment and Journal of
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Industrial Ecology were not only the journals with the most publications, but also the most cited ones.
In addition, they were the major journals in which papers on the focused topic were published. Table 6
also illustrates the impact factor of each journal in 2018. According to Table 6, journals with higher
impact factor were usually those with high citations and centrality in the focus topic. Only Renewable
and Sustainable Energy Reviews in Table 6 did not comply with this rule, which may be due to the
deviation caused by the time factor.

Table 6. Top 10 journals based on cited frequency.

Journal Frequency Centrality Impact Factor

Journal of Cleaner Production 1135 0.14 6.395
International Journal of Life Cycle Assessment 1037 0.09 4.868

Environmental Science and Technology 795 0.15 7.147
Journal of Industrial Ecology 551 0.1 4.826

Journal of Environmental Management 444 0.04 4.865
Energy Policy 439 0.05 4.880

Ecological Economics 398 0.04 4.281
Energy 394 0.06 5.537

Science of the Total Environment 393 0.14 5.589
Renewable and Sustainable Energy Reviews 390 0.05 10.556

3.3. The Collaboration Network Based on the Focus Topic

3.3.1. Country Collaboration Network

The collaboration network was analysed at the macroscopic, midscopic and microscopic level,
corresponding to the collaborations between countries/regions, institutions and authors respectively.
The collaboration between countries was first analysed. We put one year per slice, selected the top
100 levels of the most cited references from each slice with no pruning, and obtained the following
country/region collaboration network, where there were 51 countries/regions and 263 connections.
We used authors’ affiliation to determine countries associated with the analysed papers. For example,
a 2014 article, entitled “Emerging approaches, challenges and opportunities in life cycle assessment”,
is an international multi-authors publication, and has co-authors from Switzerland and France
respectively, a link has been established between the two countries in country collaboration network
and the geographical scope of analysed paper is determined as both Switzerland and France. If two
authors of an analysis paper come from the same country, the occurred frequency of the country is
recorded twice in Table 7, which means that the unit of measurement of Table 7 is person–time. USA was
exceptionally outstanding in the network in that it not only had the largest number of publications (340),
but also had actively participated in the collaborations with various countries/regions, thus becoming
the node with the highest centrality in the network (the centrality was 0.44). PRC was the only Asian
country among the top 10 with the largest number of publications. Although PRC ranked second
in terms of the number of publications, its absolute number was only about half of the USA, and its
centrality was only 0.1 without so many partners. Referring to the year–colour correspondence bar in
Figure A6 of Appendix A, the circle/figure refers to the colour of circle in Figure A3 of Appendix A and
represents the corresponding year in which sample literature appeared. It can be seen in Figure A3
that USA was among the first counties/regions to study the carbon footprint in a LCA perspective,
and the lighter colour of PRC’s circle indicates that it entered the field later. Australia and Canada
ranked sixth and tenth respectively in term of publication number, and were also countries with a large
number of publications but low centrality. The rest of the top 10 countries were in Europe, including
England, Italy, Spain, Netherlands, Germany, Sweden. This may be because Europe has developed
animal husbandry, which makes scholars pay more attention to carbon emissions. Most European
countries were similar to the USA in that they had a large number of publications and collaborated
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with different nodes in the network and their centrality was higher. For example, England published
137 papers and its centrality was 0.31.

Table 7. Top 10 countries based on occurred frequency.

Country Frequency Centrality Year

USA 340 0.44 2008
PEOPLES R CHINA 177 0.1 2011

ITALY 159 0.12 2010
SPAIN 148 0.18 2010

ENGLAND 137 0.31 2009
AUSTRALIA 111 0.06 2010
GERMANY 87 0.1 2009

NETHERLANDS 82 0.12 2011
SWEDEN 80 0.09 2010
CANADA 59 0.04 2010

3.3.2. Institution Collaboration Network

We set the same parameters as those of the country/region collaboration network to build an
institution collaboration network, which contained 274 institutions and 372 connections. Taking into
consideration the number of publications and centrality, we identified four representative institutions,
namely Chinese Academy of Sciences (29), University of Santiago de Compostela (28), Aarhus
University (27) and Wageningen University (19). However, they did not have direct cooperation with
each other. Instead, four sub-networks of institution collaboration were formed with each of them
as the centre. Tech Univ Denmark had direct cooperation with Chinese Academy of Sciences and
Aarhus University, thus becoming a more important part of the institution collaboration network.
University of Central Florida, despite being among the top five institutions with the largest number of
publications, had only cooperated with six institutions. Therefore, it was not deeply integrated with
the institution collaboration network. In general, the network was relatively loose and the research
community less mature.

3.3.3. Author Collaboration Network

We set the same parameters as those of the country/region network to build an author collaboration
network, where there were 380 authors and 507 connections. Among them, VAZQUEZ-ROWE I and
KUCUKVAR M were the two authors who published the largest number of papers. From 2006 to the
present, the average number of publications per year on the focus topic was more than one. The two
authors were from University of Santiago de Compostela and University of Central Florida, both of
which were among the top five research institutions. Similar to the institution collaboration network,
the structure of the author cooperation network was also loose, as indicated by the centrality in Table 8
and shown in Figure A4 of Appendix A. As shown in Table 9 and Figure A5 of Appendix A, there were
only three large sub-networks, namely the sub-network centred on VAZQUEZ-ROWE I, FEIJOO G
and MOREIRA MT, the one centred on KUCUKVAR M, TATARI O and EGILMEZ G and the one with
CEDERBERG C and DE BOER IJM as the important nodes. Some authors published more papers,
although they cooperated less with others, such as KENDALL A, HEIJUNGS R, etc.
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Table 8. Top 20 institution based on occurred frequency.

Institution Frequency Centrality Institution Frequency Centrality

Chinese Acad Sci 29 0.28 Univ Perugia 15 0.07
Univ Santiago de

Compostela 28 0.15 Tech Univ Denmark 14 0.28

Aarhus Univ 27 0.13 KTH Royal Inst Technol 14 0.04
Univ Cent Florida 20 0.01 Univ Sydney 14 0.19
Wageningen Univ 19 0.23 Univ Manchester 13 0.01
Univ Calif Davis 19 0.01 Texas A and M Univ 12 0.01
China Agr Univ 17 0.06 Michigan Technol Univ 12 0

Swedish Univ Agr Sci 16 0.01 Norwegian Univ Sci and
Technol 11 0.04

Leiden Univ 15 0.2 Hong Kong Polytech Univ 11 0.02
Aalto Univ 15 0 Univ Ghent 11 0.11

Table 9. Top 20 authors based on occurred frequency.

Author Frequency Centrality Author Frequency Centrality

VAZQUEZ-ROWE I 18 0.01 DE BOER IJM 9 0.01
KUCUKVAR M 18 0 JUNNILA S 8 0

TATARI O 13 0 HALL CR 8 0
FEIJOO G 13 0 ONAT NC 8 0

HERTWICH EG 13 0 HEINONEN J 8 0
CEDERBERG C 12 0.01 YAN MJ 7 0
MOREIRA MT 11 0 GABARRELL X 7 0

EGILMEZ G 11 0 HOLDEN NM 7 0
KENDALL A 10 0 MOGENSEN L 7 0
INGRAM DL 10 0 HOSPIDO A 7 0

4. The Emerging Trends of Carbon Footprint Research in a LCA Perspective

This paper analysed the emerging trends of the focus topic from the document co-citation and
keyword co-occurrence perspectives. First, we reorganized the document co-citation network in
Section 3 from the perspective of timeline to analyse the clusters and bursts of documents. Second,
we established a keyword co-occurrence network based on the disciplines and terms network in
Section 3 from the perspective of time-zone to analyse the bursts and development trend of keywords.

4.1. References Analysis with Citation Bursts

Based on the above efforts, we obtained a document co-citation network from the timeline
perspective as shown in Figure 7. As can be seen from the distribution of major clusters along the time
axis, beef production and dairy industry, as well as assessment method, are long-term topics in this
kind of research. Topics of water footprint, aware method and grain system appeared in recent years.
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Figure 7. Timelines of co-citation clusters.

From the reference bursts as shown in Table 10 [23–32], the documents widely cited in recent
years are S. Hellweg [25] and D. Tilman [29]. S. Hellweg [25] reviewed and summarized the latest
LCA methods, arguing that LCA methods could locate environmentally relevant hotspots in complex
value chains, but at the expense of simplification and uncertainty. In the future, the LCA approach
needs to be more practical and accurate, and its application in the assessment of economic and social
aspects should be expanded. D. Tilman [29] discussed the impact of changes in dietary trends on
carbon emissions. More and more foods in the diet structure of modern people are refined sugar and
fat. If not controlled, such diet structure will lead to a substantial increase in agricultural greenhouse
gas emissions. Meanwhile, it will have a negative impact on health. Thus, the paper advocated a
healthy alternative diet to solve the diet–environment–health trilemma.

Table 10. Top 10 references based on citation burst strength.

References Year Strength Begin End 2006–2019

S. Suh [23] 2004 8.5618 2008 2011
H. Steinfeld [24] 2006 7.6963 2008 2013
S. Hellweg [25] 2014 6.9636 2016 2019

T. Kristensen [26] 2011 6.8461 2014 2015
A.G. Williams [27] 2006 6.4231 2010 2014

T.O. Wiedmann [28] 2011 6.3867 2014 2015
D. Tilman [29] 2014 6.33 2017 2019
A. Laurent [30] 2012 6.2713 2015 2017

M. Goedkoop [31] 2009 6.2359 2013 2015
M.A. Thomassen [32] 2008 6.2121 2010 2014

4.2. Keyword Analysis with Citation Bursts

We set the time slicing in CiteSpace as one year per slice and extracted the top 50 cited keywords
from each slice before pruning the sliced network in the pathfinder mode to obtain the keyword
co-occurrence network; the network in the time-zones is as shown in Figure 8. Most of the high-frequency
keywords appeared in the early stages of research, such as the two keywords of this study, namely
“LCA” and “carbon footprint”. In line with the analysis of noun terms, “environment impact” was the
earliest high-frequency word and the origin and essence of the research in this field, i.e., how to adopt
a proper LCA method in accordance with the carbon footprint concept to evaluate the environmental
impact of an activity. In recent years, there were fewer new high-frequency keywords, some of which
were “water footprint”, “anaerobic digestion” and “plant”. Their emergence indicates that the research
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in the field has become more extensive and in-depth. “Water footprint” is a horizontal extension of
“carbon footprint”, which makes the measurement system more complete. “Plant” and “anaerobic
digestion” is an upward and downward extension of the research respectively, with the former focusing
on the important sources of carbon emissions and the later ways to improve the environment.

 

Figure 8. Time-zones of keywords.

In addition, the keyword bursts can be analysed based on the citation frequency. As shown in
Table 11, “inventory”, “industrial ecology” and “sustainable development” became keywords during
the period of document bursts in this field and have been keywords for a long time. In recent years,
“crop”, “soil” and “China” have become the bursting keywords. “China” has emerged as a keyword
mainly because of the rapid development of the Asian research collaboration network in recent years,
which has shifted the research focus from Europe and America to Asia. “Crop” became a focus due to
the concerns for feed production in farm carbon footprint measurement and for the carbon footprint
of crop cultivation [33,34]. “Soil” attracted much attention due to the fact that, like atmosphere,
soil is another final destination for carbon. For example, if the soil is of potential for organic carbon
sequestration, it is possible that the net greenhouse gas emissions from pasture systems decrease
drastically [35].

Table 11. Top 10 keywords based on citation burst strength.

Keywords Strength Begin End 2006–2019

inventory 7.4049 2010 2015
crop 6.2555 2016 2017
soil 5.8014 2017 2019

china 5.6248 2017 2019
industrial ecology 5.4509 2010 2015
land use change 5.3122 2014 2015

perspective 5.0877 2013 2014
food product 5.0877 2013 2014

global warming potential 5.0534 2010 2014
sustainable development 4.7419 2011 2012
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As indicated by literature and the trend analysis above, the latest hot topics related to the focus
topic involve several aspects—the combination of LCA and carbon footprint and its application, carbon
footprint measurement of different products, and environmental impact and carbon footprint.

The combination of LCA and carbon footprint and its application. At present, there are still some
limitations in the application of quantitative LCA methods to study the environmental impacts caused
by resource utilization and waste discharge during product production. For example, social and
economic factors are evaluated only via qualitative analysis, and time and space factors are not given
sufficient attention [36]. These limitations have not been resolved by the combination of LCA and
carbon footprint. At present, some scholars try to do so through the dynamic LCA method [37]. LCA is
an approach that has been applied to the measurement of a carbon footprint since the proposal of
this concept. In addition to the above limitations, this approach is more suitable for the measurement
of specific products at the microscopic level, because it is still difficult to define the boundary at the
macro level (such as the carbon footprint of organizations). For instance, it is hard to decide whether
the carbon emissions of aircraft manufacturing should be included when calculating the flight carbon
footprint. In contrast, the input–output method can offset the calculation errors caused by the complex
division of labour, so some researchers have combined the two to develop the hybrid LCA method,
which makes the boundary clearer to some extent [38]. However, this method requires high-quality
data and technology, so how to better apply LCA in the carbon footprint field will still be a hot topic
related to the focus topic in the future.

Carbon footprint measurement for different products. Since LCA is more suitable for calculating
carbon footprint at the product level, there is a large body of literature discussing different types
of specific products, such as beef and milk which are classic measured products. Both of them are
important sources of protein, and other sources of protein, such as fish and shrimp, are also the subject
of carbon footprint measurement. Due to the differences in production systems, the environmental
friendliness of different protein sources differs remarkably [39]. Crops are another subject of carbon
footprint measurement, such as wheat [40], tomatoes [41] and organic farming crops. All of the products
mentioned above are related to diet and nutrition, so the adjustment of diet structure has an impact on
carbon emissions, and the relationship between food carbon footprint, demographic characteristics
and environment will gain more attention. As stated in the section of disciplinary analysis, this is
an interdisciplinary field of Environmental Science and Ecology and Food Science and Technology,
and a potential point of growth for those disciplines. In recent years, cities as an important source of
carbon emissions have also received more and more attention from researchers. Specific research topics
include the impact of urban green space projects on carbon emissions [42], and the relationship between
citizen behaviours and urban carbon emissions [43]. The carbon footprint of citizen behaviours is
primarily related to private driving, housing-related activities, and consumer behaviours. Private
driving, which involves the interdisciplinary field of Environmental Science and Ecology and Energy
and Fuels, has attracted much attention. With the emergence of electric vehicles [44], it is likely to
become one of the hot research directions. In terms of housing-related activities, a concerned aspect
of the focus topic is how to use LCA to intervene in the early stages of building design to order to
reduce carbon emissions of building construction [45]; the comparison of carbon footprints between
environmentally friendly homes and ordinary ones is also one of the hot topics [46]. In addition,
the measurement of the carbon footprint of consumer goods is also a concerned aspect of the focus
topic, and changes in consumer demand can have an impact on carbon emissions [47]. However,
the application of the LCA approach has high requirements on data. The literature on the focus topic
studies urban issues only at the micro level. With the application of big data and the advancement of
LCA, the use of LCA to measure urban carbon footprint may be one of the future research directions.

Environmental impact and carbon footprint. Carbon footprint was proposed to measure the
environmental impact of economic activities, so environmental impact has always been a hot word
of the focus topic. Carbon footprint is an indicator or a concept. As a measurement indicator of
greenhouse gas emissions, carbon footprint has already adopted the concept of carbon equivalent and
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taken carbon-free greenhouse gases into consideration. Nevertheless, it still cannot be the sole indicator
of environmental impact. However, the concept of carbon footprint has contributed to alleviating the
environmental burden. On the one hand, compared with obscure terms like Multi-Region Input–Output
Model (MRIO) and LCA, carbon footprint is simple, easy to understand and interesting. The wide
spreading and extensive application of this concept may have influenced people’s behaviours of
environmental impact [48]. On the one hand, the concept of carbon footprint provides new ideas
for assessing other environmental impact factors and has inspired the proposal of water footprint,
ecology footprint, energy footprint and even the family of footprints. A growing body of literature is
attempting to use a more comprehensive evaluation system to measure the environmental impact of
an economic activity based on the combination of LCA and carbon footprint.

5. Conclusions and Discussion

We have conducted a bibliometric analysis of the relevant literature on the focus topic by utilizing
CiteSpace, and come to the following conclusions. First, from the time dimension, the burst period
of related literature was between 2008 and 2011, after which it was in a stage of stable development.
The literature published during the period was not only in a large number, but also highly cited,
which has laid a solid foundation for the later research. Second, as for the source of literature, the
United States, China, Italy, Spain, the United Kingdom and Australia were the major countries where
the research was conducted. These countries/regions have had the most productive authors and
institutions, and a considerable number of academic collaborations have been carried out between them.
However, as far as institutions and authors are concerned, only a few collaboration sub-networks have
been established in the field, and the research community needs further development. As indicated
by the co-citation analysis, productive institutions or authors may not be highly cited. For example,
the Chinese Academy of Sciences ranks second in terms of the number of publications, but it does
not have any highly cited papers. This may be due to the fact that the field has developed for only
16 years and is still in its early stages, and some institutions and authors as newcomers have not
received much attention. In addition, group authors (such as ISO and IPCC) have contributed to the
development of this field. Finally, regarding the research content, most of the research belongs to the
field of Environmental Science and Ecology, and some studies have involved interdisciplinary fields,
such as Energy and Fuels. Studies in the related fields had environment impact as their keyword and
mainly focused on the discussion of methods or their application. Although a certain research base in
this field has been laid, there are still a lot of gaps to be filled.

As the citation bursts analysis showed in Section 4, the application situation of focus topic ranged
from farm to city, from Europe and America to Asia, while there were fewer new high frequency
keywords in recent years’ literatures. Combined with the more detailed literature interpretation in
keywords analysis part in Section 4, we could see that innovation of method may widen the depth of
research in this field and breadth of the application situation. As a result, researchers in the field need
to pay more attention to the latest development of methods and the expansion of their application.
In the literature focusing on the discussion of methods, the technical routes from static to dynamic
measurement and from micro to macro measurement were developed based on the clarification of the
definition of carbon footprint and the discussion of the LCA methods. Nowadays, LCA has become
the mainstream method of carbon footprint measurement. In future research, the effort should be
devoted to complete the system of the LCA method on carbon footprint measurement. For example,
in the macro-scenario carbon footprint measurement at the urban level, some scholars have combined
LCA with the input–output method to form the hybrid LCA method [38]. Hybrid LCA requires great
amounts of data and technology. Therefore, the use of computer technology for hybrid LCA analysis is
one of the future directions of this field. Moreover, in the literature focusing on the method application,
the carbon emission measurement for multi-category products of crops, urban houses and other
industries has developed, based on animal husbandry, the classic source of carbon emission. In fact,
the design of life cycle inventory was critical in the method application. For example, Europe built The
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European Platform on Life Cycle Assessment and released the International Life Cycle Data System
(ILCD) to be a guidance. How to design different product life cycle lists in different socio-economic
environments and how to improve the universality of LCA accounting standard are also the future
research contents.

This study still has some space for improvement: (1) Analysing more papers related to carbon
footprint, and comparing their results with this study to gain a deeper understanding of the application
of LCA in carbon footprint measurement; or analysing more documents related to the footprint family
to better understand the characteristics of the carbon footprint indicators through a comparative
analysis. (2) Improving the bibliometric technology by, for instance, taking into account the self-citation
of literature; solving the problem of considering only the first author in the collaboration analysis;
and the combined application of various visualization technologies.
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Appendix A

Figure A1. Author co-citation network.
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Figure A2. Journal co-citation network.

Figure A3. Country collaboration network.
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Figure A4. Institution collaboration network.

 
Figure A5. Author collaboration network.
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Figure A6. Year–colour correspondence bar.
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Abstract: The large amount of boron-bearing iron tailings in China is a resource for metals that needs
to be more completely and efficiently utilized. In this evaluation, the ammonium sulfate roasting
process was used to make a controllable phase transformation to facilitate the subsequent extraction
of valuable metals from boron-bearing iron tailings. The effects of roasting temperature, roasting time,
the molar ratio of ammonium sulfate to tailings, and the particle size on the extraction of elements
were investigated. The orthogonal experimental design of experiments was used to determine the
optimal processing conditions. XRD (X-Ray Diffractomer), scanning electron microscope (SEM), and
simultaneous DSC–TG analyzer were used to assist in elucidating the mechanism of ammonium
sulfate roasting. The experimental results showed that nearly all Fe, Al, and Mg were extracted under
the following conditions: (1) the molar ratio of ammonium sulfate to iron tailings was 3:1; (2) the
roasting temperature was 450 ◦C; (3) the roasting time was 120 min.; and, (4) the particle size was less
than 80 μm. The kinetics analysis indicated that the sulfation of metals was controlled by internal
diffusion, with the apparent activation energies of 17.10 kJ·mol−1, 17.85 kJ·mol−1, 19.79 kJ·mol−1, and
29.71 kJ·mol−1 for Fe, Al, Mg, and B, respectively.

Keywords: iron tailings; ammonium sulfate roasting process; reaction mechanism; kinetics

1. Introduction

Boron resources are abundant, but they are unevenly distributed around the world [1]. For example,
Turkey, the United States, Russia, and China were the countries with the largest proved boron reserves,
and collectively these countries account for about 90% of the world’s total Boron reserves. China’s
boron reserves are the fourth largest in the world [2–4].

There are large amounts of reserves of boron resources in China, which account for 18% of the
world’s boron resources [4–6]. The known boron reserves are mainly distributed in northeast Liaoning,
Jilin, Qinghai, and Tibet [6]. Among them, 56% of the national boron reserves are in the Liaoning
province. Although the boron reserves in our country are extensive, the boron grade of the ore is very
low, and the ore is mineralogically complex with a significant occurrence of economically significant
metals. The complex nature of the ore requires extensive mineral processing to effectively recover the
boron and the desirable metals [7,8].
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There are two types of boron mineral resources in Liaoning, namely, ascharite and paigeite, which
are collectively known as ludwigite. Ascharite accounts for 20% of the total reserves and it has higher
boron content. After years of resource utilization, the reserve of ascharite has been depleted, and the
major remaining mineral is paigeite. After magnetic separation, boron concentrates and boron-bearing
iron tailings are obtained [9–11].

The boron-bearing iron tailings often contain magnesium, iron, silicon, boron, and aluminum.
Currently, the boron-bearing iron tailings are processed by hydrometallurgical and pyrometallurgical
methods [12]. The common hydrometallurgical methods include sulfuric acid leaching, soda leaching,
ammonium sulfate leaching, and alkaline medium leaching [13–19]. The sulfuric acid leaching makes
the majority of magnesium, iron, boron, and aluminum dissolve into water, and then followed by
a chemical separation process. Soda and ammonium sulfate leaching have a selectivity on boron
leaching, but the recovery of boron is low, and the generated slag is difficult to utilize. Alkaline leaching
uses the alkali medium to dissolve boron in the style of sodium borate, the leaching efficiency of this
method is high, but the serious corrosion of alkali on equipment and the huge but unrecoverable
consumption of alkali restricts its developing. These methods generate waste slag and metal-bearing
waste solutions, which is harmful to the environment. For the pyrometallurgical method [7,20–25],
ferro-boron alloys are prepared by electric furnace smelting from boron concentrates. Smelting in a
blast furnace produces ferro-boron alloys and boron-rich slags. However, these processes only recover
boron from virgin ore resources. The challenges with these methods include a large amount of waste
slag that is generated in the smelting process and the loss of iron and aluminum to the tailings [26].

Herein, we proposed a new process to more fully utilize boron-bearing slag. Ammonium
sulfate roasting was used to make a controllable phase transformation for iron, aluminum, and boron.
In the following leaching process, the silicon components in the tailings are not soluble in water.
The separation of iron, magnesium, and aluminum are precipitated at different pH levels [27]. Boron
is recycled based on the solubility differences between boric acid and ammonium sulfate [28,29].
The kinetics and reaction mechanisms of the roasting process were also studied, and these mechanisms
have theoretical significance and reference value in the development and utilization of boron-bearing
iron tailings.

2. Experimental Procedures and Materials

2.1. Materials

The boron-bearing iron tailings in this roasting evaluation were taken from Dandong, Liaoning
province, China. The chemical composition of the tailings was analyzed by X-Ray Fluorescence (XRF,
Bruker, S6 JAGUAR, German), and Table 1 shows the results. As seen in Table 1, the contents of
boron and magnesium are high in the tailings. Ammonium sulfate that was used in this work was of
analytical grade. The ammonium sulfate used in this study was obtained from Sinopharm Chemical
Regent Co., Ltd. (purity > 99.0%, AR). The other regent used in the titration method was sourced from
Sinopharm Chemical Regent Co., Ltd. (purity > 99.0%, AR).

Table 1. Chemical composition of the boron-bearing tailings (mass fraction, %).

MgO CO2 SiO2 Fe2O3 B2O3 Al2O3 CaO Na2O else

36.40 5.38 32.30 9.89 8.92 2.56 1.77 0.11 2.67

Figure 1 shows the X-ray diffraction patterns of the boron-bearing tailings. As presented in Figure 1,
the main phases in the tailings were lizardite (Mg3Si2O5(OH)4), magnesium borate (Mg2(B2O5)(H2O)),
hematite (Fe2O3), and cordierite (Mg2Si5Al4O18).
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Figure 1. XRD patterns of the boron-bearing iron tailings.

Figure 2a,b show the scanning electron microscope (SEM) images of the boron-bearing iron tailings.
It can be seen that the ore particles have rough surfaces, loose structures, and irregular shapes.

 

Figure 2. Scanning electron microscope (SEM) pattern of the boron-bearing iron tailings: (a)-particle
distribution; (b)-partial region enlarged.

2.2. Product Analysis

In the final leach liquor, the concentration of Fe was measured by an ultraviolet-visible photometer
(Beijing PUXI, SF2-7520, Beijing China). The concentration of Mg was determined while using an
EDTA complexation titration method (Mg and Ca complexation method, the error was less than
0.2%). The concentration of Mg was determined while using an EDTA titration method (the error
was less than 0.2%). The roasting products and residues were identified using a D/max RB X-ray
diffraction instrument (Rigaku Corporation, D/max-RB, Tokyo, Japan) with Cu-Kα radiation ranging
from 5~80◦ and a scanning speed of 10◦/min. The analysis of the morphology of the roasted products
was conducted while using a Scanning Electron Microscope (Shimadzu, SSX-550, Tokyo, Japan).

Thermogravimetric-differential scanning calorimeter (TG-DSC) analysis of the boron-bearing
iron tailings was determined using a differential scanning calorimetry- thermal Gravity (NETZSCH
STA449F3A-1001-M, Selb, German) instrument operated in a flowing Ar (purity> 99.999%) atmosphere,
with a heating rate of 10 ◦C/min. from room temperature to 800 ◦C.

2.3. Methods and Procedures

The boron-bearing iron tailings were grounded into fine powder in ball mill equipment (BS2308,
TENCAN POWDER, China). Subsequently, the ore powder and a certain amount of ammonium sulfate
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were blended and put it into a ceramic crucible. The crucible was placed in a resistance furnace (DB2,
Tianjin Zhonghuan Furnace Corp., Tianjin, China) with an automated temperature control unit and
a tail gas instrument. After roasting at the specified temperature for a certain amount of time, the
roasted products were cooled to room temperature. Afterwards, the roasted products were ground and
leached with deionized water in a constant temperature water bath (DK-524-type, Changzhou Jintan
Scientific Instrument Technology, Changzhou, China) at 90 ◦C for 30 min. The resultant liquor was
leached, filtered using a vacuum filtration system, and the remaining solids were then washed twice
with deionized water. The filtrate was analyzed to determine the concentration of iron, aluminum, and
magnesium leached. Figure 3 shows the schematic diagram of the roasting reaction system.

Figure 3. Schematic diagram of the roasting reaction system. 1. intelligent programmable regulator;
2. rubber stopper; 3. thermocouple; 4. Brusque; 5. reaction still; 7. resistance wire heater; 7. gas inlet;
8. gas outlet; 9. refractory bricks; 10. Copper cooling system; 11. binding post; 12. corundum crucible;
13. refractory bricks; 14. gas collecting bottle.

3. Results and Discussion

3.1. Roasting Process

The roasting products were leached at 90 ◦C for 30 min.

3.1.1. Effect of the Molar Ratio of Ammonium Sulfate to Ore

The effect of the molar ratio of ammonium sulfate to ore on the extractions of magnesium,
aluminum, iron, and boron were investigated at the roasting temperature of 450 ◦C, the roasting time
of 120 min., and the ore particles size of less than 80 μm. Figure 4 presents the results.

 
Figure 4. The effect of the molar ratio ammonium sulfate to ore on the extraction of elements.
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It is shown in Figure 4 that the extractions rate of iron, aluminum, magnesium, and boron increase
with the ammonium-to-ore molar ratio, and reach their maximum at 3:1.

3.1.2. Effect of Roasting Temperature

The influence of the roasting temperature from 250 ◦C to 500 ◦C on the extractions of iron,
aluminum, magnesium, and boron was studied under the condition of the molar ratio of ammonium
sulfate to tailings of 3:1, roasting time of 120 min., and the ore particles size of less than 80 μm.

As seen in Figure 5, there are significant improvements in the extraction of iron, aluminum, and
magnesium when the roasting temperature is increased from 250 ◦C to 450 ◦C, and the extraction
reaches the maximum values for each of the metals at 450 ◦C. The extraction of boron firstly increases
and then decreases with the enhanced roasting temperature, and reaches the maximum at 400 ◦C.
The increase of the extractions of iron, aluminum, and magnesium results from the increasing reaction
activity of ammonium sulfate with increased temperature. However, the decrease in the extraction of
boron can be attributed to the volatilization of boron oxide at high temperature. Thus, the roasting
temperature of 450 ◦C was applied in the following experiments. The roasting mechanism will be
discussed in detail in the following section.

 

Figure 5. The effect of roasting temperature on the extraction of metals.

3.1.3. Effect of Roasting Time

The effect of roasting time from 20 min. to 160 min. on the extraction of iron, aluminum, and
magnesium was studied under the conditions of the molar ratio of ammonium sulfate to tailings of 3:1,
the roasting temperature of 450 ◦C, and the ore particles size of less than 80 μm.

As can be seen from Figure 6, the extraction of iron, aluminum, and magnesium rapidly increased
from 20 min. to 120 min. The maximum extraction was reached at 120 min., indicating that the sulfating
process of iron, aluminum, and magnesium are close to completion at 120 min. While the extraction
of boron firstly increases but then decreases with the prolonging of roasting time, resulting from the
increasing of the volatilization of boron oxide. Therefore, the roasting time of 120 min. was applied in
subsequent experiments.
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Figure 6. The effect of roasting time on the extraction of metals.

3.1.4. Effect of the Particle Size the Tailings

The effect of the particle size from 40 μm to 120 μm on the extractions of iron, aluminum,
magnesium, and boron was studied under the condition of ammonium-to-ore mole ratio of 3:1, roasting
temperature of 450 ◦C, and roasting time of 120 min.

The results (as seen in Figure 7) show that all metal extractions are increasing with declining
particle size. All elements extractions reach the maximum at the particle size of less than 80 μm. The
extractions were not improved with the reduced size.

 
Figure 7. The effect of the particle size on the extraction of metals.

3.1.5. Orthogonal Design of Experiments

An orthogonal experiment of L9(34) was designed based on the single factor experiment in order
to obtain the optimal reaction conditions of the roasting process. The factors of roasting temperature
(A), the molar ratio of the ammonium sulfate to boron-bearing iron tailings (B), the roasting time (C),
and particle size of tailings (D), the selected factors and levels are listed in Table 2. Table 3 shows the
orthogonal experimental results.
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Table 2. Experimental factors and levels.

Level No.
Factor

A/◦C B/h C/min D/μm

1 350 2 80 120
2 400 2.5 100 100
3 450 3 120 80

Table 3. Results of L9(34) orthogonal experiments.

No.
Factor

A/◦C B/h C/min D/μm Fe Al Mg B

1 350 2 80 120 71.40 72.91 57.72 76.58
2 350 2.5 100 100 74.37 76.31 69.14 80.39
3 350 3 120 80 83.89 85.22 79.89 81.07
4 400 2 100 80 75.27 76.87 71.72 82.47
5 400 2.5 120 120 78.34 78.63 82.47 84.71
6 400 3 80 100 80.02 82.41 81.71 83.01
7 450 2 120 100 80.13 70.73 78.41 70.14
8 450 2.5 80 80 78.01 79.44 84.98 69.58
9 450 3 100 120 82.09 82.68 85.31 68.31

Fe Average1 76.55 75.60 76.81 77.28
Fe Average2 78.21 76.91 77.24 78.51
Fe Average3 80.08 82.30 80.79 79.06

R of Fe extraction 3.53 6.70 3.98 1.78 RB>RC>RA>RD

Al Average1 78.14 76.83 78.25 78.07
Al Average2 79.30 78.12 78.62 79.81
Al Average3 80.95 83.43 81.52 80.51

R of Al extraction 2.803 6.600 3.274 2.437 RB>RC>RA>RD

Mg Average1 76.243 75.013 76.287 76.540
Mg Average2 77.843 76.727 76.513 77.720
Mg Average3 78.787 81.133 80.073 78.613

R of Mg extraction 2.544 6.120 3.786 2.073 RB>RC>RA>RD

B Average1 79.347 76.397 76.390 76.533
B Average2 83.397 78.277 77.057 77.847
B Average3 69.343 77.643 78.640 77.707

R of B extraction 17.054 1.830 2.250 1.314 RA>RC>RB>RD

As shown in Table 3, the orthogonal experimental results show the effect of the four factors on the
extraction of metals, as follows: the molar ratio of ammonium sulfate to tailings, the roasting time,
the roasting temperature, and the particle size of the tailings. Figure 8 shows the trend of the range.
It can be seen that the optimum conditions of the roasting process are the roasting temperature of 450 ◦C,
the roasting time of 120 min., the molar ratio of ammonium sulfate to tailings of 3:1, and the particle
size of the tailings of less than 80 μm. According to the optimized process conditions, the experimental
verification shows that the extractions of Fe and Al all exceed 98%, while the extraction of Mg and B all
exceed 80%.
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Figure 8. Trend chart of range: a-Fe; b-Al; c-Mg; d-B for the factors of roasting temperature (a),
the molar ratio of the ammonium sulfate to boron-bearing iron tailings (b), the roasting time (c) and
particle size of tailings (d).

3.2. Roasting Mechanism and Kinetics

3.2.1. The Roasting Mechanism

Figure 9 shows the DSC-TG curves of the ammonium sulfate (Figure 9a) and the mixture of
ammonium sulfate and tailings with a molar ratio of 1:3 (Figure 9b) from room temperature to
800 ◦C at a heating rate of 10 ◦C/min. As seen in Figure 8a, there are two obvious endothermic
peaks at approximately 289 ◦C and 393 ◦C, which corresponded to the decomposition of (NH4)2SO4

(Equation (1)) and the decomposition of NH4HSO4 (Equation (2)), respectively, while there are
two stages of mass loss corresponding to the two stages decomposition [30]. It can be seen from
Figure 9b that there are two endothermic peaks at approximately 318 ◦C and 439 ◦C on the DSC
curve, corresponding two large weight losses that were observed from the TG curve at two different
temperature ranges of 240–359 ◦C and 359–448 ◦C. The first endothermic peak can be attributed to
the sulfation reactions between (NH4)2SO4 and the tailings, while the second endothermic peak can
be attributed to the sulfation reactions between NH4HSO4 and the tailings, the sulfation reactions
are shown in Equations (3)–(8). The followed mass loss on the TG curve can be attributed to the
decomposition of ammonium metal sulfates (as shown in Equations (9)–(11)).

Figure 10 shows the XRD patterns of samples that were obtained at different roasting temperatures.
It can be seen that the main phases at the roasting temperature of 300 ◦C are lizardite (Mg3Si2O5(OH)4)
phase, ferric sulfate (Fe2(SO4)3), ammonium ferric sulfate ((NH4)3Fe(SO4)3), ammonium magnesium
sulfate ((NH4)2Mg(SO4)2), and ammonium hydrogen sulfate (NH4HSO4), indicating that the
decomposition of ammonium sulfate is not complete and that part of the mineral phases have
reacted and generated corresponding metal sulfates. The diffraction peaks of szaibelyite (MgBO2(OH)),
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magnetite phase (Fe3O4), and halloysite phase (Al2Si2O5(OH)4(2H2O) appear on the samples that were
produced at the roasting temperature of 350 ◦C. When the roasting temperature is 400 ◦C, the diffraction
peaks of ammonium sulfate disappear and the diffraction peaks of metal sulfate intensify, which
indicates that the decomposition of ammonium sulfate is complete and the generation of metal sulfates
is increased. Additionally, when the roasting temperature is 450 ◦C, the diffraction peaks of ammonium
sulfate become weak, but the diffraction peaks of ferric sulfate significantly intensify. These results
show that parts of the ammonium metal sulfates are decomposed at this temperature. The sulfation
roasting process with ammonium sulfate demonstrates that the metal-bearing mineral phases react
with ammonium sulfate and ammonium bisulfate to form ammonium metal sulfates. As the roasting
temperature increases, ammonium metal sulfates begin to decompose into corresponding metal sulfate.
However, the diffraction peaks of boron-bearing phases are not detected.

The total chemical reactions between the minerals of the tailings and ammonium sulfate can be
given, as follows.

 
Figure 9. Differential thermal analysis curve of ammonium sulfate and the mixture of and raw
tailings and ammonium sulfate: (a) ammonium sulfate; and (b) the mixture of ammonium sulfate and
raw tailings.

Figure 10. XRD of residue obtained at different roasting temperatures.

457



Processes 2019, 7, 812

(NH 4)2SO4 → NH4HSO4+NH3(g) (1)

NH4HSO4 → NH3(g) + SO3(g) + H2O(g) (2)

Fe2O3+4(NH 4)2 HSO4 → 2NH4Fe(SO 4)2+3H2O(g) + 6NH3(g) (3)

Fe2O3+4NH4HSO4 → 2NH4Fe(SO 4)2+3H2O(g) + 2NH3(g) (4)

Mg3Si2O5(OH)4+6(NH 4

)
2

SO4 → 3(NH 4)2 Mg(SO 4

)
2
+2SiO2+5H2O(g) + 6NH3(g) (5)

Mg3Si2O5(OH)4+6NH4HSO4 → 3(NH 4

)
2

Mg(SO 4

)
2
+2SiO2+5H2O(g) (6)

Mg2(B 2O5)(H2 O) + (NH 4

)
2

SO4 → 2(NH 4)2 Mg(SO 4

)
2
+B2O3+4NH3(g) + 3H2O(g) (7)

Mg2Si5Al4O18+12(NH 4

)
2

SO4 → 4NH4Al(SO 4)2 +2(NH 4)2 Mg(SO 4

)
2
+5SiO2+4NH3(g) + 8H2O(g) (8)

2NH4Fe(SO 4)2 → Fe2 (SO 4)3+H2O(g) + 2NH3(g) + SO3(g) (9)

(NH 4)2Mg(SO 4

)
2
→MgSO4+H2O(g) + 2NH3(g) + SO3(g) (10)

2NH4Al(SO 4)2 → Al2 (SO 4)3+H2O(g) + 2NH3(g) + SO3(g) (11)

Figure 11 gives the SEM images of the samples that were roasted at different temperature under
the conditions that the roasting time of 120 min., the molar ratio of ammonium sulfate to tailings of
3:1, and the particle size of the tailings of less than 80 μm; as seen in Figure 10a, the roasted product
at 300 ◦C presents a thick, cubic plate structure, and smooth surface. With roasting temperature
continually increasing, the plate is cracked, the size of roasted product shrinks (400 ◦C, Figure 10c),
and the surface of the particle changes from smooth to rough from 300 to 450 ◦C (Figure 10a–d).

 

 

Figure 11. SEM images of residues after roasting at specified temperatures: (a). 300 ◦C; (b). 350 ◦C;
(c). 400 ◦C; and, (d). 450 ◦C.
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3.2.2. Kinetic Analysis

Figure 12 shows the extractions of Fe, Al, Mg, and B at 250–450 ◦C varying the different time
(molar ratio of ammonium sulfate to ore of 3:1, particle size of less than 80 μm).

 

Figure 12. Extraction of metals at different roasting temperatures as a function of roasting time: (a)-Fe;
(b)-Al; (c)-Mg; and, (d)-B.

The system where sulfation roasting to boron-bearing iron tailings with ammonium sulfate is a
liquid-solid reaction, which can be analyzed by the shrinking core model. If the sulfation reactions are
controlled by the phase boundary reaction (R3), the following expression of the model can be used to
describe the kinetics of the process:

1− (1− α)1/3 = kct (12)

However, if the sulfation reactions are controlled by the three-dimensional diffusion (internal
diffusion), the G-B equation (D4) [31] can be described as:

1− 2/3α− (1− α)2/3 = kpt (13)

where α is the extraction ratio of Fe, Al, and Mg, kc and kp is the reaction rate constant (min.−1), t is
reaction time (min.).

The experimental data were used to fit the suitable mechanism function in the sulfation roasting
process. The results showed that the fitting results by the G-B equation have more positive correlation
coefficients than the phase boundary reaction equation; hence, the G-B equation was applied in the
fitting of the experimental data and the results are shown in Figure 13. As seen, 1− 2/3α− (1− α)2/3
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has a good linear relationship against the reaction time for Fe, Al, and Mg, which indicates that
the sulfation process to boron-bearing iron tailings is controlled by internal diffusion. According to
Arrhenius equation k = Ae−Ea/RT, ln k = ln A− Ea/RT, the apparent activation energy can be obtained
from the slope of the plot of ln k vs. 1/T, and the pre-exponential factor can be obtained by intercept,
the fitting results of ln k vs. 1/T are shown in Figure 14. The apparent activation energy of each metal is
calculated as 17.10 kJ·mol−1, 17.85 kJ·mol−1, 19.79 kJ·mol−1, and 29.71 kJ·mol−1 for Fe, Al, Mg, and B,
respectively. Additionally, the pre-exponential factor is calculated as 0.0338, 0.0392, 0.0339, and 0.3265
for Fe, Al, Mg, and B, respectively. Therefore, the equation between the reaction rate (α) and reaction
time (t) can be written as Equations (13)–(15) for Fe, Al, and Mg, respectively.

1− 2/3α− (1− α)2/3 = 0.0338 exp(−17100/RT)t (14)

1− 2/3α− (1− α)2/3 = 0.0392 exp(−17850/RT)t (15)

1− 2/3α− (1− α)2/3 = 0.0339 exp(−19790/RT)t (16)

1− 2/3α− (1− α)2/3 = 0.3265 exp(−29710/RT)t (17)

Figure 13. Plots of 1-2/3α-(1-α)2/3 vs roasting time at different roasting temperatures: (a)-Fe; (b)-Al;
(c)-Mg; and, (d)-B.
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Figure 14. Arrhenius plot for roasting boron-bearing iron tailings with ammonium sulfate.

3.3. Leaching Residue Analysis

The leaching residue was obtained under the conditions that the roasting temperature of 450 ◦C,
the roasting time of 120 min., the molar ratio of ammonium sulfate to tailings of 3:1 and the particle size
of the tailings of less than 80 μm, the XRD patterns and the SEM image are shown in Figure 15. As seen,
the main phases in the residue are ferric oxide serpentine (Mg3SiO5(OH)4) talc (Mg3Si4O10(OH)2) and
quartz (SiO2). The leaching residue presents fluffy bulbous that reunite together.

 

Figure 15. XRD patterns and SEM image of the leaching residue: a-XRD patterns; b-SEM image.

4. Conclusions

In this study, a clean process was proposed to process a large amount of boron bearing iron tailings
in China. The results that were obtained in this study are as follows:

(1) The optimal sulfation roasting conditions using ammonium sulfate for boron-bearing iron tailings
are that the roasting temperature is 450 ◦C, the roasting time is 120 min., the molar ratio of
ammonium sulfate to tailings is 3:1, and the particle size is less than 80 μm. These conditions
yield more than 98% extraction of Fe and Al, and more than 80% extraction of Mg and B. These
findings were obtained from both single factor and orthogonal experiments.

(2) The sulfation reactions between ammonium sulfate and the tailings can be divided into two steps,
the reactions between ammonium sulfate and the tailings at 240–359 ◦C, and the reactions between
ammonium bisulfate at 359–448 ◦C. The mineral phase transformation in the roasting process can
be described by the sequence of mineral phases→ammonium metal sulfates→metal sulfates.
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(3) The kinetics analysis indicates that internal diffusion controls the sulfation reactions of metals.
The apparent activation energies of the reactions are 17.10 kJ·mol−1, 17.85 kJ·mol−1, 19.79 kJ·mol−1,
and 29.71 kJ·mol−1 for Fe, Al, Mg, and B, respectively.

The proposed process can comprehensively utilize the elements in the born-bearing iron tailings
at low temperatures and with no additional waste slag being generated, which could be given a guide
to process similar waste solid slags.
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3. Kar, Y.; Şen, N.; Demirbaş, A. Boron minerals in Turkey, their application areas and importance for the

country’s economy. Miner. Energy Raw Mater. Rep. 2006, 20, 2–10. [CrossRef]
4. Qiao, X.; Li, W.; Zhang, L.; White, N.C.; Zhang, F.; Yao, Z. Chemical and boron isotope compositions of

tourmaline in the Hadamiao porphyry gold deposit, Inner Mongolia, China. Chem. Geol. 2019, 519, 39–55.
[CrossRef]

5. Li, G.; Liang, B.; Rao, M.; Zhang, Y.; Jiang, T. An innovative process for extracting boron and simultaneous
recovering metallic iron from ludwigite ore. Miner. Eng. 2014, 56, 57–60. [CrossRef]

6. Ding, Y.G.; Wang, J.S.; Wang, G.; Ma, S.; Xue, Q.G. Comprehensive utilization of paigeite ore using iron
nugget making process. J. Iron Steel Res. Int. 2012, 19, 9–13. [CrossRef]

7. Wang, G.; Ding, Y.G.; Wang, J.S.; She, X.F.; Xue, Q.G. Effect of carbon species on the reduction and melting
behavior of boron-bearing iron concentrate/carbon composite pellets. Int. J. Miner. Metallurg. Mater. 2013, 20,
522–528. [CrossRef]

8. Jie, L.; Fan, Z.G.; Liu, Y.L.; Liu, S.L.; Jiang, T.; Xi, Z.P. Preparation of boric acid from low-grade ascharite and
recovery of magnesium sulfate. Tran. Nonferrous Met. Soc. China 2010, 20, 1161–1165.

9. Sivrikaya, O.; Arol, A.I. Use of boron compounds as binders in iron ore pelletization. Open Min. Process. J.
2010, 3, 25–35. [CrossRef]

10. Ucbeyiay, H.; Ozkan, A. Two-stage shear flocculation for enrichment of fine boron ore containing colemanite.
Sep. Purif. Technol. 2014, 132, 302–308. [CrossRef]

11. Celik, M.; Yasar, E. Effect of temperature and impurities on electrostatic separation of boron minerals. Miner.
Eng. 1995, 8, 829–833. [CrossRef]
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16. Kavcı, E.; Calban, T.; Colak, S.; Kuşlu, S. Leaching kinetics of ulexite in sodium hydrogen sulphate solutions.
J. Ind. Eng. Chem. 2014, 20, 2625–2631. [CrossRef]

17. Qin, S.; Yin, B.; Zhang, Y.; Zhang, Y. Leaching kinetics of szaibelyite ore in NaOH solution. Hydrometallurgy
2015, 157, 333–339. [CrossRef]

18. Xu, Y.; Jiang, T.; Zhou, M.; Wen, J.; Chen, W.; Xue, X. Effects of mechanical activation on physicochemical
properties and alkaline leaching of boron concentrate. Hydrometallurgy 2017, 173, 32–42. [CrossRef]

462



Processes 2019, 7, 812

19. Xu, Y.; Jiang, T.; Wen, J.; Gao, H.; Wang, J.; Xue, X. Leaching kinetics of mechanically activated boron
concentrate in a NaOH solution. Hydrometallurgy 2018, 179, 60–72. [CrossRef]

20. Liu, S.; Cui, C.; Zhang, X. Pyrometallurgical separation of boron from iron in ludwigite ore. ISIJ Int. 1998, 38,
1077–1079. [CrossRef]

21. Wang, G.; Xue, Q.; She, X.; Wang, J. Carbothermal reduction of boron-bearing iron concentrate and melting
separation of the reduced pellet. ISIJ Int. 2015, 55, 751–757. [CrossRef]

22. Zhang, X.; Li, G.; You, J.; Wang, J.; Luo, J.; Duan, J.; Zhang, T.; Peng, Z.; Rao, M.; Jiang, T. Extraction of Boron
from Ludwigite Ore: Mechanism of Soda—Ash Roasting of Lizardite and Szaibelyite. Minerals 2019, 9, 533.
[CrossRef]

23. Gao, P.; Li, G.; Gu, X.; Han, Y. Reduction Kinetics and Microscopic Properties Transformation of Boron-Bearing
Iron Concentrate—Carbon-Mixed Pellets. Miner. Process. Extr. Metallurg. Rev. 2019, 40, 1–9. [CrossRef]

24. Liu, Y.; Jiang, T.; Liu, C.; Huang, W.; Wang, J.; Xue, X. Effect of microwave pre-treatment on the magnetic
properties of Ludwigite and its implications on magnetic separation. Metallurg. Res. Technol. 2019, 116, 107.
[CrossRef]

25. Xu, Y.; Jiang, T.; Zhou, M.; Gao, H.; Liu, Y.; Xue, X. Surface properties changes during a two-stage mechanical
activation and its influences on B2O3 activity of boron concentrate. Miner. Eng. 2019, 131, 1–7. [CrossRef]

26. Su, Q.; Zheng, S.; Li, H.; Hou, H. Boron resource and prospects of comprehensive utilization of boron mud as
a resource in China. Earth Sci. Front. 2014, 21, 325–330.

27. Kasemann, S.; Erzinger, J.; Franz, G. Boron recycling in the continental crust of the central Andes from the
Palaeozoic to Mesozoic, NW Argentina. Contrib. Mineralog. Petrol. 2000, 140, 328–343. [CrossRef]

28. Lyman, J.W.; Palmer, G.R. Recycling of Neodymium Iron Boron Magnet Scrap; US Department of the Interior,
Bureau of Mines: Salt Lake City, UT, USA, 1993.

29. Allen, R.P.; Morgan, C.A. Boric Acid Process. U.S. Patent 3,953,580, 27 April 1976.
30. Cui, F.; Mu, W.; Wang, S.; Xin, H.; Xu, Q.; Zhai, Y.; Luo, S. Sodium sulfate activation mechanism on co-sulfating

roasting to nickel-copper sulfide concentrate in metal extractions, microtopography and kinetics. Miner. Eng.
2018, 123, 104–116. [CrossRef]

31. Ginstling, A.M.; Brounshtein, B.I. Concerning the diffusion kinetics of reactions in spherical particles. J. Appl.
Chem. USSR 1950, 23, 1327–1338.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

463





processes

Article

Determination of the Least Impactful Municipal Solid
Waste Management Option in Harare, Zimbabwe

Trust Nhubu 1,* and Edison Muzenda 1,2

1 Department of Chemical Engineering Technology, University of Johannesburgy, Johannesburg 2001,
South Africa; emuzenda@uj.ac.za or muzendae@biust.ac.bw

2 Department of Chemical, Materials and Metallurgical Engineering, Botswana International University of
Science and Technology, Private Mail Bag 16, Palapye, Botswana

* Correspondence: 217078674@student.uj.ac.za or nhubutrust@gmail.com; Tel.: +26-37-7734-2295

Received: 12 September 2019; Accepted: 12 October 2019; Published: 1 November 2019

Abstract: Six municipal solid waste management (MSWM) options (A1–A6) in Harare were developed
and analyzed for their global warming, acidification, eutrophication and human health impact
potentials using life cycle assessment methodology to determine the least impactful option in Harare.
Study findings will aid the development of future MSWM systems in Harare. A1 and A2 considered
the landfilling and incineration, respectively, of indiscriminately collected MSW with energy recovery
and byproduct treatment. Source-separated biodegradables were anaerobically treated with the
remaining non-biodegradable fraction being incinerated in A3 and landfilled in A4. A5 and A6 had
the same processes as in A3 and A4, respectively, except the inclusion of the recovery of 20% of the
recoverable materials. The life cycle stages considered were collection and transportation, materials
recovery, anaerobic digestion, landfilling and incineration. A5 emerged as the best option. Materials
recovery contributed to impact potential reductions across the four impact categories. Sensitivity
analysis revealed that doubling materials recovery and increasing it to 28% under A5 resulted in zero
eutrophication and acidification, respectively. Increasing material recovery to 24% and 26% under A6
leads to zero acidification and eutrophication, respectively. Zero global warming and human health
impacts under A6 are realised at 6% and 9% materials recovery levels, respectively.

Keywords: municipal solid waste management; life cycle assessment; life cycle impacts; life cycle
stages; eutrophication; global warming; human health; acidification; Harare; Zimbabwe

1. Introduction

The annual global municipal solid waste (MSW) generation rate is projected to reach 2.2 billion
metric tons per annum by 2025 from 1.3 billion metric tons per annum in 2012 [1]. Member countries
of the Organization for Economic Co-operation and Development (OECD) however, are reporting a
reduction in MSW generation [2]. Dramatic population increase in urban areas within Africa and Asia
was singled out by the United Nations [3] as a typical phenomenon that leads to the astronomical
increase in MSW generation. Standards of living, rapid urbanization, ever increasing population and
obtaining economic environments in a given locality were cited as some of the factors that influence
MSW generation [4–7]. Dongquing et al. [8] also cited the type and abundance of a region’s natural
resources apart from the above mentioned factors as a factor that influences MSW generation.

The best way to identify and manage solid waste streams is the fundamental environmental
issue globally, both in industrialised and developing nations [9]. Global initiatives are supporting
the prioritization of solid waste management (SWM) because it is viewed an important facet for the
sustainable development of any country [10]. Sustainable development is the reduction of ecological
footprints while improving quality of life for current and future generations within the earth’s capacity
limit [11]. UNDESA [12] Agenda 21 of the Rio Declaration on Environment and Development affirmed

Processes 2019, 7, 785; doi:10.3390/pr7110785 www.mdpi.com/journal/processes465



Processes 2019, 7, 785

the need for environmentally friendly waste management since it is an environmental issue of major
concern in maintaining the quality of the earth’s environment.

1.1. Solid Waste Management Dynamics in Developed Nations

Solid waste (SW) mass production characterised human life since the formation of non-nomadic
communities around 10,000 BC [13]. Seadon [14] argued that small communities could bury the SW
they generated in environments surrounding their settlements or dispose it in rivers, which could
not prevent the wide spread of diseases or foul odours from accumulated SW and filth emanating
from increased population densities that characterised the formation of non-nomadic communities.
Exceptional cases on waste management existed Worrell and Vesilind [13] reported that by 200 BC,
organised (SWM) systems had been under implementation in Mohenjo–Daro, an ancient Indus Valley
metropolis, and the Chinese had established disposal police to enforce waste disposal laws. Melosi [15]
also reported that by 500 BC, the Greeks had issued a decree that banned the disposal of waste in
streets and organised first accepted MSW dumps in the Western world.

Middle Ages’ city streets were characterised by odorous mud with stagnant water, soil, household
waste and excreta from both humans and animals creating favorable conditions for disease vectors [16].
Therefore, the disposal of biodegradable or organic waste in streets is argued to have partly contributed
to the Black Death of the 1300s that occurred in Europe [13,16,17]. Developments in SWM in developed
nations were and are initiated to address environmental, land use, natural resources depletion, human
health, climate change, waste value, aesthetic, economic, public information and participation issues
associated with improper waste disposal [13,16,18–20]. SWM has evolved in developed nations driven
by historical forces and mechanisms which can possibly inform the development of SWM strategies
in developing nations [20]. Marshall and Farahbakhsh [21] noted five drivers for integrated SWM
paradigm in developed nations, namely the environment, climate change, resource scarcity, public
health and public awareness and participation.

Public health concerns remain a driver of SWM transformation in the developed world
characterised with continued review of public health legislation. The need to reduce land, air
and water contamination [20,22] was a primary driver of policy changes in SWM development in
the 1970s and beyond [20]. Waste control characterised the SWM policy framework between the
1970s and mid-1980s focusing on daily landfill compacting and covering and incinerator retrofitting
for dust control. The SWM policies enacted from the 1980s to date focus on increasing technical
standards, starting with control of landfill leachate and gas, reduction of incinerator flue gas and
dioxin and the current span covering control of odour at composting and anaerobic digestion (AD)
facilities [20]. The last decade of the 20th century saw the increased focus and attention towards
the adoption of integrative policy due to the inadequacies of advocating for continued increase in
environmental protection only from both the technical (engineering and scientific) and environmental
perspective without considering the political, economic, social, cultural and institutional dimensions
of SWM [20,23,24]. The waste hierarchy upon which the European Union (EU) current policy on waste
is based reignited materials recycling and reuse of the 19th century in the 1970s [20,25] in light of the
increasing scarcity of resources. The EU’s Second Environment Action Programme of 1977 introduced
the waste hierarchy model for SWM priorities derived from the “Ladder of Lansik” [26].

Climate change has also driven the development of SWM from the early 1990s to address
greenhouse gas (GHG) emissions from biodegradable waste landfilling, a major contributor of methane
gas emissions, complimented with a strong focus on the recovery of energy from SW [20,22]. The
concerns by the public on poor SWM practices with their increased awareness have also contributed
in driving the developments in SWM [20]. The public became concerned with the location of SWM
facilities in the vicinity of their households, ‘not in my backyard’ (NIMBY), though they appreciate the
need of SWM facilities. Therefore, effective communication, wide public knowledge of SWM needs, the
active engagement of all stakeholders during the entire SWM cycle have been successful in overcoming
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NIMBY public behavior and opposition to numerous developmental projects [27] thereby acting as
drivers for developments in SWM [21].

1.2. Solid Waste Management Dynamics in Developing Nations

Despite the increase in waste generation, global call and acceptance that waste management must
take an integrated approach to derive economic benefits while reducing environmental burdens, Africa
is still lagging in this regard. This lag is also being witnessed despite the reported increased globalization
as poor SWM challenges and their associated public health impacts are affecting urban environments
in many developing nations [22,28,29] one and a half centuries after the sanitary revolution in
the EU [30]. Unlike developed nations that are concerned with diseases associated with affluence
(cancer, cardiovascular disease, alcohol and drug abuse), poor SWM derived public health impacts in
developing nations are evidently manifesting in the form of communicable diseases giving the double
headache of dealing with both communicable diseases and emerging diseases of affluence [30]. Public
health mostly drives SWM development in developing nations, though other factors as in developed
nations are considered because the key priority is waste collection and removal from population
centres as it was in European and American cities before the 1960s [20,31–33]. Wilson [20] noted
that environmental protection remained relatively low on the SWM priorities despite the presence
of legislation prohibiting unregulated waste disposal with minor changes towards its prioritization
taking place. The value of waste as a resource is also another vital driver within developing nations
currently providing livelihoods to the urban poor through informal recycling [20,22]. Climate change
is a significant driver globally with a number of nations having incorporated the municipal solid waste
(MSW) sector amongst the sectors considered for low-emission development strategies (LEDs) on the
national emission reduction commitments or targets within the nationally determined contributions
(NDCs) framework of the Paris agreement under the United Nations Framework on Climate Change
Convention (UNFCCC).

A number of similarities do exist between the current conditions characterizing many cities in
developing nations and those experienced in European and American cities during the 19th century
with regards to increased urbanisation levels, degraded sanitary environment emanating from lack of
adequate sanitation and environmental services, inequalities and social exclusions in SWM systems,
unprecedented mortality and morbidity levels due to inadequate sanitation, potable water supply
and waste disposal services [30]. Thus, developing nations are likely to go through almost similar
SWM development pathways as those developed nations went through. However, Marshall and
Farahbakhsh [21] argued that despite these similarities, complex local-level-specific technical, political,
social, economic and environmental challenges in developing nations have been created from rapid
urbanization, increasing population, the fight for economic growth, institutional, governance and
authority issues, international influences, along with their interaction with diverse economic, cultural,
political and social dynamics which are bringing associated SWM complexities in developing nations.

In developing countries therefore, SWM is complicated by levels of urbanization, economic
growth and inequality as well as socio-economic dimensions, governance, policy and institutional
issues coupled with international interferences [21] which limit the application of SWM approaches
that succeeded in SWM development pathways for developed nations. The understanding of the
origins and critical drivers in the past developments in SWM in developed nations provides contextual
knowledge on the current changes occurring in developing nations. Simelane and Mohee [34] identified
African social norms with their associated concerns including economic and environmental issues,
national and regional legislative deficiencies, technological and human resources developments and
historical influences among other factors necessitating this lag. Iriruaga [35], on another note, cited
low private investment in infrastructure, industry linkages and academic research as the drivers
of Africa’s inability to effectively derive benefits from the waste it generates. Muzenda et al. [36]
identified the increased demand for SWM provision, MSW minimization, and recovery of materials for
reuse and recycle, constraining factors including physical, land use and environmental constraints, as
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well as demographic and socio-economic factors as the core drivers for the need of integrated waste
management (IWM) techniques.

MSW generation and its disposal are causing enormous environmental and human health
challenges in urban environments of developing countries [37–39]. It is considered hazardous
and to have toxic impacts on the biological environment, thereby affecting lifestyles and economic
activities [40]. This, therefore, calls for the need to sustainably manage waste to reduce its impact in
the ecosystem and human health [41]. The need to design and develop integrated waste management
(IWM) options that seeks to meet the economic, technical, environmental and social constraints of
products or production processes has become paramount and urgent. McDougall et al. [42] defined
IWM as a combination of technically sound, economically feasible, environmentally sustainable and
socially acceptable collection and treatment processes that handle materials constituting MSW.

1.3. Municipal Solid Waste Management in Zimbabwe

Like many developing countries facing enormous MSW generation and disposal associated
environmental and human health challenges in urban environments, the Government of Zimbabwe
acknowledged that its urban local authorities (city municipalities, town councils, district councils and
local boards) are experiencing major challenges in managing MSW due to rapid population growth.
Most of Zimbabwe’s local authorities fail to cope with the ever increasing volumes of waste being
generated by the public [43]. Several studies have also affirmed that municipal solid waste management
(MSWM) is one of the greatest challenges facing urban environments in Zimbabwe [41,44–53]. In
Zimbabwe, about 60% of the MSW generated in urban environments is disposed at official dumpsites
with the remaining waste being dumped illegally in undesignated areas namely storm water drains,
open spaces, alleys and road verges [45]. The dumping of waste in open and illegal dumpsites is not
only an eyesore but creates an environment where disease causing vectors can thrive, contribute to air,
soil and water pollution and emit greenhouse gases that cause global warming [43].

MSW problems in Harare specifically are evidently manifesting in the form of both surface
and groundwater pollution due to the dumping of MSW in waterways and untreated leachate from
dumpsites. The storage capacity of the sole official MSW dumpsite in Harare is expected to reach its
limit in the next five years [54]. This calls for the need to redefine future MSWM options as well as
redefining the models of operating the MSWM facilities considering biogas recovery for electricity
generation as well as the production of saleable products from MSW. To date no or few studies have
been carried out focusing on determining the most probable integrated MSWM option with the least
environmental impacts for Harare. Such study results could possibly inform future decisions and
policies on MSWM considering the increasing population, changing lifestyles, global pressure for the
need for sustainable cities, the impacts the current MSWM practices have on both the environment and
human health as well as the imminent closure of the existing dumpsite whose service life is anticipated
to come to an end in 2020. This study, therefore, is a life cycle-based comparative assessment of the
various probable MSWM scenarios to be implemented in Harare. The study seeks to identify the
scenario with the least burden with regards to human health, acidification, eutrophication and global
warming impact categories.

1.4. Life Cycle Assessment

Life cycle assessment (LCA) is a tool that could be used in the design and development of IWM
options. LCA holistically quantifies the environmental burdens and impacts for entire products’
or processes’ life cycles [55]. Winkler and Bilitewski [56] described LCA as a science-based impact
assessment methodology for the impacts of a product or system on the environment, which is not
purely a scientific tool. LCA application in sustainable MSWM started over two decades ago, as argued
by Güereca et al. [57] that it has been applied for MSWM since 1995. The use of LCA for decision
making and strategy development in MSWM systems has expanded rapidly over the recent past years
as a tool with the capacity to capture and address complexities and interdependencies characterizing
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modern IWM systems [58]. Mendes et al. [59] noted the appropriateness of LCA application as a tool
for decision making and strategy development in MSWM because of the associated wide differences
in spatial locations, waste composition and characteristics, sources of energy, waste disposal options
available as well as available nature and size of products from various waste treatment methods.
Therefore LCA has emerged as an appropriate holistic method increasingly being applied in MSWM
decision making and strategy development processes [60].

LCA has been previously applied to assess the associated impacts of MSWM systems thereby
assisting in comparing alternative MSWM systems and/or identifying areas of major concerns that
need potential improvements [61]. It has been applied to identify and probe likely negative impacts of
various MSWM practices [62] because it is capable of calculating and comparing impacts of different
MSWM scenarios [63]. It incorporates environmental impact weighing or valuation to estimate the
performance of a specific MSWM scenario [62]. The intensification of MSWM policies in Europe and
global call for the implementation of LCA methodology ISO 14044: 2006 standards have resulted in a
positive trend towards the adoption of life cycle studies on MSWM [64]. To date, numerous studies
have been undertaken worldwide applying LCA to the different MSW life cycle stages that cover the
entire life cycle of MSW [60,62–66]. Khandelwal et al. [64] reviewed 153 studies that applied LCA on
MSWM, undertaken globally and published between 2013 and 2018. The distribution of the selected
LCA studies reviewed by continents showed that 72 were in Asia, 53 in Europe, 10 in North America,
9 in South America, 3 in America, 2 in Africa, 2 addressed generic cities assuming MSW generation,
characteristics and associated environmental emissions together with other remaining studies that
focused on at least one country. Very few life cycle studies on MSWM were found in Africa and poor
LCA methodology penetration in Africa was cited as the cause of the limited LCA studies on MSW.
The only two LCA studies found for Africa were done in Nigeria.

2. Materials and Methods

2.1. Description of the Study Area

The study area comprises of Harare (the capital city of Zimbabwe), Chitungwiza, Norton, Ruwa
and Epworth local boards with an estimated total population of 2,133,802 people, as shown in Table 1.
Harare urban, Chitungwiza and Epworth local boards are located within Harare metropolitan province
while Ruwa and Norton local boards are located in Mashonaland East and West respectively, as
illustrated in Figure 1. An estimated 60% of the MSW generated in the study area is indiscriminately
disposed at official dumpsites, except for Norton, whose MSW is disposed in an engineered sanitary
landfill. The remaining 40% of the MSW is illegally dumped in undesignated areas, namely storm
water drains, open spaces, alleys and road verges [45]. The capacity of the sole official dumpsite for
Harare city, Pomona dumpsite, which covers an estimated area of 100 hectares having been operational
since 1985 is expected to be exhausted by 2020 [54].

Table 1. Population figures for the study area [67].

Town/Local Board Estimated Population (Male) Estimated Population (Female) Estimated Total Population

Harare 716,595 768,636 1,485,231
Chitungwiza 168,600 188,240 356,840

Norton 32,382 35,209 67,591
Ruwa 26,745 29,933 56,678

Epworth 83,983 83,479 167,462
Total 1,028,305 1,105,497 2,133,802

One unique feature of the study area is that it sits on the water catchment that drains into water
reservoirs (Lake Chivero and Manyame) that supply the study area with potable water as shown in
Figure 1. MSW problems in the study area are evidently manifesting in the form of both surface and
groundwater pollution. Lake Chivero has been reported to have reached super eutrophic levels partly
due to the deposition of MSW which constitutes in excess of biodegradable waste laden in runoff. The
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underground water in the study area has also been reported to have been compromised from untreated
leachate from dumpsites [52].

Figure 1. Location of the study area.

2.2. Definition of MSW

Definitions of MSW vary within countries and between countries and regions making it difficult
and confusing to estimate MSW generation in various countries [68]. The variations in definitions
bring along challenges and difficulties in LCA studies. Therefore for the purpose of this study, MSW
is regarded as the waste that is managed by or on behalf of municipalities as a public service [69]
comprising waste generated at households, offices, supermarkets and restaurants. Consequently, in
Zimbabwe, local authorities are mandated to manage such MSW [70].

2.3. Quantity of MSW Generated in Harare and Its Dormitory Towns

The MSW annual generation for a given locality, communities, cities or countries, is a core
indicator of the pressure exerted by MSW on the environment. It is useful for LCA when the annual
generation of MSW is considered the functional unit. Obtaining reliable data on estimates and
characteristics of MSW generated in developing countries is a challenge due to incomplete data,
lack of equipment like weighbridges, rural to urban migration and low efficiency rates of MSW
collection [71]. The development of initiatives that derive benefits from the promotion of sustainable
use and management of MSW is hindered by the low availability and quality of data regarding MSW
generation and management [34]. In Harare, Zimbabwe, quality and reliable MSW data on waste
generation, characteristics and composition necessary for LCA that could inform effective planning
for sustainable MSWM are unavailable. In addition the unreliable data available are only from
official records of MSW collected and delivered at the official dump site. This MSW data does not
capture much of the MSW managed outside the dumpsite management process that would have been
generated at various sources [72]. Afon [72] further observed enormous variations of MSW generation
on temporal scales (weekday, week of month and month of year) across localities highlighting the need
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for longitudinal collection of MSW generation data measurements over a year at sampled households
according to their life styles and levels of income if resources and time permit to acquire reliable MSW
data. In this study literature data was considered for the estimation of the annual MSW generation for
Harare using literature reported per capita MSW generation figures.

Therefore the average per capita MSW generation rate of 0.6 kg/capita/day (0.5 kg/capita/
day [52,73,74], 0.65 kg/capita/day [1,75] and 0.7 kg/capita/day [76]) was considered for the study. The
average figure of 0.6 kg/capita per day, though slightly on the higher side of observed figures of
0.42 ± 0.15 kg/capita/day MSW generation in Zimbabwe by Muchandiona et al. [52], it is a reasonable
estimate when considering other reported figures from literature. Miezah et al. [77] reported Ghana’s
daily MSW generation of 12,710 tons considering a daily per capita waste generation rate of 0.47 kg and
a population of 27,043,093. Harare and its dormitory towns have a population of 2,133,802 translating
to daily and annual MSW generation of 1280 and 467,303 tons, respectively, as shown in Table 2. Due to
uncertainties on population data serviced with MSW collection, MSW data normalisation was assumed
to have been enabled in the calculations of the per capita waste generation rate datasets that were used
to calculate the daily average per capita (0.6 kg) MSW generation for this study to factor in the effects
of population changes as proposed by the European Environment Agency [78].

Table 2. Estimates of daily and annual municipal solid waste (MSW) generation.

Town/Local Board
Estimated Population

(People) [67]
Estimated Daily MSW

Generation (tons)
Estimated Annual MSW

Generation (tons)

Harare 1,485,231 891 325,266
Chitungwiza 356,840 214 78,148

Norton 67,591 41 14,802
Ruwa 56,678 34 12,412

Epworth 167,462 100 36,674
Total 2,133,802 1280 467,303

2.4. Composition of MSW Generated in Harare and Its Dormitory Towns

The composition of MSW is a vital aspect in MSW management as it is necessary for examining
sustainable options for MSW reduction, recovery (reuse and recycle) as well for identifying the most
appropriate and sustainable treatment and disposal method [79]. Hoornweg and Bhada-Tata [1]
observed that organic waste fraction of MSW in developing countries constitutes a much larger fraction
as compared to developed countries. However, like MSW generation data, reliable MSW composition
data are absent in the study area. Estimates of averages from the Environmental Management Agency
and notable literature studies conducted in Harare, Bulawayo and Chinhoyi were considered for the
study as illustrated in Table 3.

Table 3. Estimates of percentage composition of MSW generated in Harare.

MSW Fraction
Percentage MSW Composition from Literature Studies Reviewed Average %

Composition
Harare [80–84] Bulawayo [85] Chinhoyi [49]

Organic 40 40 45 42
Plastic 26 50 24 33
Metals 7 3 13 8
Paper 15 7 14 14
Glass 2 0 3 3
Other 10 0 1 0

2.5. Integrated MSW Management Options and Treatment Processes/Life Cycle Stages

The integrated MSWM options and their associated processes or life cycle stages are described in
the sections below and summarised in Table 4. The transportation system considered is the municipal
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waste collection service by municipal waste collection trucks [86]. Transport figures for waste collection
were derived from the product of annual MSW generation for Harare and the estimated average
distance the waste will be transported to the MSW management facility giving 21,028,500 t·km (product
of distance to be travelled by the MSW to the treatment facility and the weight of the MSW transported)
as waste collection trucks were estimated to travel an average distance of 90 km to and from the MSW
management facility. The return trip was modelled only for an empty waste collection truck for the
22,252 trips of 45 km distance each carried out annually.

Table 4. Description of considered MSW management options.

MSW
Management

Scenario
Description of the Life Cycle Stages Considered for the MSW Management Options

A1
This option involves the disposal of 467,303 metric tons of MSW that would have been
indiscriminately collected (both organic and nonorganic municipal solid waste) without any
prior treatment in a landfill, recovering biogas energy and treating landfill leachate.

A2
The 467,303 metric tons of indiscriminately collected MSW undergoes incineration with recovery
of energy and the treatment of the gaseous emissions and leachate produced during bottom ash
recovery.

A3

Organic fraction of MSW generated amounting to 196,167 metric tons is anaerobically treated to
produce biogas. The remaining 271,036 metric tons of mixed bag MSW (154,210 metric tons of
plastics, 37,384 metric tons of metals, 65,422 metric tons of paper and 14,019 metric tons of glass)
undergo incineration as in A2.

A4

Organic fraction of MSW generated amounting to 196,167 metric tons is anaerobically treated to
produce biogas. The remaining 271,036 metric tons of mixed bag MSW (154,210 metric tons of
plastics, 37,384 metric tons of metals, 65,422 metric tons of paper and 14,019 metric tons of glass)
is landfilled as in A1.

A5

Organic fraction of MSW generated amounting to 196,167 metric tons is anaerobically treated to
produce biogas. The 20% of the nonorganic waste amounting to 54,207 metric tons of MSW
(30,842 metric tons of plastics, 7477 metric tons of metals, 13,084 metric tons of paper and
2804 metric tons of glass) are recovered for reuse and recycle in the mixed bag sorting plant.
216,829 metric tons of mixed bag MSW (123,368 metric tons of plastics, 17,346 metric tons of
metals, 30,356 metric tons of paper and 15,178 metric tons of glass) which is not recovered in the
mixed bag sorting plant undergoes incineration as in A2.

A6

Organic fraction of MSW generated amounting to 196,167 metric tons is anaerobically treated to
produce biogas. The 20% of the nonorganic waste amounting to 54,207 metric tons of MSW
(30,842 metric tons of plastics, 7477 metric tons of metals, 13,084 metric tons of paper and
2804 metric tons of glass) are recovered for reuse and recycle in the mixed bag sorting plant.
216,829 metric tons of mixed bag MSW (123,368 metric tons of plastics, 17,346 metric tons of
metals, 30,356 metric tons of paper and 15,178 metric tons of glass) which is not recovered in the
mixed bag sorting plant undergoes landfilling as in A1.

The recovery of the recoverable materials considered a mixed bag sorting plant equipped with
relevant filters to treat waste gases produced during the recovery of the recoverable materials. The
materials considered for recovery are metals, paper, plastics and glass at a recovery rate of 20% of
their annual estimated generation. The anaerobic digestion plant considered the anaerobic digestion
of the estimated biodegradable fraction of MSW amounting to 196,166 metric tons that is generated
annually in Harare and its dormitory towns to produce biogas at an estimated average production rate
of 115 m3/metric ton [87–90]. The biogas produced will be burnt to produce electrical and heat energy.
The digestate or solid residue from the anaerobic digestion process will undergo a compositing process
to obtain quality compost for sale as a biological fertilizer or soil enhancer. Gases from the anaerobic
digestion process will undergo bio-filtration before being scrubbed or washed with sulphiric acid to
produce a generally acceptable leachate that is assumed or considered decontaminated. The mixed
bag fraction that reaches the incineration plant will be combusted in a furnace. Combustion engines
transform the flue gases from the furnace into electrical energy. Combustion furnace bottom ash will
be used in road construction as aggregates prior to its treatment with physical chemical treatment
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methods applied to treat the leachate produced during bottom ash recovery. Gaseous emissions from
the combustion furnace are treated using appropriate methods such as lime based dry adsorption, bag
house filtration, activated carbon-based adsorption and selective noncatalytic reduction. Mixed bag
MSW is landfilled with energy recovery. The landfill leachate undergoes nitrification–denitrification
process under pressure. Ultrafiltration is used to separate the sludge from the leachate. The treated
leachate is sent to a wastewater treatment plant. The transportation of treated leachate from the landfill
to the wastewater treatment plant is considered negligible.

2.6. Life Cycle Assessment

LCA was used to estimate and compare the potential acidification, eutrophication, global warming
and human health impacts of the various six MSW management scenarios. ISO 14040 standards [91]
were the basis for the LCA study. Several studies have been carried out using LCA to assess different
MSW management scenarios in a number of countries, namely Spain [57,92,93], Italy [58,94,95],
China [96,97], Brazil [59], Australia [98], Indonesia [99], Canada [100], United States of America [101],
Lithuania [102] and Nigeria [103,104] to mention just but a few. LCA was therefore applied to assess
the human health, acidification, eutrophication and global warming potential of the various MSW
management scenarios in Harare and its dormitory towns of Chitungwiza, Epworth, Norton and Ruwa.

2.6.1. Goal and Scope

LCA was performed to assess the acidification, eutrophication, global warming and human health
impact potentials of the proposed six MSWM scenarios that could be implemented in Harare and its
dormitory towns. The LCA results could possibly inform decisions for future MSWM in Harare and its
dormitory towns considering the increasing population, lifestyles, global pressure for the need for
sustainable cities, the impacts the current MSWM option has on both the environment and human
health as well as the imminent closure of Pomona dumpsite whose capacity will be exhausted by
2020 [54].

2.6.2. The LCA System Boundaries

The processes that fall under the scope of the study are within the MSWM system boundary
as denoted by the dotted line on Figure 2. The entire management processes of all MSW which is
not managed by or on behalf of municipalities fall outside the system boundary and study scope.
Associated impacts from emissions emanating from the construction of MSWM facilities were assumed
negligible compared to those produced from the actual operation of the facilities, hence they were not
considered under the study as noted by Mendes et al. [59].
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Figure 2. Life cycle assessment (LCA) system boundaries.

2.6.3. LCA Functional Unit and Software Model

The annual MSW generation for Harare and its dormitory towns of 467,303 tons was considered
the functional unit for LCA. Quite a number of studies applied the annual MSW generation as
the functional unit [92,95,105]. SimaPro software Version 8.5.2 analyst and its associated database
update852 produced by Pre’Sustainability consultants B.V in Amersfoort, Netherlands were used to
undertake the LCA. The impacts loads associated with the materials and processes were gathered from
the Ecoinvent 3 database (2018) [106]. The detailed input–output pathways for the LCA are as shown
in Figure 3.

The anaerobic digestion project database modelled for the rest of the world found on the processing,
waste, biowaste and transformation pathway was utilised for the LCA with 2.26 × 107 m3 of biogas
produced annually being the inputs for MSWM options A3, A4, A5 and A6 where AD was incorporated.
Alternatively the AD project database modelled for the rest of the world on processes, waste treatment,
waste, transformation and finally biowaste pathway can also be used if the amount of biowaste
to be digested is used as input. For waste incineration, the respective individual waste types i.e.,
metals, glass, paper, biodegradable and plastics that constituted MSW were modelled using their
corresponding project databases modelled for the rest of the world on the product selection pathway
processes, waste treatment, waste, transformation, incineration then finally municipal incineration
with the specific MSW fraction quantities provided in Table 4 under MSWM options A2, A3 and A5
being the inputs. The reason being that Ecoinvent MSW incineration database modelled for the rest of
the world is only recommended to be used for MSW with an average of 92.8% burnable fraction which
is not a characteristic of the MSW generated in Harare; MSW generated in Harare has a combustible
fraction of just over 75%, as reported by Makarichi et al. [81]. The MSW fraction-specific Ecoinvent
database modelled for the rest of the world on the processes, waste treatment, waste, transformation,
landfilling and then finally sanitary landfilling pathway was used for landfilling with the waste-specific
quantities provided in Table 4 for the scenarios that incorporated landfilling being used as model
inputs. Waste collection and transportation average distance of 45 km was considered giving a total
of 2.10 × 107 t·km input on the Ecoinvent transport model for the rest of the world on the processes,
transport, road and transformation pathway for all the MSWM options.
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Figure 3. LCA methodological framework.

2.6.4. Life Cycle Impact Assessment (LCIA) Method

The LCIA for all the processes under the MSWM scenarios was undertaken using the ReCiPe
2016 v1.02 endpoint method, Hierarchist version, which is the default ReCiPe endpoint method.
ReCiPe 2016 method is a new version of ReCiPe 2008 that was created by RIVM, Radboud
University, Norwegian University of Science and Technology and PRé Consultants [107,108]. The
method has 22 defined endpoint impact categories which are grouped into three damage categories,
namely human health, ecosystems and resources. ReCiPe2016 has characterization factors that are
globally representative rather than being representative only for Europe while at the same time
providing the possible implementation of characterisation factors at national or continental scale
for a handful of impact categories. The choices of values used in deriving characterisation factors
and the midpoint characterization factors are provided by Huijbregts et al. [107] with the endpoint
characterisation factors directly derived from the midpoint characterisation factors according to
Equation (1). Therefore, constant global midpoint to endpoint characterisation factors were determined
for all the impact categories save for fossil resource scarcity due to limited cause–effect pathway
knowledge. The derivation of individual impact category midpoint to endpoint characterisation factors
is provided [107,108].

CFex,c,a = CFmx,c × FM→,E,c,a, (1)

where; CFe and CFm are the end and midpoint characterisation factors respectively, c is the cultural
perspective; a is the area of protection, namely human health, freshwater ecosystems, marine ecosystems,
terrestrial ecosystems or resource scarcity; x is the stressor of concern; and FM→,E,c,a is the conversion
factor from midpoint to endpoint impact for c and a.
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3. Results

Figure 3 shows the LCIA results for the acidification, eutrophication, global warming and human
health impact potentials for the six MSW management options under consideration. All the MSW
management options under consideration lead to a reduction in global warming and human health
endpoint impact categories. Detailed results for the endpoint impact categories for acidification,
eutrophication, global warming and human health are presented below.

3.1. Acidification

Figures 4–7 show that MSW management options A1, A5 and A6 lead to reduction in acidification
while A2, A3 and A4 contribute to increased acidification. The acidification impact potential is measured
using the species extinction rates (species-years). A6 contributes the highest reduction in acidification
potential of −3.9 × 10−2 species-years, followed by A5 with an acidification potential reduction
of −2.97 × 10−2 species-years. Results show that A1 contributes the least acidification potential of
−8.94 × 10−3 species-years, which is consistent with findings by Mendes el al. that landfilling with
gas recovery and leachate treatment leads to reduced acidification impacts. The recovery of metals
plays a crucial role in reducing the eutrophication impacts under A5 and A6 as observed by Beigl
and Salhofer [105]. A2 leads to the greatest acidification potential of 4.13 × 10−2 species-years, with
A3 giving an acidification increase of 2.48 × 10−2 species-years. A4 leads to the least increase in
acidification of 8.57 × 10−3 species-years. Sensitivity analysis results from Table 5 show that increasing
materials recovery levels for A5 and A6 to 28% and 24%, respectively, will result in zero acidification
impact potentials.

Table 5. Sensitivity analysis.

Impact Category
Percentage Materials Recovery Levels for Zero Impact Potential to be Realised

A5 A6

Acidification 28 24
Eutrophication 40 26

Global warming 0 6
Human health 0 9

 

Figure 4. Acidification impact potentials.
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3.2. Eutrophication

Figure 5 shows that MSW management options A1, A4, A5 and A6 bring about a reduction
in eutrophication, with A2 and A3 leading to increased eutrophication. The eutrophication impact
potential is measured using the species extinction rate (species-years). A1 has the highest eutrophication
reduction potential of−2.16× 10−2 species-years followed by A6 with eutrophication potential reduction
of −6.12 × 10−3 species-years. A4 and A5 have eutrophication reduction potentials of −3.77 × 10−3

and −2.81 × 10−3 species-years, respectively. A2 and A3 result in eutrophication potential increases
of 2.55 × 10−4 and 1.60 × 10−3 species/year, respectively, indicating that the incineration of MSW
leads to increased eutrophication, which was also noted by Hong et al. [109]. This confirms that
materials recovery contributes to reduced eutrophication potential as it contributes to the reduced
eutrophication potential characterizing A5 consisting of incineration, materials recovery and the AD of
the biodegradable fraction of MSW. Sensitivity analysis results from Table 5 show that doubling the
materials recovery levels under A5 and increasing it to 26% under A6 will result in zero eutrophication
impact potentials.

 

Figure 5. Eutrophication impact potentials.

3.3. Global Warming

As shown in Figure 6, all six scenarios lead to reductions in global warming, with A5
having the highest global warming reduction potential estimated at −9.05 × 10−1 species-years
followed by A3 that has a reduction potential in global warming of −8.28 × 10−1 species-years.
A2 brings about a global warming reduction potential of −7.68 × 10−1 species-years and A1 has
a −5.04 × 10−1 species-years reduction potential. A6 has the second from least global warming
reduction potential of −2.03 × 10−1 species-years with A4 having the least reduction potential of
−1.46 × 10−1 species-years. It is therefore evident that the scenarios that combine other MSW treatment
technologies with incineration perform better compared to those combined with landfilling, which is
consistent with findings by Wittmaier et al. [110]. The materials recovery also contributed to reduced
global warming potential as indicated by the increase in the reductions in global warming potential
from A3 to A5 and A4 to A6. Results from Table 5 sensitivity analysis show that no materials recovery
effort is necessary under A5 as reduction in global warming impact potential will be realised in its
absence. However, under A6, sensitivity analysis indicates that a 6% materials recovery is sufficient to
attain zero global warming impact potential.
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Figure 6. Global warming impact potentials.

3.4. Human Health

Figure 7 shows that all the MSW management options have negative human health impact
potentials with option A5 having the highest reduction of −268 DALYs (an overall disease burden
measure quantitatively expressed as the total number of years lost due to ill-health, disability or
premature or early death) followed by A3 and A2 with human health reduction potentials of −247 and
−216 DALYs, respectively. A1 and A6 have human health reduction potentials of−174 and−119 DALYs,
respectively. A4 leads to the least reduction in human health of −36 DALYs. Results from Table 5
sensitivity analysis show that no materials recovery effort is necessary under A5 as reduction in human
impact potential will be realised even without materials recovery. However, under A6, sensitivity
analysis indicates a 9% materials recovery is sufficient to attain zero human health impact potential.

 

Figure 7. Human health impact potentials.
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4. Discussion

LCIA results show that scenario A6 is the best option with regards to acidification while scenario
A2 is the worst option. MSWM option A1 is the best scenario considering eutrophication potential
and A3 is the worst. In terms of global warming and human health impact potential, A5 is the best
option and A4 is the worst MSWM option. Overall, MSWM option A5 emerges as the best option
for managing MSW in Harare as shown in Table 6. This is confirmed from findings by Sharma and
Chandel [111] that MSWM systems that combines incineration, anaerobic digestion, composting and
materials recovery have the least environmental impacts.

Table 6. Ranking of MSW management options.

Impact Category
Scenario Rank Number

A1 A2 A3 A4 A5 A6

Acidification 3 6 5 4 2 1
Eutrophication 1 5 6 4 2 3

Global Warming 4 3 2 6 1 5
Human health 4 3 2 6 1 5
Average Rank 3.0 4.3 3.8 5.0 1.5 3.5
Average rank 2 5 4 6 1 3

The recovery of landfill gas for combined heat and power (CHP) generation under the current study
is attributed to the reduction of impact potentials across all the impact categories under consideration,
except for A4 under acidification, in the MSWM options that incorporated landfilling because energy
recovery from waste bring significant environmental benefits [95,110,112–116]. Khandelwal et al. [64],
in their review of 153 LCA based MSWM studies published between 2013 and 2018, had 9 studies
concluding the appropriateness of AD compared to biodegradable waste landfilling. The same review
noted the conclusions from 11 studies regarding the appropriateness of landfilling with landfill gas
recovery for CHP generation. This was also noted by Yadav and Samadder [62] in their review analysis
of 91 LCA studies on MSWM undertaken from 2006 to 2017 in Asian countries with 5% of the reviewed
studies reporting the relative environmental friendliness and sustainability of landfilling with landfill
gas recovery—an observation that was also observed by Menikpura et al. [117].

Yadav and Samadder [62] further observed that incineration was reported as a better option than
landfilling by 9% of the reviewed studies largely due to the reduced methane emissions associated with
incineration. This observation is in agreement with this study’s conclusions with regards to human
health and global warming impact categories since MSWM options A2, A3 and A5 that incorporated
incineration bring more global warming and human health impact potential reductions than A1, A4
and A6 which incorporated landfilling. Cleary [65], like Yadav and Samadder [62], also noted the
better performance of thermal treatment with regards to global warming, which is consistent with this
study’s findings. Thermal treatment was also reported to perform better than landfilling in a critical
review of 222 published LCA studies on SWM systems in general, accessed from 216 peer reviewed
articles and 15 public reports undertaken by Laurent et al. [63] and Laurent et al. [66].

Overall review results by Yadav and Samadder [62] show that 71% of the reviewed LCAs
found landfilling to be the worst or least preferred MSWM treatment option with 8% of the studies
concluding incineration to be the worst or least preferred MSW treatment option among other
treatment options due to its associated harmful emissions in the form of dioxins and furans as well as
human toxicity. Cleary [65], in their review of 20 LCA-based MSWM assessments undertaken and
published in peer-reviewed journals between 2002 and 2008, observed that 19 studies confirmed the low
environmental performance of landfilling. A review by Abeliotis [60] of 21 LCA studies further observed
that landfilling was reported as the worst option for managing and treating MSW, as was observed
by Mendes et al. [118], Hong et al. [109], Wanichpongpan and Gheewala [116], Cherubini et al. [95]
and Miliūtė and Staniškis [102]. However, despite these reported low environmental performances
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of landfilling, it performed better than incineration with regards to acidification and eutrophication
impact potentials under this study. This is also contrary to observations made by Cleary [65], who noted
the better performance of thermal treatment compared to landfilling with regards to eutrophication
and acidification impact categories.

The better environmental performance of recycling and thermal treatment of plastics and paper
compared to landfilling, as shown by the best performance of A5 which combined incineration and
recovery of materials together with AD, was observed by Laurent et al. [63] and Laurent et al. [66] in
their reviews consistent with findings by Michaud et al. [119], Lazarevic et al. [120] and Tyskeng and
Finnveden [121]. Materials recovery and recycling are environmentally appropriate and sustainable
as they lead to reduced environmental impacts potentials [60,62–66,102]. This is confirmed by the
better performances of A5 compared to A3 and of A6 compared A4 under this study; sensitivity
analysis results that reveal an inverse relation between materials recovery levels and the magnitudes
of environmental impact potentials.

Differences in results from LCA studies were observed by Laurent et al. [66] who noted little
agreements with regards to the conclusions and no definite agreement except for landfilling with
regards to which amongst thermal treatment, anaerobic digestion and recycling is most preferable for
managing or treating plastic, paper, organics and metals. De Feo and Malvano [122] observed that the
best IMSWM option is subject to the examined impact categories, hence the differences amongst impact
categories considered render other MSWM or treatment methods environmentally sustainable while
simultaneously rendering others as unsustainable. Khandelwal et al. [64] singled out the heterogeneous
nature of MSW as a factor that makes no single MSW treatment method capable to be applied to all the
MSW fractions, inevitably resulting in different LCA results from region to region due to differences in
MSW generation and composition, MSWM structures, system boundaries, MSWM practices and the
choice of impact categories.

5. Conclusions

LCIA results show that scenario A6 is the best option with regards to acidification while scenario
A2 is the worst option. MSW management option A1 is the best scenario considering eutrophication
potential and A3 is the worst. In terms of global warming and human health impact potential, A5 is
the best option and A4 is the worst MSW management option. Overall, MSW management option A5
emerges the best option for managing MSW in Harare as shown in Table 6. This is confirmed from
findings by Sharma and Chandel [111] that MSW management that combines incineration, anaerobic
digestion, composting and materials recovery has the least environmental impacts. Therefore, the LCA
results from this study will inform the design and development of future integrated MSWM systems
with reduced environmental and human health impacts. Furthermore, the study will provide a baseline
for design and development of further studies to assess economic affordability, social acceptability,
renewable energy and job creation potential of the LCA-identified integrated MSWM system with
least environmental impact potential. The compositing option for the organic fraction of the MSW
instead of anaerobic digestion should also be incorporated in future LCA studies. The study had
its own limitations due to the unavailability of quality and reliable data on waste generation and
transportation. Therefore, studies to quantify the waste generation and composition in Harare must be
undertaken to give reliable data that could be used for further LCIA of MSWM options for Harare.
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Abstract: Chromium (as Cr(VI)) and fluoride (F−) are frequently found in effluents from different
industrial activities. In cases where these effluents reach soil, it can play an important role in retaining
those pollutants. Similarly, different byproducts could act as bio-adsorbents to directly treat polluted
waters or to enhance the purging potential of soil. In this work, we used batch-type experiments to
study competitive Cr(VI) and F− adsorption in two different soils and several kinds of byproducts.
Both soils, as well as mussel shell, oak ash, and hemp waste showed higher adsorption for F−, while
pyritic material, pine bark, and sawdust had a higher affinity for Cr(VI). Considering the binary
competitive system, a clear competition between both elements in anionic form is shown, with
decreases in adsorption of up to 90% for Cr(VI), and of up to 30% for F−. Adsorption results showed
better fitting to Freundlich’s than to Langmuir’s model. None of the individual soils or byproducts
were able to adsorbing high percentages of both pollutants simultaneously, but it could be highly
improved by adding pine bark to increase Cr(VI) adsorption in soils, thus drastically reducing the
risks of pollution and deleterious effects on the environment and on public health.

Keywords: adsorption; chromium; competition; fluoride; soil and water pollution

1. Introduction

In recent years there has been growing concern regarding F− and Cr(VI) pollution, due to both
substances being transported into effluents from industries related to the extraction of minerals,
foundries, dyes and pigments, semiconductors, and glass manufacturing [1,2]. These effluents can
reach surface- and ground-waters by direct discharge or after passing through soils. Authors such
as Rafique et al. [3] or Kumar et al. [4] indicate that there is a global hazard as regards fluoride and
chromium pollution, taking into account that their permissible limits in drinking water (1.5 and
0.05 mg L−1, respectively, as per the World Health Organization) are widely exceeded in occasions,
some of them referenced for countries such as India, China, USA, Mexico, or Argentina.

A F− concentration between 0.5–1.0 mg L−1 in drinking water can be considered beneficial for
bones and teeth, but it can cause fluorosis and even neurological damage when it is higher than
1.5 mg L−1 [5]. In the case of Cr, although Cr(III) is indispensable in low quantities, Cr(VI) is considered
highly toxic due to its mutagenic, carcinogenic, and teratogenic potential [6]. Given that it is extremely
improbable that a ban will be implemented in the short term in order to remove F− and Cr(VI) from
industrial use (mainly in aluminum, textile, or leather tanning factories), it is of main importance to
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determine the capacity of soils to retain both anions, aiding to prevent their entry into waterbodies and
plant uptake, as well as to develop low-cost methodologies to increase soil retention capacity and to
remove these toxics when they reach waters [4].

Although different methodologies have been developed to remove F− and Cr(VI) from waters, such
as precipitation, electrocoagulation, ion exchange, or electro-dialysis, the use of adsorbent materials has
been considered as the most economical and sustainable alternative [2]. Previous works have dealt with
individual adsorption of F− and Cr(VI), separately, both in soils and in different waste materials [3,7–13].
In addition, some studies focused on simultaneous retention of F− and Cr(VI), using adsorbents such as
a chitosan-alginate aluminum complex (CSAlg-Al) [4], or synthetic mesoporous alumina [2]. However,
there is not enough information on simultaneous retention of these two anions in different soils, as
well as on the adsorbent capacity of different byproducts derived from industrial activities.

Galicia (NW Spain) is one of the geographical areas affected by activities which cause environmental
pollution by F− and Cr(VI) (mining, aluminum factories, glass, dyes, leather tanning), and where it
is also easy to obtain locally different by-products that could be used as low-cost sorbents for both
pollutants [10–13]. Taking into account this previous background, the objectives of this work are: (1) to
determine the capacity of forest and vineyard soils to adsorb F− and Cr(VI) simultaneously; (2) to
determine the adsorption capacity for both anions of byproducts from forestry (oak ash, pine bark,
and pine sawdust), from agriculture (hemp waste), from mining (pyritic material), and from the food
industry (mussel shell). The results of this study could aid to solve environmental issues due to both
pollutants in waters and soils, and at the same time promote the productive recycling of by-products.

2. Materials and Methods

2.1. Materials

In Galicia (NW Spain), some environmental problems related to F− and Cr(VI) pollution have
been previously pointed out [10–13]. In fact, the soils and sorbent materials used in this work to
study F− and Cr(VI) competitive adsorption were the same previously described when performing
individual adsorption tests for these two anions [13], in addition to pine sawdust, also previously
described [12]. Specifically, in the current work we used samples of forest and vineyard soils, pyritic
material, fine mussel shell, pine bark, oak ash, hemp waste, and pine sawdust. Taking into account
that detailed descriptions for all these materials were previously published in the referred works, data
on it are included in Supplementary Material. In fact, specific references regarding Supplementary
Material are also included [14–37].

2.2. Methods

2.2.1. Characterization of the Soil Samples and Sorbent Materials

Details on all methods used to characterize soils and by-products, as well as the results of those
procedures, are shown in Supplementary Material. Specifically, total C and N contents, pH in distilled
water, pH of the point of zero charge (pHpzc), exchangeable Na, K, Ca, Mg, and Al, effective cation
exchange capacity (eCEC), total P, total concentrations of Na, K, Ca, Mg, Al, Fe, Mn, As, Cd, Cr, Cu, Ni,
Pb, and Zn, non-crystalline Al and Fe (Alo, Feo), and particle-size distribution for forest and vineyard
soils. Also, infrared spectroscopy was used to determine the main functional groups present in each
soil and byproduct.

2.2.2. Competitive Adsorption Experiments for F− and Cr(VI)

A methodology similar to that previously described by Romar-Gasalla et al. [13] was used for
these experiments. Specifically, each of the individual samples of soils and by-products were added
with F− and Cr(VI) simultaneously. To do that, 3 g of each sample were stirred with 30 mL of a 0.01 M
NaNO3 solution in which F− and Cr(VI) were incorporated at the same concentration (0.5, 1.5, 3,
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and 6 mmol L−1 of each anion), using analytical grade KF (Panreac, Spain) and K2Cr2O7 (Panreac,
Spain). All these suspensions were stirred for 24 h, centrifuged for 15 min (6167× g), and filtered by
acid washed paper (Whatman, Spain). ICP Mass (Varian 820-NS, USA) was used to determine Cr(VI)
concentration in the filtrated liquid, and F− was quantified by means of an ion-selective electrode
and TISAB IV (Orion Research, Cambridge, MA, USA). Triplicate determinations were carried out in
all cases.

The amounts of F− and Cr(VI) adsorbed were calculated as the difference between those added
and those remaining in solution at equilibrium.

2.2.3. Modeling Adsorption

Adsorption data were firstly adjusted to the Langmuir and Freundlich models. The Langmuir
model corresponds to the following equation:

Qeq =
Qmax ×KL ×Ce

(1 + KL ×Ce)
(1)

where Qeq is the amount of F− or Cr(VI) adsorbed (mmol kg−1), KL is the Langmuir’s constant related
to the adsorption energy ((L mmol−1), Ce is the concentration of F− or Cr(VI) in the equilibrium solution
(mmol L−1), and Qmax is the maximum adsorption capacity (mmol kg−1).

The Freundlich model (Equation (2)) corresponds to the equation:

Qeq = KF ×C1/n
e (2)

where KF is the Freundlich’s constant related to the adsorption energy (Ln kg−1 mmol(1−n)), and n is
the constant related to the adsorption intensity (dimensionless).

In a second step, adsorption data was adjusted to the Tempkin model (Equation (3)):

qa = β ln KT + β ln Ce (3)

where β = RT/bt and bt is the Temkin isotherm constant; Kt is the Tempkin isotherm equilibrium
binding constant (L g−1); T is Temperature (25 ◦C) (K = 298◦), and R is the universal gas constant
(8314 Pa m3/mol K).

3. Results and Discussion

3.1. F− and Cr(VI) Competitive Adsorption in a Binary System

Figure 1 shows F− and Cr(VI) adsorption in a competitive (binary) system, as well as data
corresponding to an individual (simple) system (from Romar-Gasalla et al. [13]).

In the binary competitive system, two kinds of behavior can be observed. On the one hand,
both soils, mussel shell, oak ash, and hemp waste present higher adsorption for F− (between 15 and
42 mmol kg−1) than for Cr(VI) (between 8 and 19 mmol kg−1) for the highest concentrations added
(Figure 1), which becomes more evident when results are expressed as percentages (25–70% for F−,
and 1–30% for Cr (VI)). On the other hand, pine bark, sawdust and, in general, pyritic material,
have a higher affinity for Cr(VI) (39–60 mmol kg−1, representing between 22–99% of the highest
concentration added) than for F− (1.5–11 mmol kg−1, representing 1–67% of the highest concentration
added) (Figure 1). In the previous study, carried out in individual (simple) systems for Cr(VI) and F−
separately (Romar-Gasalla et al. [13]), the highest F− adsorption corresponded to forest soil, pyritic
material, pine bark, and oak ash, with values between 30 and 40 mmol kg−1, which represented
between 60–72% of the highest concentration of F− added, while pine bark, pine sawdust, and pyritic
material showed the highest adsorption of Cr(VI) for the highest concentration of Cr(VI) added, with
69, 40, and 32 mmol kg−1, representing 98, 68, and 55%, respectively. Li et al. [2] found higher affinity
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for F− than for Cr(VI) in synthetic alumina gels, while Mohapatra et al. [38] obtained the opposite
result in alumina nanofibers.

Figure 1. Percentage adsorption for Cr(VI) and F− in the various soils and sorbents tested, in simple (S)
and binary (B) systems. Average values for three replicates, with error bars showing that coefficients of
variation were <5%.

The behavior observed in the present study can be related to the different composition of the sorbent
materials used, and to their pH values (Table S1, Supplementary Material). Specifically, those sorbents
having more acidic pH (pine bark, sawdust, and pyritic material) show higher adsorption for Cr(VI)
than for F−, because Cr(VI) adsorption is higher in clearly acid media, decreasing in alkaline and
slightly acidic conditions [39,40], as the HCrO4

− species, present in acid media, is more intensively
adsorbed than CrO4

2−, which predominates in alkaline conditions [41].
In the case of pine bark and sawdust, acidic conditions favor the protonation of the phenolic

groups present in organic compounds [42,43], electrostatically attracting negatively charged Cr(VI)
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species. In the case of the pyritic material, the positive charges of non-crystalline Fe minerals favor
Cr(VI) adsorption, as observed in previous studies [44,45]. However, when the materials have a high
concentration of non-crystalline Al minerals, such as in forest soil, vineyard soil, and oak ash (Table S1,
Supplementary Material), the affinity for F− is very high, as previously pointed out [10,11,46]. In the
case of mussel shell, high F− adsorption may be related to binding to the surface of carbonates through
inner-sphere complexes with octahedral Ca [11,47].

Comparing percentage adsorption in binary and simple systems (Figure 1), it is clear that in the
binary system F− interferes Cr(VI) retention in sawdust, hemp waste, and mussel shell, decreasing
Cr(VI) adsorption up to 90, 20, and 12%, respectively. Likewise, Cr(VI) decreases F− adsorption in the
binary system up to 30% in the pyritic material and pine bark, up to 12% in hemp waste and vineyard
soil, and less than 10% in forest soil.

Li et al. [2] found for synthetic alumina gels that the coexistence of F− and Cr(VI) in solution
decreased Cr(VI) adsorption, but enhanced F− adsorption, due to the fact that alumina has higher
affinity for F− than for Cr(VI), and Cr can form ≡CrOH2

+ groups, which could be new adsorption sites
for F−.

Deng et al. [48], studying competitive adsorption in fibers impregnated with cerium, found that
F− adsorption increased in a binary system in relation to a simple system, whereas Cr(VI) adsorption
decreased (i.e., Cr(VI) favored F− adsorption, but F− hindered Cr(VI) adsorption). In addition,
Wu et al. [49] reported that Cr(VI) enhanced the adsorption of another anion (anionic As) on activated
carbon in a binary system.

In the present study, Cr(VI) hinders F− adsorption (except in mussel shell for the highest
concentrations of both pollutants), and F− decreases Cr(VI) adsorption in sawdust, hemp waste, and
mussel shell (Figure 1), and overall results indicate that Cr(VI) and F− compete for adsorption sites.
The decrease in the adsorption of each anion in the binary system (in relation to the simple system) can
be related to the fact that F− and some of the Cr(VI) species (HCrO4

−, Cr2O7
2−, CrO4

2−) have similar
mechanisms of adsorption, and compete with each other [2]. Liu et al. [50], studying competitive
adsorption between F− and As(V) in Fe, Al, and Fe and Al oxyhydroxides, found that Fe oxyhydroxides
have a high capacity to adsorb another element in anionic form (As(V)), but very little to adsorb
F−, while Al oxyhydroxides (AlOxHy) have a high capacity to adsorb both anions, but the efficiency
depends on pH value, and there is an important competition between both anions for adsorption sites;
and, finally, the mixed oxyhydroxides FeAlOxHy have a high capacity to adsorb F− and As(V) over a
wide range of pH, and no competition was observed.

Taking into account that in the forest soil there is a lower decrease of Cr(VI) and F− adsorption in
the binary system as compared to the simple system, it would indicate absence of competition between
F− and Cr(VI) for adsorption sites in that soil, which could be due to its high concentrations of Fe
and Al oxyhydroxides (Table S1, Supplementary Material), with a high capacity to adsorb F− and
Cr(VI) without competition at the concentrations tested (up to 6 mmol L−1 for each one). However, it
must be noted that none of the materials here studied show a high capacity to adsorb simultaneously
both pollutants.

Overall, in cases of contamination where both pollutants are present simultaneously, the forest
soil would be able to retain up to 70% of F− (Figure 1), but the incorporation of pine bark would be
needed to also adsorb high percentages of Cr(VI). Regarding the vineyard soil, the incorporation of
pine bark would increase Cr(VI) and F− adsorption up to 94% and 86%, respectively, while oak ash
could increase F− adsorption up to 74%, as shown in a previous study [13].

3.2. Fitting to Adsorption Models

Table 1 shows fitting of adsorption data to the Langmuir model for F− and Cr(VI) in binary and
simple systems, while Table 2 presents fitting to the Freundlich model.

As shown in this Table, the existence of high errors prevents valid adjustments to the Langmuir
model in most sorbents. In the case of Cr(VI), R2 values corresponding to the Langmuir model are

491



Processes 2019, 7, 748

higher than 0.9 for the two sorbents, which are adjustable. Table 2 shows that in the Freundlich model
R2 values are higher than 0.93, except for hemp waste. Therefore, Cr(VI) adsorption is better adjusted
to the Freundlich’s equation, coinciding with what was pointed out by other authors [13,44,45,51,52].
In the case of F−, R2 values are generally high for both models (in those sorbents which are adjustable),
as found in previous studies [10,13,46], but in the current work there are several sorbents for which the
errors associated to parameters in the Langmuir equation are also too high, preventing from valid
adjustments being made in these cases.

Table 1 also shows that in the materials for which the adjustment of F− adsorption to Langmuir is
good, Qmax (maximum adsorption capacity) is higher in the simple than in the binary system, coinciding
with that reported by Li et al. [2], which would indicate a competition between F− and Cr(VI) for the
adsorption sites in these materials. The KL parameter is related to the energy of adsorption [53], and in the
present study it is generally higher in the binary than in the simple system (Table 1), indicating that this
anion occupies the places of higher binding energy, even though F− adsorption is smaller in the binary
than in the simple system. In addition, in the binary system, KL values for F− correlated significantly with
non-crystalline Al (r = 0.63, p < 0.01), and also with cation exchange capacity (r = 0.75, p < 0.05).

Table 1. Parameters of the Langmuir model for Cr(VI) and F− in individual simple (S) and competitive
binary (B) systems.

Adsorbent Adsorbate
Langmuir Parameters

Qmax (mmol kg−1) Error KL (L mmol−1) Error R2

Forest soil

Cr (S) - - - - -
Cr (B) - - - - -
F (S) - - - - -
F (B) - - - - -

Vineyard soil

Cr (S) - - - - -
Cr (B) - - - - -
F (S) 82.050 9.960 0.188 0.030 0.999
F (B) 43.418 10.653 0.407 0.188 0.959

Pyritic material

Cr (S) 36.594 4.049 2.636 1.012 0.970
Cr (B) 40.779 5.260 3.320 1.540 0.947
F (S) - - - - -
F (B) - - - - -

Pine bark

Cr (S) - - - - -
Cr (B) - - - - -
F (S) 93.130 12.790 0.297 0.061 0.997
F (B) 24.991 4.055 0.225 0.063 0.989

Hemp waste

Cr (S) - - - - -
Cr (B) - - - - -
F (S) 107.829 57.080 0.038 0.023 0.997
F (B) - - - - -

Cr (S) - - - - -

Pine sawdust
Cr (B) - - - - -
F (S) 31.90557 4.480 0.345 0.151 0.932
F (B) - - - - -

Cr (S) - - - - -

Mussel shell
Cr (B) - - - - -
F (S) 37.900 3.170 0.420 0.020 0.997
F (B) - - - - -

Cr (S) - - - - -

Oak ash
Cr (B) 26.756 2.752 0.287 0.055 0.994
F (S) 139.780 37.080 0.140 0.050 0.997
F (B) 5.808 0.551 0.648 0.074 0.980

Qmax: maximum adsorption capacity; KL: parameter related to the strength of interaction adsorbent/adsorbate;
R2: coefficient of determination; -: error values too high for fitting.
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Regarding the Freundlich model, KF is a main parameter for which higher values are indicative
of higher adsorption capacity of the adsorbents [54,55]. Overall, and contrary to that reported by
Li et al. [2] for synthetic alumina gels, in the present study KF values were lower for both anions in the
binary than in the simple system (Table 2), which indicates a reduction in adsorption capacity in the
binary in relation to the simple system. However, both soils, pine bark, and oak ash did not evidence
variation in Cr(VI) adsorption in the presence of F− (Figure 1). In addition, in the binary system, KF
values (and therefore adsorption capacities) were higher for F− than for Cr(VI) in both soils, hemp
waste, pine sawdust, mussel shell, and oak ash, whereas KF was much higher for Cr(VI) in the pyritic
material and in pine bark.

Table 2. Parameters of the Freundlich model for Cr(VI) and F− in individual simple (S) and competitive
binary (B) systems.

Adsorbent Adsorbate
Freundlich Parameters

KF (Ln kg−1 mmol(1−n)) Error n Error R2

Forest soil

Cr (S) 1.380 0.260 1.200 0.130 0.990
Cr (B) 1.303 0.246 1.224 0.125 0.986
F (S) 26.370 1.260 1.075 0.009 0.999
F (B) 22.988 1.642 1.026 0.123 0.977

Vineyard soil

Cr (S) 0.890 0.249 1.482 0.182 0.990
Cr (B) 0.815 0.394 1.349 0.309 0.936
F (S) 12.180 0.250 0.778 0.002 0.999
F (B) 11.660 1.737 0.639 0.138 0.926

Pyritic material

Cr (S) 23.343 1.171 0.381 0.045 0.980
Cr (B) 28.504 0.075 0.344 0.002 0.999
F (S) 17.240 0.3929 1.208 0.003 0.998
F (B) 4.584 0.974 1.480 0.191 0.980

Pine bark

Cr (S) 8436.359 3298.200 1.976 0.153 1.000
Cr (B) 1357.763 1269.334 1.385 0.387 0.941
F (S) 20.238 0.837 0.771 0.005 0.994
F (B) 4.675 0.233 0.662 0.038 0.995

Hemp waste

Cr (S) 1.515 0.263 1.094 0.109 0.993
Cr (B) 0.059 0.053 2.037 0.889 0.876
F (S) 4.073 0.260 0.910 0.005 0.997
F (B) 2.875 0.612 0.687 0.145 0.968

Pine sawdust

Cr (S) 10.010 0.000 - - 1.000
Cr (B) 1.257 0.149 1.599 0.082 0.997
F (S) 4.073 0.253 0.908 0.047 0.996
F (B) 2.875 0.612 0.687 0.145 0.968

Mussel shell

Cr (S) 0.2817 0.1362 2.117 0.301 0.990
Cr (B) - - 9.341 0.892 0.999
F (S) 10.34 1.260 0.562 0.083 0.971
F (B) 1.215 0.922 8.843 1.896 0.947

Cr (S) 3.536 0.766 1.112 0.163 0.980

Oak ash
Cr (B) 5.808 0.551 0.648 0.074 0.980
F (S) 17.11 0.480 0.842 0.035 0.999
F (B) 10.585 0.216 10.585 0.020 0.999

KF: parameter related to adsorption capacity; n: parameter related to the heterogeneity of the sorbent; R2: coefficient
of determination; -: error values too high for fitting.

The Freundlich’s n parameter is related to the affinity between the adsorbent and the adsorbate
(lower n values indicate higher affinity) [55], informing on the reactivity and heterogeneity of the active
sites of the adsorbent. If n = 1, the adsorption is linear, while if n > 1, the adsorption is chemical, and
values of n < 1 are indicative of high-energy heterogeneous sites, with strong interactions between
molecules of adsorbate, where physical adsorption will be the most favorable, and high-energy sites
are the first to be occupied [53,56,57]. Table 2 shows that n is >1 for Cr(VI) in most cases (except for
oak ash in the binary system, and for the pyritic material in both binary and simple systems), which
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would indicate that Cr(VI) adsorption is mainly chemical in both soils and most of the other sorbents
studied, while it is mainly physical in oak ash and the pyritic material. For Cr(VI), the n parameter
presents very similar values for binary and simple systems in both soils and in the pyritic material,
whereas n decreases in the binary system for pine bark and oak ash, and increases for pine sawdust,
mussel shell, and hemp waste. Therefore, the presence of F− generally modifies Cr(VI) affinity for the
sorbents (except for both soils and the pyritic material), increasing affinity for pine bark and oak ash,
and decreasing it for mussel shell, hemp waste, and pine sawdust.

This was confirmed in practice by the adsorption experiments (Figure 1), with the exception of
pine bark and mussel shell, which had a high affinity for Cr(VI) not further affected by the presence of
F−. In the case of F−, n was <1 in both the binary and the simple systems for most sorbents (except forest
soil, which is around 1, and the pyritic material and mussel shell, which is >1) (Table 2). The presence
of Cr(VI) does not modify the value of n in forest soil, but caused a decrease in vineyard soil, pine bark,
hemp waste, and pine sawdust, and caused an increase in pyritic material, mussel shell, and oak ash.
These results would indicate that for most of the sorbents, F− is adsorbed on high energy heterogeneous
sites in both binary and simple systems, and the presence of Cr(VI) affects the interaction with sorbate,
favoring it in some cases, and hampering it in other, which coincides with experimental data for forest
soil, pyritic material, oak ash, and mussel shell, but not for vineyard soil, pine bark, hemp waste, and
pine sawdust.

Li et al. [2], and Deng et al. [48], reported increased F− adsorption in binary as compared to simple
systems, while Cr(VI) adsorption decreased. In addition, in the present study, n values in the binary
system were lower for F− than for Cr(VI) in most sorbents, with the exception of pyritic material and
oak ash, which would indicate that the highest energy sites are occupied by F− in most materials.

In addition, Table 3 shows the fitting of adsorption data to the Temkin model. This model assumes
that adsorption is characterized by uniform binding energies distribution up to the maximum level [58],
and that adsorption energy decreases linearly with surface occupation. As shown in Table 3, in some
cases error values were too high to allow adjustment. Taking into account that this model is considered
appropriate for chemical adsorption based on strong electrostatic interactions, those cases where the
model fits well can be considered indicative of the relevance of chemisorption, as previously reported
by Gao et al. [59] and by Rajapaksha et al. [60].

Table 3. Parameters of the Temkin model for Cr(VI) and F− in individual simple (S) and competitive
binary (B) systems.

Adsorbent Adsorbate
Temkin Parameter

bt Error Kt (L g−1) Error R2

Forest soil

Cr (S) 3,176,374.39 0.485 - - 0.680
Cr (B) 813,385.42 1.022 2.361 1.303 0.897
F (S) 126,626.39 2.385 4.083 0.610 0.983
F (B) 128,112.72 2.604 4.905 0.853 0.980

Vineyard soil

Cr (S) 780,829.49 1.226 2.075 1.242 0.866
Cr (B) 1,035,341.41 0.911 2.316 1.458 0.874
F (S) 280,522.19 1.661 5.973 2.167 0.965
F (B) 272,680.16 0.924 4.480 0.789 0.989

Pyritic material

Cr (S) 463,270.75 0.727 112.489 60.409 0.983
Cr (B) - - 235.022 170.959 0.974
F (S) - - 4.574 1.657 0.939
F (B) 325,525.16 3.093 4.189 3.104 0.862
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Table 3. Cont.

Adsorbent Adsorbate
Temkin Parameter

bt Error Kt (L g−1) Error R2

Pine bark

Cr (S) 189,257.65 6.035 222.501 214.420 0.781
Cr (B) 134,453.35 5.739 120.715 66.304 0.912
F (S) 207,675.77 1.763 7.664 2.080 0.977
F (B) - - 4.268 1.207 0.982

Hemp waste

Cr (S) - - 2.755 2.094 0.824
Cr (B) - - - - -
F (S) - - - - -
F (B) - - 2.430 1.127 0.943

Pine sawdust

Cr (S) - - 25.597 29.425 0.464
Cr (B) - - - - -
F (S) - - - - -
F (B) - - - - -

Cr (S) - - - - -

Mussel shell
Cr (B) - - 1.144 0.763 0.717
F (S) - - - - -
F (B) - - 2.052 1.302 0.693

Cr (S) - - 2.221 0.818 0.935

Oak ash
Cr (B) - - 3.808 0.417 0.996
F (S) - - 15.540 9.444 0.910
F (B) - - 4.866 1.858 0.956

bt: Temkin isotherm constant; Kt: Tempkin isotherm equilibrium binding constant; R2: coefficient of determination;
-: adjustment not allowed due to high error values.

4. Conclusions

Competitive adsorption was studied for F− and Cr(VI) in binary systems where the same
concentrations of both pollutants were added simultaneously. The pH values of the adsorbent materials
used determine their affinity for both pollutants, causing those with higher pH to have a higher affinity
for F−, while lower pH values favor Cr(VI) adsorption. In the soils studied, the simultaneous presence
of F− and Cr(VI) does not modify Cr(VI) adsorption, but decreases that of F− compared to the simple
systems, especially in the vineyard soil. The presence of Cr(VI) also hinders F− adsorption in all
by-products, while F− decreased Cr(VI) retention in pine sawdust, hemp waste, and mussel shell.
When both pollutants are present simultaneously, Cr(VI) occupies the highest energy adsorption sites
in both soils, and also in pine bark, while they are occupied by F− in the other adsorbent materials
studied here. In episodes of contamination in which F− and Cr(VI) are involved simultaneously, the use
of only one of the bioadsorbents could be not effective to successfully retain both pollutants. However,
the problem could be addressed using mixtures of two bioadsorbents. Specifically, pine bark would
adsorb most Cr(VI), and oak ash would perform very effectively in removing F− from binary systems,
which could be of great aid in the case of soils having low adsorption capacity for these two pollutants.

Supplementary Materials: The following are available online at http://www.mdpi.com/2227-9717/7/10/748/s1,
Table S1: General characteristics of the sorbent materials (average values for 3 replicates, with coefficients of
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Figure S3: Infrared spectrum of pyritic material, Figure S4: Infrared spectrum of fine mussel shell, Figure S5:
Infrared spectrum of pine bark, Figure S6: Infrared spectrum of oak ash, Figure S7: Infrared spectrum of hemp
waste, Figure S8. Infrared spectrum of pine sawdust, Figure S9: Fitting of Cr(VI) adsorption data to the Freundlich
model for simple (S) and binary (B) experiments, Figure S10: Fitting of F− adsorption data to the Freundlich model
for simple (S) and binary (B) experiments.
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Abstract: Agriculture has long been considered a great source of nitrogen (N) to surface waters and a
major cause of eutrophication. Thus, management practices at the farm-scale have since attempted to
mitigate the N losses, although often limited in tile-drained agricultural catchments, which speed up
the N transport, while minimizing natural removal in the landscape. In this context, surface-flow
constructed wetlands (SFWs) have been particularly implemented as an edge-of-field strategy to
intercept tile drains and reduce the N loads by re-establishing ecosystems services of previously
drained water ponded areas. These systems collect the incoming water volumes in basins sufficiently
large to prolong the hydraulic residence time to a degree where biogeochemical processes between
the water, soil, sediments, plants, macro and microorganisms can mediate the removal of N. Despite
their documented suitability, great intra and inter-variability in N treatment is still observed to date.
Therefore, it is essential to thoroughly investigate the driving factors behind performance of SFWs, in
order to support their successful implementation according to local catchment characteristics, and
ensure compliance with N removal goals. This review contextualizes the aforementioned issue, and
critically evaluates the influence of hydrochemistry, hydrology and biogeochemistry in the treatment
of N by SFWs.

Keywords: surface-flow constructed wetland; nitrogen load; nitrate; ammonium; organic nitrogen;
hydraulic load; hydraulic residence time; temperature; denitrification; biological uptake

1. Introduction

1.1. Agriculture as Nitrogen Sources

Nitrogen (N) is an essential element for crop systems, and has been progressively
used in agriculture as fertilizers, which made agricultural catchments a major source of N
with detrimental effects on the quality of inland and coastal surface waters, including an
increased incidence of eutrophication [1–3]. In this context, precipitation and mineralization
of the soil organic matter are non-controllable factors which highly regulate the level of N
leaching and subsequent loss [1]. Application of fertilizers in agricultural fields, on the other
hand, can be regulated at the farm-scale, and anticipates the excess N content in the soil
profile prone to leaching [1,4,5]. Therefore, efforts have been made to decrease or optimize
the use of fertilizers by balancing N inputs with crop uptake through proper timing and
rate of application in order to prevent N accumulation (residual N) and loss [1,6].

Management practices at the farm-scale, often supported by agricultural policies
and measures such as the Water Framework Directive, are crucial to reduce N losses and
mitigate the impact of agriculture. However, these are often insufficient to reduce N losses
to desired levels and protect surface waters [5,7,8]. This normally occurs when the N
surplus or storage in the soil profile is particularly high. A common challenge is to find a
fine balance between N availability and crop growth through the application of fertilizers
so that optimal production and minimal N leaching are achieved [4–6]. Furthermore, the
heterogeneous distribution of N across agricultural fields complicates this challenge [6].
Therefore, application of fertilizers above the required level, thus producing N surpluses,
are normally the case [4]. In spite of that, crop rotations that include perennial crops have
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demonstrated great capacity to reduce N leaching [5,9], although limitations can occur
owing to climatic variations [6] or difficulties to make the activity profitable [7]. Moreover,
controlled drainage has been used to control the loss of N by regulating the water table
level at the site and the resulting outflow [10]. However, this practice can be somewhat
complex (e.g., in steep terrains) and hinder crop production [6,10], besides increasing the
risk of surface runoff and phosphorus loss due to the emergence of reducing conditions
in the soil [11]. Cover crops, in turn, have been reported to reduce N leaching through
uptake and storage of organic N in some plant species between crop seasons [6]. Short and
cold periods between crop harvest and new planting, however, may limit the effectiveness
of this practice. The effect of tillage, on the other hand, can be negligible [1,4] or even
negative by supporting N mineralization and subsequent leaching [5–7]. Finally, these
practices may also be limited in catchments rich in organic matter, where N mineralization
is promoted [1], or in the so-called critical source areas, where N losses are markedly high.

Subsurface drainage has been largely utilized in agricultural catchments with low-
permeable and fine-textured soils (e.g., loamy and clayey soils) to allow proper water
infiltration and prevent waterlogging at the site so that agricultural activities can be
carried out [12]. However, the drainage networks also function as a direct conduit of
nutrients, speeding up the transport of N to surface waters downstream, while minimizing
surface runoff and the transport of sediment particles [1,7,10]. Macro-pores in the soil
profile and higher soil permeability can also enhance the leaching of N to tile drains and
subsequent transport by promoting preferential flow from the soil surface [13,14]. The
transport of N occurs according to precipitation events, which control the water flow, and,
together with the N content of the soil, regulate the N concentration in tile drains [1,5].
The resulting amount of N lost then refers to the N load in tile drain (Equation (1)).
Moreover, subsurface drainage discharge skips natural removal mechanisms for N in the
landscape, often resulting in N loads or concentrations sufficiently high to compromise
aquatic ecosystems [4,6].

N load in tile drain = water flow
(

m3 yr−1
)
× N concentration

(
g m−3

)
(1)

Tile-drained agriculture can be highly diverse in space and time in relation to agricul-
tural practices, geology, soil type, topography, hydrology and climate, which all contribute
to determine the level of N loss between catchments, as well as within the same due to
seasonality and annual differences [7,15]. This consequently results in variable N loads and
fractions of the N forms transported in tile drains, as these depend on the local catchment
characteristics. Nitrogen is transported in the dissolved forms of nitrate (NO3

−) and ammo-
nium (NH4

+), i.e., the bioavailable N forms for crop systems [6], as well as particle-bound
or organic N, which is usually transported in low amounts. Ammonium, however, is
prone to bind to negatively charged soil particles and become less mobile than NO3

−, or be
nitrified, thus converting into NO3

− [7,9]. Therefore, N transport consists mainly of NO3
−,

as it is highly mobile and may be generated in situ.

1.2. Need to Recover Ecosystem Services at the Edge-of-Field

Artificial drainage of large water ponded areas has been intensified in the last century
in order to allow the expansion and development of agriculture [4,7,12]. This occurred
because natural hydrology was often insufficient to lower the water table and promote
optimal conditions for crop growth. This process commonly resulted in the conversion of
wetlands and peatlands into agricultural fields, which not only disrupted the hydrological
regime, but also gradually restricted the natural capacity of the landscape to reduce N
loads from highlands to surface waters downstream [4,9,12]. Moreover, mineralization
of the pre-existing organic N pool has been favored in response to both water drainage
and agricultural practices (e.g., tillage and seasonal vegetation), consequently increasing
the potential N content prone to leaching [6]. Thereby, N losses have been increasingly
recurrent, especially in soils rich in organic matter.

502



Processes 2021, 9, 156

The reduced capacity of the landscape to decrease N loads, in addition to the complex
spatiotemporal dynamics of N losses from tile-drained agriculture and limitations of
management practices at the farm-scale described in Section 1.1, have demanded the
implementation of strategies at the catchment-scale capable of effectively lowering N loads
in tile drains to acceptable levels. Accordingly, construction or restoration of surface-flow
systems has been critical in order to re-establish ecosystem services so that significant
reduction of N loads from highlands can occur again [4,12]. Therefore, these systems
are normally designed to reproduce the N removal mechanisms of natural wetlands. In
addition to that, flood control and enhancements in biodiversity are promoted. Surface-flow
systems are located at the edge of agricultural catchments and play a fundamental role on
increasing the hydraulic residence time (HRT) of the water flow at the outlet of tile drains
so that removal of dissolved and any remaining fraction of particle-bound or organic N in
water can occur through mechanisms deemed low-cost. The process is primarily promoted
by enlarging the area or volume of the surface-flow medium, thus decelerating the water
flow, which subsequently favors sedimentation of particles as well as biogeochemical
cycling of N between the water, soil, sediments, plants, macro and microorganisms. At this
stage, two N removal mechanisms are especially promoted, i.e., assimilation and storage
of N into organic forms by the locally existing biota; and denitrification, which depends
on carbon availability and anaerobic conditions. Surface-flow systems normally contain
hydrophyte plants and hydric soils, which contribute to these mechanisms.

As a result of the above, edge-of-field measures deemed cost-effective are often
necessary to intercept the drainage networks and mitigate the effects of N discharge
into surface waters [4,6–8]. These measures are, therefore, commonly recommended in
critical source areas [9]. It is known that HRT is a key factor regulating N removal [10,12],
thus the water flow in tile drains must primarily slow down. Systems that utilize this
approach include surface-flow constructed wetlands (SFWs), restored wetlands and
drainage ditches, which allow the subsurface drainage discharge to be collected into
a basin so that biogeochemical processes ultimately resulting in the removal of N can
occur. These systems have been widely used for decades, thus with proven records to
suitably reduce the N loads from tile drains.

1.3. Aim of the Review

Among the surface-flow systems mentioned in Section 1.2, SFWs have become the
prevalent practice, accounting for a growing body of research in different aspects, as
described in Section 2. However, despite the progress, great variability in N treatment
within and between SFWs is still observed to date, which often leads to suboptimal perfor-
mance and uncertain collective effect in watersheds, ultimately complicating estimates of
cost-efficiency for planned systems. Therefore, a thorough understanding of this issue is
fundamental to ensure that local N removal goals are achieved in the short and long-term.
The successful application of SFWs may subsequently minimize interventions in agricul-
tural activities and production. In line with the above, this review aims to (i) describe
the SFWs located at the edge of tile-drained agricultural catchments and intended for N
removal, (ii) discuss the driving factors behind performance, the causes of variability and
related processes, (iii) highlight their strengths and limitations in relation to N treatment,
and (iv) suggest plausible outcomes for specific conditions.

This review has no focus on measures that mitigate N losses at the farm-scale, nor
on approaches that intensify denitrification at the edge of agricultural catchments (e.g.,
woodchip bioreactors and riparian buffers), but rather on the use of SFWs as a strategy
to increase the HRT of tile drain discharge and promote N removal. Finally, this review
avoided citing studies dealing with effluents other than agricultural subsurface or tile
drainage, and bases its structure on that found in Mendes [16].
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2. Variability in the Performance of Surface-Flow Constructed Wetlands

The past decades have demonstrated that implementation of SFWs at the edge of
tile-drained agricultural catchments is a feasible strategy to reduce N loads, especially in
critical source areas. This has led to the widespread use of this practice in large national
plans—so that a cumulative effect could be achieved—intending to reduce N pollution
to coastal and inland surface waters [9,17,18]. Therefore, SFWs are strategically located
systems, built in areas where no natural wetland previously existed, and designed to target
individual catchments, hence with great potential to cope with large watersheds when
used collectively.

The successful implementation of SFWs for this purpose is currently described by
numerous studies reporting varying levels of N removal [19–45]. It is generally observed
that the performance of these systems largely depends on the N load in the tile drain,
climate and SFW design, which all play a role on regulating the system HRT. The varying
characteristics between catchments, seasonality and annual differences affect the aforemen-
tioned factors, and contribute to the large intra and inter-variability in the performance
of SFWs. This consequently complicates estimations for N removal and results in wide
variations in area-based N removal rate (mass area−2 time−1) and efficiency (%) within
and between SFWs (Figure 1a,b). Thereby, in order to understand the performance of
SFWs, it is fundamental to critically evaluate the influence of hydrochemistry, hydrology
and biogeochemistry.

2.1. Nitrogen Load and Forms
2.1.1. Nitrogen Removal Rate

Among a multitude of factors, it is primarily important to observe how SFWs respond
to the N loads in tile drains that reach them. At this point, enlargement of the surface-flow
medium makes the SFW area relevant when calculating the N load (Equation (2)). Nitrogen
removal rate (Equation (3)) correlates positively to N load, which is normally a major
explanatory factor [17,30,33,39,42], as N removal depends on the inputs of N. Therefore, N
removal rate has a direct relationship to N concentration at the SFW inlet, and decreases
as N is removed and its concentration is reduced through the system [46,47]. In line with
this, a relevant correlation between N removal rate and load is observed when testing
the relationship from a compilation of SFWs receiving agricultural subsurface drainage
(Figure 2a). Therefore, increasing loads of N tend to enhance the removal rate, and SFWs
receiving higher N loads tend to outperform others in a rate basis.

N load =
water flow

(
m3 yr−1)× N concentration

(
g m−3)

SFW area (m2)
(2)

N removal rate = N load
(

g m−2 yr−1
)
− N export

(
g m−2 yr−1

)
(3)

Despite the strong correlation between N removal rate and load, Tolomio et al. [28]
demonstrated through multiple linear regression models that N concentrations (flow-
weighted) at the inlet and outlet of a SFW were still strongly correlated (direct relationship)
(R2 = 0.60; regression coefficient = 0.67), especially for NO3

− (R2 = 0.63; regression coeffi-
cient = 0.90). Thus, the study highlighted a relatively small contribution of the SFW to the
reduction of N concentration. Similarly, Steidl et al. [26] found a strong negative correlation
between N concentration at the inlet and the reduction of N concentration through the
system (Kendall’s τ coefficient with p < 0.001 = −0.30). This study indicated therefore an
approximation of the N concentration at the outlet to that at the inlet as the latter increased.
This study also displayed contrasting results to the above, whereby N removal rate strongly
correlated negatively with N concentration (Kendall’s τ coefficient with p < 0.001 = −0.13).
The study found, however, a significant direct relationship between N concentration and
water flow (p < 0.001; logarithmic function), thus suggesting that lower N removal rates
given higher N concentrations occurred due to an associated shortening of HRT, taking
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into account the effect of contact time for N removal (Section 2.2.2). Thereby, these studies
suggest that the effect of N load on N removal, especially on reducing the N concentration,
may be weakened if accompanied by significant increments in water flow (Section 2.2.1).
The inverse relationship between N load and reduction of N concentration through the
system is indeed supported by the first order model presented in Kadlec [46,47]; by Tanner
and Sukias [41], who demonstrated relevant positive correlations between NO3

− load and
concentration at the outlet (R2 = 0.40–0.58; linear functions); and by Tanner et al. [42], in
which this correlation for NO3

− was significant (p < 0.05; analysis of covariance). Hence, it
can be expected that increasing N loads support higher N removal rates at the expense of
lower reductions in N concentration through the system.
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Figure 1. Annual variation in nitrogen (N) removal rate (a) and efficiency (b) from agricultural subsurface drainage within
and between surface-flow constructed wetlands. Reference studies are indicated in square brackets. Wetlands in the same
study are distinguished by different colors. * Include a year with net N export (−38.9 g m−2). ** Average.
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Figure 2. Simple regression between nitrogen (N) load and removal rate (data in red) and efficiency (data in blue) for total
N (a) (data from Table 1) and the N forms nitrate (NO3

−) (b), ammonium (NH4
+) (c) and organic N (d) (data from Table 2).

The numbers in brackets indicate outliers (x, y) removed from the analysis. Note that the scales for total N and NO3
−

are equal.

Nitrogen load varies between SFWs depending on the N load in the tile drain (i.e., the water
flow and N concentration) and the SFW area. Nitrogen concentration is sometimes reported
to have a direct–yet inconsistent–relationship to water flow up to a certain threshold, above
which a dilution effect occurs [22,26,44]—although this effect is not always obvious [42]. When
examining a compilation of SFWs receiving agricultural subsurface drainage, it is observed
that these parameters vary widely (e.g., 3.4–30.0, median 10.4 mg L−1 in N concentration), thus
explaining the large differences in N load (2–2338, median 181 g m−2 yr−1), which subsequently
contribute to the variation in N removal rate (1–452, median 55 g m−2 yr−1) (Table 1), according
to the strong correlation between N removal rate and load.

Although N load is a strong explanatory factor for N removal rate, it is still common to
observe SFWs receiving comparable N loads with large differences in removal rate (Table 1),
which probably results in differing correlation strengths between systems. In these cases,
ascertaining the fractions of the different N forms at the SFW inlet, i.e., NO3

−, NH4
+ and

organic N, may be relevant, as these can affect differently the overall performance [20,48], and
contribute to the variability. Specifically, it can be relevant to analyze whether the removal
rate of each N form responds differently to its load. When testing the correlation strength
between load and removal rate for the different N forms from a compilation of SFWs receiving
agricultural subsurface drainage, it is observed that NO3

− removal rate clearly responds more
promptly to the variation of its load (regression coefficient = 0.46) than the other N forms
(regression coefficients = 0.24–0.42), whose simple linear regression models are rather weak
(R2 < 0.20) (Figure 2b–d). Other studies also support and clearly state the major role of NO3

−
for overall performance [20,48], thus indicating that higher fractions of NO3

− from total N
at the SFW inlet are expected to enhance the N removal rate. Fortunately, this is generally
the case for SFWs receiving agricultural subsurface drainage, i.e., NO3

− fractions normally
higher than 70% (Table 1), which supports the use of SFWs in this context.
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In line with the above, it is clear that the loads, concentrations and removal rates of
NO3

− are rather superior to the other N forms in most of the cases when examining a
compilation of SFWs receiving agricultural subsurface drainage (Table 2). Moreover, a
wide range of NO3

− loads (2–474, median 96 g m−2 yr−1) and concentrations (1.4–15.4,
median 8.6 mg L−1) can be observed between systems, thus largely contributing to
explain the variation not only in NO3

− removal rate (1–277, median 35 g m−2 yr−1),
but also in the overall performance. The latter statement is clearly supported by the
stronger correlation outputs of NO3

− (R2 = 0.77) compared to total N (R2 = 0.63), by
which the regression coefficient of NO3

− (0.46) more than doubled that of total N (0.21)
(Figure 2a,b). Furthermore, that statement is supported by the generally dominant NO3

−
fractions (Table 1).

In relation to NH4
+ and organic N, the latter generally reveals higher concentrations

and loads at the inlet (Table 2), which leads to higher fractions of total N (Table 1). These
two N forms, however, generally represent less than a quarter of the total N load (Table 1),
and reveal low ranges of concentration (generally less than 0.5 and 2.0 mg L−1 for NH4

+

and organic N, respectively) and load (generally up to 10 g m−2 yr−1 for NH4
+) at the inlet,

while organic N loads tend otherwise to highly vary between SFWs (0–360 g m−2 yr−1)
(Table 2). Suggestively, some studies demonstrated that transient pulses of organic N can
be associated to highly pulsed water flows when the agricultural catchment soil undergoes
significant mineralization [20,42]. Despite the weak correlation between organic N load
and removal rate (R2 = 0.11; Figure 2d), its removal rate was comparably variable (−75–
357 g m−2 yr−1) to the load between systems (Table 2). This indicates a wide variance in the
treatment performance of organic N, from little to highly effective SFWs, which is indeed
verified when observing the large differences in its removal efficiency (Table 2). Removal
rates of NH4

+, on the other hand, are rather mild (less than 5–8 g m−2 yr−1), nearly zero
or slightly negative in most of the cases (Table 2), thus normally negligible compared to
those of NO3

− and organic N. The low NH4
+ loads and removal rates, as well as the weak

correlation between these parameters (R2 = 0.19; Figure 2c), indicate therefore that NH4
+

plays a smaller role in the overall performance than the other N forms.
According to the discussed above, variation in the load of NH4

+ and organic N
appears to have a minor effect in the overall performance from the perspective of a mass
balance analysis. Therefore, dominant fractions of these N forms at the SFW inlet may be
undesirable when aiming to achieve relatively high and consistent N removal rates. This is
probably due to deficient removal mechanisms for these N forms compared to those for
NO3

−, or by the product of N transformation processes, which may generate NH4
+ and

organic N in situ (Section 2.3.1). The latter statement is indeed supported by the many cases,
in which net removals of NH4

+ and organic N are negative, commonly up to −8 g m−2 yr−1,
although much larger exports may occur (Table 2). Given the above observations, the
variation of N fractions at the inlet of SFWs receiving agricultural subsurface drainage
(Table 1) consequently contributes to the variability in overall performance and hinders
predictability. Thereby, it is important to acknowledge the incoming N fractions in order to
better estimate the removal potential.
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2.1.2. Nitrogen Removal Efficiency

Nitrogen removal efficiency is useful to compare the treatment performance of SFWs,
as it determines the fraction of N load that is removed in the system (Equation (4)). In
the same way as N removal rate, the model of N removal efficiency implies that N load
must be higher than N export to achieve positive net removal, and that higher N loads and
exports increase and decrease, respectively, the removal efficiency. Moreover, the model
implies that N removal efficiency varies according to the fraction of the N load leaving the
system, i.e., the proportion of N export in relation to N load. As N export tends to increase
under higher N loads (discussion below), N removal efficiency can only increase when
the increment in N export is not sufficiently high to raise or stabilize the fraction of the
N load leaving the system, thus in this case reducing that fraction. Therefore, N exports
promptly responding to N loads can markedly suppress the removal efficiency. As a result,
N removal efficiency depends on how N export responds to N load, i.e., the degree of
change of the former in relation to the variation of the latter.

N removal efficiency =

(
1 − N export

(
g m−2 yr−1)

N load (g m−2 yr−1)

)
× 100 (4)

Although N load accounts for the N inputs into the system, the relationship be-
tween N load and export normally weakens the effect of N load on removal efficiency—
differently from that for N removal rate (Section 2.1.1). Therefore, it is common to
observe SFWs, in which N load plays a minor role in explaining the variation of N
removal efficiency [33,41,49]. This is indeed observed when testing the relationship be-
tween N load and removal efficiency from a compilation of SFWs receiving agricultural
subsurface drainage for both total N and the different N forms (R2 < 0.10; Figure 2a–d).
The weak correlations reflected in well distributed values of N removal efficiency on a
scale of 0–100% with little influence of N load, as clearly observed for total N and NO3

−
(3–90, median 38% and 9–84, median 45%, respectively; Tables 1 and 2) (Figure 2a,b).
Ammonium and organic N, in turn, presented wider variations in removal efficiency,
commonly including negative values (−334–70% and −263–99%, respectively; Table 2)
(Figure 2c,d). Despite the above, N load was a major explanatory factor for N removal
efficiency in a few studies, as observed in Tanner and Sukias [41] (R2 = 0.66; linear
function) and Strand and Weisner [30] (R2 = 0.83; logarithmic function). Taking into
account the variation in correlation strength between systems (including the regression
coefficient), the relationship between N load and removal efficiency may be closely asso-
ciated to the efficiency of N removal mechanisms, such as denitrification and biological
uptake (Section 2.3.1).

Among the correlation tests between N load and removal efficiency described in this
review, that for total N was the strongest and negative (R2 = 0.09; Figure 2a), suggesting that
N removal efficiency may tend to have an inverse relationship to N load. This observation
is indeed supported by many studies [30,33,37,41,49], indicating that increasing N loads
tend to suppress the removal efficiency. According to the model for N removal efficiency
(Equation (4)), the inverse relationship implies that higher N loads tend to raise N export
above a certain threshold, which increases the fraction of the N load leaving the system
and consequently makes the SFW less effective. As N removal depends on the inputs of
N, the increasing fraction of the N load leaving the system as a function of higher N loads
probably relates to the effect of hydrology, i.e., the load and movement of water through
the system, which can promote passage of N without treatment. Therefore, in order to
better understand the intra and inter-variability in N removal efficiency, factors unrelated
to N inputs should be investigated.
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2.2. Effect of Hydrology
2.2.1. Hydraulic Load

In the context of this review, hydraulic load quantifies the amount of agricultural
subsurface drainage that is discharged into SFWs, thus accounting for the water flow from
the tile drain and the area of the system (Equation (5)). Although hydraulic load does
not account for the inputs of N, this parameter is critical to further understand the intra
and inter-variability of N treatment by SFWs, as it regulates the water flow dynamics and
subsequent level of N mixing throughout the system, thus the active hydrological area
or volume of the SFW. Finally, hydraulic load regulates the contact time for N removal
mechanisms (Section 2.3.1).

Hydraulic load =

(
water flow

(
m3 yr−1)

SFW area (m2)

)
(5)

When integrating Equation (5) into Equation (2), it can be seen that N load is the
product of hydraulic load and N concentration. As discussed in Section 2.1.1, N load plays
a key role in regulating N removal rate. Therefore, it can be expected that the constituent
parameters of N load, i.e., hydraulic load and N concentration, contribute to the regulation
of N removal rate. Indeed, the combined effect of hydraulic load and N concentration is
clearly verified when modelling the performance data of a compilation of SFWs receiving
agricultural subsurface drainage (Figure 3a). The model shows that N removal rate in-
creases when there are increments in both hydraulic load and N concentration, which can
be expected due to a cumulative effect of N in the system, which subsequently promotes
N removal mechanisms. Moreover, the model shows that N removal rate responds more
promptly to variations in N concentration under higher hydraulic loads. This observation
is indeed implied when relating N removal rate as a product of N load (Equation (6)).
Nitrogen removal efficiency, on the other hand, is expected to respond less promptly to
variations in N concentration than N removal rate. Thereby, the performance of SFWs
subject to intense hydraulic loads may be more variable. The output of the aforementioned
model fits relatively well to the observed data (Table 1), explaining 62% of the variation in
N removal rate as a function of hydraulic load and N concentration (Figure 3b).

In addition to verifying the combined effect of hydraulic load and N concentration, it
is fundamental to determine the individual effect of these parameters, i.e., the degree of
contribution of each parameter in explaining the variation in N removal rate. Therefore,
this has been tested in this review through multiple regression models by accounting for
the operational data from a compilation of SFWs receiving agricultural subsurface drainage
(Table 3). The model for total N was nearly significant at 95% confidence interval (p = 0.06)
and found that both hydraulic load and N concentration explained about a quarter of the
variation in total N removal rate (R2 = 0.26). Interestingly, the effect of total N concentration
was over four times higher than that of hydraulic load (regression coefficients = 12.33 and
2.76, respectively). The model for NO3

− showed that both parameters explained more than
half of the variation in NO3

− removal rate (R2 = 0.55). Similarly, this model demonstrated
a superior effect of NO3

− concentration to the hydraulic load (regression coefficients = 8.03
and 3.38, respectively). Thus, the models for total N and NO3

− clearly demonstrate that
N inputs play a major regulatory role in determining N removal rate due to a cumulative
effect of N in the system, despite the importance of hydraulic load for N treatment, as
emphasized above. Moreover, the models indicate that hydraulic load may only produce
observable variations in N removal rate if accompanied by changes in N concentration.
These observations highlight the importance of ascertaining the concentration of N in tile
drains prior to constructing a wetland if the goal is to achieve marked N removal rates.
Finally, the models for NH4

+ an organic N showed a low explanatory power (R2 < 0.15)
and were insignificant at 95% confidence interval (p > 0.05). This demonstrates that the
concentration of these N forms and hydraulic load had a minor effect on explaining the
variation in their removal rates. The low concentration ranges of NH4

+ an organic N,
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especially NH4
+, highly variable organic N removal rates (Table 2), and the apparent

susceptibility of these N forms to be generated in the system, as discussed in Section 2.1.1,
probably explain the lack of significant effect of their concentrations. Finally, it can be
expected that the weak models for NH4

+ and organic N suppressed the explanatory power
of the model for total N, which is lower than that for NO3

−.

Figure 3. Modelled total nitrogen (N) removal rate as a function of hydraulic load and total N concentration (a) according to
the relationship between total N removal efficiency and hydraulic load (Figure 4a), and the integration of this relationship
into the model of N removal rate as a function of N removal efficiency and N load (Equation (6)); and simple regression
between the predicted and observed (data from Table 1) N removal rates (b). The numbers in brackets indicate an outlier
(x, y) removed from the analysis.

Figure 4. Simple regression between hydraulic load and removal rate (data in red) and efficiency (data in blue) for total
nitrogen (N) (a) (data from Table 1) and the N forms nitrate (NO3

−) (b), ammonium (NH4
+) (c) and organic N (d) (data

from Table 2). The numbers in brackets indicate outliers (x, y) removed from the analysis. Note that the scales for total N
and NO3

− are equal.
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Table 3. Multiple regression between hydraulic load (m yr−1) and concentration (mg L−1) of the nitrogen (N) forms total N,
nitrate (NO3

−), ammonium (NH4
+) and organic N as independent variables, and removal rate (g m−2 yr−1) and efficiency

(%) of these N forms as dependent variables (data from Tables 1 and 2).

N form Removal
Number of

Observations
R2 p-Value

p-Value Coefficient

Hydraulic
Load

Concentration
Hydraulic

Load
Concentration

Total N
Rate 21 0.26 0.06 0.03 * 0.07 2.76 12.33

Efficiency 22 0.25 0.06 0.02 * 0.49 −0.65 −1.00

NO3
− Rate 22 0.55 0.00 * 0.00 * 0.04 * 3.38 8.03

Efficiency 22 0.07 0.48 0.31 0.95 −0.26 −0.09

NH4
+ Rate 16 0.14 0.38 0.17 0.68 −0.51 5.51

Efficiency 16 0.14 0.36 0.23 0.29 −2.07 65.38

Organic N Rate 15 0.00 0.98 0.93 0.86 −0.15 5.79
Efficiency 12 0.51 0.04 * 0.03 * 0.16 −3.37 51.07

* Significant at 95% confidence interval.

Following the approach described above, this review also tested the individual effect
of hydraulic load and N concentration in the variation of N removal efficiency through
multiple regression models (Table 3). Similar to the results above for total N, the model for
total N removal efficiency was nearly significant at 95% confidence interval (p = 0.06), and
explained a quarter of the variation in total N removal efficiency (R2 = 0.25). In this case,
however, the effect of total N concentration was not even close to being significant at 95%
confidence interval (p = 0.49), thus being negligible. The effect of hydraulic load, on the
other hand, was significant (p < 0.05) and slightly negative (regression coefficient = −0.65),
thus demonstrating potential to decrease the efficiency of SFWs under higher hydraulic
loads. These observations support the assumption made at the end of Section 2.1.2, which
relates lower N removal efficiencies to increasing N loads due to the effect of hydrology.

N removal rate =

(
N removal efficiency (%)× N load

(
g m−2 yr−1)

100

)
(6)

Surprisingly, the models not only for NH4
+ but also for NO3

− removal efficiency were
rather weak (R2 < 0.15) and insignificant at 95% confidence interval (p > 0.05). Thereby,
hydraulic load and the concentration of these N forms did not show an observable effect
in the variation of their removal efficiencies (Table 3). For NH4

+, the same assumptions
made above for the model of its removal rate may explain the lack of significant effect here.
The variation in NO3

− removal efficiency, in turn, seems to be unaffected by the inputs of
NO3

− and hydrology, as observed here and by the negligible correlation between NO3
−

removal efficiency and load (R2 = 0.03) (Figure 2b). Hence, these observations strengthen
the assumption that NO3

− removal efficiency highly depends on factors that regulate the
functioning of its removal mechanisms. Considering that NO3

− generally constitutes the
largest fraction of total N at the inlet (>70%) (Table 1), the lack of significant effect of its
concentration helps explain the lack of significant effect of total N concentration for the
model of total N removal efficiency.

Finally, the model for organic N removal efficiency interestingly explained about half
of the variation in its removal efficiency (R2 = 0.51) (Table 3). Moreover, only hydraulic
load showed a significant effect at 95% confidence interval (p < 0.05). Similar to the model
for total N, the effect of hydraulic load was negative, although much stronger (regression
coefficient = −3.37). These results suggest that removal efficiency of organic N is the most
susceptible to vary as a function of hydraulic load among the N forms. Moreover, the results
indicate that the negative effect of hydraulic load on total N removal efficiency is caused
by significant increases in organic N export under higher hydraulic loads, according to the
implications of the model for N removal efficiency (Section 2.1.2). Fortunately, the normally
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low fractions of organic N at the inlet (≤25%) (Table 1) are expected to minimize this
undesirable effect. This can indeed be indicated by the much weaker regression coefficient
of hydraulic load for the model of total N removal efficiency (−0.65) compared to that
for the model of organic N removal efficiency (−3.37). The prompt response of organic
N export to variations in hydraulic load may be associated to the apparent susceptibility
of this N form to be generated in the system, as discussed in Section 2.1.1, and the loss of
suspended organic particles at the SFW outlet, such as plankton and duckweed [45].

As discussed above, hydraulic load can affect the removal rate and efficiency of N
and its forms in varying ways. Simple regression models testing the operational data
from a compilation of SFWs receiving agricultural subsurface drainage indeed supported
the aforementioned findings (Figure 4a–d). Hydraulic load played a relevant role in the
removal rate models of total N and especially NO3

− (R2 = 0.32 and 0.44, respectively),
both of which with direct relationships (Figure 4a,b). The removal rate models of NH4

+

and organic N, on the other hand, indicated a negligible role of hydraulic load (R2 < 0.10)
(Figure 4c,d). Removal efficiency, in turn, was only affected by hydraulic load to a relevant
degree in the models of total and organic N (R2 = 0.34 and 0.38, respectively), both of which
with inverse relationships (Figure 4a,d), while the models of NO3

− and NH4
+ showed a

low explanatory power for this relationship (R2 < 0.10) (Figure 4b,c).
Although hydraulic load has shown a relevant effect on the removal rate and/or

efficiency of total N and its forms, this effect was small, explaining less than 45% of the
variation in N removal rate and efficiency (Figure 4a–d). Regarding N removal rate, N load
and concentration are still attributed as key factors in this review, indicating again that the
cumulative effect of N in SFWs is crucial to regulate N treatment in a rate basis, despite
the importance of water flow dynamics and contact time. In contrast, Groh et al. [19]
reported hydraulic load as a major factor controlling NO3

− removal rate (R2 = 0.82; linear
function with direct relationship). Khan [50], in turn, supported the relevance of hydraulic
load to NO3

− removal rate through significant positive relationships (p < 0.05; t-test and
Mann-Whitney U test), although no significant effect was found for total N. Despite the
results above, the lack of significant effect of hydraulic load on NO3

− removal rate (p > 0.05;
analysis of variance) [51], or even inverse relationships between hydraulic load and NO3

−
and total N removal rates (Kendall’s τ coefficients with p < 0.001 = −0.27 and −0.10,
respectively) [26], have been reported. Amid these different effects of hydraulic load, the
aforementioned strong correlation reported in Groh et al. [19] could be explained by a
concomitant variation between N load and water flow. Thereby, N loads greatly regulated
by hydraulic load—and less by N concentration—may increase the explanatory power of
hydraulic load in the variation of N removal rate. This relationship is probably stronger
under high and steady N concentrations at the inlet (Figure 3a). This observation may help
explaining to some degree the different effects of hydraulic load on N removal rate, and
may indicate the conditions by which hydraulic load becomes a strong explanatory factor.

The effect of hydraulic load on N removal efficiency was stronger than that of N load
(Figures 2a–d and 4a–d) and concentration (Table 3). Moreover, the significant effect of
hydraulic load on N removal efficiency indicated that organic N export particularly varies
according to hydraulic load. Thereby, higher loads or concentrations of organic N at the
inlet–possibly increasing its fraction—or its generation in the system may enhance the effect
of hydraulic load on the efficiency of the system. Taking into account the wide variation in
hydraulic load between SFWs receiving agricultural subsurface drainage (0.1–58.3, median
8.4 m yr−1) (Table 1), an increased availability of organic nitrogen in the system could cause
mild to severe impacts on the efficiency.

Other studies also described a clear inverse relationship between hydraulic load and
N removal efficiency [26,28,37,50], albeit not only for total N, as verified in this review,
but also for NO3

−. Nevertheless, those studies found that total N removal efficiency
responded slightly more promptly to variations in hydraulic load than NO3

− removal
efficiency (Kendall’s τ coefficients with p < 0.001 = −0.38 and −0.34, respectively [26]; and
regression coefficients = −8.22 (R2 = 0.47) and −7.80 (R2 = 0.46), respectively, in a multiple
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linear regression model [28]). According to the results of this review, these studies may
indicate that the availability of organic N contributed to further decrease the efficiency
of the SFWs given higher hydraulic loads, although to a lesser extent than reported here.
Moreover, these studies indicate that NO3

− export is also prone to vary according to
hydraulic load, thus with potential effects on the efficiency of the system. Taking into
account that NO3

− fractions at the inlet are normally dominant (Table 1), hydraulic load
may play a major role in controlling N removal efficiency in certain cases, as observed in
Tolomio et al. [28], although the analyses of this review did not report that. It is important
to note, however, that the analyses performed herein accounted for the inter-variability
in NO3

− removal efficiency as a function of hydraulic load, i.e., between SFWs, whereas
those studies investigated the intra-variability, i.e., within SFWs. Thus, the latter approach
probably explained better the relationship between hydraulic load and NO3

− removal
efficiency, as it was tested within a set of common experimental conditions.

In addition to hydraulic load, the performance of SFWs is also commonly tested by
the direct relationship between N concentration at the outlet and water flow, thus implicitly
indicating that outlet N concentrations tend to rise under higher water flows. However, the
different N forms may respond differently to the variation in water flow. Tanner et al. [42]
and Steidl et al. [26], for example, demonstrated that outlet concentrations of total N and
NO3

− strongly correlated to water flow (p < 0.005; analysis of covariance [42]; and Kendall’s
τ coefficient with p < 0.001 = 0.6 [26]), whose relationships were best fit by logarithmic
functions. Tanner et al. [42], however, did not find a significant correlation between outlet
NH4

+ and organic N concentrations and water flow, whereas Steidl et al. [26] reported
an inverse relationship for NH4

+ (Kendall’s τ coefficient with p < 0.05 = −0.2). Other
studies also observed increasing outlet total N and NO3

− concentrations given higher
water flows [22,44]–yet sometimes inconsistent [44]–including Tanner et al. [42], who
reported the relationship through a logarithmic function. Thereby, these results not only
indicate that NO3

− export is prone to vary according to variations in hydraulic load, as
discussed above, but also show that outlet NO3

− concentration tends to respond more
promptly to variations in water flow in its lower range. The latter statement likely relates
to limitations of the denitrification process under high water flows, which result in short
HRTs, potentially insufficient to allow adequate processing rates (Section 2.3.2). Finally,
the results above indicate that N concentrations at the outlet tend to approximate those at
the inlet given higher water flows, i.e., more untreated N crossing the system. In contrast,
Tanner et al. [44] occasionally found very high outlet N concentrations under low water
flows, and suggested that water stagnation in the system may cause the release of N to
the water column, e.g., by ammonification (Section 2.3.5), thus increasing N concentration
at the outlet. Khan [50] reported higher standard deviations for outlet total N and NO3

−
concentrations in a lower range of water flow, which suggests that N release under this
condition may indeed occur.

2.2.2. Hydraulic Residence Time

As mentioned in Section 2.2.1, hydraulic load regulates the active hydrological area
or volume of the SFW and the contact time for N treatment. Therefore, it has an intrinsic
relationship to the actual HRT, which accounts not only for the water flow from the tile drain
to a SFW, but also the volume of the SFW with active water flow subject to N treatment
(Equation (7)). Measurement of the latter parameter, however, demands complicated
methods related to the analysis of water flow dynamics in the system. Therefore, HRT is
generally determined as nominal HRT–referred in this review solely as HRT–which simply
replaces the SFW volume with active water flow by the SFW volume (Equation (8)). Because
of that, nominal HRT does not determine the actual time that a parcel of water takes to
cross the system from the inlet to the outlet, considering that plug-flow is not achieved in
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practice [52]. Moreover, nominal HRT reflects in an inverse and simpler relationship to
hydraulic load compared to actual HRT (Equations (5), (7) and (8)).

actual HRT =

(
SFW volume with active water flow

(
m3)

water flow (m3 yr−1)

)
(7)

nominal HRT =

(
SFW volume

(
m3)

water flow (m3 yr−1)

)
(8)

Hydraulic residence time is a critical parameter in the treatment of N in SFWs, as
the N removal mechanisms depend on a contact time to process N. Therefore, hydraulic
loads exceeding a certain threshold can compromise the performance of SFWs by severely
shortening the HRT. It is worth mentioning, however, that long HRTs as a product of
large SFW areas are likely to contribute more to the efficiency of the system than as a
product of deep waters. This is due to the need for water to be in contact with the soil,
sediments, plants, macro and microorganisms, which implicitly require SFW area (e.g.,
for hyporheic exchange), so that N biogeochemical processes and removal can occur
(Section 2.3.1). In this context, Song et al. [53] and Guo et al. [54,55] investigated the
effect of water depth on N removal in experimental SFWs. The former two studies and
the latter study found higher N removal in deeper and shallower systems, respectively.
The latter study, however, reported a steady decline in N removal efficiency as the water
flow increased. These observations indicate that deeper SFWs may particularly benefit
N treatment when the SFW has a small area and is subject to high water flows in order
to prolong the HRT.

As observed in Section 2.2.1, the effect of hydraulic load is greater on N removal
efficiency than on N removal rate. Thus, it can be expected that variations in HRT
would affect the SFW efficiency to a greater degree than the removal of N in a rate basis.
Lavrnić et al. [24], for example, found that SFW efficiency generally increased due to
longer HRTs rather than increasing N loads. Moreover, simple regression models testing
the operational data from a compilation of SFWs receiving agricultural subsurface
drainage demonstrated that the effect of HRT on total N and NO3

− removal rates
was negligible (graphical representations not shown; data from Tables 1 and 2). The
effect of HRT, however, explained 29% of the variation in NO3

− removal efficiency
(linear function with direct relationship), thus clearly stronger than the relationship
with hydraulic load (Figure 4b). This finding supports not only the assumption made
in Section 2.2.1 that NO3

− removal efficiency highly depends on factors that regulate
the functioning of its removal mechanisms, but also that longer HRTs promote these
mechanisms. Interestingly, longer HRTs also showed a relevant positive effect in the
removal efficiency of NH4

+ (R2 = 0.46; linear function), as well as in its removal rate
(R2 = 0.39; logarithmic function), despite the low concentrations and loads of NH4

+

at the inlet (Table 2). This finding indicates that NH4
+ removal mechanisms are also

affected by the water contact time in the SFW. In relation to organic N, the number of
observations was too small (5–7) to attempt any interpretation.

Although the observations above are in line with what would be expected from the
effect of HRT, it is worth mentioning that analyses accounting the annual averages of HRT
may contain a high degree of uncertainty due to marked variations of HRT throughout the
year (Section 2.2.3). In this context, Kadlec [47] proposed a first order model (Equation (9),
in which N is a hydraulic efficiency parameter) to account for seasonal variations in
hydrology, as well as in NO3

− concentration at the SFW inlet. Therefore, the model allows
comparative evaluations for NO3

− removal within and between SFWs through a first order
uptake rate constant (k).

NO−
3 outlet concentration

(
g m−3)

NO−
3 inlet concentration (g m−3)

=

(
1 +

k
(
m yr−1)

N (−)× hydraulic load (m yr−1)

)−N

(9)
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The first order model described above implies not only that HRT relates directly
to NO3

− removal efficiency, but also that NO3
− removal rate and HRT have an inverse

relationship, i.e., lower hydraulic loads decrease the NO3
− removal rate (Section 2.2.1).

Khan [50] supports the implications of the model by showing that longer HRTs significantly
decreased outlet total N and NO3

− concentrations in experimental SFWs (p < 0.05; t-test
and Mann–Whitney U test). Drake et al. [37], in turn, reported lower outlet NO3

− con-
centrations during periods of longer HRT, which resulted in an increase in SFW efficiency.
Finally, Steidl et al. [26] found a significant positive effect of HRT on the reductions of
total N and NO3

− concentrations in a SFW (Kendall’s τ coefficients with p < 0.001 = 0.38
and 0.34, respectively). This study, however, surprisingly reported that longer HRTs also
contributed to increase the total N and NO3

− removal rates (Kendall’s τ coefficients with
p < 0.001 = 0.10 and 0.27, respectively), although to a lesser degree compared to the reduc-
tion of their concentrations. Thereby, these results highlight the potential of longer HRTs
to improve the overall performance of SFWs. Steidl et al. [26] further demonstrated the
positive effect of HRT in reducing total N and NO3

− concentrations (outlet minus inlet)
through highly significant (p < 0.001) negative logarithmic functions (R2 = 0.19 and 0.11,
respectively). Thus, these results indicated that the reduction in total N and NO3

− concen-
trations were minimal above a HRT threshold (20 days), whereas large variations in the
concentration reductions occurred in a lower range of HRT (in which the relationships were
weaker). These findings indicate that HRT is not a limiting factor for the SFW efficiency
if there is sufficient contact time for the N removal mechanisms. Under this condition, it
can be expected that other factors are more important in controlling N removal, probably
related to N biogeochemical processes (Section 2.3.1).

It can be deduced from the above that the appropriate HRT of a SFW to achieve a
certain N removal goal varies between systems. Some review studies described, how-
ever, that a minimum of two days of HRT is necessary to achieve any substantial NO3

−
removal [32,33,48].

2.2.3. Seasonality

Surface-flow constructed wetlands receiving agricultural subsurface drainage are
largely located in the temperate zone, thus subject to the temperate climate. As a result,
water flow from tile drains to SFWs can greatly vary throughout the year, especially in
non-irrigated agricultural catchments [20,41,44]. This occurs due to large differences in
precipitation patterns (sometimes coupled with snowmelt) over the seasons. Thereby,
peak or pulse flow events and steady base or no water flow are normally observed during
winter and summer, respectively [22,24,26,35,39,42,43,56], except when the water flow
stops due to freezing in winter [31]. Therefore, the water depth of SFWs varies seasonally,
in which SFWs occasionally dry out during summer owing to the lack of water flow and
intense evapotranspiration, sometimes combined with seepage [19,34,35,43]. This seasonal
variation in water flow regulates the hydraulic load and HRT of SFWs (Equations (5),
(7) and (8)). This results in hydrological regimes generally characterized by peaks of
hydraulic load and short HRTs during winter and the opposite during summer, as well
as intermediate values during spring and autumn [20,22,23,25,26,32,38,40–42,45]. The
variations in hydrology affect the performance of SFWs by influencing the N load over the
seasons, and the subsequent removal of N [23,25,26,35,37–39,41–43,45,56]. Thus, N loads
typically peak during winter and are mild during summer.

As hydraulic load has a direct relationship to N load–sometimes clearly reported [22]—
N removal rate normally increases during periods of intense discharge (e.g., during winter),
and declines when hydraulic load is lower (e.g., during summer), according to the relation-
ship between N load and removal rate (Section 2.1.1). Periods of intense discharge, on the
other hand, shorten the HRT, thus normally decreasing the efficiency of the system due to
significant increments in N export. Periods of low discharge, on the other hand, contribute
to raise the SFW efficiency by prolonging the HRT. Thereby, an ideal period would have
hydraulic loads sufficiently high to achieve a significant N removal rate without shortening
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the HRT to a degree that would make the SFW less effective. In reality, however, seasonal
variations in N load and removal can greatly differ between years and SFWs, thus contribut-
ing to the intra and inter-variability in performance, especially in relation to N removal
efficiency. This occurs not only because of the variations in hydrological regime, but also
due to temperature fluctuations and the associated effects on N removal mechanisms, such
as denitrification and biological uptake (Section 2.3.6). Therefore, poor overall performance
during winter can also occur, as clearly demonstrated by Steidl et al. [26], who reported
lower reductions in N concentration and N removal rates in that season as a response to
high hydraulic loads and cold temperatures.

Tanner and Kadlec [57] stressed the above through a simple first-order dynamic
model whereby hydrological regime is a key factor regulating NO3

− removal. The model
clearly suggests that NO3

− removal rate and efficiency decrease under more variable water
flows. Therefore, SFWs with steadier hydrological regimes, i.e., receiving more stable and
consistent water flows from tile drains, seem to improve the treatment of N. This could
be verified in Drake et al. [37], who reported in a three-year study that the highest NO3

−
removal rate and efficiency occurred in the year with moderate HRT and the least variation
in hydraulic load.

Despite the low efficiency of SFWs normally observed during periods of intense
discharge, it is important to note that N loads in these periods are often the highest on
an annual basis, which results in the highest cumulative removal of N [26,28,35,37–39,41].
Therefore, effective removal of N during periods with long or appropriate HRTs does not
necessarily result in an effective SFW on an annual basis. These observations indicate that
periods of intense discharge, such as winter, which commonly supplies SFWs with the
highest hydraulic and N loads, are critical for the performance of these systems. Periods of
low to moderate discharge, on the other hand, have less significance for annual N removal,
as these periods supply lower N loads to SFWs, thus resulting in low cumulative removal
of N, despite the systems show high N removal efficiencies.

2.2.4. Area Ratio of Surface-Flow Constructed Wetland for the Agricultural Catchment

In addition to seasonality (Section 2.2.3), the water flow in tile drains is also affected
by the area of the agricultural catchment, in which larger areas drain more water and
result in higher water flows. Therefore, it is critical to ascertain that the SFW area or
volume is large enough to accommodate the cumulative volume of the incoming water
flows, and therefore ensure sufficient HRT for N removal mechanisms. As observed in
Sections 2.2.1 and 2.2.2, SFW sizing affects the hydraulic load and HRT (Equations (5),
(7) and (8)). It is verifiable that the area-based N removal rate referred in this review
(Equation (3)) would decline if the SFW area increased. Thus, smaller SFWs are more
likely to achieve higher N removal rates due to an increase in the cumulative effect of N
in the system. However, smaller SFWs may decrease their efficiency as a result of shorter
HRTs. Oversized SFWs, on the other hand, may enhance the seasonal variations in
hydrological regime, thus compromising the treatment of N and becoming more prone
to drying out during periods of low discharge (Section 2.2.3). Thereby, it is fundamental
to dimension SFWs according to their agricultural catchments, thus determining the
area ratio of the former in relation to the latter, in order to ensure effective N removal.
This is because the area ratio of SFW for its catchment influences the hydrology and thus
the treatment of N, especially in relation to N removal efficiency, which responds more
clearly to variations in HRT (Section 2.2.2). Specifically, it is crucial to determine the
area ratio according to periods of intense discharge in order to ensure that HRT is not
significantly shortened when the N loads are the highest (Section 2.2.3).

Some studies indeed found that SFWs with larger areas in relation to their agricultural
catchments achieved higher N removal efficiencies [39], especially Baker et al. [7], who
clearly tested the relationship. This study found that SFWs with smaller areas in relation to
their agricultural catchments received higher NO3

− loads, which resulted in more NO3
−

passing through the system without treatment, i.e., higher NO3
− export. When analyzing
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the data from a compilation of SFWs receiving agricultural subsurface drainage, it is
also observed that higher area ratios of SFW for the agricultural catchment do contribute
to increase the SFW efficiency (Figure 5a,b). The logarithmic functions produced in this
analysis indicate, however, that only minor increments in N removal efficiency are achieved
above an area ratio of 1%. The models indicate that 40–45% N removal may be achieved
with an area ratio of 1%, while 4% area ratio may result in the removal of half the N
load (50%).

Figure 5. Simple regression between area ratio of surface-flow constructed wetland (SFW) for the agricultural catchment
(AC) and removal efficiency of total nitrogen (N) (a) (data from Table 1) and nitrate (NO3

−) (b) (data from Tables 1 and 2).
Note that the scales for total N and NO3

− are equal.

Vymazal [33] found a similar relationship between area ratio of SFW for the agricul-
tural catchment and N removal efficiency to that described herein (R2 = 0.12; logarithmic
function). The model in this study indicated that approximately 40% total N removal may
be achieved with an area ratio of 1%. Tanner et al. [58], however, reported that a larger
area ratio (2.5%) is required to achieve 40% NO3

− removal. Moreover, this study showed
that only 22% NO3

− removal may be achieved with an area ratio of 1%. The studies
above also found that no substantial increase in N removal efficiency is achieved above
the aforementioned area ratio thresholds. Tournebize et al. [32], in turn, reported a curve
of comparable shape to the relationship described herein (Figure 5a,b) when using the
simple first-order dynamic model described in Tanner and Kadlec [57], and recommended
a smaller area ratio of 1% to achieve 50% NO3

− removal, provided the conditions for deni-
trification are optimal. Finally, Tanner and Kadlec [57] explored the outputs of the simple
first-order dynamic model, and these have been found here to relate to the observations
above, including a marked decline in NO3

− removal rate in SFWs with larger areas in
relation to their catchments. Moreover, the model predicted that up to 55% NO3

− removal
on average may be achieved with an area ratio of 5%, which is close to the prediction found
herein (Figure 5b). Thereby, as discussed in Section 2.2.2, other factors seem to become
more important in controlling N removal mechanisms–and thus the SFW efficiency–in case
the SFW has an appropriate area for the catchment. In this case, it can be expected that
the SFW has sufficient HRT, and therefore factors related to N biogeochemical processes
probably regulate the efficiency of the system (Section 2.3.1).

2.2.5. Water Flow Dynamics

So far, attention has been given solely to the effect of incoming water volumes from tile
drains in the treatment of N by SFWs. It is important to note, however, that the degree of
water distribution through the SFW, i.e., the proximity of water flow dynamics to plug-flow,
is also critical for N treatment. This is due to the common incidence of areas or volumes
in the SFW with preferential and moderate flows, and stagnant water, which regulate
the level of N mixing or homogenization between water parcels, and the contact time
of N with the SFW components involved in N removal, i.e., the soil, sediments, plants,
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macro and microorganisms. As described at the beginning of Section 2.2.1, hydraulic
load regulates the active hydrological area or volume of the SFW. Increasing hydraulic
loads favor the incidence of preferential flow and stagnant water, both of which restrict
N removal; the former by shortening the contact time of N with the aforementioned SFW
components, and the latter by reducing the treatment space of the SFW [46]. Taking into
account that plug-flow is only theoretical [52], an ideal hydraulic load would allow water
to be distributed throughout the SFW with relatively similar contact times between water
parcels. This would increase the active hydrological area or volume of the SFW, and
consequently improve N treatment.

In the context described above, hydraulic efficiency is an important parameter that
estimates the degree of water distribution through the SFW by determining the proximity
of the time that a tracer takes to cross a SFW from inlet to outlet in relation to the SFW
nominal HRT (Equation (10)) [59]. Similarly, the volumetric efficiency determines the
proximity of the actual HRT to the nominal HRT, thus estimating the degree of space
utilization of the SFW by the water flow (Equation (11)) [60]. Therefore, these hydraulic
parameters are dimensionless and can vary from zero to one, in which values closer to zero
indicate more preferential flows and stagnant waters, whereas values approximating one
indicate that water flow dynamics is nearing plug-flow. In other words, these hydraulic
parameters estimate how much of the SFW space contains active water flow, and is thus
being used for N treatment. Thereby, SFWs with high hydraulic parameters tend to better
distribute N through the SFW components and equalize the contact time of water parcels,
ultimately contributing to improve N treatment. Systems with low hydraulic parameters,
on the other hand, normally have preferential flows, stagnant waters, and/or areas or
volumes with limited water mobility, where the incoming N loads have little access. As a
result, this condition compromises the overall performance of SFWs.

hydraulic efficiency =

(
time of peak outlet concentration of a tracer (yr)

nominal HRT (yr)

)
(10)

volumetric efficiency =

(
actual HRT (yr)

nominal HRT (yr)

)
(11)

Despite the importance of the issue described above, studies on water flow dy-
namics in SFWs receiving agricultural subsurface drainage are scarce. Nevertheless,
Lavrnić et al. [61] found a clear difference between the actual and nominal HRT of a
17 year old SFW (6.7 and 8.1 days, respectively). This reflected in hydraulic and volumetric
efficiencies of 0.79 and 0.71, respectively, thus indicating that about a quarter of the SFW
space was not contributing to N treatment. Further studies, however, are necessary to
estimate the potential for increased use of the treatment space of SFWs.

2.2.6. Design Aspects

In addition to hydraulic load (Section 2.2.1), SFW design is critical in controlling
hydraulic parameters (Section 2.2.5), and therefore N treatment. Primary design aspects of
SFWs that affect hydrology include shape, dimensioning or aspect ratio length to width,
position of the inlet and outlet, presence of obstructions to the water flow, bathymetry, and
vegetation type and distribution [47,48]. Su et al. [62], for example, reported that aspect
ratio length to width can highly affect hydraulic parameters, whereby an aspect ratio higher
than five can approximate water flow dynamics to plug-flow (hydraulic parameters ≥ 0.9).
This study recommended a minimum aspect ratio of 1.88, in case of site limitations, so
that hydraulic parameters are greater than 0.7. Moreover, the study found that a series of
parallel inlets can even out the water flow towards a common outlet, and thus optimize
hydraulic parameters (reported values = 0.88–0.89). Finally, this study suggested the use
of a few slender obstructions in order to improve hydraulic parameters when necessary.
Pugliese et al. [63], in turn, reported the relevance of shallow zones between deep areas
in a SFW, and the effect of winds opposite the direction of the water flow to enhance
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water mixing, vertical circulation and hydraulic efficiency. The effect of vegetation type,
in turn, was tested by Bodin et al. [64] in experimental SFWs. This study found that
emergent vegetation occupied a larger volume in the SFWs, thus significantly reducing
the volumetric efficiency compared to SFWs with submerged and free-growing vegetation
(p < 0.05 and 0.001; method of moments and a modified Gauss model, respectively). Lastly,
Guo et al. [54,55] tested the effect of design aspects in experimental SFWs, and support
some of the findings described above. These include a higher volumetric efficiency when a
number of inlets are evenly distributed and the water flows towards a common outlet, and
when the SFW has specific water depths. Moreover, those studies found that volumetric
efficiency was significantly affected by aspect ratio length to width (p < 0.05; analysis of
variance) [55], and that this can increase in SFWs with less scattered vegetation [54].

Despite the relevance of design aspects, few studies investigated the relationship
of these to the treatment of N. Guo et al. [54,55] reported that water depth can affect N
removal, as discussed in Section 2.2.2. Moreover, N removal rate was found to increase
when the inlet and outlet are positioned on opposite sides and in the center of experimental
SFWs with rectangular shape [55]. Nitrogen removal efficiency, in turn, was found to
increase in SFWs with less scattered vegetation, in which water flow slows down [54], and
denitrification and biological uptake are intensified (Sections 2.3.2 and 2.3.3). Regarding
the effect of water flow dynamics, none of these studies found a significant correlation
between volumetric efficiency and N removal (p > 0.01; bivariate analysis). More studies,
however, are needed to elucidate these relationships.

2.2.7. Final Remarks

It has been observed that N treatment, especially N removal efficiency, is probably
controlled by factors that regulate N removal mechanisms, such as HRT. Therefore, hy-
drology is still limited in explaining the variability in performance within and between
SFWs, as it does not account for N biogeochemical processes, which ultimately lead to N
removal. Thus, investigation of the factors that regulate N transformations in SFWs, by
which mass balance analyses are unable to cover, is necessary to further understand the
variability in N removal. Specifically, by exploring N removal mechanisms and associated
factors, differences in the treatment of the various N forms and the effects of seasonality
can be further clarified.

2.3. Nitrogen Removal Mechanisms and Biogeochemical Factors
2.3.1. Overview

Nitrogen from agricultural subsurface drainage, once discharged into a SFW, can
either pass through the system unprocessed, as promoted by shorter HRTs (Section 2.2.2),
or enter the N cycle (Figure 6). At this stage, different N removal mechanisms, i.e., the
processes that reduce the concentration of N forms in water, take place. Some of these
mechanisms solely transform a N form into another with no direct contribution to the
overall N removal, such as ammonification, nitrification and dissimilatory NO3

− reduction
to NH4

+ (DNRA) (stoichiometric Equations (12)–(14), respectively). This is because the end
products generated, i.e., NH4

+ and NO3
−, are still mobile and prone to be present in the

water column and be exported. Other mechanisms, however, promote short or long-term
storage of N in the system, and include settling of particle-bound and organic N onto the
topsoil, and biological uptake or assimilation of NH4

+ and NO3
− by the locally existing

plants and microorganisms, thus turning these into organic N forms. Finally, volatilization
and denitrification are exit mechanisms for N, whereby NH4

+ and NO3
− are converted into

ammonia and dinitrogen gases (stoichiometric Equations (15) and (16), respectively), which
eventually cross the water-air interface into the atmosphere. Given the above observations,
the N storage and exit mechanisms are particularly important for the overall N removal,
as these result in short, long-term or permanent removal of N from water, thus directly
contributing to decrease N export and subsequently increase the system efficiency.
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CH4N2O (urea as an example) + H2O → 2NH3 + CO2 ∴ NH3 + H2O → NH+
4 + OH− (12)

2NH+
4 + 3O2 → 2NO−

2 + 2H2O + 4H+ ∴ 2NO−
2 + O2 → 2NO−

3 (13)

C6H12O6 + 3NO−
3 + 3H+ → 3NH3 + 6CO2 + 3H2O ∴ NH3 + H2O → NH+

4 + OH− (14)

NH+
4 + OH− → NH3 + H2O (15)

C6H12O6 + 4NO−
3 → 6CO2 + 6H2O + 2N2 (16)

Figure 6. Schematic of nitrogen (N) cycle or removal mechanisms for the N forms nitrate (NO3
−), ammonium (NH4

+) and
organic N/particle-bound N (PN), represented by blue, green and red arrows, respectively, in a surface-flow constructed
wetland receiving agricultural subsurface drainage. * Ammonia. ** Dissimilatory NO3

− reduction to NH4
+. *** Dinitrogen.

Among the aforementioned N removal mechanisms, some may process faster than
others, thus directly or indirectly contributing to the overall N removal in different degrees.
In fact, denitrification is commonly referred to as the main N removal mechanism, therefore
responsible for most of the N removal [9,33,48,49,65]. A comparative evaluation of the
processing rates of the different N removal mechanisms from a compilation of SFWs
receiving agricultural subsurface drainage, however, cannot be properly made to date due
to lack of data and/or large differences in study methods (Table 4). Nevertheless, an attempt
to make a comparison with the available data indeed suggests that denitrification generally
contributes more to the removal of N (0.3–11.8, median/average 3.6/4.7 mg m−2 h−1),
followed by settling (0.0–4.3, median/average 2.0/2.1 mg m−2 h−1) and then biological
uptake (0.0–2.5, median/average 0.6/1.0 mg m−2 h−1). Moreover, a few studies quantified
the recovery (%) of the initial NO3

− concentration in water by denitrification and biological
uptake, and found that the former processed about four to eleven times more available
NO3

− than the latter (Table 4).
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The potential of the different N removal mechanisms, however, is better evaluated
in individual studies due to common experimental conditions. Reinhardt et al. [45], for
example, attested the superiority of denitrification (94% of the N removed) over biological
uptake and settling (6% of the N removed). Similarly, Matheson and Sukias [68] reported
that denitrification accounted for 77% of the transformed NO3

−, while biological uptake ac-
counted for a smaller fraction (20%). Besides that, this study found that DNRA contributed
with only 2% of the transformed NO3

−. Xue et al. [67], in turn, implied that 85–91% of the
NO3

− removed had been denitrified, while biological uptake accounted for only 9–15%.
Finally, Tournebize et al. [22] described N removal by algae uptake as minimal (0.7–1.5%).
Nevertheless, denitrification can sometimes contribute minimally to the overall N removal,
as observed by Borin and Tocchetto [23], whose process contributed with around 7% of
the N removed, while plant uptake was the main N removal mechanism (61%) followed
by settling (31%). This study, however, suggested that the contribution of these processes
to the overall N removal will likely change as the SFW matures, which may be a general
trend in newly established SFWs when carbon availability for denitrification is still low
and vegetation is developing (Sections 2.3.2 and 2.3.3).

Despite the lack of data and comparable study methods for general conclusions
(Table 4), it is clear that denitrification has been the most studied process and often
appointed as the main N removal mechanism according to individual studies, followed
by biological uptake and settling. The processes that transform N into the mobile forms
of NH4

+ and NO3
−, on the other hand, have been little investigated, as well as the N

exit mechanism by volatilization. The available data, however, suggest that DNRA rate
and recovery of the initial NO3

− concentration in water may be normally low (Table 4),
probably due to competition with denitrification and biological uptake for the available
NO3

− in the normally anaerobic soils of SFWs (Figure 6). Moreover, the requirement
of DNRA for an acidic medium may limit the process (stoichiometric Equation (14)).
Nitrification rate, on the other hand, has even been reported to exceed denitrification
rate (Table 4), and is promoted by aerobic conditions (stoichiometric Equation (13)).
Finally, ammonification rate may be relatively low in certain cases (Table 4), but can
vary according to redox conditions and temperature (Section 2.3.5). The lack of studies
on volatilization, in turn, presumably suggests that it contributes little to the overall N
removal and may therefore play a negligible role [47], probably due to its requirement
for basic water (stoichiometric Equation (15)) and the low fractions, concentrations and
loads of NH4

+ at the inlet (Tables 1 and 2). Steidl et al. [26], for example, reported that
ammonia was only 3% on average in relation to NH4

+ at the SFW outlet, indicating that
the system pH was not sufficiently high to promote volatilization.

It is recognized that studies on N biogeochemistry in SFWs involve complicated meth-
ods in relation to the mass balance approach, by which the relationship between system
performance and the incoming water volumes and N inputs can be assessed. However, it
is essential to investigate the effect of biogeochemical processes in the context described
herein, considering that agricultural subsurface drainage is particularly characterized by
high fractions, concentrations and loads of NO3

− (Tables 1 and 2), while providing little
carbon to the system [46,66,69]—with some exceptions [38]—whose availability is required
to prompt denitrification (stoichiometric Equation (16)). Moreover, SFWs typically take
many years to fully develop their vegetation—i.e., long maturation periods [23,48,70,71]—
which is crucial to ensure not only a sufficient source of carbon for effective denitrification,
but also a well-established biota for effective biological uptake. Finally, systems located in
the temperate zone experience seasonal variations in temperature, which directly affect
denitrification and biological uptake rates (Section 2.3.6). Therefore, the performance of
SFWs is commonly limited to some degree by suboptimal conditions at the biogeochemical
level, which inhibit N removal mechanisms. This observation is supported by the often
observed N removal efficiencies below 50% by SFWs receiving agricultural subsurface
drainage, despite the varying N inputs and hydrology (Table 1). Thereby, studies account-
ing for the relationship between biogeochemical factors and the processing rates and/or
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recoveries of the available N by the different N removal mechanisms are highly encouraged
in order to better understand the intra and inter-variability in performance of SFWs. It
is especially recommended that these studies take place under field conditions and over
several years, as these are rather limited to date (Table 4). The more often conducted
laboratory and mesocosm studies (Table 4), on the other hand, are important to investigate
the response of N removal mechanisms to certain conditions, but are not able to account
for the spatiotemporal complexity at the field-scale, thus producing results that cannot be
used to predict the functioning of N removal mechanisms in SFWs [47].

2.3.2. Denitrification

As indicated in Section 2.3.1, denitrification is normally regarded as the main N
removal mechanism. Thereby, successful application of SFWs largely depends on the
effectiveness of this process. This mechanism is primarily mediated by heterotrophic
facultative bacteria that use NO3

− as the terminal electron acceptor in the absence of
oxygen to oxidize organic matter for energy. Therefore, the process requires the presence
of NO3

−, anaerobic conditions, suitable temperatures and a source of organic carbon
as electron donor–all conditions normally found in the topsoil of SFWs–so that NO3

−
can be reduced (Figure 6). This consumption of NO3

− in the anaerobic topsoil creates a
concentration gradient [22], by which NO3

− from the aerobic water diffuses downwards,
and typically generates gaseous nitrous oxide (in minor proportions [19,22,49,67]) and
dinitrogen as end products, which subsequently leave the system to the atmosphere
(Figure 6). Hence, the process ensures permanent removal of N. In line with the above,
denitrification rates benefit the higher the NO3

− concentration in the water column—as
attested by Reinhardt et al. [45] (R2 = 0.96), Grebliunas and Perry [66] (p < 0.05; analysis
of variance) and Xue et al. [67], who reported a sudden increase in denitrification rate
after a pulse input of NO3

−—which largely explains the strong and direct relationship
of NO3

− load and concentration to its removal rate (Sections 2.1.1 and 2.2.1). As a result,
denitrification studies in SFWs commonly measure NO3

− concentration, temperature and
carbon availability as part of the methods to estimate the processing rate and recovery of
the initial NO3

− concentration (Table 4).
Among the aforementioned factors, the effect of temperature has been particularly

investigated. Overall, temperature has a direct relationship to denitrification rate, as
the process is mediated by enzymatic activity [48,49]. Tolomio et al. [28], for example,
reported that warmer air temperatures contributed to decrease the concentration of total N
at the outlet of a SFW through a multiple linear regression model (R2 = 0.60; regression
coefficient = −0.11). Likewise, Drake et al. [37] found that months with higher water
temperatures in a SFW contributed to increase the NO3

− removal efficiency. Finally,
Steidl et al. [26] found greater N concentration reductions and removal rates under warmer
water temperatures (p < 0.001; Kendall’s τ coefficients = 0.40 and 0.24 for total N, and
0.40 and 0.26 for NO3

−, respectively). Moreover, this study described the effect of higher
temperatures on increasing the concentration reductions (outlet minus inlet) of total N
and NO3

− through highly significant (p < 0.001) negative linear functions (R2 = 0.20 and
0.15, respectively). As noted in this study, the effect of temperature was more pronounced
on removal efficiency than on removal rate of N. Although the studies above did not
investigate the underlying biogeochemical processes, it can be assumed that denitrification
probably intensified under warmer temperatures and contributed to greater N removal.
Xue et al. [67], on the other hand, attested the positive effect of temperature specifically on
denitrification rate (R2 = 0.71).

Given the varying temperatures in a seasonal basis within and between SFWs
(Section 2.3.6), Kadlec [47] proposed a modified Arrhenius temperature relation (Equation (17),
in whichθ is a temperature factor) in connection with the also proposed first order model
(Equation (9)) to calibrate the temperature effect by standardizing the k value at a
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common temperature of 20 ◦C (k20), and therefore allow comparative evaluations for
NO3

− removal presumably through denitrification.

k = k20

(
m yr−1

)
× θ (−)(water temperature (°C)−20) (17)

In addition to the aforementioned factors, HRT, whose role was described as fun-
damental in the efficiency of SFWs, has been suggested as a regulator of N removal
mechanisms, such as denitrification (Section 2.2.2), and determines in this case the contact
time of NO3

− with denitrifying bacteria. Grebliunas and Perry [66] indeed reported a sig-
nificant direct relationship between denitrification rate and contact time (p < 0.05; analysis
of variance). Finally, as denitrification takes place in the anaerobic topsoil, the process
benefits the larger the bottom area of the SFW for hyporheic exchange.

Vegetation density plays a key role in controlling denitrification by supplying organic
matter to the topsoil through plant litter and root exudates, and serving as a substrate for
denitrifying bacteria, which stimulate or maintain denitrifying activity [32,48]. The addition
of organic matter increases the biochemical oxygen demand, thus contributing to anaerobic
conditions, which also promote denitrification. Thereby, SFWs with dense vegetation
stands tend to enhance denitrification in relation to others with sparse or without vegeta-
tion [46,47]. The studies of Guo et al. [54,55] in experimental SFWs and David et al. [69]
support this statement by reporting higher total N and NO3

− removal efficiencies in SFWs
or treatments with the densest vegetation, although the underlying biogeochemical pro-
cesses were not investigated. The supply of organic matter by vegetation is particularly
important in SFWs receiving agricultural subsurface drainage due to the normally low
carbon inputs [46,66,69]. Moreover, N and carbon inputs at the SFW inlet may not be
significantly correlated in these cases (p > 0.01) [38]. These observations thus highlight
the need for SFWs to produce their own carbon sources, as insufficient carbon availabil-
ity can limit denitrification, especially in systems subject to high inputs of NO3

− [46,66].
Grebliunas and Perry [66], and Xue et al. [67] indeed demonstrated a direct relationship
between carbon availability and denitrification rate (p < 0.05; analysis of variance and
R2 = 0.50, respectively). Furthermore, David et al. [69] reported higher NO3

− removal after
adding carbon to treatments containing plants. As a result, newly constructed wetlands
normally reveal low denitrification rates compared to mature systems owing to limited
supply of organic matter by plants for denitrification [47]. Consequently, SFWs can take
many years to accumulate carbon to a level that supports the maximum denitrification po-
tential [47]. In this context, Nilsson et al. [71] reported a clear increase in N removal during
the maturation (time span around 12 years) of experimental SFWs without initial planting,
thus allowing free growth of vegetation, and in experimental SFWs initially planted with
submerged vegetation. Interestingly, however, the maturation process did not influence
the N removal in experimental SFWs initially planted with emergent vegetation. Likewise,
Sukias and Tanner [29] could not observe an increase in total N removal over 8–9 years
after construction of the investigated SFWs, whereas Tanner et al. [42] reported a significant
increase (p < 0.01; t-test) of about 1.5 times in denitrification rate from 6 to 18 months since
the construction of the wetland. Finally, water depth affects the development of vegetation
by controlling the penetration of light through the water [48]. Therefore, SFWs with wide
deep areas can restrict denitrification by hindering the expansion of vegetation.

Vegetation type, whether submerged or emergent, is expected to vary across SFWs, but
may otherwise have little effect on carbon availability, and thus on denitrification [46,47].
In line with this, Guo et al. [54,55] found that different species of emergent plants played
a negligible role in the removal efficiency of total N in experimental SFWs. Denitrifica-
tion rates, however, can increase in the presence of plant litter that readily decomposes,
i.e., labile carbon, or decrease in case woody plants are the dominant carbon source [48].
Bastviken et al. [51] tested the effect of vegetation type on NO3

− removal in experimental
SFWs, and found significantly higher NO3

− removal rates, k and k20 values (Equations (9)
and (17), respectively) in SFWs with emergent vegetation compared to those with sub-
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merged and free-growing vegetation (p < 0.01; analysis of variance). Thus, the study
indicated that SFWs dominated by emergent vegetation promoted NO3

− removal mecha-
nisms such as denitrification. Moreover, this study reported an increase in NO3

− removal
as the SFWs matured and the vegetation became denser, therefore in line with the discus-
sion above. Nilsson et al. [71] confirmed these results in the same experimental SFWs by
demonstrating that those SFWs initially planted with emergent vegetation indeed enhanced
N removal in relation to the other treatments. Surprisingly, however, the effect of vegeta-
tion type disappeared once the systems reached a more mature state around eight years
after construction, i.e., N removal was no longer significantly different between treatments
(p > 0.10; analysis of variance). This finding indicated that it is not the vegetation type, but
rather the maturation process itself that affects N removal—and likely the denitrification
rate—in mature SFWs. Therefore, vegetation type seems to affect denitrification—and
possibly biological uptake as well—only at the beginning of the system lifetime.

In addition to carbon, phosphorus may be transported in limited amounts in relation
to N in tile drains, although it is required for the growth and maintenance of the population
of denitrifying bacteria [38,66]. Song et al. [53] attested the relevance of phosphorus for
N removal in experimental SFWs by clearly demonstrating that higher phosphorus avail-
ability significantly increased the removal rates and k20 values (Equation (17)) of NO3

−
and total N (p ≤ 0.001; analysis of variance). Hence, the study concluded that low phos-
phorus inputs may limit the performance of SFWs. Grebliunas and Perry [66], on the other
hand, reported no significant effect of phosphorus addition on denitrification rate (p > 0.05;
analysis of variance), irrespective of the NO3

− and carbon concentrations in the medium.
Therefore, it is possible that phosphorus availability may only affect denitrification when
NO3

− and carbon concentrations exceed a threshold, by which phosphorus becomes a
limiting factor.

Given the susceptibility of denitrification to vary according to the many aforemen-
tioned controlling factors, it can be expected that this process varies widely within and
between SFWs. Indeed, denitrification rates can be about two to three times more variable
(standard deviation 3.5 mg m−2 h−1; data from Table 4) than biological uptake and settling
rates (standard deviations 1.0 and 1.9 mg m−2 h−1, respectively; data from Table 4). This
highlights the variability or lack of consistency of SFWs in the treatment of NO3

−-rich
effluents, such as agricultural subsurface drainage, and emphasizes the importance of
biogeochemical factors, especially those related to denitrification, for the performance of
these systems.

2.3.3. Biological Uptake

As described in Section 2.3.1, biological uptake and settling are also important N
removal mechanisms, as these directly contribute to the overall N removal. These mecha-
nisms are especially promoted in large SFWs whereby significant amounts of organic N
can be stored, and when N is stored for long periods [48,49]. Biological uptake mainly
occurs during the vegetation growing season in spring-summer through assimilation of
NH4

+ (the preferred N form [46]) and NO3
− by the root system of plants and by microor-

ganisms, which refer to plant uptake and immobilization, respectively. These N forms
are then converted to organic N and become part of the biomass (Figure 6). Thus, studies
investigating biological uptake normally measure the N concentration in the biomass of
above and below-ground plant, and topsoil (Table 4). The results of Xue et al. [67] suggest
that immobilization rapidly removes NO3

− compared to plant uptake. In line with this,
Matheson and Sukias [68] reported immobilization of the transformed NO3

− (11%) as
slightly higher than plant uptake (9%). However, Xue et al. [67] found that plant uptake
was able to store much larger amounts of N (in above-ground plant biomass) than immo-
bilization. Besides that, immobilization is expected to store N in the short-term. Thereby,
plant biomass is normally regarded as the main N storage location due to greater storage
for longer periods compared to microbial biomass.
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Given the above observations, vegetation composition and density are major control-
ling factors for biological uptake rate, as these determine the capacity of the SFW to store N
in plant biomass. Moreover, vegetation serves as a substrate for microorganisms, therefore
promoting immobilization as well. The maturation process and appropriate water depth,
as discussed in Section 2.3.2, are essential for the development of vegetation so as to allow
the SFW to reach its maximum biological uptake potential. The superior NO3

− and total N
removals in mature SFWs or in those containing dense emergent vegetation (e.g., Typha
latifolia and Phragmites australis), as described in Bastviken et al. [51], Guo et al. [54,55],
David et al. [69] and Nilsson et al. [71] (Section 2.3.2), may support these statements, al-
though the underlying biogeochemical processes were not investigated. Other plant types
can also greatly support biological uptake, as attested by Matheson and Sukias [68], who
found a markedly higher NO3

− uptake rate for duckweed (221 mg kg−1 d−1) compared
to the emergent plant Typha orientalis (10 mg kg−1 d−1). Assimilation in the latter plant,
however, accounted for a greater fraction of the transformed NO3

− (6%) in relation to duck-
weed (3%), and is expected to ensure N storage for longer periods, e.g., in below-ground
plant biomass.

Other factors may otherwise inhibit biological uptake. Denitrification, for example, com-
petes with biological uptake for the available NO3

− in the anaerobic topsoil (Figure 6), and
can therefore markedly suppress the biological uptake rates there [46]. Moreover, significant
biological uptake rates are restricted to the vegetation growing season—prior to the senescence
period [25,26]—and can thus only contribute to the overall N removal in a seasonal basis
(Section 2.3.6). This seasonal effect results in the variation of N concentration in plant tissues and
subsequent storage of N in plant biomass throughout the year as well as between years [24,25].
Finally, SFWs with N-rich soils may largely support plant growth, thereby decreasing the uptake
of N from water by plants and the contribution of this process to the overall N removal [25].

2.3.4. Settling

Besides biological uptake (Section 2.3.3), settling not only stores, but also accumulates
N in the SFW in the long run [23,24,26,45], which occurs in the topsoil through sedimen-
tation of N bound to organic and inorganic particles (Figure 6). Therefore, the process
is partly controlled by the inputs of particle-bound N and benefits the longer the HRT.
Under adequate HRTs, sedimentation of particle-bound N occurs mainly near the SFW
inlet due to deceleration of the incoming water. The dominant NO3

− fractions at the SFW
inlet (Table 1), however, limit settling rates. In spite of that, plant senescence and plankton
death especially contribute to promote settling by adding plant litter, organic particles and
associated organic N onto the topsoil after the vegetation growing season [24,45]. In this
case, however, the process only transfers the organic N stored in biota through biological
uptake to the topsoil with no further contribution to the overall N removal (Figure 6). Nev-
ertheless, these events support denitrification by supplying organic matter and substrate
for denitrifying bacteria [23,24,26], and contribute to reaching the maximum denitrification
potential of the SFW, as it matures (Section 2.3.2).

2.3.5. Nitrogen Transformation Processes

The storage of N by settling discussed in Section 2.3.4 can be offset by resuspension, in
case the hydraulic load is sufficiently high, or by ammonification, which converts organic
N to NH4

+ by ammonifying bacteria (Figure 6). Ammonification is primarily controlled by
the availability of organic N and redox conditions, whereby anaerobic conditions slow it
down. Thus, ammonification occurs more quickly in the presence of oxygen. This process
tends to accumulate NH4

+ in the anaerobic soil, which may be biologically assimilated
or slowly diffuse upwards into the aerobic water or sediment-water interface due to a
concentration gradient. At this point, nitrification or the oxidation of NH4

+ to NO3
− by

nitrifying bacteria can occur (Figure 6). Therefore, ammonification releases N previously
assimilated as NH4

+ or NO3
− back into the system, thus offsetting biological uptake to
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some degree, and mainly occurs during the senescence period. A part of the settled organic
N, however, is recalcitrant and can be stored in the SFW in the long-term.

As described above, nitrification may follow ammonification and is regulated by the
concentration of NH4

+ and oxygen, which functions as the terminal electron acceptor
of the reaction (stoichiometric Equation (13)). Plants can therefore assist nitrification by
transporting oxygen to the anaerobic soil through the aerenchyma, albeit restricted to the
rhizosphere [48]. The NO3

− generated by nitrification may diffuse into the anaerobic soil
and be used as the terminal electron acceptor by DNRA bacteria when oxidizing organic
matter to obtain energy through DNRA. This process, in turn, generates NH4

+ as the end
product and occurs when the pH of the medium is acidic (stoichiometric Equation (14))
and the available NO3

− is not denitrified or biologically assimilated (Figure 6).
As observed above, ammonification and nitrification are relevant not only to reduce

the concentrations of organic N and NH4
+, but also to generate NO3

− as the end prod-
uct, which can be permanently removed from the system by denitrification (Figure 6).
In general, the N transformation processes are limited by the diffusion of NH4

+ in the
anaerobic soil, which is considerably slower than that of NO3

− [4,48]. Reinhardt et al. [45]
reported that redox conditions of the water overlying anaerobic soils control nitrification
rates and subsequent denitrification. The study found that aerobic water—supported by
photosynthesis—promoted nitrification at the sediment-water interface, whereas anaero-
bic water caused the release of NH4

+ from the topsoil, which stimulated assimilation by
duckweed. This event consequently inhibited generation of NO3

− by nitrification and
subsequent denitrification. Finally, as the N transformation processes are all mediated by
enzymatic activity, temperature is also a controlling factor.

2.3.6. Seasonality

As discussed in Section 2.2.3, SFWs under the temperate climate are subject to large
variations in water flow, and thus in HRT. In addition to that, these SFWs experience
seasonal variations in temperature, which also affect the overall N removal, especially
in relation to N removal efficiency [26–28,37,38,45,51,69]. This is because important N
removal mechanisms, such as denitrification and biological uptake, are mediated by en-
zymatic activity. As SFWs receiving agricultural subsurface drainage largely depend on
denitrification and partly on biological uptake to reduce N loads, seasonality benefits N
removal in the so-called vegetation growing season, characterized by warmer tempera-
tures, and suppresses it during winter [26,38,45,48,49,51,67,71]. Xue et al. [67], for example,
estimated the denitrification capacities of three SFWs (based on results from mesocosms)
around six times higher in summer (25 ◦C) than in winter (4 ◦C). The seasonal variations of
temperature and HRT produce even stronger effects on the removal of N throughout the
year, by which denitrification and biological uptake rates typically reach their peaks during
summer, as a result of warmer temperatures and longer HRTs, whereas cold and short
HRTs during winter markedly suppress these processes [22,45,48]. This combined effect
could be observed in Ulén et al. [38], who demonstrated a significant direct relationship
between the product of soil temperature and HRT, and NO3

− removal efficiency in a SFW
(p < 0.01; linear function). This study found that the NO3

− removal efficiency values in
the linear function corresponding to summer were indeed markedly higher than those
corresponding to the other seasons.

According to the above, Kadlec [47] proposed that a fixed NO3
− removal efficiency

could be achieved if the temperature variations were compensated by the HRT, i.e., cold
and warm temperatures could produce similar NO3

− removal efficiencies provided the
HRT is longer and shorter, respectively. Steidl et al. [26], for example, reported effective N
removal in a SFW when the HRT and water temperature were over 20 days and 8 ◦C, which
occurred only from spring to autumn. However, SFWs commonly receive the highest
N loads during winter, as discussed in Section 2.2.3, which complicates management
plans to optimize performance. Therefore, a proper SFW sizing is not only necessary to
ensure sufficient HRT for the N removal mechanisms, but also to compensate for seasonal
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temperature variations so that the system can achieve an annual N removal goal. Surface-
flow constructed wetlands that do not take this into account may risk becoming sources of
N during cold periods with short HRTs [26].

2.3.7. Final Remarks

At this point, only intra and inter-variability in N treatment by SFWs receiving agri-
cultural subsurface drainage, and the associated processes have been covered. However,
successful application of SFWs for the treatment of N must also take into account other
aspects, such as (i) the system lifetime, including maturation and post-maturation ef-
fects, and the effectiveness of different maintenance operations; (ii) the collective effect of
SFWs in watersheds, including siting and design; (iii) the intrinsic limitations of SFWs,
including their common need for large areas, great dependence on the climate for optimal
performance, and emission of nitrous oxide (a potent greenhouse gas); and finally (iv) the
cost-efficiency of the system. Thereby, further analyses and evaluations are necessary to
ensure that SFWs are a viable solution to reduce excess N loads under different agricultural
catchment conditions. Lastly, these efforts are essential to help preserve the quality of
surface waters with minimal impact on agricultural activities and production.

3. Summary, Conclusions and Final Remarks

Surface-flow constructed wetlands are a prevalent practice in reducing excess N loads
at the edge of tile-drained agricultural catchments to surface waters. This is achieved
through a combination of increased HRT with N biogeochemical processes. Despite the
increasing use of SFWs and growing body of research attesting their capacity, this review
clearly observed a large intra and inter-variability in performance, which are the result of
system design and local catchment characteristics, including N load and climate.

3.1. Nitrogen Inputs and Incoming Loads

Nitrogen load largely varied between SFWs and proved to be normally a major
controlling factor for N removal rate due to a cumulative effect of N in the system, therefore
greatly explaining the inter-variability in N removal rate. Thus, increasing hydraulic
loads and particularly N concentrations tend to markedly raise the removal rate, and
SFWs receiving higher N loads tend to outperform others in a rate basis. Reductions
in N concentration at the outlet, however, proved to decrease given higher inputs of
N, which suggested more untreated N crossing the system. The review found that this
effect is associated with an increase in water flow, which often correlates positively to N
concentration and shortens the HRT for effective removal. Therefore, significant reductions
in N concentration or lower concentrations at the outlet may only be observed if water flow
does not increase concomitantly to N inputs. As a result, increasing N loads are expected
to benefit the performance of SFWs in a rate basis, while decreasing the reduction of N
concentration at the outlet or efficiency of the system.

Among the different N forms, the review found that NO3
− clearly contributes most

to the relationship between N load and removal rate—as denitrification rate promptly
responds to NO3

− inputs—thus indicating that higher NO3
− fractions from total N at the

inlet enhance the removal rate. Fortunately, the review found that this is often the case, i.e.,
dominant NO3

− fractions at the inlet, which reflected in comparable variations of NO3
−

and total N loads. Thereby, NO3
− largely contributed to the variability in performance.

Ammonium and organic N loads, on the other hand, were found to contribute little to the
relationship between N load and removal rate. Besides that, NH4

+ loads are normally low,
while organic N loads can be highly variable, albeit weakly correlated to their removal
rates, which caused great variance in the removal efficiency of organic N between SFWs.
Thus, these N forms contribute less to the overall performance, besides being more prone
to be generated in situ and exported. As a result, the performance of SFWs benefits from N
loads consisting mainly of NO3

−.
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In relation to N removal efficiency, the effect of N load tends to be negative and minor,
thus generally explaining little of its variability. In this case, not even N concentration
showed a significant effect. The review found, however, that system efficiency is closely
related to hydrological and biogeochemical factors that regulate the functioning of N
removal mechanisms, such as denitrification, biological uptake and settling. Increasing
hydraulic loads—probably leading to higher N loads—contribute, therefore, to decrease
the efficiency of the system or reduction of N concentration at the outlet by significantly
raising N export as a result of insufficient HRT to allow proper N processing rates. Thereby,
unstable efficiency can be expected in SFWs subject to varying hydrological regimes.
Specifically, the review found that exports of NO3

− and organic N respond to variations
in hydraulic load, where the effect on organic N was more prominent. Thus, increasing
fractions of organic N from total N at the inlet or the generation of organic N in situ may
accentuate the negative effect of hydraulic or N load in the efficiency of SFWs. Finally, the
review indicated that N removal efficiency tends to respond more promptly to hydraulic
load in a lower range, whereby HRT is a limiting factor for N removal mechanisms.

The review found that hydraulic load regulates the HRT and the active hydrological
area or volume of the SFW, therefore the contact time of N with the removal components
of the system, and the level of N distribution and treatment. Hence, significantly high
hydraulic loads tend to restrict N removal efficiency not only by shortening the HRT, but
also by promoting preferential flow and stagnant water, which reduce that contact time
and underutilize the treatment space of the system. Despite the importance, the review
recognized this issue as little investigated. Therefore, further studies are recommended,
mainly regarding the relationship between water flow dynamics and N treatment.

3.2. Design

Design parameters have been evaluated as fundamental to control HRT and water
flow dynamics, and thus ensure effective SFWs. Large SFWs allow long HRTs and wide
areas for N biogeochemical processes and removal, while deep waters can be particularly
relevant for small systems subject to intense hydraulic loads in order to prolong the HRT.
In this context, the area ratio of the SFW for the agricultural catchment has been found as
critical, as effective systems must be large enough to accommodate and treat the incoming
N loads with sufficient HRT, mainly during periods of intense discharge. The review
estimated that 40–50% N removal can be generally achieved with an area ratio of 1–4%,
with minor increments in N removal above this threshold, as HRT is no longer a limiting
factor. Smaller systems may otherwise be advantageous if high N removal rates are the
goal. Furthermore, it has been found that aspect ratio length to width, position and
configuration of the inlet and outlet, presence of obstructions to the water flow, bathymetry,
and vegetation type and distribution, have all proved to influence water flow dynamics in
different degrees, therefore with potential implications for N treatment, as indeed reported
to some extent. In general, however, the review observed that design parameters have been
little investigated in relation to N treatment, and recommends particular attention in future
studies. These efforts can potentially contribute to enhance N removal by improving the
hydrology of SFWs.

3.3. Removal Processes and Factors

Denitrification has been described as the main N removal mechanism due to normally
higher processing rates and recoveries of the available N compared to biological uptake
and settling, besides ensuring permanent removal of N from the system. The latter two
mechanisms, in turn, can only store N—mainly as organic N—in biomass or onto the
topsoil for a certain period, thus with a limited contribution to the overall N removal.
Ammonification, nitrification and DNRA, on the other hand, do not contribute directly to
the overall N removal, but regulate the availability of NH4

+ and NO3
− prone to biological

uptake or denitrification, according to local conditions. Finally, although volatilization
also removes N permanently from the system, its contribution is generally considered
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negligible. Investigation of the potential of this process is otherwise recommended in SFWs
experiencing anaerobic and basic water.

The review found that maturation process is crucial to ensure effective N removal in
SFWs, and mainly involves the development of vegetation, which supports denitrification
by supplying organic matter and substrate for denitrifying bacteria. Moreover, this process
promotes biological uptake by plants and microorganisms, and settling. Maturation of
SFWs, however, typically takes many years to complete, and so the full potential of the
system to remove N. Therefore, suboptimal performance is normally observed during
initial operation. In line with this, denser vegetation contributes to increasing the system
efficiency, where emergent vegetation, in particular, can promote N removal at an early
stage. Thereby, wide deep areas should be avoided in SFWs in order to allow vegeta-
tion development, and initial planting with emergent vegetation can potentially enhance
performance during initial operation. In addition to the above, the review found that deni-
trification is promoted by warmer temperatures, whereas low inputs of phosphorus may
limit this process given sufficient concentrations of NO3

− and carbon. Finally, the review
highlighted the susceptibility of denitrification to vary due to the many controlling factors,
which ultimately contribute to the intra and inter-variability in performance of SFWs. In
relation to biological uptake, the review observed that N storage takes place mainly in plant
biomass during the vegetation growing season, thus contributing to the overall N removal
in a seasonal basis. Lastly, settling has demonstrated particular contribution to the overall
N removal by accumulating and storing N for long periods in the topsoil, as promoted
mainly by senescence events, although ammonification may offset its contribution to some
extent by releasing NH4

+ into the system.
Despite the findings of this review, N biogeochemical processes in SFWs receiving agri-

cultural subsurface drainage have been little investigated, mainly in relation to long-term
tests at the field-scale. Therefore, the review strongly recommends further studies, given
the susceptibility of the performance to be affected or suppressed at the biogeochemical
level in the context described herein, i.e., NO3

−-rich effluents with low carbon inputs, long
maturation periods and seasonal variations in temperature. These efforts are essential to
support effective SFWs and reduce the intra and inter-variability in performance.

3.4. Climate

Climate has been identified as a major challenge for the successful application of
SFWs due to seasonal and annual variations in hydrological regime and temperature,
which highly affect controlling factors for N removal, thus the N processing rates, and
subsequently the overall performance. Thereby, climate greatly contributes to the intra
and inter-variability in performance. The review found that warm periods with long HRTs
(e.g., during summer) provide proper conditions for effective removal, although N loads
are typically low to contribute significantly to the removal rate and cumulative removal
of N in an annual basis. Cold periods with short HRTs (e.g., during winter), on the other
hand, do not support effective removal, although N loads are high to enhance the removal
rate, which often results in major cumulative removals of N in a year. Moreover, the review
found that more variable hydrological regimes tend to worsen the overall performance.
Thus, management operations or technological interventions capable not only to enhance
the system efficiency during winter, when N loads are often the highest, but also to stabilize
it throughout the year, are greatly desired. Furthermore, these efforts are critical to reduce
the intra and inter-variability in performance and ensure more predictable N treatments
in SFWs.
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Abstract: The discharge of toxic heavy metals including zinc (Zn), nickel (Ni), lead (Pb), copper (Cu),
chromium (Cr), and cadmium (Cd) in water above the permissible limits causes high threat to the
surrounding environment. Because of their toxicity, heavy metals greatly affect the human health and
the environment. Recently, better remediation techniques were offered using the nanotechnology and
nanomaterials. The attentions were directed toward cost-effective and new fabricated nanomaterials
for the application in water/wastewater remediation, such as zeolite, carbonaceous, polymer based,
chitosan, ferrite, magnetic, metal oxide, bimetallic, metallic, etc. This review focused on the
synthesis and capacity of various nanoadsorbent materials for the elimination of different toxic ions,
with discussion of the effect of their functionalization on the adsorption capacity and separation
process. Additionally, the effect of various experimental physicochemical factors on heavy metals
adsorption, such as ionic strength, initial ion concentration, temperature, contact time, adsorbent
dose, and pH was discussed.

Keywords: water treatment; nanomaterials; heavy metals; functionalization

1. Introduction

Healthy peoples require clean drinking water as one of the essential life requirements [1–3].
However, due to the increased industrialization and the excessive use of chemicals all over the world,
unwanted pollutants released into drinking water have became a major concern. One of the major
noxious water pollutants are heavy metal ions that cause serious side effects to human and living
organisms. Toxic heavy metals are the comparatively high-density metallic elements that can cause
toxicity also at lower doses. In the recent years, heavy metals pollution was increased significantly by
several folds, resulting from the continuous development of urban, industrial, and agricultural activities.
Generally, the main sources of heavy metals toxicity are sewage sludge, pesticides, metallic ferrous
ores, fertilizers, municipal wastes, and fossil fuels burning [4,5]. As advised by the Environmental
Protection Agency (EPA), there is a standard quality for drinking water, which depends on the
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level of the present pollutants and the harmful effects on health which could occur when pollutants
levels exceed the permitted levels [6]. Industrial contaminants commonly include zinc (Zn), nickel
(Ni), lead (Pb), copper (Cu), chromium (Cr), and cadmium (Cd) over other metals. These toxic
metals have many poisoning symptoms, with impacts on human and living organisms through their
accumulation inside the food chain [7]. The progress and excessive activities of humans has caused
the environmental pollution by toxic metals even though these metals naturally exist in the crust of
earth. These activities include wood and dyes preservation, photographic materials, electroplating and
steel industries, smelting, printing pigments, pesticides, leather tanning, explosive industrial, coating,
mining biosolids, atmospheric accumulation, sewage irrigation, textiles, alloys fabrication, fertilizers
manufacturing, and batteries construction [8]. Nevertheless, many physiological and biochemical
processes require some heavy metals usage in trace amounts, such as molybdenum (Mo), nickel
(Ni), manganese (Mn), selenium (Se), zinc (Zn), magnesium (Mg), iron (Fe), chromium (Cr), copper
(Cu), and cobalt (Co). These trace metals are considered essential while others are non-essential.
However, high concentrations of these trace metals become harmful for humans and the environment.
Many harmful effects such as nervous disorders, anemia, renal failure, and cancer are associated
with high lead levels in drinking water. Many metals such as mercury [9], lead [10], chromium [11],
cadmium [12], and arsenic [13] are classified as having the greatest importance for public health,
due to their high toxicity, as exposure to these metals even at small levels can cause several organs
damage. According to the International Agency for Research on Cancer (IARC) and the United States
Environmental Protection Agency (U.S. EPA), several metals such as lead, arsenic, cadmium, chromium,
and mercury are known to be carcinogenic depending on their experimental and epidemiological
tests. Therefore, the elevated toxic metals contamination has motivated scientists to develop several
remediation methods, such as flocculation and coagulation [14], photocatalysis [15], ion exchange [16],
adsorption [17], membrane filtration [18], and chemical precipitation [19]. Because of diverse factors
related to economic and technological considerations, a limited number of wastewater treatment
processes are universally used by various industries to treat their effluents. In spite of their availability
to remove different pollutants from wastewaters, these processes represent some limitations (high cost,
process complexity, low efficiency, etc.). Interestingly, the adsorption technique was considered as
the most effective one for heavy metals removal from wastewater since is considered as safe, clean,
efficient and technical feasible process [20]. Absorbent materials are characterized by their high
surface area and porosity, resistance to toxic substances with high effectiveness and simple design and
easy operation, making this technology the most worldwide method for heavy metals removal from
wastewater [20]. Many adsorbents have been used for toxic metals in wastewater treatment, such
as nanocomposites [21], nanofilteration [22], engineered nanomaterials [23], chelating minerals [24],
activated carbon [25], and biopolymers [26]. Because the old technologies are conventional and
limited, in the past few years nanotechnology science has been applied for heavy metals removal
from waters. Nanoparticles (NPs) size-dependent properties provide various opportunities in diverse
applications. Interestingly, this science has gained tremendous international interest with the increasing
request for nanomaterials in which materials are transferred from the micro- to the nano-scale [27].
Additionally, the existence of the high number of functional groups over their surfaces, availability,
and lesser flocculation allowed their wide application for the remediation of wastewater containing
toxic metals [28]. Interestingly, the developed nanomaterials provided different geometries with
various new characteristics which cannot be observed in bulk materials. These nanomaterials with
different geometries have demonstrated high heavy metals removal efficiency. This fact is related
to their exceptional properties including high surface area, porosity, specific surface charge, surface
functionality, and ions binding capabilities [27,28]. Furthermore, nanomaterials are attractive and
cost effective due to their reusability for several cycles. However, these nanomaterials have some
limitations hindering their industrial applications, such as their removal from treated water [29].
This problem is overcome through nanomaterials functionalization by the link with biomolecules [30],
carbon [31], polymers [32], and inorganic compounds [33], which allow easy separation from treated
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water as well as enhancing their adsorption power. In this review, we briefly discuss the use of various
nanomaterials for the efficient removal of toxic metals from water/wastewater via the adsorption
technique. We also discuss the effect of different conditions on the adsorption process, such as the initial
metal concentration, temperature, contact time, adsorbent dosage, and pH. Additionally, we summarize
the adsorption isotherms used for heavy metals adsorption through different nanomaterials.

2. Nanomaterials for Heavy Metals Removal

In the recent years, heavy metals removal from wastewater has been achieved using different
types of nanomaterials such as zeolite, carbonaceous, polymer based, chitosan, ferrite, magnetic, metal
oxide, bimetallic, metallic, etc. The heavy metals scavenging from wastewater using nanomaterials is
achieved through the adsorption technique over their surfaces. Based on their basic material being
used as absorbents and their importance for heavy metal removal, various types of nanomaterials are
listed and discussed in detail in the next sections.

2.1. Carbon Based Nanomaterials

Functionalized carbon nanomaterials are considered one of the most promising adsorbents for
toxic metals due to their unique chemical and physical features that allow their usage at large scales
for wastewater purification. They have attracted much attention in the scientific community and
engineering due to their extraordinary physical, chemical, optical, mechanical and thermal properties.
In recent years, different types of contaminants were removed using several constructed carbon-based
nanomaterials such as graphene, carbon-based nanocomposite, and carbon nanotubes. One of the
most important carbon-based nanomaterials used for water treatment is graphene. It is the thinnest
two-dimensional material comprised of a one-atom-thick planar sheet of sp2-bonded carbon atoms,
while carbon nanotubes have a cylindrical nanostructure which also consist of sp2-bonded carbon
atoms. Graphene has a high dispersity in aqueous solution, resulting from its high hydrophilic
tendency due to the existence of oxygen functional groups on the graphene oxide (GO) surface.
The large surface area and existence of functional groups over the GO surface makes it a promising
material for water detoxification. Several pollutants are found to be removed with high efficiency from
water using graphene-based nanomaterials. The adsorption of toxic metals from water via graphene
occurs through the complexation of oxygen functional groups in the graphene and cationic metal.
For organic dyes the interaction occurs through the π-electron delocalized arrangement of graphene.
Zeng et al. [34] functionalized reduced GO hydrogel by MnO2 nanotubes to produce 3D nanomaterial
with a size of 20 nm used for the high adsorption of zinc, copper, silver, cadmium, and lead ions with
the adsorption capacity of 83.9, 121.5, 138.2, 177.4 and 356.37 mg/g, respectively. This high adsorption
capacity resulted from the synergetic action between MnO2 nanotubes and reduced GO of the porous
3D nanostructures. Another research group, prepared the nanosheets of GO for the elimination of
cobalt ions with the adsorption capacity of 68.2 mg/g and cadmium ions with an adsorption capacity of
106.3 mg/g [35]. Interestingly, another form of carbon material called carbon nanotubes (CNTs) are the
most attractive materials for environmental engineers due to their electrical conductivity, cylindrical
hollow structure, small size, and large surface area. Multi-walled carbon nanotubes (MWCNTs) and
single-walled carbon nanotubes (SWCNTs) are the two main classes of CNTs. Wastewater treatment
from toxic heavy metals via adsorption over CNTs was designated by several researchers. For instance,
CNTs allowed the removal of Mn (II), Zn (II), Co (II), Pb (II), and Cu (II) [36]. In another study, the lead
ions removal from water with an adsorption capacity equal 70.2 mg/g was reported [37]. Furthermore,
MnO2 was used to coat oxidized multi-walled CNTs, allowing an efficient scavenging of cadmium
ions from water with an adsorption capacity equal 41.7 mg/g [38]. Lately, researchers synthesized the
nanocomposite of carbon layered silicate that has developed features compared to conventional carbon
nanomaterials that attracted the scientists’ attention. Interestingly, an environmentally-safe composite,
nanoadsorbent montmorillonite/carbon, was synthesized and used for the elimination of lead ions
with an adsorption capacity of 247.86 mg/g [39].
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2.2. Zeolites Nanoparticles

The high porosity of zeolites allows their use for the removal of toxic metals from wastewater.
The negative charge between silicon and aluminum ions can be balanced by the movement of alkaline
earth and alkali metals in their framework. However, nanoparticles of zeolites are used for adsorption
efficiently due to their active and large surface areas. Recently, the adsorbent NaX nanozeolite/polyvinyl
alcohol was synthesized and used efficiently for the removal of cadmium and nickel ions from water
with an adsorption capacity for nickel lower than cadmium ions [40]. In another work, zeolite
immobilized over alumina nanoparticles was used for the removal of Co (II) and Cr (III). Compared
with immobilized nanoparticles, the adsorption power of zeolite and alumina nanoparticles was found
to be enhanced by 17.3% for Co (II) and 31.77% for Cr (III) [41]. Additionally, zeolite nanoparticles used
to fill ploysulfone membrane to remove lead and nickel ions from water via a combined treatment of
filtration and adsorption. The capacity of adsorption of this fabricated membrane reached 122 mg/g
for nickel and 682 mg/g for lead [42]. Recently, clinoptilolite zeolite nanoparticles were modified
using pentetic acid and characterized then tested for the removal of Cd (II) from water. The modified
clinoptilolite zeolite nanoparticles offered an excellent elimination of cadmium pollutants from water
showing an adsorption capacity of 138.9 mg/g. The cadmium ion chelation occurred through ion
exchange with raw clinoptilolite zeolite nanoparticles and by complexation with functional groups
of pentetic acid indicating the important role of functionalization in the enhancement of adsorption
capacity. The adsorption process occurred through monolayer and multilayered adsorption [43].

2.3. Polymer Based Nanomaterials

Many factors enhance the application of nanofibrous membranes filled with polymers (such as
cellulose, chitosan, etc.) in environmental remediation, such as high surface area, small interfibrous
pore size, and high gas penetrability that improve their chelation adsorption capacity. They are an
excellent choice for the adsorption process due to their simple degradation behavior, adaptable surface
functional groups, and excellent strength skeleton. Nanomembranes filled with polymers have a high
selectivity and adsorption capacity resulting from existing functional moieties such as SO3H, COOH,
and NH2, by which the permeated toxic metals are chelated. Materials used in the polymer-based
nanomaterials can be used for their classification.

2.3.1. Cellulose Based Nanomaterials

Scientists tested the removal of toxic heavy metals using biopolymers-based adsorbents such as
cellulose. Abou-Zeid et al. [44] synthesized 3 bio adsorbents: tetramethyl piperidine oxide oxidized 2, 3,
6-Tricarboxy cellulose nanofiber (T-CNFs) and TPC-cellulose nanofiber (TPC-CNFs) with and without
polyamide-amine-epichlorohydrin crosslinker (PAE) and used for the treatment of water containing
calcium, lead, and copper ions. For both lead and copper ions, the adsorption capacities were 82.19,
97.34, and 92.23 mg/g, respectively for Crosslinked TPC-CNFs, TPC-CNFs, and T-CNFs. In another
study, phosphoric acid was used to functionalize cellulose nanofibers with a phosphate group to form
CNF/P useful for the removal of copper ions from water [45]. Recently, Choi et al. synthesized cellulose
nanofibers through electrospun cellulose acetate nanofibers deacetylation process that followed by
functionalization of nanofibers with thiol group through esterification reaction. This polymer-based
adsorbent used for the removal of Pb (II), Cd (II), and Cu (II) ions with adsorption capacity has been
determined via Langmuir isotherm equal to 22.0, 45.9, and 49 mg/g, respectively. The metal ions
removal occurred via the complexation reaction between the two surface thiol groups and divalent
metals to approve the success of this synthesized functionalized nanomaterial for water remediation
process [46]. Additionally, the previous method was used for the synthesis of cellulose nanofibrous
mats that are then modified using citric acid. The citric acid modified cellulose nanofibrous were
tested for the removal of chromium ions through a batch adsorption experiment. This synthesized
nanoadsorbent offered an efficient removal of Cr (VI) from aqueous solution [47].
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2.3.2. Dendrimer Based Nanomaterials

The removal of toxic metals has been achieved efficiently using organic polymers with functional
groups to greedily chelate these toxics [48]. This system is composed of polymeric support with
functional arms. On this basis, different ratios of acrylamide and acrylic acid were used for the synthesis
of superadsorbent polymer hydrogel for the elimination of Co (II), Cu (II), Ni (II), and Cd (II) with
high adsorption capacity from water. The adsorption efficiency toward cadmium and nickel ions was
lower than that of copper and cobalt ions due to the easy penetration of small cations from polymeric
support and easily chelated by functional arms [48]. In another study, nanofibers with ion-selectivity
behavior including diethylenetriamine, ethyleneglycol, and ethylenediamine supported over a base
polymer of polyacrylonitrile showed efficient removals of Zn (II), Pb (II), and Cd (II), with an adsorption
capacity of 7.2, 8.8, and 6.1 mmol/g, respectively. Its high adsorption capacity may be attributed to
the high surface area of the three nanofibers that allowed large numbers of functional groups for
the scavenging of toxic metals [49]. Additionally, two new polymers were prepared by the reaction
between 1,3,5-tris(6-isocyanatohexyl)-1,3,5-triazinane-2,4,6-trione with pentaethylenehexamine and
diethylenetriamine to form polymeric nanomaterials with ethyleneamine arms to capture metallic ions
through complexation reaction. The long amine chains in the nanoadsorbent were prepared using
pentaethylenehexamine, which allowed a higher capture of divalent copper, chromium, cobalt, and
cadmium ions than that prepared using diethylenetriamine [50]. A co-electro spinning technique was
used for the fabrication of nanofibers membranes from metal-organic frameworks (MOF-808) and
polyacrylonitrile to produce PAN/MOF-808 nanoadsorbent, offering an efficient removal of heavy
metals from water according to the order Hg (II) < Pb (II) < Cd (II) < Zn (II). This removal efficiency
order is in line with the metals ionic size, which indicates that the steric effect of metals hampers
the access of metals to complex with active sites [51]. In another study, researchers synthesized
poly-(ethylene-co-vinyl alcohol) nanofibers that efficiently removed hexavalent chromium pollutants
from wastewater with the adsorption capacity of 90.75 mg/g obtained at less than 100 min [52]. In a
similar study, nanofibers of polyacrylonitrile were functionalized using amidoxime to enhance its
adsorption capacity for metals elimination. This nanoadsorbent efficiently removed lead and copper
divalent ions from water [53]. A quantity of 1, 2-diaminoethane or 1, 3-diaminopropane was used
to modify the resin of synthesized poly (styrene-alt-maleic anhydride) with 3-aminobenzoic acid.
The synthesized nanoadsorbent was used for the elimination of Pb (II), Zn (II), Cu (II), and Fe (II)
from water [54]. Sohail et al. [55] synthesized polyamidoamine (PAMAM) dendrimers via a divergent
method. The functionalization occurred via two steps: Michael addition reactions of amino groups on
methyl acrylate to produce shell of ester then linked to ethylene diamine to form the new developed
surface. The characterization indicated that these zero generation dendrimers have 200–400 nm of
size. These higher generation dendrimers have more outer functional groups on the external side that
allowed the efficient removal of nickel ions from water [55].

2.3.3. Chitosan Based Nanomaterials

Chitosan is a linear polysaccharide composed of randomly distributed β-(1→4)-linked
D-glucosamine (deacetylated unit) and N-acetyl-D-glucosamine (acetylated unit). It is made by
treating the chitin shells of shrimp and other crustaceans with an alkaline substance, like sodium
hydroxide. Chitosan is biocompatible, non-toxic, and hydrophilic polymer that able to interact with
different metals via complexation reaction. This complexation reaction easily occurred due to the
existence of amino functional groups over chitosan surface. This functionalization of chitosan occurs
via connection with different materials to improve its adsorption capacity, selectivity, mechanical
properties, and stability at low pH. For example, chitosan was used as a carbon and nitrogen source for
the synthesis of nitrogen-doped carbon materials with a 3D hierarchically porous structure, which
was tested for the elimination of cadmium and lead ions from water via the electrostatic interactions
between surface oxygen and nitrogen functional groups and metallic ions. Therefore, the chelation
process is chemisorption over this nanoadsorbent [56]. In another study, chitosan was combined
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with zinc oxide nanoparticles to produce core shell nanocomposite of ZnO/chitosan that showed to
remove effectively Cu (II), Cd (II), and Pb (II) ions from water [26]. Additionally, the same coupling
was made using titanium dioxide nanoparticles to fabricate a nanocomposite of chitosan/TiO2 that
allowed to adsorb efficiently lead and copper divalent ions [57]. Moreover, the chitosan nanoparticles
were functionalized using alginate to form alginate/chitosan nanocomposite that permit the removal
of 94.9% of nickel ions from aqueous solution [58]. The nanocomposite of chitosan alginate was
fabricated and tested for the removal of divalent mercury from water. Here, alginate is negatively
charged while chitosan is positively charged allowing the interaction with different charged pollutants
in water as calcium and tripolyphosphate ions. This nanocomposite showed high adsorption capacity
of 217.40 mg/g toward mercury ions [59]. Recently, Hussain et al. synthesized chitosan modified with
salicylaldehyde in the size of 80 nm for the efficient removal of Pb (II), Cd (II), and Cu (II) from water.
The nanocomposite showed high adsorption capacity toward Pb (II), Cd (II), and Cu (II) equal to 63.71,
84.60, and 123.67 mg/g, respectively. Additionally, this nanocomposite was tested for lead removal
from tap water of 4.88 ppb [60]. In a separate study, Khalil et al. synthesized two novel chitosan
nanocomposites. One was prepared via the functionalization of chitosan using cinnamaldehyde to
produce chitosan-cinnamaldehyde (CTS-Cin) and the other nanocomposite was magnetic chitosan
cinnamaldehyde (Fe3O4@CTS-Cin). These nanocomposites are promising for the treatment of water
containing toxic metals. The two nanocomposites effectively removed hexavalent chromium Cr
(VI) from water at 298 K with adsorption capacity of 61.35 mg/g for CTS-Cin and 58.14 mg/g for
Fe3O4@CTS-Cin [61].

2.4. Magnetic Nanomaterials

Advanced nanomaterials have several classes in which magnetic nanomaterials are the main class
that save the easily magnetic separation as well as the improved removal of toxic metals. This class of
nanomaterials introduces excellent recyclability after separation that gives this class ecological benefits
and wide applications in environmental remediation. With size decrease, the properties of these
nanomaterials change significantly. The efficiency of non-magnetic nanomaterials in water treatment
is lower than magnetic nanomaterials due to their hard separation and small surface area. However,
the magnetic nanomaterials are easily dispersed, less toxic, with inert chemical behavior, and have a large
surface area. These properties of magnetic nanomaterials make them cost effective, efficient, and faithful
for water purification. Thus, heavy metals removal is effectively achieved by using these nanomaterials.
A vital member of this class is iron oxide nanomaterials that provide ease of reusability, separation,
and quick and high adsorption capacity. In this context, Fe3O4 nanoparticles were synthesized and used
for the efficient adsorption of lead divalent ions from water with 36 mg/g of adsorption capacity [62].
In addition, Mn (II), Zn (II), Cu (II), and Pb (II) were removed using nanoparticles of Fe3O4 prepared by
Giraldo et al. with a minimum adsorption capacity toward Mn (II) and maximum adsorption capacity
toward Pb (II), which is related to the different hydrated ionic radius of these metals. This differentiation
of metals size affects the electrostatic attraction between adsorption sites and toxic metals [63]. In another
study, the nanoparticles of Fe3O4 were synthesized and their adsorption capacity of toxic metals
Cu (II) and As (II) was compared with commercial iron oxide. The lower adsorption capacity of
commercial iron oxide toward metals adsorption indicated the improved properties of synthesized
nanoparticles [64]. Interestingly, nanorods, nanowires, and nanotubes provided great efficiency toward
heavy metals removal from water/wastewater due to their higher surface area than other structured
nanomaterials. For example, Cu (II), Cd (II), Ni (II), Zn (II), Pb (II), and Fe (II) were efficiently removed
from water via adsorption over Fe3O4 nanorods with adsorption capacity of 76, 88, 95, 107, 113,
and 127 mg/g, respectively [65]. The real applications of bare magnetic nanoparticles are limited due to
their easy aggregation in water, which results from their tendency toward oxidation. Additionally, it is
very important to prevent the magnetic nanoparticles from precipitation or aggregation alongside their
synthesis development. A functionalization process of bare magnetic nanoparticles was followed to
overcome these problems. The selectivity, stability, and adsorption capacity of magnetic nanoparticles
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increased via surface functionalization. The existence of different functional groups over magnetic
surfaces offers different types of interactions between surfaces and metals including Van der Waals,
electrostatic, ligand combination, chemical binding, and complex formation. Additionally, surface
metal electrostatic interactions can be enhanced via functionalization using charged moieties. Thus,
the selectivity of surfaces toward different metals resulted mainly through enhanced electrostatic
attraction. Based on this, preventing the aggregation of magnetic nanoparticles can be achieved using
capping hydrophilic coatings such as poly vinyl pyrollidine, poly vinyl alcohol, and polyethylene
glycol. In addition, magnetic nanoparticles homogeneity and high surface area were enhanced through
functionalization. Tailoring the magnetic surfaces caused alteration of their properties for toxic metals
selective chelation. The selectivity and the improvement of the adsorption of magnetic nanoparticles
toward toxic pollutants depend mainly on their surface are and size that are decided significantly by
surface modification. Surface modification of magnetic nanoparticles occurred through many trials,
including different modifiers such as carbonaceous, biomolecules, inorganic, organic, and polymers
materials, etc.

2.4.1. Nanocomposite Magnetic Nanoparticles

Several metal oxides magnetic nanocomposites have been engineered and applied for heavy
metals removal from water. For example, nanocomposite of Fe3O4/MnO2 was fabricated with
flower shape for the adsorption of Zn (II), Pb (II), Cu (II), and Cd (II). The adsorption of prepared
nanocomposite was compared with that of iron oxide NPs that found to be enhanced by modification
process [66]. Researchers coupled ferrite molecules with many metals to produce metal ferrite magnetic
nanomaterials to allow its ease magnetic separation for the recyclability. The general formula of
metal ferrite nanocomposite is M(FexOy), where M is the metal atom. Many metal ferrites have been
synthesized for heavy metals removal such as ZnFe2O4, CuFe2O4, and Mn0.67Zn0.33Fe2O4 [29,67].
ZnFe2O4 removed lead divalent ions while CuFe2O4 removed molybdenum divalent ions from aqueous
solution with high adsorption capacity. Mn0.67Zn0.33Fe2O4 efficiently removed lead, cadmium divalent
ions, and arsenic pentavalent ions. In another study, the co-precipitation method used for the synthesis
of manganese and cobalt spinel ferrites (MnFe2O4 and CoFe2O4) resulted in nanoparticles in the size
range of 20–80 nm. The synthesized nanoparticles removed divalent zinc ions with the adsorption
capacity of 384.6 and 454.5 mg/g for CoFe2O4 and MnFe2O4, respectively [68]. Vamvakidis et al.
synthesized the magnetic nanocomposite cobalt ferrite (CoFe2O4) that was further modified by coating
with octadecylamine. The synthesized magnetic nanocomposite removed copper divalent ions with
high adsorption capacity of 164.2 mg/g. The nanocomposite showed very easy separation via a magnet
and simple regeneration via acidic treatment [69].

2.4.2. Inorganic Functionalized Magnetic Nanoparticles

Magnetic nanoparticles can be functionalized with inorganic materials including silica, metal,
nonmetal, metal oxides, etc. These coatings improve the stability of the nanoparticles in solution
and provide sites for covalent binding with specific ligands to the nanoparticle surface. For example,
amorphous oxide shells of Mn-Co were used for the modification of magnetic nanoparticles surface
allowing the exhibition of strong negative charge on their surfaces at various pHs. Interestingly,
the obtained absorbent allowed the removal of Pb(II), Cu(II) and Cd(II) with adsorption capacity of
481.2, 386.2 and 345.5, respectively [70]. Additionally, magnetic nanoparticles functionalized with
aluminosilicate displayed the higher adsorption capacity of Hg2+ [71]. In another study, silica was
used to coat magnetic nanoparticles modified by 1, 2, 3-triazole for the removal of toxic divalent
metals such as zinc, copper, and lead, allowing a maximum removal for lead ions and a minimum
for zinc ions. This order is matching the atoms electronic properties that derive the complexation
reaction. Metals with high ionic potentials will tend to acquire ligand electrons and stable alliances
will be established. Thus, when the metals have the same charge, the hydrated ionic radius will derive
the complexation reaction and the bigger cation will form the less stable complex. Therefore, in this
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study, the adsorption order followed the metals hydrated ionic radius [72]. Another class of inorganic
materials used for the functionalization of magnetic nanoparticles is carbonate. In this context, calcium
carbonate is a promising material for the modification of magnetic nanoparticles used for heavy metal
removal from water due to its non-toxicity, low price, and high solubility that enhance the precipitation
reaction of toxic species. However, their use is limited in water/wastewater remediation due to
problematics of separation, sludge generation, and low efficacy. These limitations can be avoided by
the combination with magnetic nanomaterials to enhance their adsorption capacity and ease their
separation from experimental media. In this direction, Wang et al. synthesized magnetic mesoporous
calcium carbonate-based nanocomposites via solvothermal method followed by annealing treatment
to produce irregular sphere morphology nanocomposite with a size of 50 nm. This nanoadsorbent
caused the removal Cd (II) and Pb (II) from water with maximum adsorption capacity of 821 and
1179 mg/g, respectively [73].

2.4.3. Carbon Materials Magnetic Nanoparticles

Nanoadsorbents efficiency for the adsorption of heavy metals from aqueous solutions
can be improved by functionalization with carbon materials, such as activated carbon and
graphene oxide. Subsequently, the adsorption capacity of graphene oxide/iron oxide/EDTA (EDTA:
ethylenediaminetetraacetic acid) toward lead ion removal was tested. The capacity of adsorption
improved with high degree due to the existence of hydroxyl and carboxyl groups over graphene oxide
surface that chelate metal ions in addition to the existence of EDTA coordination power. All these
functional groups over the surface interact with toxic metals through electrostatic interactions and
hence, enhance the modified surface adsorption capacity [31]. In another study, Li et al. [74] synthesized
environmentally benign nanocomposite of thiol (SH) functionalized Fe3O4 nanoparticles modified
with activated carbon (Fe3O4@C-SH NPs) via one-step fabrication. The nanocomposite removed
divalent copper ions from aqueous solutions with a maximum adsorption capacity of 28.8 mg/g.
The nanocomposite showed high adsorption capacity and selectivity to copper ions over co-existing
ions [74].

2.4.4. Organic Functionalized Magnetic Nanoparticles

The adsorption capability of magnetic nanomaterials toward heavy metals is believed to be
improved via functionalization with functional groups provided from organic molecules. For example,
EDTA was used to functionalize magnetic nanoparticles coated with silica for their application for
toxic metals removal. In this context, the added dithiocarbamate groups were used for the removal of
divalent mercury at trace concentrations, showing high adsorption removal capacity [75]. Likewise,
glutathione was used for the modification of magnetic nanoparticles coated with silica to produce
the nanoadsorbent of Fe3O4/SiO2/GSH useful for the removal of divalent lead ions from water.
Interestingly, the temperature enhanced the adsorption of lead ions over the adsorption sites of
synthesized nanoadsorbent. Additionally, the magnetic properties of this adsorbent allowed its ease of
separation from the reaction medium via a magnet [76]. Furthermore, iron oxide nanoparticles were
modified with amine and metformine and applied for copper ions removal from water. The highest
elimination reached 92% of copper ions over Fe3O4 coated with silica modified with 0.1 wt %
metformine [77]. In another research, Fe3O4 nanoparticles modified with 3-aminopropyltriethoxysilane
were linked with crotonic acid and acrylic acid for the removal of divalent ions of Cd, Zn, Cu, and
Pb. The highest adsorption capacity was reached for lead while the lowest adsorption capacity was
found for cadmium due to different complexation affinity of metals with carbonyl group [78]. Recently,
Zhang et al. used humic acid to modify nitrogen-doped Fe3O4 magnetic porous carbon for the
removal of hexavalent chromium ions from water. The existence of functional groups over surfaces
enhanced their complexation with Cr (VI) allowing the high adsorption capacity of adsorption equal
to 130.5 mg/g [79]. Additionally, magnetic nanoparticles modified with amino groups showed efficient
removal of toxic metals. Li et al. synthesized ternary amino-functionalized magnetic nano-sized
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illite-smectite clay for the effective removal of Pb+2 ions from water with the high adsorption
capacity of 227.8 mg/g due to the complexation of metals with amino groups on the surfaces [80].
Wang et al. modified the nanocomposites of hollow Fe3O4/SiO2/chitosan with triethylenetetramine for
the removal of hexavalent chromium ions from water. The modification of the surface with the ligand
triethylenetetramine provided more and stronger sites for the chromium complexation. This modified
nanocomposite showed high adsorption capacity of Cr (VI) of 254.6 mg/g within only 15 min [81].
Likewise, triethylenetetramine was used for the modification of mesoporous Fe3O4 nanoparticles
for the removal of Cu (II) from water with an efficiency of 86% [82]. Tetraethylene pentamine was
used to functionalize magnetic polymer surfaces for the adsorption of hexavalent chromium via the
reduction of Cr (VI) to non-toxic Cr (III) and via electrostatic interactions as confirmed by experimental
data [83]. Similarly, many core-shell magnetic nanoparticles were functionalized with multi amino
groups for the chelation of hexavalent chromium and divalent copper ions in water. The adsorption of
two metals was found depending on electrostatic interactions and depending on medium pH. The pH
value of 2–4 enhanced the adsorption capacity due to the availability of amino binding sites but at
lower pH these sites protonated and loss its availability that negatively affect the adsorption process
of copper ions. Precipitation of copper ions occurred at pH higher than 4. At the same pH range
2–4, the higher adsorption of chromium occurred via electrostatic interaction while at higher pH the
adsorption process retarded due to active sites competitions between hydroxyl ions and chromium
ions. In co-metals systems the competition occurred at low pH and high metals concentration while
high pH and low metals concentration did not influence the adsorption removal capacity in co-metals
systems [84].

2.4.5. Biomolecules Functionalized Magnetic Nanoparticles

Many investigations have been reported for the environmentally-safe use of biomolecules
in the functionalization of magnetic nano-scaled particles to develop their chelation capability
toward toxic metals removal from water/wastewater. Triazinyl- β-cyclodextrin was used for the
modification of magnetic nanoparticles to enhance its adsorption capacity toward divalent ions
such as of cobalt, zinc, copper, and lead. The existence of triazinyl- β-cyclodextrin azinyl nitrogen
and hydroxyl groups over magnetic nanoparticles surfaces improved their chelation power toward
above mentioned metals. The minimum adsorbed metal was cobalt ions while the maximum
adsorbed metal was lead ions due to different chelation ability of surface nitrogen and oxygen [85].
In several studies, biopolymer cellulose was used to functionalize magnetic nanoparticles. Carboxy
methyl cellulose-immobilized magnetic nanoparticles were prepared and tested for the removal of
divalent lead ions with an enhanced adsorption capacity of 152.1 mg/g. The cellulose chains over
magnetic nanoparticles exhibit many functional groups responsible for electrostatic interactions and
chelation of lead ions over the nanoadsorbent. It was found that at pH over zero point charge the
adsorption capacity was increased while at pH below zero point charge the adsorption capacity was
decreased [86]. Phanerochaete chrysosporium pellets biomass strain loaded with Ca-alginate and magnetic
nanoparticles for the efficient adsorption of divalent lead ions showed an enhanced adsorption capacity
of 167.37 mg/g [87]. In another investigation, magnetic nanoparticles bounded in alginate polymer
were modified with amino acid glycine in order to improve the removal of lead ions from water due to
complexation ability of COOH- and NH2- groups of glycine toward the toxic metal [28,88].

2.4.6. Polymers Functionalized Magnetic Nanoparticles

In order to get a high adsorption capacity for heavy metals adsorption from water, magnetic
nanoparticles were also modified with polymers for many benefits like bio-compatibility, better
mechanical strength, and higher chemical stability. Several studies reported the linkage of magnetic
nanoparticles and polymers for the improvement of thermal and mechanical properties of
nanoadsorbent. Fe3O4 nanoparticles were modified using diethylenetriamine and polyacrylic acid
for the removal of hexavalent chromium and divalent copper from water with higher adsorption
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capacity toward copper ions than chromium ions [89]. Additionally, magnetic nanoparticles were
coated by the mercaptoethylamino polymer for the removal of divalent cadmium, lead, and mercury
ions in addition of monovalent silver ions [90]. Interestingly, divalent zinc and cadmium ions were
efficiently removed from water when hydroxyapatite was used to modify magnetic nanoparticles [91].
A green method of synthesis was used for the Fe3O4 nanoparticles synthesis via eucalyptus extract.
Then, these nanoparticles were modified using chitosan polymer in order to enhance the removal of
pentavalent arsenic ions from water. These modified magnetic nanoparticles showed great adsorption
capacity of arsenic ions at natural pH and short duration time [32]. Glycidylmethacrylatemaleic
anhydride linked iminodiacetic acid was embedded in the fabrication of magnetic nanocomposite
for the efficient elimination of divalent cadmium and lead ions from water [92]. In a recent study,
the facile hydrothermal method was used for the synthesis of polyethylenimine functionalized magnetic
montmorillonite clay (MMT-Fe3O4-PEI) for the adsorption of Cr (VI) from aqueous solution [93].
Interestingly, the nanoadsorbent removed chromium ions from water with high adsorption capacity of
62.89 mg/g. The removal mechanism occurred via partial reduction of Cr (VI) to Cr (III) and electrostatic
attractions between protonated amino groups with Cr (VI) anions. This nanoadsorbent was reused
several times for chromium uptake from water [93].

2.5. Metal Oxides and Metal Based Nanomaterials

Recently, the heavy metals removal from water was successively achieved using metal oxides
and metals. However, the bare metals which are unstable, aggregate, and their separation from the
processed media is very difficult, so their use is not common in water remediation. These problems
are overcome via the functionalization process to ease their separation and enhance their stability to
prevent aggregation problems. One of the most important nanoparticles for water treatment is the zero
valent nano iron Fe0 due to its high capacity of adsorption, reducing properties, non-toxicity, high
surface area, and high stability. Many studies reported the use of Fe0 for toxic metals remediation from
water. Zero valent nano iron Fe0 was synthesized for efficient removal of 99% of pentavalent arsenic
from water [94]. Similarly, Fe0 was prepared from ferric chloride using Syzygium jambos for the efficient
scavenging of hexavalent chromium with an adsorption capacity of 983.3 mg/g [95]. Sometimes, zero
valent nano iron Fe0 was more stabilized by combination with other stabilizing agents. For example,
chitosan carboxymethyl β-cyclodextrin complex is a biodegradable non-toxic stabilizer used to envelop
Fe0 for the removal of divalent copper and hexavalent chromium ions from water. The mechanism
of heavy metals removal included the reduction of Cu+2 to Cu0 and Cr+6 to Cr+3 while the Fe0

oxidized to Fe+3 [96]. Additionally, heavy metals elimination has been reported through bimetallic
nanoparticles. In this context, kaolinite embedded Fe/Ni nanoparticles were synthesized for the
excellent removal of divalent copper ions with efficiency of 99.8% [97]. Furthermore, the metal oxides
have been demonstrated for the treatment of water containing heavy metals pollutants. Metal oxides
nanoparticles were classified according to their magnetism into magnetic and non-magnetic metal
oxides nanoparticles. Heavy metals remediation from water over non-magnetic nanoparticles metal
oxides includes the oxides of Mn, Cu, Fe, Al, Ce, Zn, etc. For example, sodium titanate was used for the
synthesis of nanofibrous adsorbent useful for the removal of many toxic ions from water including Zn,
Pb, Ni, Cd, and Cu. The metals’ removal from single and coexisting systems was compared and found
higher in the case of single system adsorption owing to the competition among several adsorbates on the
adsorption locations [98]. MnO2 nanofiber was coated by polypyrrole and polyacrylonitrile and aimed
at the capture of divalent lead species, with a high adsorption removal capacity of 251.90 mg/g [99].
Likewise, CeO2 nanofibers were coated with 3-mercaptopropyltrimethoxysilane and vinylpyrrolidone
for the removal of divalent ions of lead and copper with higher adsorption to lead ions than copper
ions [100]. Additionally, polyvinyl alcohol was used for the coating of ZnO nanofibers for the removal
of U (VI), Ni (II), and Cu (II) allowing a minimum adsorption capacity for Ni (II) and maximum
adsorption capacity for U (VI) [101]. The deriving factors of this order of adsorption are metallic
hydrated ionic radius, electronegativity, and atomic mass. U (VI) has the highest atomic mass, highest
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hydrated ionic radius and lowest electronegativity that influence the adsorption order over these
nanofibers. α-Fe2O3 nanofibers were synthesized for the removal of hexavalent chromium from water
with an adsorption capacity of 16.18 mg/g [102]. In another study, α-Fe2O3 nanoparticles were coated
with volcanic rock for the elimination of divalent cadmium toxics from H2O at 30 ◦C showing a
capacity of adsorption equal to 146.42 mg/g [103]. In separate studies, magnetron sputtering was
used for the synthesis of CuO nanoparticles for the elimination of Pb (II) and Cr (VI) from H2O with
adsorption capacity of 37.02 and 15.62 mg/g, respectively [28,87,104]. Additionally, nanoparticles of
alkaline metal oxides were reported for the heavy metals’ removal. Compared to previously mentioned
nanoparticles of metal oxides, these nanoparticles of alkaline metal oxides are eco-friendly and less
toxic. The nanoparticles of magnesium oxide MgO are important members of this group, that were
studied for heavy metals removal by many researchers. MgO was synthesized for toxic metals removal
in addition to bacterial disinfection. The synthesized nanoadsorbent inactivated Escherichia coli in
addition to the removal of divalent lead and cadmium ions [105]. In another work, flowerlike MgO
nanoparticles were synthesized with high surface area for the removal of divalent ions of cadmium and
lead with the adsorption capacity of 1500 and 1980 mg/g, respectively. The high adsorption occurred
via a dissimilar cation exchange mechanism among metal and magnesium ions [106].

Alumina (Al2O3) is another important metal oxide nanoadsorbent for heavy metals removal.
Alumina has many structural forms χ, θ, γ, β, and α that are naturally exist in soils [107]. Natural
α-Al2O3 adsorbent possesses high stability in conventional methods [108]. Al2O3 has interesting
characteristics such as high electrical insulation, corrosion and water resistance, compressive strength,
and thermal conductivity, as well as its strong interatomic bonding which allowed its use as excellent
adsorbent [109]. Dehghani et al. [110] benefited from nano γ-alumina properties for the removal of
heavy metals from aqueous solution. The synthesized γ-alumina caused the uptake of Co (II) ions
from wastewater by maximum adsorption capacity of 75.78 mg/g. This synthesized nanoadsorbent
can effectively remove cobalt ions from aqueous solutions within a shorter time and with lower
adsorbent dosage than others reported in the literatures. New works indicated the aptitude of alumina
nanoparticles to emulate nano-membranes for pollutants adsorption. In this study, the pores of the
spent alumina catalyst were filled with 2-amine-1-methyl benzimidazole and dithizone aimed to the
efficient elimination of divalent zinc, cadmium, and nickel toxics from aqueous wastes. The adsorption
removal capacity over 2-amine-1-methyl benzimidazole/alumina was found 1.01, 0.55, 0.38 mmol/g for
Cd (II), Zn (II), and Ni (II), respectively. The adsorption of these mentioned toxic metals occurred via
chemical reaction and physisorption over 2-amine-1-methyl benzimidazole/alumina nanosorbents [109].
Polyethersulfone membranes were filled with alumina nanoparticles by several dosages to improve its
efficiency toward Cu (II) ions removal. It was concluded that the increased alumina nanoparticles,
increased the metal ions elimination from water [111]. The alumina adsorption capacity can also be
improved via combination with metallic nanoparticles. In a recent study, Kumari et al. [112] used
green synthesized nanoparticles of silver to be stabilized over alumina nanoparticles for heavy metals
removal from pharmaceutical effluents. They used bio-based reductant Bacillus cereus cell extracts for
the green synthesis process environmentally-safe. This nanocomposite caused the removal of Pb and
Cr from pharmaceutical effluent with efficiency of 99.5% and 98.44%, respectively [112]. Metal oxides
adsorption capacities can be improved through modification with surfactants. Thus, the modification
of alumina nanoparticles with surfactants was improved by inhibiting nanoparticles agglomeration
and therefore increasing their surface area for better adsorption capacity. γ-Al2O3 NPs was modified
using sodium dodecyl sulfate (SDS) and sodium tetra decyl sulphate for the elimination of divalent
cadmium ions allowing high effect of surfactant on the adsorption process [113]. The adsorption
efficiency was found improved by modification from 67% to 95%. Additionally, SDS was used to
modify alumina surfaces for better adsorption of Mn (II) ions from manganese-bearing real industrial
wastewater and Mn(II)-spiked wastewater. The removal occurred via adsolubilization of manganese
ions in the admicelle formed by SDS on the alumina surface. The adsorption of Mn (II) over this
modified nanoadsorbent occurred with efficiency of 92% [114].
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2.6. Silica Based Nanomaterials

The exceptional properties of silica-based nanomaterials such as definite pore size, manageable
surface characters, and high surface area has made these nanomaterials an important metal oxides
class for the detoxification of water from heavy metals. Additionally, these nanoadsorbents possess
advanced selectivity and adsorption capacity to metals when modified with thiol and amino groups.
Additionally, they are eco-friendly and non-toxic that increased their applications in water remediation.
The adsorption capacity of functionalized and non-functionalized silica nanoadsorbents toward the
chelation of divalent ions of lead, nickel, and cadmium are studied and compared in the literature [115].
The comparison occurred between NH2-silica gel, non-functionalized nanosilica spheres, and NH2-
silica nano hollow spheres showed higher adsorption capacity of functionalized materials equal to
96.80, 31.40, 40.74 mg/g for the removal of lead, nickel, and cadmium ions, respectively. Additionally,
silica nanospheres were modified with phenyl groups and 3-amino propyl in order to enhance the
adsorption removal capacity toward divalent copper ions. Interestingly, as the number of amino
groups increased, the adsorption efficiency toward copper ions was increased [116]. In a similar
research, nitrilotriacetic acid was used to modify silica gel that applied for treatment of wastewater
containing divalent ions of lead, cadmium, and copper. The modified nanoadsorbent removed
the Pb (II), Cd (II), and Cu (II) with adsorption capacity of 76.23, 53.15, 63.6 mg/g, respectively
within only 2–20 min [117]. Recently, Yang et al. used kerf loss silicon waste for the synthesis of
3-aminopropylethoxysilane (APTES)-functionalized nanoporous silicon (NPSi) hybrid materials via
nanosilver-assisted chemical etching. The functionalized nanoadsorbent examined for the adsorption
of hexavalent chromium Cr (VI) from aqueous solution with a maximum adsorption of 103.75 mg/g
within one hour. The adsorption mechanism occurred via the reduction of Cr (VI) to Cr (III) over
protonated amino groups. This functionalized nanoadsorbent maintains its efficiency after 5 cycles of
adsorption [118]. The several nanomaterials applied for the elimination of toxic metallic ions from
wastewater were summarized in Table 1.

Table 1. Nanomaterials for heavy metals removal from water.

Metal
Ions

Adsorbent
Contact
Time
(min)

Initial Metal
Conc. (mg/L)

Dosage of
Adsorbent

(mg/L)
pH

Temp.
(K)

Ref.

Cd (II) Graphene Oxide Nanosheets - 20 1000 10 303 [35]
(PVA)/NaX nanozeolite 60 50 500 5 318 [40]

SPH - 100 2 7 298 [48]
HDI-IC-DETA 30 58.9, 112.4 1000 6 333 [50]

Nitrogen-doped carbon materials 120 40 400 5 298 [56]
Fe3O4/MnO2 30 10 1000 3 298 [66]

SNHS, NH2–SNHS, (NH2–SG) 1440 140 15 14 298 [115]
MnO2/oMWCNTs 150 15 500 5 323 [105]

NTA-silica gel 720 20 1000 2.9 298 [117]
DTZ-Al2O3 and MAB-Al2O3) 720 44.9–865.4 3330 11 298 [109]
SMA (SDS and STS @ Al2O3) 120 - - 6 298 [113]

Polystyrene-poly(N-isopropylmethacrylamide-acrylic acid 100 50 0.0011 g 9 298 [119]

Fe3O4/HA 15 0.1 10 6 298 [120]

Co (II) Graphene Oxide Nanosheets - 20 1000 10 303 [35]
Al2O3 NPs in zeolite 240 50 - 7 318 [41]

SPH - 100 2 7 298 [48]
HDI-IC-DETA 30 58.9, 112.4 1000 6 333 [50]

Pb (II) CNTs 360 10 500 6 308 [37]
MMT/C 50 100 400 5 308 [39]

PAN nanofibers 30 100 1000 6 298 [49]
Nitrogen-doped carbon materials 120 40 400 5 298 [56]

Fe3O4 30 100 10,000 5.5 298 [62]
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Table 1. Cont.

Metal
Ions

Adsorbent
Contact
Time
(min)

Initial Metal
Conc. (mg/L)

Dosage of
Adsorbent

(mg/L)
pH

Temp.
(K)

Ref.

(CMC-Fe3O4) 120 200 1000 6 298 [86]
CuFe2O4 220 10 20 4.5 298 [29]

Fe3O4–SiO2-GSH MNPs 120 100 100 5.5 308 [76]
MNPs–Ca-alginate 60 500 1800 5 308 [87]

Glycine–MNPs (GF MNPs) 100 10 10,000 2 298 [88]
PAN/PPy/MnO2) nanofiber 120 400 60 6 298 [99]

SNHS, NH2–SNHS, (NH2–SG) 1440 140 15 14 298 [115]
NTA-silica gel 720 20 1000 2.9 298 [117]

TEMPO - - - - 298 [109]
Polystyrene-poly(N-isopropylmethacrylamide-acrylic acid 100 50 0.0011 g 9 298 [119]

NH2 MNPs 60 10 100 5 298 [121]
Fe3O4@C 120 50 1000 5.5 293 [122]
Fe3O4/HA 15 0.1 10 6 298 [120]

Ni (II) (PVA)/NaX nanozeolite 60 50 500 5 318 [40]
SPH - 100 2 7 298 [48]

HDI-IC-PEHA 30 58.6, 63.8, 51.9 1000 6 333 [50]
Alg-CS 30 70 3000 3 298 [58]

(PVA)/zinc oxide (ZnO) nanofiber 300 50 1000 5 318 [101]
DTZ-Al2O3 and MAB-Al2O3) 720 17.5–368.5 3330 7 298 [109]

SNHS, NH2–SNHS, (NH2–SG) 1440 140 15 14 298 [115]

Cr (III) Al2O3 NPs in zeolite 240 50 - 7 318 [41]
HDI-IC-PEHA 30 58.6, 63.8, 51.9 1000 6 333 [50]

Polystyrene-poly(N-isopropylmethacrylamide-acrylic acid 100 50 0.0011 g 9 298 [119]

Cr (VI) TEPA-NMPs 180 50 5000 3 318 [83]
EVOH nanofiber membranes 100 150 100 2 318 [52]

SJA-Fe 90 50 500 5.5 298 [95]
PAA-coated amino-functionalized Fe3O4 - 600 20,640 5 298 [89]

α-Fe2O3 nanofibers 5 200 2000 - 298 [102]
CuO 10 20 1600 3 298 [104]

BiOBr/Ti3C2 80 20 40 - 298 [123]

Cu (II) SPH - 100 2 7 298 [48]
PAN nanofibers 30 100 1000 6 298 [49]
HDI-IC-PEHA 30 58.6, 63.8, 51.9 1000 6 333 [50]

Fe3O4 30 2 10 7 298 [82]
PAA-coated amino-functionalized Fe3O4 - 600 20,640 5 298 [89]

Kaolinite (K-Fe/Ni) 30 200 - 4.7 298 [97]
(PVA)/zinc oxide (ZnO) nanofiber 300 50 1000 5 318 [101]

NH2-silica 150 - 1000 5 298 [116]
NTA-silica gel 720 20 1000 2.9 298 [117]
(TPC-CNFs) - - - - 298 [109]

Cobalt ferrite, Titanate NTs, alginate 120 10 0.15 6 298 [124]
Polystyrene-poly(N-isopropylmethacrylamide-acrylic acid 100 50 0.0011 g 9 298 [119]

GA–APTES 15 15.88 1250 4 293 [125]

Zn (II) PAN nanofibers 30 100 1000 6 298 [49]
DTZ-Al2O3 and MAB-Al2O3) 720 58.8–117.6 3330 11 298 [109]

Mo (II) ZnFe2O4 - 110 2000 3 298 [67]

Hg (II) Fe3O4/ SiO2/APTES - 50 × 103 - - 298 [75]
Fe3O4/HA 15 0.1 10 6 298 [120]

As (V) NZVI 720 1 100 6.5 298 [94]

As (III) Cobalt ferrite, Titanate NTs, alginate 120 10 0.15 6 298 [124]
Fe (III) Cobalt ferrite, Titanate NTs, alginate 120 10 0.15 6 298 [124]
U (VI) (PVA)/zinc oxide (ZnO) nanofiber 300 50 1000 5 318 [101]

3. Factors Affecting Adsorption Process

The adsorption process of heavy metals ions over different surfaces is controlled by various factors
including the initial ion concentration, the temperature, the contact time, the adsorbent dosage, and
the pH of reaction medium. Thus, in the following sections the effect of the mentioned factors on the
heavy metals removal from water/wastewater will be discussed.

3.1. Ionic Strength Effect

The adsorption process over the adsorbate surface is greatly affected by the existence of extra
ions in the solution. So, the ionic strength of solution plays a vital role in the adsorption efficiency.
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The extra added ions affected significantly the adsorption efficiency through their competition with the
main adsorbed ions on the adsorbent chelation sites. Commonly, the influence of experimental ionic
strength on chelation performance was studied by the addition of Cl− and Na+ ions to the solution.
Additionally, the adsorbent affinity toward added ions and their concentrations affected the adsorption
efficiency. Sometimes, the effect of ionic strength on the adsorption process is neglected due to the low
attraction of adsorbent to the extra ions compared to the target metal ions as reported in several studies.
For example, in the study of the adsorption of lead divalent ions over the surface of Fe3O4/SiO2/GSH
nanocomposite [76], the adsorption was increased when sodium chloride concentration in the solution
was 0.025 mM that enhances the dispersion of functional groups on the adsorbent surfaces. However,
when the sodium chloride concentration reached 0.2 mM there was a decrease in the adsorption of
lead ions due to the competition on the chelation sites. In another study [92], during the adsorption
of divalent cadmium and lead ions over magnetic nanocomposite, the addition of sodium chloride
ions up to 3 mol/L has no effect on the adsorption of toxic metals This indicates the great attraction of
metal ions over the nanocomposite surface more than the added ions. Consequently, the influence of
ionic strength on the adsorption reaction may be significant or neglected depending on the attraction
between the target adsorbate and the adsorbent in addition to sodium chloride concentration.

3.2. Initial Ion Concentration Effect

Generally, it is recognized that the increasing of toxic species concentration increases the adsorption
process to a certain point after which the adsorption decreases due to the metal ions optimum
concentration that must be exist in the reaction medium for the applied adsorbent. Low numbers of
toxic metals are available at low concentration allowing the decrease of the scavenging efficiency, but
at a higher metallic concentration the available ions for adsorption process are increased leading to the
enhancement of the removal efficiency. Nevertheless, above a certain initial concentration, ions with
the equal amount of adsorption locations are available, which therefore decreases their elimination
adsorption capacity. For instance, nanofibrous adsorbent PVA/ZnO adsorption capacity was improved
for the chelation of Ni (II), Cu (II), and U (VI) when the metallic initial concentration increased from 90 to
500 mg/L [101]. Similarly, the adsorption of divalent mercury ions over chitosan-alginate nanoparticles
(CANPs) surface enhanced when initial metallic concentration elevated from 4 to 12 mg/L then reduces
successively [59].

3.3. Temperature Effect

The adsorption process is greatly influenced by the temperature of the solution. Generally, the
increasing of the temperature reduced the solution viscosity and, consequently, improved the ions
diffusion to reach the adsorption allowing the enhancement of the adsorption competence. Therefore,
the adsorption process of metal ions from aqueous solution can be affected by solution temperature in
two ways depending on heat emitted or absorbed. The increasing temperature causes the increase of
the adsorption rate for endothermic adsorption while causing the decrease of the adsorption rate for
exothermic adsorption. Moreover, the adsorption study under temperature change introduces many
thermodynamic parameters about the adsorption process including entropy changes (ΔS), enthalpy
change (ΔH), and Gibbs free energy change (ΔG). In the literature [59], for the CANPs adsorption of
divalent mercury ions, the adsorption process was exothermic. So, when the temperature is raised from
10 to 20 ◦C there is an enhancement of adsorption process, but over this temperature the adsorption
process decreased significantly due to the increased kinetic energy that caused the desorption of
metallic ions from adsorbent sites. Hence, the increased temperature decreased the chelated ions over
CANPs surface. Another reason for adsorption decrease is the weak electrostatic interactions between
mercury and adsorbent at increased temperature as it is exothermic adsorption. The process is known
to be endothermic and spontaneous when ΔH = positive value and ΔG = negative value [126–131].
In another work, Fe3O4 nanoparticles chelated divalent lead ions through endothermic adsorption
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process. So, the increasing of the temperature increased the mobility of ions to reach a large number of
binding sites that enhanced the adsorption capacity to lead ions [62].

3.4. Contact Time Effect

The water/wastewater economical remediation from toxic heavy metals significantly depends
on the contact time between nanosorbent and metal ions. The adsorption efficiency greatly increases
by increasing the time of contact between pollutants and adsorbent due to the increase of interaction
time between active sites of chelation and metals. Normally, at the beginning of the adsorption the
removal efficiency occurs quickly and then increases gradually. This occurs because of the availability
of the free active sites at initial adsorption that are gradually occupied with time by chelated metals.
This phenomenon was reported for the adsorption of divalent mercury ions on surfaces of CANPs.
When the contact time increased from 0 to 90 min, the adsorption greatly increased. At the first half-hour
the adsorption increased rapidly then delayed with reaching equilibrium at 90 min [59]. Similarly,
the study reported the chelation of divalent cadmium and lead ions over surfaces of MNCPs [92].
The adsorption efficiency within 20 min reached 91% and 100% of maximum adsorption (48.54 and
53.35 mg/g) for Cd (II) and Pb (II) ions respectively. Subsequently, the adsorption becomes independent
on the contact time when the equilibrium reached between desorption and adsorption.

3.5. Adsorbent Dosage Effect

The dosage of the added adsorbent plays a vital role in the removal of pollutants via adsorption.
Increasing the adsorbent dosage caused an increase in the number of existing active sites to chelate
toxic metals, and greatly enhances the adsorption capacity. So, the amount of nanoparticle dosage
efficiently improves the adsorption capacity. Nonetheless, the active sites decrease as a result of surface
area decrease by additional increase in the nanoparticles amount due to the agglomeration of the
adsorbent that greatly reduces the adsorption capacity. The adsorbent dosage effect on the heavy metals
removal from the aqueous solution has been studied in several studies. For instance, nanofibrous
TiO2 coated chitosan was used for the elimination of divalent copper and lead ions from water with
an optimal dosage of 2000 mg/L. After this optimal dosage of nanosorbent, there were nanoparticles
agglomerations and the decrease of surface area caused a reduction of adsorption capacity toward
toxic metals [57]. In another study, Fe3O4@C nanoadsorbent used for the removal of lead ions from
water improved the efficiency from 41% to 92% when the adsorbent dosage increased from 0.5 to 2 g/L,
due to the increase of the active site number and to the simple contact of lead ions with these sites.
However, the increase of the adsorbent dosage reduced the removal efficiency from 41% to 22% due to
the adsorbent agglomeration that reduces the existed active sites to chelate lead ions [123].

3.6. pH Effect

The adsorption reaction and adsorption capacity greatly depend on the reaction medium pH. So,
the effect of pH on metal ions scavenging must be determined. In a study of Hg (II) divalent ions
removal via CANPs nanoparticles, there was an increase in the adsorption capacity when the pH
changed from 2 to 5. However, at lower pH, the functional groups over nanoparticles surfaces became
protonated, which led to electrostatic repulsion that prevents the adsorption of the target heavy metal.
Additionally, there was a competition between the heavy metal and H3O+ for the active sites of the
adsorbent. Sometimes, the adsorption enhanced at moderate values of pH due to the deprotonation of
functional groups and to the decrease of repulsion forces that enhances the adsorption capacity [59].

Similarly, chromium reached its highest adsorption on functionalized magnetic polymer at pH 2.
This adsorption exhibited a dependence on the electrostatic interactions related to the presence of
functional groups. However, it is very important to take into consideration the speciation chromium
oxidation state in order to determine the adsorption mechanism [82–84,132]. The heavy metals
adsorption, as determined in several studies, is favored at moderate pH values than at lower pH
values. For instance, nanofiber chitosan/TiO2 chelated divalent ions of copper and lead with minimum
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removal at 2–4 pH values and maximum removal at 6 pH values [57]. Similarly, the cadmium ions
removal increased by increasing the pH from 4 to 6, then remained constant at pH 9. However,
the increase of pH to 11 decreased the removal of cadmium to 80%, indicating that cadmium removal
is favored at moderate pH values due to the deprotonation of functional groups that reduces repulsion
forces and increases the attraction between metal ions and functional active sites [88]. Though, at low
pH the protonated active sites numbers increase and caused a great repulsion with positive charged
toxic pollutants that greatly reduces the adsorption capacity of the nanoadsorbent [87]. At very high
pH values, several complexes between metal species and OH groups formed that blocked the large
numbers of adsorbent active sites and reduced their adsorption capacity.

4. Desorption and Recyclability of the Nanoadsorbents

The viability of adsorbents in practical applications is depending on their evaluation for
the reusability due to the reduced cost of adsorption by the successful successive use of the
adsorbent [133–135]. The reusability of nanoadsorbents occurred by the successful separation from the
experimental medium using several methods, as reported in the literatures. For example, ion-selective
polyacrylonitrile nanofibers were used for the removal of divalent ions of zinc, lead, and copper
in a reusability study with up to four cycles of excellent efficiency of more than 90%, by using
0.5 M H3PO4 and1.0 M HNO3 [49]. Stable adsorption results were found for the removal of zinc
and lead using these nanoadsorbents indicating the ease of reusability and recyclability, while the
adsorption results decreased for copper ions with the reusability. Additionally, CMC-Fe3O4 used for
the removal of divalent lead ions was tested for reusability through cleaning with 0.1 M Na2 HPO4 and
H2O [84]. The adsorption capacity of this nanosorbent was slightly decreased during the reusability
cycles. After 5 cycles the adsorption capacity was still more than 85%. This nanoadsorbent has a
great tendency for reusability, as shown in a magnetism study in which the magnetization before
and after five cycles was still the same that made these nanomaterials valued for water treatment.
In another study, diluted HNO3 solution as a desorbent was used to study the reusability of HNC-3
for lead ions removal. The results indicated excellent reusability even after 5 cycles for lead removal.
This complete recovery with nitric acid indicated that the lead ions were completely desorbed from
the nanomaterial active sites, due to the competition between lead ions and protons for the active
sites on the nanoadsorbent surface [56]. Additionally, core/shell gel particles of polystyrene-poly
(N-isopropylmethacrylamide-acrylic acid) used for the adsorption of Cr (III), Cd (II), Cu (II), and Pb
(II) ions were reused via washing with 0.5 M HCl. The reusability of these core/shell gel particles
was successful up to 3 repetitive cycles, but with a small noted decrease in the Cr (III), Cd (II), and
Cu (II) removal in the 3rd cycle [119]. MnO2 nanotubes@reduced graphene oxide hydrogel (MNGH)
nanoadsorbent was applied for the removal of divalent lead ions from water in a reusability study.
The desorption of metal ions from adsorbent was conducted using 0.5 M HNO3. Pb (II) adsorption
capabilities decrease somewhat with reuse cycles. After eight cycles of reusability, the adsorbent
retained 87% of its adsorption capacity. Thus, this nanoadsorbent is suitable for toxic metals removal
with ease reusability [34].

5. Conclusions

Recently, great developments have been observed in the field of nanotechnology and nanoscience
that produce environmentally-safe, economical, and efficient materials for environmental engineering.
These engineered nanomaterials are promising for water treatment due to their unique physicochemical
properties that enable the heavy metals scavenging with high adsorption capacity and selectivity
even at very low concentrations. Efficient heavy metals removal from water was reached via the
simple adsorption technique. The current review discussed the heavy metals removal using different
nanomaterials like zeolite, polymers, chitosan, metal oxides, and metals under different conditions.
The new studies focused on nanomaterials functionalization in order to enhance properties of separation,
stability, and adsorption capacity. The functionalization process was reached using different molecules
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such as biomolecules, polymers, inorganic materials etc. By providing the magnetic properties to the
adsorbent, its separation becomes easier via magnetic separation techniques. The effect of various
experimental conditions like ionic strength, initial concentration of metal, contact time, temperature,
adsorbent dosage, and pH of the solution on the adsorption was discussed. For initial metal
concentration, the increased metal ion concentration initially increases the adsorption process then
decreases due to the occupation of adsorbent active sites. For the effect of time, the adsorption occurs
rapidly at the beginning of adsorption then slows down at equilibrium. Additionally, the temperature
greatly affects the metal ions capture from water. For endothermic adsorption, the increase of the
temperature caused an increase of the adsorption capacity while for exothermic adsorption the
increase of the temperature caused a decrease of adsorption capacity. The metal/binding sites ratio
that showed the adsorbent dosage effect on adsorption was found to greatly affect the adsorption
capacity. The metals removal was found greatly depending on the pH solution. Maximum metals
removal was reached at moderate pH. However, at low or high pH values, the removal was lower.
This review provided precious information regarding the use of engineered nanomaterials for the
removal of toxic heavy metals that will guide the researchers intending to fabricate new nanomaterials
for water/wastewater remediation. It should be noted, that all experiments are conducted at lab-scale
for toxic metals in aqueous solutions and studies are needed to evaluate the process efficiency at pilot
and large scale using real wastewater.
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Abstract: Membranes, as the primary tool in membrane separation techniques, tend to suffer external
deposition of pollutants and microorganisms depending on the nature of the treating solutions. Such
issues are well recognized as biofouling and is identified as the major drawback of pressure-driven
membrane processes due to the influence of the separation performance of such membrane-based
technologies. Herein, the aim of this review paper is to elucidate and discuss new insights on the
ongoing development works at facing the biofouling phenomenon in membranes. This paper also
provides an overview of the main strategies proposed by “membranologists” to improve the fouling
resistance in membranes. Special attention has been paid to the fundamentals on membrane fouling
as well as the relevant results in the framework of mitigating the issue. By analyzing the literature
data and state-of-the-art, the concluding remarks and future trends in the field are given as well.

Keywords: membrane technologies; biofouling; composite membranes; polymer blending

1. Introduction

To date, different new ways of water processing have been proposed to optimize the production
and yield, considering also the reduction of production costs and time [1,2]. Nowadays, one of
these ways has been membrane technology, which was, for the first time, introduced by Bechold in
1907, who used ultrafiltration processes [3]. Since that time, membrane-based technologies began to
gain popularity as separation processes. They are among the most significant advances in chemical
and biological process engineering. Membrane processes are well defined due to the membrane
being a primary tool for separating different types of molecules [4]. In principle, membranes can
be classified into two different categories according to the membrane material, organic (based on
polymers) and inorganic (e.g., glass, ceramic, silica, graphene, metal oxide, among others) [5,6].
Moreover, membrane-based technologies are classified based on their driving force, especially for the
pressure-driven membrane processes, where the pore size in the membrane is the key characteristic
that distinguishes between Microfiltration (MF) (pore size between 100 and 10,000 nm), Ultrafiltration
(UF) (pore size between 2 and 100 nm) and Nanofiltration (NF) (pore size 0.5–2 nm)[7]. For instance,
Table 1 enlists the main pressure requirements needed for these processes to carry out the separation,
and the separation mechanism that may take place.
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Table 1. Classification and main parameters of Microfiltration (MF), Ultrafiltration (UF) and
Nanofiltration (NF).

Membrane Process
Required Pressure (bar) Typical Separation

MechanismMin. Max.

Microfiltration 0.1 2 Sieving
Ultrafiltration 0.1 7 Sieving
Nanofiltration 3 25 Sieving and charge effect

The membrane, as the only separation barrier, is always in contact with the treating solutions,
and consequently, they are prone to present chemical or biological deposition of matter [8,9]. Such
deposition is the so-called fouling phenomenon. Biofouling implies the adhesion of micro- or macro-
organisms as membrane foulant, and it represents the “vulnerable” part of the membrane process since
microorganisms can proliferate over time. It has been established that biofouling contributes to over
45% of membrane fouling [10]. Microfouling originated by unicellular or pluricellular microorganisms,
such as bacteria, yeast, or fungi, that may form a complex biofilm by mono-species or multi-species,
while macrofouling was associated with bigger or visible organisms [11].

Typically, there are four types of fouling mechanisms, which were established by Hermia [12],
that can take place in membrane processes: complete pore blocking, partial pore blocking, internal pore
blocking, and cake formation. In order to inhibit or, at least control such mechanisms, the chemical
nature of the foulants (e.g., organic, inorganic, or biological) must be known due to more than one
type of fouling taking place simultaneously in a process, and beyond the classification, the pollutant’s
nature can provide an overview on the type of fouling and its impact on membrane properties [13].
For instance, the mechanisms can involve adsorption, accumulation, or precipitation either on the
surface or inside the membrane’s pores. This can have an influence on the separation performance of
the membrane, e.g., decrease permeate flux and membrane selectivity, and membrane lifetime [14,15].
Based on such negative effects of biofouling on membranes, several authors have hardly worked on
developing new strategies in preparing new concepts of membranes, which may offer enhanced fouling
resistance. Therefore, the goal of this review paper is to give an outlook of the ongoing development
works at mitigating the biofouling in pressure-driven membrane processes. To better understand
the biofouling in membranes, a brief background of such a phenomenon is given, providing the
main factors that play a key role in biofouling. Special emphasis has been paid to relevant results in
the framework of reducing the issue. By reviewing the literature data and current state-of-the-art,
the concluding remarks and future trends in the field are also given.

2. The Main Factors Playing an Important Role in the Biofouling Phenomenon

As mentioned previously, four mechanisms have been used to denote the fouling in pressure-driven
membrane processes, such as (a) complete pore blocking, (b) partial pore blocking, (c) internal pore
blocking, and (d) cake formation [12]. Figure 1 depicts a representation of such fouling mechanisms.
In theory, these models follow three fundamentals: (i) constant pressure filtration, (ii) membrane pores
are parallel to each other, cylindrical and equal in diameter, and (iii) foulant particles are spherical
and non-deformable [12]. Complete pore blocking considers that the fouling occurs on the membrane
surface area, and the particles “close” the pores, but no particle is placed on the top of another one [16].
In the case of partial pore blocking, it is also a surface phenomenon, but in this case, particles can be
particularly placed on the top of the other [12]. For the internal pore blocking, the foulant particles are
deposited inside the pores attaching themselves into the pore walls, and consequently, they change the
pore diameter [12,16]. Finally, the cake formation is due to the complete coverage of the membrane
surface, where the foulants can compose layers leading to the increment of hydraulic resistance in
proportion to the cake layer thickness [12].
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Figure 1. Graphical representation of the fouling mechanisms: (a) complete pore blocking, (b) partial
pore blocking, (c) internal pore blocking and (d) cake formation [12].

When dealing with biofouling, the most important elements are microorganisms. Herein, the first
step is the adhesion of the microbial cells to the membrane surface inducing the formation of a biofilm
layer. The population of microorganisms, that may form the biofilm, are different types of bacteria,
protozoa, fungi, and algae [10]. The adhesion to the membrane surface can be promoted by the
membrane material since it can act as a substrate (e.g., cellulose acetate membranes). However, some
other intrinsic properties of the membrane material and membrane itself, such as hydrophobicity,
roughness of the membrane and membrane surface charges, are also crucial for biofilm formation. It is
important to mention that such physico-chemical characteristics may change due to the extracellular
polymeric substances (EPS) that are secreted by the microorganisms. In particular, this phenomenon
contributes to a decrease in the permeation rates [10]. The steps of biofilm formation are depicted in
Figure 2 [11]. Initially, proteins are fundamentally important factors in developing biofouling due
to the fact that a protein layer provides an optimum environment for microbial colonization. As
it is well-known, proteins are composed by amino acids, which possess several functional groups,
such as carboxyl, amino and methyl groups. Such functional groups provide a specific hydrophilic
or hydrophobic nature to the proteins, and thus, the retention of microorganisms on the membrane
occurs through diverse intramolecular forces, such as van der Waals forces, hydrophobic interactions,
hydrogen bonding, among others [11].

Figure 2. Steps of the biofilm formation: (1) Conditioning film (protein layer). (2) Transport to the
surface and immobilization. (3) Attachment to the substrate [11].

Furthermore, different types of fouling may occur during a filtration process depending on
multiple factors, including the physico-chemical composition of the feed solution (including pH, nature,
etc.), operating parameters (such as feed flow rate, transmembrane pressure, temperature, among
others) and the properties of the membrane (such as membrane material, membrane cut-off, charge).

563



Processes 2020, 8, 182

The simultaneous appearance of the different fouling mechanisms can also take place. For instance,
during the ultrafiltration of palm oil mill effluent (POME), Said et al. [17] stated that internal pore
blocking, cake formation, and partial pore blocking were taking place, and importantly, they were
dependent on the operating conditions. Therefore, this section addresses the main factors which play
an important role in fouling formation.

2.1. Physico-Chemical Composition of the Feed Solution

According to various studies, the physico-chemical composition of the feed bilk is identified as
the most critical issue on membrane biofouling [18]. As the primary element of any composition of
feed solutions, the foulants can be categorized into four categories: organic, inorganic, colloidal, and
biological, which can also be found among the composition of the feed depending on its origin [19].
These foulants can raise the following severe issues: (i) decrease in membrane flux and thus decrease
of permeate production, (ii) degradation of the membrane due to the biofilm forming on its surface,
and (iii) increase in pressure differences [20].

Among the different types of foulants, it is likely that the organic ones are the major constituents
of wastewater streams. Usually, the organic matter contained in effluents provokes fouling coming
from three primary sources: (i) synthetic organic compounds discharged by consumers, or disinfection
by-products derived from disinfection processes, (ii) natural organic matter (NOM) generally presented
in drinking water, and (iii) soluble microbial products generated during wastewater treatment [19].
In general, some of the main organic compounds found in wastewater are listed in Table 2.

Table 2. Size ranges of typical organic components in biological treated wastewater.

Classification Compound MW (Da) Size (μm)

Dissolved Organic Matter
(DOM)

Nutrients 10–102 <10−4

Amino acids >10–102.5 <10−4–10−4

Recalcitrant Matter >10–103 <10−4–10–3.8

Carbohydrate
102–103 <104–10–3.6

Fatty acid
Chlorophyl 103–103.5 10−4–10−3.3

Vitamin 103–104 10−3.8–10−3.3

Humic acid 103.3–106.5 10−3.5–10−1.8

Proteins 103.6–107.5 10−3.5–10−1.2

RNA 104–106.5 10−3.1–10−2.4

Extracellular enzyme 104–105 10−4.8–10−3.5

Polysaccharide 104–107 10−3–<10−1

Virus 106–109 10−2–<10
Cell fragment >107–<109 >10–2–<10

DNA >107–109 10−1–<10

Particular/Colloidal Organic
Matter (POM/COM)

Organic debris >108 >10–1–103

Bacteria >109 <10–<102

Algae and protozoa >109 10–103

As it can be seen most organic compounds can be classified into two major groups: dissolved
organic matter (DOM) and particular/colloidal organic matter (POM) [19]. Particularly, some papers
establish that DOM comprises a mixture of several ill-defined aliphatic and phenolic compounds [20],
which possess a molecular weight in the range 5000 to 50,000 Da. Such compounds tend to generate an
undesirable yellow-black colored water [21].

DOM are typically humic-based molecules and substances which constitute around 90% of the
total of foulants in the feed. These substances represent meaningful and variable proportions of organic
matter contained in soils and fresh seawaters, and they are known for affecting the aesthetic quality
of water by changing the color and acting as a complexing agent for inorganic compounds. The fact
that various authors have supported that humic substances are the most common reaction precursors
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to trihalomethane (chloroform) formation is extremely worrying and has brought many scientists to
investigate ways to eliminate these and other foulants from the feed solutions and water [20].

To date, relevant research has been done regarding different pretreatments to prevent
biofouling, including coagulation/flocculation (in-line coagulation, pre-coagulation/sedimentation
and pre-flocculation), oxidation, ion exchange, adsorption, prefiltration, biofiltration, as well as their
possible coupling [19].

2.2. Effect of Transmembrane Pressure

As a pressure-driven membrane process, a membrane filtration system should be operated at
specific transmembrane pressures, which may provide higher productivity in terms of permeate
flux and rejection capacity [22]. However, transmembrane pressure has an important influence on
membrane fouling. For instance, when the pressure increases, the permeate flux follows a linear
tendency, in other words, the permeate flux is pressure-dependent but there is a critical point where
this can no longer happen, and this is well-known as limiting transmembrane pressure. In order to
provide a good performance, it is recommended that the membrane systems operate below such critical
points in which the fouling is promoted [23]. In the work presented by Jepsen et al. [22], the constant
flux operation was shown less fouling with a fixed permeate flux during a desalination process; while
less fouling appeared to occur at a constant transmembrane pressure for surface water treatment.

When the pressure is above the critical zone, the flux declines as the pressure increases due to the
deposition of particles on the membrane surface; furthermore, the pressure raises the concentration
polarization and the collision of particles promoting their attachment to the membrane pores,
and consequently, a cake formation occurs [17]. During POME ultrafiltration, authors have compared
the type of fouling that can occur varying the transmembrane pressure from 2 to 5 bar. Specifically, at 2
to 4 bar, the fouling was identified as partial or internal pore blocking, while at a pressure of 5 bar,
the fouling occurred was related to cake formation [17].

As described above, increasing the driving force results in the growth of a solute layer, and this is
well known as the mass transfer-controlled region; this detains the increase of the permeation rate of
the components [24]. According to He et al. [24], the operation at high pressure does not necessarily
guarantee high permeate flux. This statement was proven in their study on the separation of reactive
dye solution, finding the optimum operating pressure for UF membrane below 1.5 MPa.

2.3. Effect of pH

The membranes could be positively or negatively charged depending on the type and nature of
feed solution. At this point, the pH remarkably produces changes on the charges of the membrane due
to the disassociation of functional groups [24]. Therefore, depending on the pH used, the solution can
possess charges that are similar or different compared to the membrane, which may cause the repulsion
or affinity of the particles towards the membrane. The functional groups that generate negatively
charged membranes are carboxylic and sulfonic acid groups, while positively charged membranes can
originate from amino groups that accept hydrogen ions in solutions of acidic pH [25].

It has been observed that pH has negligible effects on the rejection of dye and salt [24], however,
when there is an attractive force between the membrane and the particles, an internal pore-blocking
occurs if the size of the particles are smaller than the pore size, then, they can generally go through the
pores and then attach to the wall [17]. During the filtration of the calcium sulfate solution, the rejection
of calcium sulfate was affected by the pH of the feed solution, leading to the comparison between a
high pH of the feed solution and a lower pH. Here, an increase in pH showed higher retention; and a
lower pH caused a lower repulsive force at the membrane surface when the dissociation of functional
groups was withheld [25].

Importantly, the pH increase in the feed impacts the physico-chemical characteristics of the water,
as well as the membrane characteristics. In addition to this, the pH certainly influences the charge or
solubility of some components in the feed solution; however, these changes could be used to improve
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rejection expressed as recovery increase and reduce fouling. It is known that at a high pH, organic
compounds are more soluble, specifically at a pH above 10, where the filtration systems that operate at
this value or near will help to decrease organic fouling. [26]. On the other hand, higher ionic strength
and acidic pH promote bacterial adhesion by modifying the membrane surface in terms of pore size or
shape [27].

2.4. Effect of the Feed Flow Rate

The influence of the feed flow velocity on the fouling rate is fundamental to guaranteeing that the
system operates at the optimal conditions [28]. In particular, feed flow and hydrodynamic conditions
promote the adhesion of particles to the membrane in most of the desalination processes used at an
industrial level [27].

When dealing with the filtration of organic matter, the water permeation through the membrane
causes the fast formation of a fouling layer, Based on Choi’s analysis [29], this comes from the
compulsive transport of foulants into the membrane surface by the drag force of permeate flow, which
leads to the sealing of pores provoking the fouling layer. Likewise, the moist and low shear environment
facilitate the proliferation of bacteria and biofilm formation on the membrane’s surface [27].

Another key factor is the concentration polarization since the concentration of microorganisms
and nutrients available in the layer directly affects the adhesion and formation of biofilm. Basically,
when these elements increase their concentration, the rate of biofouling will increase as well [27]. When
the carbon concentration increases in the bulk solution, this can contribute to obtaining higher rates
of biofouling, which increases the mass of organic matter (such as microorganisms) present in the
biomass [27]. At this point, the element related to the attachment of microorganisms, as well as other
organic compounds in the concentration polarization layer, is the lack of convective flow near the
membrane surface [27]. Additionally, it is known that both lower crossflow rates and high-water flux
increase the rate of pollute accumulation in the boundary layer [27].

Finally, aimed at the reduction of the concentration polarization, it is relevant to understand its
dependence on the Reynolds numbers. According to Rezaei et al. [30], the concentration polarization
decreases considerably as the Reynolds number increases. This is because high shear stress enhances
the mixing phenomenon, allowing to decrease the thickness of the concentration boundary layer and
therefore improving the membrane’s performance.

2.5. Effect of Feed Temperature

Typically, an increase in temperature results in a higher permeate flux, which does not imply the
controlled region of the transmembrane pressure. This could be under the critical point or above the
critical point. Generally, high temperatures decrease the viscosity of the feed solution, which reduces
the resistance to flow and provokes turbulence. Moreover, the increase in temperature also raises the
diffusivity and therefore the rate of transport of solutes carried away from the membrane surface and
back into the bulk stream [23]. Herein, the phenomenon of temperature reducing feed viscosity also
displays a linear increment between the temperature and the permeation flux. The diffusion coefficient
increases while the temperature does, causing the mass transfer resistance to decrease [24].

Experimentally, a higher temperature distributes dyes in a uniform way between both phases of
the solution and the membrane, which results in a lower rejection. Nonetheless, salt rejection tends
to show a different pattern. He et al. [24] attributed such a phenomenon to the minimal temperature
effect on charge repulsion and sieving effect. Jin et al. [31] found out that as the temperature increased,
the mass transfer was enhanced, and concentration polarization reduced. Additionally, there was a
relation between pressure and temperature, e.g., at a higher feed temperature, lower pressure was
needed to deliver the desired flux. In Jin’s study, the filtration experiments were tested at 15, 25 and
35 ◦C, and they used a humic acid solution to evaluate the fouling. At those temperatures, the colloids
were on average a size of about 200, 80 and 70 nm, respectively; the larger size of humic acid (at 15 ◦C)
resulted in a vast cake layer, and as a consequence, the flux decline was bigger [31].
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2.6. Effect of the Intrinsic Membrane Properties

At this point, we have seen that the physical and chemical interactions between foulants and
membrane make the understanding of biofouling more complicated. As the fundamental element
used for separation, the properties of the membrane are also crucial in understanding the process and
thus finding the possibility of mitigating the biofouling phenomenon. Generally, membrane properties
can be conceptualized into membrane structure parameters, which include roughness, porosity and
pore size, shape and distribution, and membrane/effluent coupling parameters, including membrane
material, surface charge, and hydrophobicity/hydrophilicity. [19]. Regarding the roughness, which
refers to the topology of the membrane, it is known that it increases the surface area and thus affects
macroscopic properties influencing fouling [32].

On the other hand, when dealing with the pores’ features, such as shape, size, and distribution,
the membrane features must ideally display the right balance aiming to diminish fouling. Usually,
membranes with larger pores are more prone to irreversible fouling due to allowing colloids to
penetrate more easily [33]. Membranes, which possess low porosity, demonstrate severe fouling, and
hence, suitable pore size and narrow distribution are recommended to control the fouling [19].

Concerning the surface charge, membrane surfaces can display hydrophilic or hydrophobic
properties depending on the interfacial tension between water and membrane material. In several
works, hydrophobic membranes have been regarded as more prone to fouling compared with
hydrophilic ones. This happens because the particles that come from the feed water will accumulate
on the hydrophobic surface, minimizing the interfacial tension between water and membrane [34].
Another factor that has a meaningful impact on fouling is electrostatic charge due to membranes that
are commonly negatively charged or modified to generate repulsive forces against organic fouling [19].
By considering all these main factors together with operating parameters that influence the biofouling
phenomenon, researchers have made a lot of effort to develop new proposals and concepts to face
the mitigation of such issues in membrane applications towards water treatment. The next section
describes the evolution of the beginnings and current advances in such developments works.

3. Beginnings of the Development Works Aimed at the Mitigation of Biofouling in Membranes

Figure 3 shows the first application of membrane processes for several applications and its
evolution until the 1990s. The usage of membrane technologies was sparked off during the discovery
of the osmosis phenomenon by J. Abbe Nollet in 1784, and after the following years the discovery
became of great interest [3]. A few years later, they found out that the biggest bottleneck of this
technology was biological fouling or “biofouling”, which is, in fact, the current issue. At the early
stages of the development of this technology, the uses ranged from water desalination to disinfection,
decarbonization, membrane bioreactors, among others [35].

In 1949, when the concept of seawater desalination became of great interest, several scientists
began to investigate the application of membrane technologies to this process. However, since seawater
is full of contaminants, such as sand, mud and, most importantly, biological matter, the fouling became
a huge problem for this application [36]. In such a period, several techniques, including chlorination,
coagulation, acid addition, multi-media filtration and dichlorination, were involved in the pretreatment
process to prevent/eliminate undesired contaminants [37,38]. Particularly, to prevent the growth of
microorganisms, sodium chlorite was also added [39].

In a more advanced way of solving biofouling, the modification of membranes based on a thin
polyamide (PA) layer was performed. This was aimed at mitigating the interaction between the
foulants and the barrier layer. By adding macromolecules (e.g., poly (ethylene glycol)) to the surface,
the membrane was synthesized to be more hydrophilic. Regarding the membrane preparation protocol,
the phase inversion protocol was used for asymmetric membranes, in which thin-film-composite
(TFC) membranes were prepared by interfacial polymerization. [40]. These modification protocols to
face biofouling have been studied for different types of water sources, but their implementation and
efficiency should be dependent on the type of water source [41].
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Figure 3. Milestones on the development of membranes from its early beginnings until the 1990s [3].

For a long time, pretreatment with free chlorine was used to prevent and mitigate biofilm and
microbial growth but later was avoided since TFC membranes have a low resistance to oxidants.
It was then substituted with monochloramine, which resulted in the same oxidizing effect with lower
disinfection and it required more frequent cleaning. This was studied by Vikesland and Valentine [41],
who suggested the promising use of monochloramine as an oxidant for Fe (II) removal in the production
of drinking water.

Efforts have also been made on coating the membranes’ surface with antimicrobial products,
which could modify its physical–chemical structure to diminish the biofouling effect. Here, an analysis
of the biological part that triggers biofouling has been widely studied. For instance, it has been reported
that by inhibiting ATP synthesis using chemical uncoupling, the granular sludge biofilm cannot be
formed. Besides this, recommendations have been made to study the intercommunication between
cells, where the analysis of preventing such signals could avoid biofilm formation [35].

Another way of mitigating biofouling deals with physico-chemical methods, such as sonication,
backwashing, and chemical washing, in which acids are the chemicals most commonly used for
attempting the removal of multivalent cationic species, metal chelating agents [42], enzymes, and
surfactants [35,43]. Membrane bioreactor technology (MBT), which is used in various wastewater
treatments, has been used for evaluating the transmembrane pressure (TMP), charge variation, different
pH values and salt concentrations, crossflow, and membrane hydrophilicity. The effect of such
parameters has also been studied in order to decrease fouling [44]. As a summary, Table 3 reports the
most remarkable studies in which the first attempts were directly focused on membrane fouling.
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Table 3. Remarkable studies regarding membrane fouling from early 2010.

Year Authors Remark of the Study Reference

1784 J. Abbe Nollet Discovery of the osmosis phenomenon in natural
membranes [4]

1999 Durham and Walton Description of the early stages of pretreatment in
desalination processes [36]

1997 Amjad Starting solutions for fouling [37]

2001 Isaias Pretreatment for fouling in desalination processes [38]

2002 Vikesland and Valentine Studies in monochloramine as an oxidant for Fe
(II) removal in drinking water treatment. [41]

2006 Le-Clench, Chen and Fane Early stages of studies in membrane fouling for
bioreactors used in wastewater treatment [44]

2008 Khawaji, Kutubkhanah and Wie Basic aspects and advances in seawater
desalination, and fouling. [39]

2008 Abu, Tarboush, Rana, Matsuura,
Arafat and Narbaitz.

Research in polyamide membranes via surface
modification for desalination [40]

2010 Porcelli and Judd Cleaning of drinking water using membranes [42]

2011 Xu and Liu Membrane fouling and cleaning. [35]

4. Current Advances in Biofouling Mitigation in Membranes

4.1. Polymer Blending

Figure 4 provides an overview of the evolution of the current advances in biofouling mitigation in
membranes. To avoid superfluous fouling, modified membranes have been fabricated in which typical
modifications include zwitterions, composite nanomaterials and polymer blending [15]. To date, there
is unanimity in research for the first definition and stage of fouling, which refers to the adhesion of
foulants to the surface. Such adhesion is mainly attributed to van der Waals attractions, hydrogen
bonding, and hydrophobic interactions [14]. Therefore, one of the most forthright and effective
strategies comprise surface modification and the design of novel membranes by rendering antifouling
properties [13]. Firstly, it must be considered that a copolymer is the merging of a matrix polymer
and hydrophilic blocks enable the intermolecular interactions accordingly facilitating the blending.
These membranes are sometimes weak, identified as one drawback, and if the polymers are not well
interconnected, their permeability will not be suitable [45].
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Figure 4. Milestones on the most recent studies on membrane fouling until 2015 [46–50].

An example of polymer blending is the modification of the conjugation of a polyvinyl alcohol
membrane with gum arabic for water desalination. Such blending improved the membrane’s
performance by providing excellent permeation, salt rejection and biofouling resistance, also having
more mechanical strength. The improvement was associated with the enhanced hydrophilicity due
to the hydrophilic nature of gum arabic and its OH groups. When the surface is more hydrophilic,
it displays more water affinity and prevents the adsorption of biofoulants. In this way, changes in
hydrophilicity properties by polymer blending is a good approach to prepare a membrane surface
with better biofouling resistant properties [51].

Carretier et al. [45] explored the synthesis of a triblock polymer. The used polymers were one
block of styrene and two of ethylene glycol. The resulting polymer was achieved to improve the
hydrophilicity of the membrane, and consequently, inhibit biofouling in dynamic conditions for three
water filtration cycles. However, one of its disadvantages relies on the difficulty in controlling the
membrane formation mechanisms when another material is added. Likewise, the lack is related to
the stability of the membrane when it has surface modifiers. Despite this, authors still believed these
membranes could be promising methods for water treatment and even blood filtration. To date, there
are several types of commercial polymers that have been modified aimed at the improvement of their
physico-chemical properties. For instance, polyethersulfone (PES)/cellulose acetate phthalate blends
were used for the manufacture of ultrafiltration membranes [52]. Such membranes were fabricated by
phase inversion-induced, and using polyvinylpyrrolidone as a pore former. The aim was to improve
the hydrophilicity of the PES membrane by using cellulose acetate phthalate. By analyzing the water
contact angle measurements, the results concluded that the hydrophilicities of blend membranes were
enhanced, and such hydrophilic properties were increased by increasing the cellulose acetate phthalate
concentration in the casting solution.

Finally, the authors suggested that cellulose acetate phthalate could play a role as an antifouling
agent. More recently, Ma et al. [53] proposed another commercial polymer, like poly(vinylidene
fluoride) (PVDF), to evaluate the antifouling properties by blending with synthesized amphiphilic
poly(poly(ethylene glycol) methyl ether methacrylate-methyl methacrylate) [P(PEGMA-MMA)]
copolymers with different initial PEGMA/MMA monomer ratios and PEG side chain lengths. After
analysis, it was found that the higher O/C ratio in PEGMA (900) comprised more hydrophilic groups
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on the surface of the blend membranes and thus enhanced interaction with water molecules. In general,
the water molecules released stronger hydration on the membrane surface, and therefore reduced the
propensity of foulants to interact with the membrane surface [53]. At the end, the authors stated that
the antifouling properties were dependent on the membrane surface hydrophilicity of the copolymer.

Improved antifouling properties on PES membranes by blending the amphiphilic surface modifier
with crosslinked hydrophobic segments was reported by Liu et al. [54]. The amphiphilic modifier
(MF-g-PEGn) was carried out by etherification of melamine formaldehyde prepolymer with PEG,
and later blended in PES polymer to fabricate membranes by means of a nonsolvent induced phase
separation method. These blend membranes (MF-g-PEGn) demonstrated a superior antifouling
property due to the surface segregation of the hydrophilic polyethylene oxide (PEO). Interestingly,
during the filtration testing, the flux recovery ratios after bovine serum albumin (BSA) separation
of the PES control membrane and PES/MF-g-PEG6000 (0.36 wt. %) were about 70.8% and 91.6%,
respectively. All membranes displayed 100% rejection efficiency. The pure water fluxes were enhanced
from 60.7 L m−2 h−1 for the pristine PES membrane to 164.7 L m−2 h−1 for PES/MF-g-PEG6000
(0.36 wt. %) [54]. Besides the study reported by Liu et al. [54], there have been other researchers
interested in developing the amphiphilic surfaces on UF membranes with different antifouling
mechanisms [55]. Ruan et al. [55], reported the fabrication of an amphiphilic NF membrane by a
two-step surface modification of a polyamide NF membrane, that implements two mechanisms, one
of them was the fouling resistance defense while the other was the fouling release defense. The
experiments were performed with BSA solution, HA solution and SA solution; they showed that this
modified membrane displayed a better antifouling property than the pristine one, i.e., polyamide NF
membrane. Gao et al. [56], also carried out a study of modified PES membranes by incorporating the
amphiphilic comb copolymer, where the modified membranes had a very low flux decline rate (15.6%)
and the flux recovery rate was up to 96.6%; in addition, Gao concluded that the modified membrane
had a stable and durable antifouling property after three cycles of BSA filtration [56]. As a preliminary
conclusion of this section, the polymer blending generally aims to shift of the nature of the polymers to
a more hydrophilic one which does not favor the interaction of foulants and the membrane surface.

4.2. Nanocomposite Materials

In addition to the polymer blending, the preparation of nanocomposite membranes is also a
new trend on preparing membranes with better antifouling properties. A nanocomposite membrane
is defined as the next generation of advanced membranes, in which nanomaterials are embedded
and ideally well dispersed into a polymer matrix [57]. This concept of membranes has received
great attention over the recent years. Typically, a composite membrane, as well as a mixed matrix
membrane, combines the strengths of a polymer and inorganic materials to ideally reach a synergistic
effect [58]. In principle, the embedding of nanomaterials into polymers can modify the structure,
as well as physico-chemical properties of membranes, such as hydrophilicity, porosity, roughness,
pore morphology, charge density, thermal, chemical, and mechanical stability. However, some
important properties can also be enhanced, including flux permeation, foulant rejection, and antifouling
properties [14,59,60]. For instance, Table 4 reports some examples of nanomaterials that have been
incorporated into polymers, and their effect on the resulting membranes. Nowadays, considering the
advancement of nanotechnology, nanomaterials represent a novel opportunity to mitigate biofouling.
One of their greatest advantages is that they provide durability under high operating pressure
conditions. In recent years, various porous nanomaterials were categorized as a new class of additives
in the membranes. To date, several types of inorganic nanomaterials have been embedded in
polymer membranes, such as zeolites [61], metal-organic frameworks (MOFs) [62], carbon nanotubes
(CNTs) [63], porous organic cages (POCs) [64], silicas (mesoporous MCM-41) [65], graphene oxide
(GO) [66], MOF-silica hybrid particles [67], titanium dioxide (TiO2) [68], magnesium oxide [69] and
Ag-based particles [70]. All these materials possess specific intrinsic features that enable them to
provide enhanced properties to composite membranes. e.g., zeolites present competitive adsorption
and diffusion properties, and cation exchange behavior in desalination processes. TiO2 can alter
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the membrane structure; for example, Ong et al. [60] mentioned that the use of titanium dioxide
nanoparticles exhibited great results by improving the substrate properties instead of modifying the
layer properties. Both TiO2 and silver particles offer the possibility of tuning the hydrophilicity of the
membranes, as well as increase their porosity. In 2015, Homayoonfal et al. [71] showed that when using
polysulfide/alumina nanocomposite membranes for bioreactors, the water flux could be increased
while the membrane fouling was reduced by 83%. Alumina nanoparticles were specifically synthesized
by the co-precipitation method and their homogenous dispersion was carried by an ultrasonic bath.
The authors concluded that the nanoparticles had a strong influence on the surface properties [70].

Over the last decade, graphene-based materials have attracted special attention for different types
of applications. Such two-dimensional materials can elevate the surface area and weight ratio, giving a
great mechanical and thermal stability to the membranes. Graphene oxide (GO) is especially preferred
due to its hydrophilic nature, owing to the presence of polar hydroxyl and carboxyl groups [72]. GO has
certainly been used in the fabrication of nanocomposite membranes for water treatment, including
water desalination, removal of toxic ions and organic molecules in polluted water. There is evidence
that carbon nanotubes, GO and other carbon allotropes can provide better antifouling and antioxidative
properties than normal polyamide membranes, suggesting that when incorporating functionalized
multi-walled carbon nanotubes, membrane performance is also improved [72,73].

Table 4. Nanomaterials embedded in composite membranes for water treatment.

Nanomaterial Polymer Remark of the Study Reference

TiO2 Polyamide (PA) Good flux recovery by incorporating TiO2. Enhanced foulant
removal than pristine membrane. [60]

Al2O3 Polysulfone (PS) Water flux increase.
Membrane fouling was reduced by 83%. [71]

GO-Ag Thin-film
composite (TFC)

Static antimicrobial assays showed a significant inhibition to the
attachment of Pseudomonas aeruginosa cells. [74]

Cu Thin-film
composite (TFC)

The nanomaterial was deposited via spray- and spin-assisted
layer-by-layer.

The method was efficient and improved the distribution compared
to conventional dip coating techniques.

Cu nanoparticles improved the anti-biofouling properties.
Cu nanoparticles effectively inhibited the permeate flux reduction

caused by bacterial deposition.

[75]

NH2-TNTs Polyamide (PA)
The water flux of the membrane was significantly increased.

The nanomaterial significantly mitigated the BSA fouling and
achieved a promising water flux recovery rate after rinsing.

[76]

Fe3O4
Polyethersulfone

(PES)

Iron oxide nanoparticles resulted in an increase in hydrophilicity
and growth in the membrane sub-layer porosity.

The pore radius was affected.
[77]

Silver-based MOF Thin-film
composite (TFC)

The MOF improved both the biocidal activity and the hydrophilicity
of the membrane active layer.

No effect was observed on the membrane selectivity.
[78]

Silica/QA/POM Thin-film
composite (TFC)

Membrane with 0.2 wt. % nanoparticle incorporation showed
superior water flux in forward osmosis processes and minimal
increase in reverse salt flux. Moreover, enhanced antifouling

propensity toward BSA and sodium alginate foulant was noted.

[79]

QAC/Carbon Polyvinylidene
Fluoride (PVDF)

The introduction of Quatery Ammonium Compound assembled on
Carbon into polymeric membranes was an effective way to prepare

anti-biofouling membranes for water and wastewater treatment.
[80]

ZnO Polyaniline
(PANI)

The resulting membranes showed a good mechanical strength with
moderate elasticity.

The membranes showed good antifouling properties toward marine
bacteria V. harveyi and B. licheniformis.

[81]

Abbreviations: TiO2: titanium oxide, Al2O3: aluminium oxide, GO-Ag: Graphene Oxide with silver, Cu: Copper,
NH2-TNTs: Amino functionalized titanate nanotubes, Fe3O4: magnetite, GG/AO: Guar Gum with Aluminum oxide,
Silver-based MOF: silver-based metal organic frameworks, Polyoxometalates: POM, QAC/carbon: Quaternary
Ammonium compound with carbon, ZnO: Zinc Oxide.
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GO is also recognized as one of the most promising nano-sized materials that has been applied
for the elimination of pharmaceuticals from water and wastewater [82]. Chang et al. [83] evaluated the
synergistic influence of GO and polyvinylpyrrolidone (PVP) on the separation performance of PVDF
membranes. It was demonstrated that the membrane hydrophilicity and the antifouling properties
were enhanced by embedding GO into PVP. The authors reported that the enhancement was attributed
to the formation of hydrogen bonds between PVP and GO. Besides improving the hydrophilicity of
membranes; GO has been also identified as a potential candidate to enhance the water transport of
membranes according to its unimpeded water permeation properties [83–85]. Finally, some other
nanomaterials are also providing good insights to mitigate the fouling in membranes. Zinc oxide
(ZnO), as a multifunctional inorganic material, is particular due to its relevant physical and chemical
properties, e.g., catalytic, antibacterial and bactericide activities. Moreover, this nanomaterial can
absorb polar hydroxyl groups (−OH) and its surface area is relatively higher than other inorganic
materials [86]. When dealing with its use for preparing nanocomposite membranes, ZnO can enhance
specific properties in polymers, including the hydrophilicity, mechanical and chemical properties [87].
The embedding of ZnO also results in the enhancement of the hydrophilicity of PES NF membranes,
which gives higher permeabilities in ZnO-filled nanocomposite membranes. In addition, fouling
resistance during the filtration of humic acid solutions has been documented [88]. As a final remark
from this section, Figure 5 shows in particular the milestones of nanocomposite membranes over the
last years.

 
Figure 5. Milestones showing the progress of the nanocomposite membranes over the last 20 years.

4.3. Chemical Modification

Depending on the membrane material, the membrane surface of reverse osmosis, nanofiltration
and ultrafiltration membranes is usually negatively charged according to the presence of sulfonic or
carboxylic groups. These groups are relevant when using zwitterions, which are defined as molecules
with two or more functional groups, in which at least one possesses a positive and one possesses a
negative electrical charge, and consequently the net change of the entire molecule becomes zero [89].
In principle, when the foulant and the membrane display the same charge, specific forces, such as
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electrostatic repulsion, tend to appear, and the presence of such molecules reduces such a phenomenon.
Few studies recognize some bacterial solutions carry negative charges, then if the membrane has
a negative charge, there is less probability of showing bio-adhesion rather than if it is positively
charged [14]. Based on this statement, the chemical modification of membranes via zwitterions has
become a promising alternative. For example, Venault et al. [90] designed alternative copolymers of
p(MAO−DMEA) (synthetized via the reaction between poly(maleic anhydride-alt-1-octadecene) and
N,N-dimethylenediamine) and p(MAO−DMPA) (synthetized via the reaction between poly-(maleic
anhydride-alt-1-octadecene) and 3-(dimethylamino)-1-propylamine) of different carbon space length
(CSL) using a ring-opening zwitterionization [90]. Such copolymers were later coated on poly
(vinylidene fluoride) (PVDF) membranes by means of a self-assembled procedure. The authors studied
the antifouling properties of the modified membranes treating several protein, cell, and bacterial assays,
concluding that both zwitterionic modified membranes with different coating densities exhibited
enhanced membrane hydrophilicity, and better resistance to blood cells, bacteria, platelet and protein
adsorption. Over the course of this paper, we have mentioned that hydrophilicity is needed for the
non-fouling behavior of an interface. Interestingly, the membranes prepared by Venault et al. [90]
indicated that zwitterionic molecules enabled saturated surface hydration, which was in agreement
with the higher contact angle measurements and hydration capacity of the membranes. This is,
in fact, an impressive approach to preparing smart antifouling membranes. The use of antimicrobial
membranes is able to inactivate bacterial cells at the contact by using a biocide, decreasing the rate of
biofilm formation. Even though it is an efficient method, their long-term functionality was limited
by the accumulation of dead cells; thereby, the best way to increase their efficiency was to design a
membrane with both antimicrobial and antifouling properties [15].

It is important to point out that the cost of using chemical additives will definitely increase the
membrane production cost but may also increase toxicity. Here, authors should start to evaluate the
environmental implications in terms of possible release to the environment and discharge to the water.
e.g., chlorine, as a typical biocide, is recognized as the most feasible due to its low cost and efficiency at
low concentrations. However, it is under observation since organo-chloro compounds are a result of
its use [91]. Table 5 enlists some examples of chemicals used for chemical modification, as well as their
effect when used in membrane modifications.

Table 5. Chemicals used for chemical modification of membrane’s surface.

Material Remarks References

Divalent Cations
Calcium enhanced the fouling properties due to its bridging effects between

carboxylic active groups contained in NOM and the negatively charged
functional groups in the membrane surface.

[19]

Metal ions
(Al3+ and Fe3+)

They are being used to form large precipitating complexes with the Humic
acid and fulvic acid, and thus to facilitate their elimination. [20]

Sulfonic groups
The attaching of sulfonic groups to the aromatic backbone of polysulfone and
polyethersulfone membranes generated an electrophilic aromatic substitution

reaction, in which hydrogen is replaced by sulfonic acid.
[92]

Carboxylation The presence of carboxylic groups increased the membrane hydrophilicity. [92]

Plasma
treatment

The bombarded surface of the membrane with ionized plasma components
generated radical sites. Active components generated by such plasma

contributed to increasing the hydrophilicity without affecting the bulk of
the polymer.

[92]

CO2-plasma
The addition of oxygen into the membrane’ surface, in the form of carbonyl,

acid and ester groups, increased in hydrophilicity. [92]

D-Tyrosine

D-amino acids inhibited the microbial attachment.
D-tyrosine enhanced the membrane hydrophilicity and provided a smoother
surface to the membrane without modifying its transport properties, and also

reduced the propensity for biofouling.

[93]
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Table 5. Cont.

Material Remarks References

GO-pDA

The attaching of graphene oxide nanosheets to the membrane surface, by
chemical modification with polydopamine through an oxidative

polymerization, reduced the loss of the draw solution and increased both
membrane water flux and biofouling resistance.

[94]

Charged
hydrogel

Anti-biofouling properties of neutral (polyHEMA-co-PEG10MA), cationic
(polyDMAEMA) and anionic (polySPMA) hydrogels in feed spacers were

tested with E. coli.
The membranes showed reduced attachment and biofouling in the

spacer-filled channels, resulting in delayed biofilm growth.

[95]

Antimicrobial
peptides

A polycyclic antimicrobial peptide, like nisin, decreased the viability of
Bacillus sp., and the dislodging of P. aeruginosa P60.

Nisin served as a biological agent for the mitigation of membrane biofouling.
[96]

Of course, according to the mentioned risks, there is today’s interest in alternative and new
methods that do not imply the use of chemical additives. The next section addresses some other novel
strategies to mitigate the fouling in membranes.

4.4. Alternative Novel Strategies in Biofouling Mitigation

In addition to membrane surface modification, polymer bending or composite membranes,
the research community has directed the approaches of mitigating the fouling by applying appropriate
preliminary treatments of the bulk feed. Conventionally, the pretreatments comprise different methods,
including disinfection, coagulation flocculation, and a filtration process, where all of them aim to
remove foulants or their precursors [14]. As an example, Katalo et al. [97] used Moringa oleífera seeds
during pretreatment prior to microfiltration of river water. Moringa oleífera represents a non-toxic
natural coagulant, which can be used in a conventional coagulation process. According to the
authors’ findings, the results of using this biomaterial can be comparable when using aluminum-based
coagulants. Therefore, this approach not only represents a promising alternative in water treatment,
but also its potentiality regards to the non-use of high-cost chemical coagulants, such as Al2(SO4)3 and
FeCl3. Moreover, the seeds contain dimeric cationic proteins that substantially reduced membrane
fouling by removing suspended solids and dissolving organic matter [97].

During the review and current state-of-the-art provided by Gule et al. [47], several approaches to
reducing biofouling have been addressed. Interestingly, one of them is proposing the limitation of
the nutrients. Thereby, when the quantity of biodegradable dissolved organic carbon and assimilable
organic carbon is reduced, even though the correlation between them does not exist, the biofouling
is decreased. Additionally, the reduction of availability of phosphates in the bulk feed may limit
the biofouling. Such a reduction could be done by ion exchange, precipitation, and electrochemical
coagulation, which do not require the addition of chemicals, representing an environmentally friendly
strategy [47]. The application of ultrasound is another approach which can also favor the cleaning of
the membrane. There are many studies on the usage of this technique, which are dedicated to studying
the cavitation waves and their effect. In theory, ultrasound produces physical phenomena, such as
shock waves, acoustic streaming and microstreaming, which may help to release the particles from a
fouled membrane. It is proven that at higher values of frequency and power intensity, the flow velocity
increases and thus are better at detaching the foulants [98]. On the other hand, there are other physical
cleaning methods that comprise the application of forces, such as mechanic and hydraulic, for the
detachment of the foulants. Table 6 summarizes some of the novel and current strategies implemented
by scientists aimed at the mitigation of biofouling in membranes.
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Table 6. Alternative novel approaches for biofouling mitigation.

Approach Description References

Addition of bacteriophages
as biocidal agents

T4 bacteriophage-facilitated biofouling control in the membrane
ultrafiltration to inhibit the propagation of E. coli in situ. [99]

Bio-electrochemistry

Silver was bioelectrochemically recovered from wastewater. It is an
eco-friendly method showing the potential in anti-biofouling

applications with recovered nano-flakes, particularly in membrane
bioreactors.

[100]

Quorum quenching

The quorum quenching caused to prevent biofouling since quorum
sensing interrupts the biological communication mechanism
between microorganisms. This was achieved with rotational

membrane filtration modules

[101]

UV light

Ultraviolet (UV) light penetrates the cell wall and damages the DNA
and RNA, thus stopping the microorganism from reproducing.
Furthermore, the main advantage is that it does not produce

chemical by-products that can affect health.

[102]

Metazoans
The presence of an oligochaete (Aelosoma hemprichi), and a nematode

(Plectus aquatilis) strongly affected the formation of biofilm. [103]

It is well known that static mixers can be an effective and efficient way to reduce membrane fouling
since they divert the fluid, which provokes the increase of the shear rate at the membrane surface. This
enhances the back-transport of retained matter. Nevertheless, this implementation of mixers within
the flow channel of a membrane implies an extra pressure drop. To diminish this effect, the group of
Professor Wessling very recently developed the shortened and twisted tape mixers (see Figure 6) and
analyzed the way shortening was translated into the reduction of fouling mitigation.

 
Figure 6. Shortening and spaced twisted tapes in tubular membranes aimed at biofouling
mitigation [104].

In such a proposal, they followed the following stages: (i) short total length of the twisted tape,
subsequently (ii) the use of spaced short twisted tape elements, which were maintained at their
location by smooth rods placed between the twisted elements. As interesting findings, the selection of
modified tape mixers presented with lower pressure loss, but enough flow properties toward fouling
mitigation [104]. In addition, the influence of foulant concentration in this approach was studied by
the authors, who found out that for low silica concentrations (in the range of 0.03 g/L), the short and
space twisted tapes mitigated fouling were as similar as the full-length twisted tape. While at high
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silica concentrations and fluxes, the full-length mixer decreased the fouling and was even stronger
than the short and spaced twisted tapes.

5. Concluding Remarks and Future Trends in the Field

Over the course of this paper, we have reviewed the milestones of the research community
focused on the strategies and approaches to face the fouling phenomenon on membranes, which
in fact, is the primary drawback of pressure-driven membrane processes. Several approaches to
preventing the adhesion of matter, translated to biofouling on membranes deals with the shift of
their physico-chemical properties. In general, the preparation of highly hydrophilic membranes is
sought using different approaches, including the preparation of nanocomposite membranes, membrane
modification, and polymer blending. However, diverse options have also come out to be more effective
in the removal of organic matter, e.g., combination of different techniques, resulting in efficient strategies
for fouling mitigation. Nowadays, it is likely that the concept of nanocomposite membranes is the
most explored approach, which comprises the embedding of nanomaterials (including clays, zeolites,
metal oxides, graphene-based materials, carbon nanotubes, metal-organic frameworks, to mention just
a few) into the polymer matrix. To obtain high performing membranes (in terms of permeation and
rejection) with better antifouling resistance, herein, it is crucial the right selection of the nanomaterials
according to their intrinsic properties, such as type of material, surface charge, composition, surface
area, size, material loading, hydrophilic/hydrophobic nature, among others. However, the type of
polymer and its compatibility will also play an important factor not only in the performance but also
in the fabrication of the membranes. Even though there are already great advances in the field, there is
still a strong need to work on the enhancement of the intrinsic properties of the membrane surface,
including hydrophilicity and electrical surface charge, to improve the antifouling/biofouling and
antimicrobial properties of membranes. Moreover, it is recommended to new researchers in the field
the analysis of the separation performance and biofouling properties of the novel membranes using
real complex solutions (such as industrial by-products and wastewaters). In this sense, the developed
membranes can provide more realistic insights, which may give a clear overview of the potentiality of
those membranes in water treatment applications.
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