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Operationalization of Remote Sensing Solutions for Sustainable Forest Management
Reprinted from: Remote Sens. 2021, 13, 572, doi:10.3390/rs13040572 . . . . . . . . . . . . . . . . . 1

Shingo Obata, Chris J. Cieszewski, Roger C. Lowe III and Pete Bettinger

Random Forest Regression Model for Estimation of the Growing Stock Volumes in Georgia,
USA, Using Dense Landsat Time Series and FIA Dataset
Reprinted from: Remote Sens. 2021, 13, 218, doi:10.3390/rs13020218 . . . . . . . . . . . . . . . . . 7
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The pre-requisite for sustainable management of natural resources is the availability
of timely, cost-effective, and comprehensive information on the status and development
trends of the management object. An essential source of such information has always
been the application of remote sensing. Data and algorithms to use remote sensing in
forestry are discussed in numerous texts. Nevertheless, the level of operationalization
of research results needs to be either improved or further tested. On the other hand,
remote sensing researchers are often aimed at purely academic objectives, thus lacking
support and guidance from practical forestry, which does influence the quality of scientific
exercises. Thus, science-driven solutions for knowledge transfer between researchers and
stakeholders/policy makers/end-users are becoming increasingly important.

This Special Issue aimed to compile research papers dealing both with methodologies
of remote sensing and implementation of research results to facilitate sustainable forest
management. The focus was on the development of algorithms for the characterization of
forest and forestry; however, with the emphasis also on the operationalization of remote
sensing for natural resource management through the integration of scientific research
and its practical utilization. Even though all authors identified further research needs,
some of their developments had already been implemented or were ready for operational
use. Altogether, there were 13 papers published in this Special Issue. The studies were
implemented in three continents, using multiple remote sensing platforms, ranging from
mobile laser scanning (MLS) devices or unmanned aerial vehicle (UAV) and airborne laser
scanning (ALS) systems up to various satellite systems. Among the methods to process
the remotely sensed data, the increasing focus on machine learning algorithms should be
mentioned. Table 1 summarizes the key message of all published papers. More detailed
information on the individual articles published in this Special Issue is given below in
alphabetical order according to the name of the first author.

Deur at al. [1] introduced a study aiming to identify three deciduous tree species in a
relatively very complex deciduous forest utilizing information available from conventional
multispectral satellite imagery (WorldView-3). Two machine learning algorithms were
tested—random forest and support vector machine, with the first method resulting in
relatively better performance. High overall classification accuracy (85%) was reported
using spectral satellite image characteristics only as the input. The authors managed to
improve the accuracy of classification by introducing textural features from the satellite
imagery and using them in combination with the spectral ones.

Remote Sens. 2021, 13, 572. https://doi.org/10.3390/rs13040572 https://www.mdpi.com/journal/remotesensing
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Detection and quantification of damages by Eucalyptus Longhorned Borers in euca-
lyptus stands using widely available UAV-based equipment was investigated in a study
by Duarte et al. [2]. They used five spectral indices and nonparametric Otsu thresholding
analysis to identify the damage. Individual treetops were detected using local maxima fil-
tering; the crowns were extracted using large-scale mean-shift segmentation and then they
were classified using random forest algorithm, resulting in a very high overall classification
accuracy (98.5%). Finally, classified crowns were used to elaborate on the forest density
maps. The findings were discussed as having high importance for forest practitioners, as
they could support full area surveys and timely identification of the most critical hotspots
of damaged trees.

Fernandez-Carrillo et al. [3] presented a validation methodology to evaluate remote
sensing-based products under conditions, when homogeneous field reference data sets
were available. Their approach was based on using stratified random and the development
of a reference data set based on independent visual interpretation of satellite images. The
approach was checked testing the accuracy of forest masks derived for 16 test sites in
six European countries (Spain, Portugal, France, Croatia, Czech Republic, and Lithuania)
using Sentinel-2 images. The overall forest/not-forest classification accuracies ranged from
76 to 96.3%. The checks were then discussed with external local forestry stakeholders. To
facilitate the application of remote sensing in operational forestry, the authors suggested to
consider a creation of unified reference data sets at continental or global scales.

Sentinel-2 images were tested to map bark beetle damages by Fernandez-Carrillo
et al. [4]. Classification accuracies over 80% were yielded using multi-temporal regression
models to detect and map the severity of pest outbreaks in spruce forests. Suggesting their
approach for operational use and underlining the cost-effectiveness and ability to derive
forest vitality maps on a regular base, the authors, however, accepted further research
needs aimed at early detection and forecasting of the outbreaks.

The issue raised by Hawryło et al. [5] could be used to explain the limited use of
remotely sensed data in operational National Forest Inventories (NFIs) in many countries.
That is, the NFIs often lack accurately georeferenced field plots. The authors tested the
performance of prediction algorithms (multiple linear regression, k-nearest neighbours,
random forest, and deep learning fully connected neural network) to estimate the growing
stock volume using Landsat 7 and ALS data with the Polish NFI sample plots as the
ground reference. The positional errors of the NFI plots could be in the order of several
to about 15 m. Nevertheless, the possibility to achieve desirable outputs was proven in
coniferous forests with a high number of NFI plots. Landsat-derived predictors did not
increase much the accuracies of growing stock volume predictions if used together with
ALS data. Moreover, the deep learning algorithm did not outperform other more traditional
approaches under the conditions of the conducted experiments.

Janiec et al. [6] evaluated the impacts of various factors on fire occurrence in North-
Eastern Siberia. Then, they tested two machine learning algorithms (maximum entropy
and random forest) to estimate the forest fire risks using satellite images (Landsat TM,
Modis TERRA, GMTED2010, VIIRS) as well as geographic and bioclimatic data. They
also suggested the key role of remote sensing in operational forest fire monitoring and
management system.

Kweon et al. [7] evaluated the accuracy and efficiency aspects of using Trimble MX2
MLS device mounted on a vehicle to produce 3D maps within the frames of forest road
inventories. They also compared the performance of MLS against the solutions based on
surveys using the global navigation satellite system and total station. The key finding was
that forest roads could be mapped using MLS device at precision levels suitable to produce
high resolution 3D maps.

A novel time series analysis approach based on Sentinel-2 data and a dynamic
Savitzky–Golay phenology modelling algorithm was presented by Löw et al. [8]. They
proposed a ready for operational use solution for forest monitoring with functionality to
locate and date forest disturbances. The key points of their approach were the modelling
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phenology courses using Sentinel-2 time series; calculating of several vegetation indices
and detecting deviations from the modelled phenology courses to be associated with forest
disturbances; and, finally, producing the forest phenology and disturbance maps.

Obata et al. [9] introduced forest growing stock estimation solution using long Landsat
time series and two ancillary data bases on land covers and disturbances, available for
USA. They also tackled the well-known problem in application of satellite remote sensing
in forest inventories—bias in large and small volume classes. The data of Forest Inventory
and Analysis (FIA) unit field inventory measurements were used as the ground reference.
Random forest algorithm was applied for the predictions. The authors managed to improve
the prediction accuracies by employing the Landsat time series; however, incorporation of
ancillary spatial data did not improve the estimations. The authors suggested to use their
approach for volume estimations at sub-county level.

Pilaš et al. [10] demonstrated a novel approach to map the openings in forest canopy
using information from two sensors and machine learning algorithms. They considered the
UAV images as a potential source of ground truth and took the advantages of Sentinel-2
as a source of information for mapping over large areas. The authors explored various
approaches to improve the predictive performance, like testing the use of single versus
multi date satellite images, several vegetation and biophysical indices and textural features
as predictors, and eight processing algorithms. Their main finding was that, by combining
data from two sensors, the limitations of each sensor, namely, the coarser Sentinel-2 spatial
resolution and limited flying range of the UAV, were minimized.

Rocha et al. [11] questioned the spatial resolution of digital elevation models (DEMs)
developed using synthetic aperture radar (SAR) interferometric data, global positioning
systems (GPS)-based surveys, and ALS data. The key finding was that the finer resolution
DEMs improved the performance of the soil and water assessment tool.

Two studies dealt with facilitating the management of mangroves using remote sens-
ing and modelling tools. Sakti et al. [12] used multi-source remote sensing data products
together with derived land cover, geophysical, climatic, and vegetation data to evaluate
the factors leading to degradation of mangroves in Southeast Asia. They concluded that
the predominant factors of mangrove degradation were agriculture and fisheries. Remote
sensing was suggested as a powerful tool in evidence-based policy making.

Syahid at al. [13] introduced a land suitability map for mangrove plantations in South-
east Asia assuming different climate scenarios. They used an analytical hierarchy process
with remote sensing, geomorphological, hydrodynamic, climatic, and socio-economic data
to assess the lands suitable for mangrove restoration. They suggested the availability of
near 400,000 ha of land in Southeast Asia suitable for mangrove planting with Indonesia
accounting for the largest share.

All the above-mentioned studies confirmed the great potential of various remote
sensing technologies for operational use in sustainable forest management. We hope that
the obtained results and findings will encourage further research and convince forestry
practitioners of the importance and benefits of better integration of remote sensing in
operational forestry.
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M.; et al. The Use of Remotely Sensed Data and Polish NFI Plots for Prediction of Growing Stock Volume Using Different
Predictive Methods. Remote. Sens. 2020, 12, 3331. [CrossRef]

6. Janiec, P.; Gadal, S. A Comparison of Two Machine Learning Classification Methods for Remote Sensing Predictive Modeling of
the Forest Fire in the North-Eastern Siberia. Remote. Sens. 2020, 12, 4157. [CrossRef]

7. Kweon, H.; Seo, J.I.; Lee, J.-W. Assessing the Applicability of Mobile Laser Scanning for Mapping Forest Roads in the Republic of
Korea. Remote. Sens. 2020, 12, 1502. [CrossRef]

8. Löw, M.; Koukal, T. Phenology Modelling and Forest Disturbance Mapping with Sentinel-2 Time Series in Austria. Remote. Sens.
2020, 12, 4191. [CrossRef]

9. Obata, S.; Cieszewski, C.J.; Iii, R.; Bettinger, P. Random Forest Regression Model for Estimation of the Growing Stock Volumes in
Georgia, USA, Using Dense Landsat Time Series and FIA Dataset. Remote. Sens. 2021, 13, 218. [CrossRef]
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Abstract: The forest volumes are essential as they are directly related to the economic and environ-
mental values of the forests. Satellite-based forest volume estimation was first developed in the 1990s,
and the accuracy of the estimation has been improved over time. One of the satellite-based forest
volume estimation issues is that it tends to overestimate the large volume class and underestimate
the small volume class. Free availability of the major satellite imagery and the development of cloud-
based computational platforms facilitate an immense amount of satellite imagery in the estimation.
In this paper, we set three objectives: (1) to examine whether the long Landsat time series contributes
to the improvement of the estimation accuracy, (2) to explore the effectiveness of forest disturbance
record and land cover data as ancillary spatial data on the accuracy of the estimation, and (3) to apply
the bias correction method to reduce the bias of the estimation. We computed three Tasseled-cap
components from the Landsat data for preparation of short (2014–2016) and long (1984–2016) time
series. Each data entity was analyzed with harmonic regressions resulting in the coefficients and the
fitted values recorded as pixel values in a multilayer raster database. Data included Forest Inventory
and Analysis (FIA) unit field inventory measurements provided by the United States Department
of Agriculture Forest Service and the National Land Cover Database and disturbance history data
added as ancillary information. The totality of the available data was organized into seven distinct
Random Forest (RF) models with different variables compared against each other to identify the
ones with the most satisfactory performance. A bias correction method was then applied to all the
RF models to examine the effectiveness of the method. Among the seven models, the worst one
used the coefficients and fitted values of the short Landsat time series only, and the best one used
coefficients and fitted values of both short and long Landsat time series. Using the Out-of-bag (OOB)
score, the best model was found to be 34.4% better than the worst one. The model that used only
the long time series data had almost the same OOB score as the best model. The results indicate
that the use of the long Landsat time series improves model performance. Contrary to the previous
research employing forest disturbance data as a feature variable had almost no effect on OOB. The
bias correction method reduced the relative size of the bias in the estimates of the best model from
3.79% to −1.47%, the bottom 10% bias by 12.5 points, and the top 10% bias by 9.9 points. Depending
on the types of forest, important feature variables were differed, reflecting the relationship between
the time series remote sensing data we computed for this research and the forests’ phenological
characteristics. The availability of Light Detection And Ranging (LiDAR) data and accessibility of the
precise locations of the FIA data are likely to improve the model estimates further.

Keywords: remote sensing; landsat time series; growing stock volume; forest inventory; harmonic
regression; random forest
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1. Introduction

Forest densities and volumes are the most important forest attributes used by the
forest product industry in forest management and planning. The forest volumes are
directly related to the economic benefits of the forest operations, while the forest densities,
which directly determine the piece-size of logged timber and associated with it investment
returns, are also important elements of various ecosystem functions and wildlife habitats,
such as the maximum basal area suitable for the habitat of the red-cockaded woodpecker
(Picoides borealis) is suggested to be 18.4 m2/ha [1]. Furthermore, the timber volume and
density are directly related to carbon sequestration [2] and sustainability analysis [3].

In the United States, both private and public organizations manage forest inventories
and their measurements. The United States Department of Agriculture (USDA) Forest
Service’s Forest Inventory and Analysis (FIA) unit provides access to data from their large-
scale, continuous forest inventory. The main objectives of the USDA Forest Service FIA unit
are to determine the extent, condition, volume, and growth of forests and the estimation of
the changes in their landbase [4]. The inventory splits the conterminous United States into
28,000 constituent hexagons, with their centers approximately 27.4 km apart. The centers
of the constituent hexagons serve as the field survey points, with each established FIA plot
representing about 2428 hectares. In addition to the central point, three additional satellite
sample points are located around the central point of each hexagonal (Figure 1).

Figure 1. Sampling plot design of Forest Inventory and Analysis (FIA) [5].

All the trees within a plot whose diameter at breast height are greater than 12.7 cm are
measured [5]. Although these data provide a good estimation of volume at the state-level,
they are not suitable for sub-county-level estimations of the stand volumes. Many public
and private landowners conduct separate inventory assessments using ground measure-
ments, forest information systems, and various associated field data. Their inventories
may provide higher-resolution volume estimations, but these systems are spatially limited
to their individual property boundaries, and as privately owned information, they are
generally treated as company assets and are not available publicly.

Satellite-based forest volume estimation was first developed in the 1990s for the pur-
pose of building national-scale forest inventories. This approach combines field inventory
data with satellite or other airborne sensor measurements represented by the imagery.
Statistical models are applied to estimate the volume for each pixel in the raster database
associated with each image. Landsat imagery is the most frequently used type of imagery
with k-nearest neighbors (kNN) methods modeling estimated volumes onto the pixels
spatially corresponding to the ground measurement locations and propagating the same
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information onto other spectrally similar pixels. The combination of FIA ground measure-
ments and estimates of volume mapped on the Landsat TM imagery enables us to develop
a distribution of forest resources at a pixel-level spatial resolution. The first operational
application based on this type of approach was developed in 1990 in Finland [6]. The
product derived through this process was a 30 m resolution raster database with the pixel
based growing stock volume estimates. Following the Finnish example, a similar inventory
was created in Sweden [7,8]. After these successful implementations of the kNN approach
to forest inventory spatial estimates in Finland and Sweden, similar approaches were
applied in many regions and national forest inventories in the USA, Norway, Ireland, and
Japan [9–13]. Recently, Random Forest (RF) algorithm has obtained popularity as another
statistical estimation method.

The developments of various methods based on the use of satellite imagery data and
the advancements in the satellite sensor technology have led to various new developments
of improved kNN-based approaches. In the earlier research involving kNN methods,
satellite imagery was used singularly at an individual date posing problems with cloud
coverage at given times, which was subsequently addressed by creating composite images
spanning over a year [14,15]. Since the release of Landsat imagery to the public domain in
October 2008, there has been a marked increase in the quantity of satellite imagery used in
research [16,17]. A notable improvement was the use of all available Landsat imagery for
the estimations of the land use changes and disturbance tracking [18–20]. In this type of
research, multiple images acquired within established spatial and temporal boundaries
are employed collectively to construct Landsat Time Series (LTS) data, allowing for the
tracking of stand changes over time. The time series datasets are usually decomposed
trends, seasonal changes, and noise components, prior to the analysis of the land use
changes. The raw pixel values of satellite imagery are regarded to be a quasi-systematic
reflection of the land surface [20]. The derivatives of the raw pixel values are then used
as inputs into the land use change analysis. Although the considerable computational
power necessary to analyze all the available satellite imagery has made it more difficult
to perform these types of analyses, the rise of cloud-based computational platforms has
provided the ability for such large-scale geospatial analyses. Google Earth Engine (GEE),
for instance, serves as one of the most prominent platforms for the implementation of
large-scale geospatial analyses [21].

Nguyen et al. [22] discuss two major advantages of using LTS: The first advantage
is that it extracts the records of the spectral information regarding disturbances and re-
generations [23–26]. Second, it fills spatial and temporal data gaps in the estimation. The
incorporation of the forest dynamics is proven to significantly improve the accuracy of
the model estimations. Most of the research based on LTS imagery composite suggests
choosing the best available pixel from the various annual images in each year [27,28]. This
process creates an annual composite of LTS over the time period. Some researchers also
suggest creating a composite LTS using more imagery per year than annual or near-annual
LTS. The utility of seasonal LTS is explored and found to be able to improve the volume
estimation accuracy [29–31]. Wilson et al. [32] performed a harmonic regression on all
available Landsat imagery and found that the estimations showed a two- to three-fold
increase in the explained variance. Wilson et al. [32] thoroughly examined the advantage
of using relatively short LTS (2013–2016) and did not inspect the advantage of using the
longer LTS.

In the study described in this paper, we set the following three objectives on the forest
growing stock volume estimation: (1) to examine whether the long Landsat time series
contributes to the improvement of the estimation accuracy, (2) to explore the effectiveness
of forest disturbance record and land cover data as ancillary spatial data on the accuracy
of the estimation, and (3) to apply the bias correction method to reduce the bias of the
estimation. We developed models that estimate the growing stock volume of forests in
the state of Georgia, United States, using an RF regression. The models’ accuracy were

9



Remote Sens. 2021, 13, 218

evaluated by the Out-of-bag (OOB) score and the relative RMSE (rRMSE). The bias of the
models was evaluated by the relative bias (rB).

2. Materials and Methods

2.1. Research Overview

The workflow of this study is illustrated in Figure 2. The following analyses were
completed for each objective. For the first objective, we prepared two types of LTS with
imagery originating from a distinct time range in each data. Subsequently, we transformed
the time series data into Fourier series via harmonic regression. From each series, we
retrieved the key values that were used as the feature variables of the RF regression and
created a multilayer raster, in which pixel values represent the key values. We combined
the publicly available field inventory data with the multilayer raster data to create the
tabular data used in the RF regression with various combinations of the feature variables to
determine the best combination of them and to test the importance of individual features.
For the sake of the second objective, we added two types of ancillary raster data to the
combination of the feature variables derived from LTS. The first type of data was raster
data, in which the pixel values represent the last disturbance year of the forest stands since
1987. Another ancillary data was land cover data. Next, we examined the contribution
of these two ancillary databases to the estimation. For the third objective, we examined
the impact of the bias correction model on the predictions when it was applied to the
best RF model of all the models we built. Finally, based on the results of the work, we
considered the differences between all the various situations and the factors contributing
to the improvements of the estimations.

Landsat Dataset

Short Landsat Time Series

Tasseled cap

Coefficients

Long Landsat Time Series

Tasseled cap

Coefficients

Fitted
values

9 variables x 3 bands 9 variables x 3 bands
FIA Field plot

data

Dataset

Multiband raster

Extract raster
value

7 RF
regression

models

Last Disturbance
Year

National Land Cover
Database 

Harmonic Regression

Model
evaluation

Fitted
values

Bias
Correction

Figure 2. Flow chart of the research.
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2.2. Study Area

Our study area is the state of Georgia, United States. Georgia is located in the south-
eastern region of the United States and contains approximately 15 million ha of land area
(Figure 3). In the Southern Coastal Plain plantation forests are often intensively managed.
The main plantation species is loblolly pine (Pinus taeda), which has a rotation age of
20–25 years under intensive management [33,34]. The Southeastern Plains ecoregion is
covered by a mosaic of cropland, pasture, woodland, and forest. The Piedmont ecoregion
is located between the Appalachian Mountains and the Southeastern Plains, and it includes
the Atlanta metropolitan area, where more than 50% of the Georgia population resides. In
the Appalachian mountain area, most of the forests are hardwood or mixed forest that are
less frequently disturbed [35].

Figure 3. Study area and its ecoregions.

2.3. Satellite Data

All of the satellite data in this study were queried and processed using the GEE
platform. All of the Landsat data were selected from the Level-1 Precision Terrain cor-
rected product (L1TP) for 13 path/row combinations, as shown in Figure 3. The L1TP
satisfies both radiometric and geometric criteria set by the United States Geological Survey
(USGS) [36]. From the L1TP collection, we selected Landsat 5 TM and Landsat 7 ETM+
Surface Reflectance data, which were generated using the Landsat Ecosystem Disturbance
Adaptive Processing System (LEDAPS) algorithm [37].

We compiled two different time ranges to create distinctive LTS. The short range was
limited to 3 years and ranged from the beginning of 2014 to the end of 2016. The long
range was set to 33 years, spanning from 1984 to 2016. All available images were queried
for each time range. For the two sets of images, clouds, cloud shadows, water, and snow
interference were masked out using the C Function of Mask (CFMask) algorithm [38–40].
For convenience, we refer to the long Landsat time series as the “Long Landsat Time
Series” (LLTS) data. Similarly, we call the short Landsat time series as the “Short Landsat
Time Series” (SLTS) data. Additionally, we computed the Tasseled Cap Brightness (TCB),
Tasseled Cap Greenness (TCG), and Tasseled Cap Wetness (TCW) using surface reflectance
data. The coefficients calculated in [41] were applied to compute the TCB, TCG, and TCW.
Subsequently, these values were input into a multilayer time series raster. Additionally,
an ordinary least squares, harmonic regression was performed to fit the Fourier series to
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each Tasseled Cap band for both SLTS and LLTS (Figure 4). The form of the Fourier curve
is derived from [42] and is as follows,

Ŷt = β0 + β1t + β2 cos(2πωt) + β3 sin(2πωt) (1)

where Ŷt: Fitted values for the imagery taken at t, β0: Intercept, β1: Slope, β2: Cosine term
coefficient, and β3: Sine term coefficient.

We fixed ω = 1 so that the Fourier curve has a single cycle in a year, although there
is previous research that assigns ω a greater value than 1 to obtain multiple cycles in a
year [43]. All four coefficients of the Equation (1) are stored as the raster values. The
amplitude is computed as follows.

amplitude =
√

β2
2 + β2

3 (2)

The impact of the amplitude is on the height of the wave. Fitted values were computed
for all the dates for which LTS was acquired. Next, we calculated the maximum, minimum,
mean, and RMSE from both the fitted and the observed values (Figure 5). Consequently,
9-band imagery was created for each band by stacking all derived metrics. Then, each of
the bands generated from SLTS and LLTS was compiled to create the single raster layer
used for the subsequent analysis.

Figure 4. Harmonic regression on Tasseled Cap Wetness (TCW) of Landsat Time Series (LTS). Top:
evergreen forest (Lon. −81.790, Lat. 31.063). Bottom: decidous forest (Lon. −82.052, Lat. 31.8389).
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Figure 5. Harmonic regression on TCW of LTS of an evergreen forest (Longitude: −81.789827,
31.062906).

2.4. Ancillary Databases

In addition to the remote sensing data, we used two ancillary databases, which had
the potential to help to improve the RF predictions. The first of these was the 2016 National
Land Cover Database (NLCD) Land Cover products for the conterminous United States [44].
The Multi-Resolution Land Characteristics consortium created the 2016 NLCD to provide
consistent multi-temporal land cover, and land cover change maps for the conterminous
United States at 30 m spatial resolution. The 2016 NLCD classifies the land into 16 classes.
Out of these 16 classes, the land where shrubs or trees cover more than 20% of the area is
classified either as deciduous forest, evergreen forest, mixed forest, or woody wetlands.
We note that more than 20% of the FIA field inventory data are positioned on locations
where the land cover class is not forested Table 1. We included all field inventory data that
is classified as non-forest in a later analysis, as the NLCD misclassifies some of the forest
pixels as a non-forest class. The second ancillary database used in this research was the
last disturbance year map of Georgia. This map depicts the most recent disturbance that
occurred between 1984 and 2016 for every land area in the entire state of Georgia at 30 m
spatial resolution [45]. Regardless of the current land use, a pixel without any disturbance
record between 1984 and 2016 is classified as undisturbed.

Table 1. National Land Cover Database (NLCD) 2016 Land Cover Class on the FIA field plots.

Land Cover Class Class 1 # of Plots
Mean Volume

(m3/ha)
# of Plots

Disturbed 2

Water 0 4 220.61 2
Developed 0 43 330.14 6
Barren land 0 2 146.99 1

Deciduous forest 3,4 2 191 433.5 21
Evergreen forest 3,4 1 274 431.61 80

Mixed forest 3,4 2 75 416.8 10
Shrubland 0 32 138.43 16

Herbaceous 0 28 148.46 19
Planted/Cultivated 0 51 132.47 2
Woody wetlands 3 2 185 462.28 32

1 0: Non-forest. 1: Evergreen Forest. 2: Non-Evergreen. 2 Disturbance record for each plot was retrieved from [45].
3 Areas where forest or shrubland vegetation accounts for greater than 20% of vegetative cover. 4 Areas dominated
by trees generally greater than 5 m tall.
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2.5. Growing Stock Estimation

We used the FIA dataset as our ground inventory measurements. Satellite data and
ancillary data were stacked into a multilayer raster that contained 56 bands (54 bands
from satellite data and two bands from ancillary data). To integrate the raster and the FIA
inventory ground measurements data, we requested the USDA Forest Service to extract
the pixel values of the raster data onto the field plot points; they extracted our raster data
onto the point data and provided us with tabular data containing plot ID numbers and the
pixel values of our raster data. We note that all information potentially allowing the data
user to detect the exact coordinate of the plot data was removed by USDA Forest Service in
compliance with the Privacy Act in 1974 [46]. Thus, we do not know the exact locations of
the plots.

The tabular data were aggregated with the FIA’s original database available from the
FIA DataMart (https://apps.fs.usda.gov/fia/datamart/datamart.html). The individual
tree measurement data were available for each plot ID. Although individual tree mea-
surements are available from the four subplots shown in Figure 1, only the data from the
central subplot of a plot were used for the volume calculation, in order to avert the problem
of spatial correlation among subplot observations [10]. Based on the code found in [47],
individual tree data were aggregated into the plot-level growing stock volume per acre
as follows,

Vi =
( mi

∑
j=1

vij
)× k (3)

where Vi: Per hectare growing stock volume of plot i, vij: Net m3 volume of jth tree in
plot i equivalent to the net volume of wood in the central stem, mi: The number of trees in
plot i, and k: Expansion factor to convert the total growing stock volume of the plot to per
hectare growing stock volume. The distribution of the volume for each plot is illustrated in
Figure 6.

RF is an algorithm that handles large volumes of data within a relatively short compu-
tation time [48]. RF regression is widely used for making data-based predictions, including
forest attribute estimation [32,49,50]. One of the primary advantages of using an RF model
is that it can determine the importance of a variable, which indicates the contribution of
each feature variable to the model prediction. The mean reduction in prediction accuracy
evaluates the importance. One of the known issues of RF involves a potential bias in
the model predictions. Breiman [51] argues that bagging could diminish the extent of
the variance of regression predictors, yet it does not reduce the magnitude of the bias.
On the other hand, because extreme observations are estimated using the average of the
estimation of each tree, large observations close to the maximum value within the data are
underestimated and small values of the regression function are overestimated [52]. When
data are imbalanced, estimations using the RF algorithm are more susceptible to the risk of
bias [53]. Zhang and Lu [52] propose a method to correct the bias in RF.

For the RF regression, the data were split into the dependent variable, which is the
growing stock volume per hectare, and the independent variables that are all derived
from Landsat imagery and ancillary data. We calculated the rRMSE, the relative bias
(rB), and the OOB score. RMSE has been used as the primary determinant of the model
performance [54]. As the absolute value of the RMSE is incomparable between research
conducted in different study areas, the rRMSE, calculated by the following formula, is
used in favor of the RMSE.

rRMSE =
RMSE

ȳ
× 100 (4)

Knowledge of the bias is required to know the direction of the error. Subsequently, rB
is calculated in the same way as rRMSE; they are formulated as follows.

Bias =
∑

ni=1
(yi − ŷi)

n
(5)
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rB =
Bias

ŷ
× 100 (6)

In addition to the evaluation of the entire data, we focused on the smallest and largest
volume group as it is known that the error of the nonparametric estimation of the volume
is usually heteroskedastic [55]. We grouped the field inventory data into deciles based
on the observed growing stock volume. The bottom 10% ranged between 0.1 m3/ha to
12.9 m3/ha, while the top 10% group ranged between 249.1 m3/ha to 682.1 m3/ha. We
calculated the bias for the bottom 10%, middle 80%, and top 10%, separately. The RF
regressor was trained using the training data. Scikit-learn, a Python module that provides
machine learning algorithms for medium-scale supervised and unsupervised problems,
was used to perform the RF regression [56]. The number of decision trees created in the RF
algorithm was set to 500. The mean squared error was selected as the function to measure
the quality of a split in the individual decision trees. Individual decision trees were trained
by the data bootstrapped from the original training data.

Figure 6. Growing stock volume of FIA plots in Georgia.

First, we built a base model that used the coefficients of the harmonic regression on
SLTS, LLTS and the last disturbance year record as the feature variables (CSL in Table 2).
Next, the fitted values of SLTS, LLTS, and the last disturbance year data were selected as
the feature variables of the second model (FSL in Table 2). In the third model, we selected
both the fitted values and the coefficients of SLTS and the last disturbance year data (CFS in
Table 2). To make a comparison with the third model, the fourth model included both the
fitted values and the coefficients of LLTS, along with the last disturbance year data (CFL in
Table 2). CFSL, meanwhile, used all of the feature variables from the previous models (CFSL
in Table 2). After determining the best combination of the variables, as derived from the
remote sensing data, we divided the data by the forest type, as defined in the 2016 NLCD.
The first group contained only the evergreen forest and was denoted as the Evergreen data.
The second group contained the remaining forest groups listed in Table 1 and was denoted
as the Non-Evergreen data. Then, the RF model was trained and evaluated separately (ESL
and NESL in Table 2). Following this, predictions for each data were aggregated to compute
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the OOB score and rRMSE as the eighth model (ESL + NESL in Table 3). To compare OOB
between models, we calculated the rate of change as follows,

ROC(%) =
B − A

A
× 100 (7)

where ROC: rate of change; A: rRMSE, OOB, or rB in model A; and B: rRMSE, OOB, or rB
in model B. Percentage point (% point) was used to compare rRMSE and rB.

Table 2. Summary of the feature variables.

Vegetation Index

/Data Source
Time Range # of Variables Values

RF Models

CSL FSL CFS CFL CFSL ESL NESL

Features

Landsat TCB

1984–2016 4 Regression co-
efficients � � � �

1984–2016 5 Fitted values � � � �

2014–2016 4 Regression
coefficients � � � � �

2014–2016 5 Fitted values � � � � �

Landsat TCG

1984–2016 4 Regression co-
efficients � � � �

1984–2016 5 Fitted values � � � �

2014–2016 4 Regression
coefficients � � � � �

2014–2016 5 Fitted values � � � � �

Landsat TCW

1984–2016 4 Regression co-
efficients � � � �

1984–2016 5 Fitted values � � � �

2014–2016 4 Regression
coefficients � � � � �

2014–2016 5 Fitted values � � � � �
NLCD 2016 1 Land use class � �

Last disturbance 1984–2016 1 Disturbance
year � � � � � � �

Response FIA dataset 2016 1 Growing stock
volume � � � � � � �

57 variables 14 26 17 32 56 57 57

The bias correction method proposed in [52] was applied to each model to reduce
the bias observed in the top and bottom 10% of the volume classes. In the model, we
conjectured that bias would be attributed to the response variables. To inspect the effect of
the bias correction, the data was split into training and test data, respectively. The ratio of
the training to test data was then set to a 2:1 ratio. We created the RF model for the training
data and computed the residual of the RF regression (e) as follows,

e = Y − f̂ (X)− B(Y) + ε (8)

where Y: The growing stock volume of the observations in the training data, f (X): Pre-
dicted values of the RF regression using feature variables of the training data, B(Y):
Regression bias, and ε: The error term. ε ∼ N(0, σ2).

B̂(Y) = α + β1Y2 + β2Y (9)
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The bias-corrected prediction ( f̂bc) was calculated by subtracting the estimated bias.

f̂bc = f̂ − B̂(Y) (10)

The effect of the correction was evaluated for the test data.

3. Results

We have trained and evaluated the eight models described in the previous section
(Table 3). Among the models using all species for the field inventory data, in terms of the
OOB score, the best model was CFSL. This result, when compared to the OOB score of
CFS, was found to be 35.2% better. The OOB score of FSL was found to be better than CSL
by 2.2%. rRMSE of FSL was 1.6% points better than CSL. Between the models that used
both coefficients and fitted values, CFL showed a better result than CFS. The rRMSE of
CFL was improved by 6.4% points, while the OOB score was improved by 34.4%. Figure 7
shows the feature importance of the top 10 variables in CFSL. The maximum value of
the TCW generated from SLTS had the highest feature importance. ESL and NESL were
trained for the smaller sample sizes, as the data were split based on the forest type. The
evergreen forest had a better OOB score than CFSL by 9%, whereas NESL, which takes
field inventory data from non-evergreen samples, returned a lower OOB score than CFSL.
The OOB predictions of ESL and NESL were aggregated to compute the rRMSE and OOB
score for the entire data (ESL + NESL in Table 3). The rRMSE for the aggregated prediction
was similar to that of CFSL, while the OOB score for the aggregated prediction was worse
than that of CFSL. The feature importance of ESL and NESL was presented in Figure 7.
For evergreen forests, the six most important features were either the TCW or the TCB of
LLTS. For the rest of the species, the maximum fitted values of the harmonic regression
derived from the TCW of SLTS. The second important feature was the maximum fitted
values of the harmonic regression on the TCW of LLTS. In comparison with ESL and NESL,
the maximum fitted values are given greater importance in ESL than in NESL.

Table 3. Summary of the RF models.

CSL FSL CFS CFL CFSL ESL NESL ESL + NESL

Observation Mean 121.21 121.21 121.21 121.21 121.21 113.39 128.16 -
rRMSE 68.93 67.38 71.48 65.09 64.42 59.66 70.50 65.67

rB 4.19 3.48 3.72 2.66 3.79 3.09 4.82 -
OOB_score 34.8 35.87 23.39 35.63 36.11 46.52 34 39.15

Species all all all all all Evergreen non-Evergreen all

The inclusion of LLTS into the set of feature variables was effective. This result
coincides with the result shown in previous research [57]. As is shown in the comparison
between CFS and CFL, the inclusion of LLTS into the set of feature variables contributed
to improving the OOB score. Table 4 shows how many times a variable was selected as
being one of the 10 most important variables in terms of feature importance for CFSL, ESL,
and NESL. The number of features created from LLTS is more than SLTS in CFSL, ESL,
and NESL. In ESL, features derived from LLTS were more important than in the NESL
model. On the other hand, SLTS maintains a degree of importance for the NESL model.
The different effects of LLTS and SLTS on the two models resulting from the different ratios
of the field inventory data with disturbance (Table 1). While 29% of the field inventory
data of evergreen forest has a disturbance record, only 14% of the field inventory data of
the non-Evergreen forest has a disturbance record. As LLTS convolutes the time series
trajectory of Landsat spectral values over long periods of time, features from LLTS gained
importance in ESL, of which field inventory data was taken from the relatively dynamic
and young forest. As SLTS captures recent trends more precisely than LLTS, SLTS gained a
degree of importance for NESL, of which field plot data relate to the relatively stable and
mature forest.
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The bias correction method was applied to each model. The relationship between the
observed growing stock volume and the estimated bias for CFSL is illustrated in Figure 8.
For each RF model, we subtracted the estimated bias from predicted volumes to acquire
the bias-corrected prediction. Bias-corrected prediction reduced rB, bottom 10% bias, and
top 10% bias from the original prediction in all models (Table 5).
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Figure 7. Feature importances of three RF models. Left: CFSL, Center: ESL, and Right: NESL. The abbreviated name for
the feature variable represents <Type of variable>-<Type of tasseled cap component used>-<Length of the Landsat data
used> (i.e., max-w-short represents the maximum value of the fitted values of the harmonic regression on LLTS of TCW).

Table 4. Number of top 10 feature variables for CFSL, ESL, and NESL.

Length Model Max Mean Min RMSE Sin Slope Intercept Total

SLTS
CFSL 1 - - 2 - - - 3
ESL - 1 - - - 1 - 2

NESL 1 - 1 - 2 - - 4

LLTS
CFSL 1 1 - 2 1 1 1 7
ESL 1 2 1 2 - - 2 8

NESL 1 1 - 2 1 1 - 6

Table 5. Summary of the relative bias for each volume group. rB: relative bias, rB_corr: relative
bias with bias correction, middle80: relative bias of the middle 80% volume class, middle80: relative
bias of the middle 80% volume class with bias correction, bottom10: relative bias of the bottom 10%
volume class, bottom10_corr: relative bias of the bottom 10% volume class after bias correction, top10:
relative bias of the top 10% volume class, and top10_corr: relative bias of the top 10% volume class
with bias correction.

CSL FSL CFS CFL CFSL ESL NESL

rB 4.19 3.48 3.72 2.66 3.79 3.09 4.82
rB_corr −2.73 −1.98 −1.48 −0.69 −1.47 −1.26 −2.86

middle80 −16.63 −15.42 −16.19 −11.94 −14.1 −15.17 −15.857
middle80_corr −14.41 −13.08 −13.6 −9.01 −10.91 −12.61 −13.23

bottom10 −69.16 −65.42 −71.37 −71.51 −69.89 −53.39 −71.03
bottom10_corr −56.43 −52.74 −58.14 −60.13 −57.43 −42.03 −56.31

top10 151.93 146.08 159.81 138.88 140.93 141.87 142.24
top10_corr 139.55 132.90 152.97 127.93 131.01 128.26 128.88
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Figure 8. (Top) Bias correction for CFSL. (Bottom) Observed volume vs. bias corrected prediction
in CFSL.

4. Discussion

We constructed multiple models and evaluated them in the previous section for the
three objectives. Regarding the first objective, comparison between CFS and CFL contrasted
the effect of the length of LTS as the difference between these models is only the length of
LTS employed as the feature variables. CFL showed 34.4% better OOB than CFS that it is
reasonable to conclude that using LLTS as feature variables contributes to the improvement
of the estimation accuracy. In addition, CFL reduced the bias of the top 10% volume class
by 21% points from CFS. This difference might be caused by the characteristics of feature
variables derived from LLTS that are less likely to spectrally saturate. The saturation of
the spectral reflectance value of satellite imagery refers to the situation whereby spectral
reflectance values mimic the values normally seen in forest vegetation with dense canopy
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cover. This phenomenon is the decisive factor in the low estimation accuracy of the forest
aboveground biomass and volume estimation, especially when the volume or aboveground
biomass is high [58,59]. The second objective was examined by focusing on disturbance
year and NLCD data. In any model that used disturbance year and NLCD data as feature
variables, these variables did not have importance more than 0.02. This fact indicates that
the contribution of two ancillary spatial data was less important than LTS. The difference
between the OOB score of the model without the disturbance year record and the model
with the disturbance year record was less than 0.01, unlike the previous research that
showed the importance of the disturbance metrics on the model performance [23–25].
The plausible reason for the relative unimportance of the last disturbance year’s data is
that 80% of our field inventory data does not have any disturbance records. To make
the information about the dynamics of the forest stands more relevant to the changes,
combining more metrics acquired from the change detection algorithms (i.e., magnitude of
disturbance and start of regeneration) is necessary. Effectiveness of NLCD was examined
by the comparison between CFSL and aggregated model of ESL and NESL (ESL + NESL
in Table 3) as ESL + NESL is constructed by adding only NLCD land cover class to the
feature variables (Table 2). While the OOB socre of ESL + NESL was better than CFSL,
rRMSE of ESL + NESL was slightly worse than CFSL. Concerning the third objective, the
bias correction method reduced the absolute value of the relative bias for all the models. rB
changed from 3.79% to −1.47% in CFSL, which was the best model among all the models.
The size of the overestimation in the bottom 10% data was reduced by 12.5% point in CFSL.
In addition, the underestimation in the top 10% data was reduced by 9.9% point. These
results coincide with the reported findings in [52].

Our models were compared with the previous research dedicated for the similar
purpose as ours. Although the direct comparison of the accuracy of the model is difficult
as the metrics used to evaluate the model performance depend on the study area, remote
sensing data, and field plot data [54,60], it is possible to make a comparison of the metrics
with the similar research using LTS and the FIA dataset. The accuracy of the best model of
this research (rRMSE = 65%) was better than the estimation shown in [32] (rRMSE = 170%
for total aboveground biomass (kg/ha)), which used FIA dataset and all available Landsat
imagery. Deo et al. [61] built and evaluated aboveground biomass estimation models for
various regions in the U.S. Among the models, the rRMSE for the generic model, which
pools all the data from the regions and use only LTS data as satellite imagery, was 60.8%.
The rRMSE for the site-specific model that used the data only from South Carolina, and
which used only LTS data like satellite imagery, was 73.1%. We note that majority of the
recent research, which employs LTS also used LiDAR data as feature variables [25,57,61–63].
rRMSEs for those research ranged between 15% and 50% if models employed LiDAR data.
The difference between our research, and others, in the rRMSE, is attributed to the fact that
the LiDAR-derived variables have a higher correlation with aboveground biomass and
growing stock volume [64].

The variation of the feature importance among the models shown in Figure 7 reflects
the relationship between the time series remote sensing data we computed for this research
and the forests’ phenological characteristics. More specifically, the importance of the
features was different between species. In NESL, which used only non-evergreen forest
data, the mean fitted values were given lower feature importances than in ESL, which used
evergreen forest data only. On the other hand, the maximum fitted values were given lower
feature importance in ESL than in NESL. The fitted values for the Tasseled cap indices of
the LTS generally correlate to the vegetation density. As the vegetation density correlates
to the growing stock volume, the fitted values can be important feature variables in our
models. The leaf-off season’s fitted values do not have a clear difference between the
large-volume class and the small volume class in non-evergreen forests. Therefore, the
mean fitted values which combine the fitted value of the leaf-off season and the leaf-on
season cannot be an important variable for NESL. On the contrary, the maximum fitted
value captures the highest value at the middle of the leaf-on season that it was given
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higher feature importance for NESL. In ESL, the mean fitted values was important since
the evergreen forest has smaller seasonality than the non-evergreen forest.

5. Conclusions

Forest densities and volumes are the most principal variables used by forest manage-
ment and planning. The developed growing stock volume estimation models using RF
regression for the forest in the state of Georgia, United States, were examined to explore the
variables and the method potentially improve the estimation accuracy. The results of this
research showed that using the long Landsat time series (LLTS) for the predictor variables
of the estimation model improves the OOB of the estimation by 34.4%. Furthermore,
using the bias correction method that attempts to reduce the size of the bias contributes
by decreasing the bias in the small volume class and the large volume class. However,
incorporation of the ancillary spatial data did not improve the accuracy of the model.
Therefore, it is inferred that the ecophisiological variations in each forest are explained
better by the variables derive from LTS. As the RF model presented in this research can
estimate the growing stock volume of the forest stand with 30 m spatial resolution, it is
expected that the data can be used for sub-county areas volume estimations, which is
an important functionality for the forest product industry and land owners in the state
of Georgia.

Finally, to further improve our model in our area of interest, two issues should be
addressed. The first issue is the lack of readily available public LiDAR data. As freely
available LiDAR data cover only a partial area of Georgia [65], we could not incorporate
these data for Georgia. If the availability and coverage of LiDAR were to be improved in
the future, it is expected that a better estimation can be made available. The second issue is
the inaccessibility of the FIA plot location information. Due to this, we could not inspect
the location of the forest, allowing the possibility that some of the sampling plots were
located at the edge or outside of the forest stand boundaries.
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Abstract: Worldwide, forests provide natural resources and ecosystem services. However, forest
ecosystems are threatened by increasing forest disturbance dynamics, caused by direct human
activities or by altering environmental conditions. It is decisive to reconstruct and trace the intra- to
transannual dynamics of forest ecosystems. National to local forest authorities and other stakeholders
request detailed area-wide maps that delineate forest disturbance dynamics at various spatial
scales. We developed a time series analysis (TSA) framework that comprises data download, data
management, image preprocessing and an advanced but flexible TSA. We use dense Sentinel-2 time
series and a dynamic Savitzky–Golay-filtering approach to model robust but sensitive phenology
courses. Deviations from the phenology models are used to derive detailed spatiotemporal information
on forest disturbances. In a first case study, we apply the TSA to map forest disturbances directly or
indirectly linked to recurring bark beetle infestation in Northern Austria. In addition to spatially
detailed maps, zonal statistics on different spatial scales provide aggregated information on the extent
of forest disturbances between 2018 and 2019. The outcomes are (a) area-wide consistent data of
individual phenology models and deduced phenology metrics for Austrian forests and (b) operational
forest disturbance maps, useful to investigate and monitor forest disturbances to facilitate sustainable
forest management.

Keywords: phenology modelling; forest disturbance; forest monitoring; bark beetle infestation; forest
management; time series analysis; remote sensing; satellite imagery; Sentinel-2

1. Introduction

Worldwide forests are increasingly affected by changes and dynamics of various origin and at
different scales [1–3]. Shifting patterns in timber demands [4,5] or in silvicultural perceptions [6]
can constitute “sustainable” forest management, but can also trigger a change in timber harvest
practises, including illegal logging and vast deforestation processes. Further, climate change effects
on forest ecosystems accelerate forest mortality worldwide [7]. Forest biomes are the main terrestrial
carbon stock [8]. Without doubt there is an urgent need to safeguard forested areas worldwide
and trace dynamics of altering site conditions caused by climate change [7,9]. At the same time,
forest product supply must be ensured, despite an increased multiuse demand concerning forest
ecosystem functions [10]. Therefore, the monitoring of unobtrusive and small scale land cover changes
such as those caused by natural events (e.g., pest infestation, higher mortality due to altering site
conditions) or forest management practices (e.g., thinning or selective timber extraction) becomes more
and more crucial [8,11]. Recent studies underlined the importance of a vital forest at stand or even
single-tree level [12]. Forest disturbances can decrease the capability of forest ecosystems to protect
against natural hazards, which is a major regulating function, especially of mountainous forests [13].
From a global perspective, it will not be sufficient to avoid deforestation to meet global climate change
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mitigation goals. Small-scale forest management has to be guided by the principles of sustainability
too, because forest management has an unexpectedly large impact on standing biomass and related
carbon sequestration [14]. On the one hand, the sustainable extraction of various forest products
guarantees a young age structure, which can increase carbon sequestration rates up to 25% [15]. On the
other hand, in mountainous terrain, unmanaged forests show a higher capacity of climate and erosion
self-regulation compared to managed forests. Therefore, natural forests are more resilient to altering
environmental conditions and will provide valuable regulating ecosystem services in the future [16].
The monitoring of such small-scale forest management practices will be crucial to guarantee sustainable
forestry, not only in Austria.

Earth observation (EO) data has proved to be a comprehensive source to continuously assess the
state of forests and to detect disturbances globally. Today image processing and analysis tools can
map these changes and are increasingly capable of tracing slight phenology anomalies on different
temporal scales, informing about intra-, inter- and transannual dynamics [7,9].

During the last few decades, EO programmes, such as Landsat [17] or MODIS [18] deliver data,
which have enabled the implementation of large scale monitoring systems (e.g., Global Forest Watch [2]),
as data provision is continuous and data quality consistent.

However, a phenological time series analysis (TSA) of global satellite imagery must cope with a
highly varying topography and seasonal vegetation effects, compared to studies explicitly focusing
on selected world regions that are less challenging (e.g., tropical forest or other biomes closer to
the equator).

Austria, as an example of a country with diverse landscapes, shows distinct seasonality with
low to high sun levels. The illumination conditions strongly vary, especially in alpine regions, due to
topographic shadow areas, which affect the remotely sensed signal reflected by the Earth’s surface.
During winter, snow cover and diverse weather patterns, such as invasive fog that is omnipresent in
alpine valleys, significantly reduce the number of useful observations.

Previous research shows different methodological approaches to cope with these challenges.
Most of the mainly Landsat-based TSAs rely on an image composite analysis [13,19] or on some
variant of a harmonic modelling approach [13,19–24]. Harmonic modelling approaches are robust
but show some limitations regarding the quality of temporal information [25] and allow only little
detail in reconstructing seasonal vegetation courses. This limits the ability to depict the occurrence
and magnitude of changes, which is needed to scrutinise dynamics on a forest management level.
The COPERNICUS programme, the European Union’s earth observation programme [26], with its
satellite twin consisting of Sentinel-2A and Sentinel-2B (S2) [27], provides new opportunities for
monitoring forest ecosystems. The multispectral S2 sensor shows a spatial, spectral, and temporal
resolution at a level which so far is unique in non-commercial EO. The ground resolution is up to 10 m
and the revisit time is less than five days. The use of S2 data that is free of charge is quite established in
agricultural monitoring [28,29] and non-forest phenology modelling [30], whereas advanced S2-based
TSAs focusing on forest ecosystems are so far rare [31].

The Austrian Research Centre for Forests (in German: Bundesforschungszentrum für Wald—BFW)
is, as a central federal research institution, focusing on forest state and forest future (BFW 2020).
The BFW’s Department of Forest Inventory, responsible for the national forest inventory (NFI) in Austria,
gathers, prepares and analyses nationwide information about forest state and dynamics [32]. New earth
observation data, such as the S2 imagery, are a good supplement for existing terrestrial inventory
data. Nationwide auxiliary data from remote sensing can compensate for weaknesses of sample-based
inventory assessments [33,34]. The compilation of facts and figures for stakeholders and decision
makers is a main task of the Austrian NFI. National to local forest authorities and other stakeholders
increasingly request information concerning hot topics as storm damages, changing forest site conditions
(e.g., tree species specific drought stress) or spatial patterns of pest invasions (e.g., the spread of bark
beetle infestations) [8,11]. For these reasons, the BFW established and maintains a local archive for
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nationwide S2 data and develops operational data processing schemes to optimally exploit this data
pool [11].

This article describes a novel TSA approach based on Sentinel-2 data, using a dynamic
Savitzky–Golay phenology modelling algorithm [35]. The overall aim of the presented study is
to develop an operational forest-monitoring approach that locates forest disturbances and accurately
determines the date of their occurrence. To achieve this goal, our objectives are (1) to develop
a straightforward workflow for modelling phenology courses from dense Sentinel-2 data time
series, (2) to examine the suitability of several vegetation indices to deduce forest phenology
features (phenology metrics) and to detect deviations from the modelled phenology courses (forest
disturbances), and (3) to produce forest phenology and disturbance maps that comprehensibly visualize
the information contained in the Sentinel-2 imagery.

2. Material and Methods

2.1. Material

2.1.1. Sentinel-2 Data

The proposed TSA approach relies on multispectral Sentinel-2A and -2B data. The approach
uses the four spectral bands with a spatial resolution of 10 m of the top-of-atmosphere product
(TOA, Level-1C), i.e., the bands B02 (blue), B03 (green), B04 (red), and B08 (near infrared). In theory,
bottom-of-atmosphere (BOA) data are expected to be more suitable for time series analysis than TOA
data. However, in previous tests it was found that BOA data produced by Sen2Cor (version 2.5.5) [36]
are too error prone for a fully operational approach without any visual image checking and selection.
Spectrally distorted pixel observations caused by atmospheric effects are, therefore, removed by outlier
detection and filtering techniques, as explained in Section 2.2.4. We only use Sen2Cor’s quality grid
outputs to derive a granule-wide mask to exclude pixels not useable for the TSA (Section 2.2.2).

We identified all S2 granules that intersect the area of Austria. In total, twenty granules were
selected. All L1C datasets available for this area are stored in a local image archive that is updated
on a regular basis by searching for and downloading new data with an oData-query via the ESA API
hub [37]. The image archive contains data from the year 2017 and is updated regularly. For this study,
images from January 2017 to December 2019 were available. The approach processes at least 75 images
per granule and year.

In the TSA process, we distinguish two periods: (a) the model period (MP), and (b) the detection
period (DP). The model period comprises one or more complete years. It is used to compute the
reference phenology course. The detection period is the period that is examined for deviations from the
reference phenology course. In the study, the model period is set to the period from 1st January 2017 to
31st December 2018 and the detection period ranges from 1st January 2018 to 31st December 2019.

2.1.2. Forest Map

To confine the TSA to areas covered by forest, a national forest map, produced at the BFW
according to the Austrian NFI forest definition [38] is used. The vector map was resampled to the 10 m
pixel grid of Sentinel-2.

2.1.3. Reference Datasets

For validating the class “Disturbance” of the forest disturbance map, we use field observations
(in situ dataset) provided by the forest section of the Federal Government of Lower Austria. The data
were collected during on-site inspections according to forest protection regulations between January
2018 and December 2019. The points are located in the north-western part of Lower Austria (Figure 1).
The point attributes are the date of creation (in situ date), the number of affected trees and the
disturbance type. The most frequent disturbance type is bark beetle infestation, followed by wind
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throw, wind breakage, snow breakage, and fungal attack. In the validation procedure, described in
Section 2.5, all sites with at least three affected trees were considered, resulting in 1500 observations
that could be used in the study.

Figure 1. In situ dataset for class “Disturbance” (blue) and random sample dataset for class “No
Disturbance” (red) for evaluating the forest disturbance map in the northern region of Austria, i.e.,
the region also referred to in Section 2.5.

For assessing the accuracy of the map class “No Disturbance”, we created a random sample dataset
with 271 points for this stratum (Figure 1, red points) within the same area, where in situ data are
also available. The number of sample points was chosen according to the recommendations provided
by Olofsson et al. 2014 [39] with a target standard error for overall accuracy of 0.01. Each point was
checked based on visual image interpretation, as described in Section 2.5.

2.2. Preprocessing

Images with a cloud cover of less than 80%, according to the L1C metadata file, are preprocessed.
The preprocessing is divided into two parts: first, steps that are applied image by image
(Sections 2.2.1–2.2.3), and second, steps that are applied to sets of images combined to multitemporal
image stacks (Sections 2.2.4 and 2.2.5).

2.2.1. Spectral Indices Computation

Because band ratios are less affected by atmospheric and topographic effects than single
band values [40] we chose three spectral indices, suggested for vegetation analysis in literature,
i.e., the Normalised Difference Vegetation Index (NDVI), the Green Normalised Difference Vegetation
Index (GNDVI), and the Red-Green Vegetation Index (RGVI). In addition, we use the near infrared
band, scaled by a factor of 5500 to get values between 0 and 1. Table 1 gives an overview of the spectral
indices used in this study.
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Table 1. Spectral indices used in the study.

Index Name Equation Reference

NDVI Normalised Difference
Vegetation Index

B08− B04
B08+ B04 [41]

GNDVI
Green Normalised

Difference Vegetation
Index

B08− B03
B08+ B03 [42]

RGVI Red-Green-Vegetation
Index

B03 − B04
B03 + B04 + 0.5 [43], edited

BNIR Band: Near Infrared B08
5500 own equation

2.2.2. Cloud, Shadow, and Non-Forest Masking

We create masks to exclude pixels affected by clouds and shadows. The masks rely on several
quality assessment outputs of ESA’s stand-alone atmospheric correction algorithm Sen2Cor (version
2.5.5) [36] that converts Level-1C (TOA) to Level-2A (BOA) data. We use a combination of a near-infrared
threshold (B08L2A > 900), a cloud probability threshold (CLDL2A = 0) and a value selection of the land
cover classification product (4 ≤ SCLL2A ≤ 5). Alternatively, cloud and shadow masks from other
sources could be easily integrated into our workflow. Contaminated pixels that are not identified in
this step are eliminated later by the outlier detection and filtering procedure (Sections 2.2.4 and 2.2.5).

To exclude areas not covered by forest, we use the prepared NFI forest mask (Section 2.1.2).

2.2.3. Multitemporal Layer Stacking

After the granule-wide preprocessing steps, all images are combined to multitemporal layer stacks
resulting in one layer stack per spectral index with a layer for each acquisition date. Missing values,
e.g. due to clouds or shadows, are supplemented by no-data values. The next preprocessing steps are
applied per pixel on time series vectors.

2.2.4. Outlier Filtering

The raw time series vectors are checked for unnatural discontinuities, i.e., an abrupt decrease
followed immediately by a significant increase in the spectral signal. In forests, regreening processes
(successive recovery) after disturbances occur rather slowly as compared to agricultural land,
for example. Thus, such patterns are classified as outliers. They are excluded from the time series
vector and are replaced by no-data values. The applied outlier criteria were empirically determined
and are illustrated in Figure 2. A data point is classified as an outlier if the first two general criteria
(Figure 2, criteria 1 and 2) and one of the remaining criteria (Figure 2, criteria 3a or 3b) are fulfilled.
For outlier filtering, one previous and one subsequent data point are needed. Therefore, it cannot be
applied to the first and the last data points of the time series.

Figure 2. Schematic graph to illustrate criteria for outlier filtering (of I0).
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2.2.5. Interpolation and Smoothing

After outlier filtering, data gaps are populated by linear interpolation to receive a continuous time
series vector containing a value for each day of the year. Then a Savitzky–Golay Filter (SGF) [35] is
applied to smooth the time series vector. The SGF is a moving window filtering method calculating
polynomial functions that do not smooth the data excessively. We use a dynamic SGF-window width,
because a fixed window width can lead to insufficient or nonmeaningful smoothing if the data are
noisy [44]. The SGF is applied on the model period data and on the detection period data using
different window settings, which were empirically determined as specified in Table 2.

Table 2. Savitzky-Golay-Filtering (SGF) settings used in the study.

Parameter Model Period Detection Period

Degree of polynomial
function 3 2

Window type dynamic fixed

Window size (days)
⎡⎢⎢⎢⎢⎣2− (P85−P15

I
/0.55

) 1
2

⎤⎥⎥⎥⎥⎦
5
3 31

Minimum window size
(days) 31 -

Maximum window size
(days) 122 -

For the model period, the window size is chosen in dependence on the index value range between
the 85th percentile (P85) and the 15th percentile (P15), relative to the mean index value (I) of all data
points in the model period, as specified in Table 2. In this way, the window size is automatically
adapted to the vegetation type’s specific phenological variation. The dynamic window size results in a
stronger smoothing effect for coniferous pixels (low phenological variation) than for deciduous pixels
(high phenological variation).

As a result, we get for each pixel two smoothed time series curves per index with 365 values per
year, i.e., one for the model period (MPTS) and one for the detection period (DPTS).

2.3. Phenology Modelling and Phenology Metrics

The smoothed multiyear course covering the whole model period is split into single-year snippets,
resulting in a yearly vector for 2017, 2018, and 2019, respectively. Then a set of statistical parameters is
computed over the three vectors for each day of the year. So, the information from all years within the
model period is aggregated. Optionally, each year can be weighted individually, for example, to reduce
the impact of previous years or of years with extreme weather conditions. In this study, all years were
weighted equally. The set of parameters consists of the 10th, the 50th and the 90th percentile courses
(PC10, PC50, PC90), as well as the mean of the two values PC10 and PC90. The set of percentile courses
describes the inter-year index variability of all years within the model period. All four courses can
serve as the reference phenology time series for the subsequent detection of anomalies (Section 2.4).
In this study, we use the mean of PC10 and PC90 as the main phenology course (MPC) for the forest
disturbance analyses.

Finally, a set of phenology metrics are extracted from the MPC. Phenology metrics are measures
that allow for a straightforward, rather intuitive interpretation of phenological characteristics. In this
study, we computed the phenological metrics “start of vegetation period” (SVP), “end of vegetation
period” (EVP) as well as the maximum value of the MPC (MAXMPC) and the date when the MAXMPC

is reached (MPCmax). For all dates, the day-of-year (DOY) notation is used. The SVP is the date, where
the day-to-day gradient of the MPC is a maximum considering all values between DOY 90 (i.e., end
of March) and DOY 182 (i.e., end of June). The EVP is the date where the day-to-day gradient of the
MPC is a minimum, considering all values between DOY 245 (i.e., beginning of September) and DOY

30



Remote Sens. 2020, 12, 4191

340 (i.e., beginning of December). Other metrics, such as the growing season length or the number of
phenology peaks, are not considered as they are beyond the scope of this study.

2.4. Anomaly Detection

Phenological anomalies are significant deviations of the spectral index from the “expected” course
(base line). The base line (BL) is the MPC shifted in the Euclidean space to allow for more distinct
deviation patterns in periods with a naturally high phenological variation (e.g., in spring and fall).
The result is an “inward-buffered” reference course. Thereby, the detection of anomalies is robust in
terms of slight shifts of the course along the time axis (e.g., a shifted start of the vegetation period).
Such shifts can occur, for example, due to varying weather conditions from year to year.

For anomaly detection, the cumulative sum of the daily difference between the BL and the
smoothed detection period curve (DPTS; Section 2.2.5) is computed for each pixel. The cumulative sum
of daily index deviations serves as a proxy for the emergence and manifestation of anomalies [45–47].
Periods with an insufficient number of data points (usually in winter) are ignored in the calculation.
The beginning and the end of the considered period are not set to fixed dates but are chosen according
to the available data. For this, all observations in the MP are pooled as if they were collected within one
year. Then the day-of-year (DOY) values are determined that correspond to the 2nd and to the 98th
percentile. These dates serve as the beginning and the end of the period for calculating the cumulative
sum of deviations. Optionally, the last m data points at the end of the time series can be omitted in the
cumulative sum calculation, usually with 0 < m < 2 to avoid incorrect results induced by data points
that could not be filtered and smoothed by subsequent observations. For ad hoc results, e.g., right after
a storm event, however, m = 0 is recommended because otherwise the most recent deviations cannot
be detected. In this study, m = 1 is used. The date of the last effective data point used for the TSA is
called “last usable observation” (LUO).

For forest disturbance analysis, two pieces of information are important, i.e., the level of disturbance
and the date of disturbance. Both pieces of information are deduced from our high-density times series.

The forest disturbance level (FDL) is measured by means of the cumulative sum of daily index
deviations (Equation (1)) with FDL = 1 corresponding to a cumulative sum equal to 1 and so on.

FDL =
LUO∑

t=FDD

max(0, BL(t) −DPTS(t)) (1)

The FDL is a kind of measure to identify pixels that are affected by a certain level of disturbance.
The FDL refers to the severity and the duration of the disturbance. The higher the FDL, the higher
the level of manifestation of the disturbance. In this study, the threshold for the FDL (TFDL) is set to a
medium level of 7, meaning that all pixels with an FDL of 7 and higher are labelled as disturbance
pixels. In addition to the information, whether or not a pixel is a disturbance pixel, the date when the
specified FDL is reached is stored, called the Cumulative Deviation Date (CDD; Equation (2)).

CDD = min
n∈N
(
n
∣∣∣∣ F̂DL ≥ TFDL

)
with F̂DL =

n∑
t=FDD

max(0, BL(t) −DPTS(t)) (2)

Beyond that, for each disturbance pixel, the date is reconstructed in a backwards direction when
the identified disturbance shows up in the data the first time during the backwards reconstruction,
called the Forest Disturbance Date (FDD). The FDD is a “theoretical” date estimated from the BL and
the actual (non-modelled) index course. It is the date, when both curves intersect for the last time,
previous to the corresponding CDD.

All features (CDD, FDD, etc.) are exported as grids with a spatial resolution of 10 m. So, as a
result, we get maps that report for each Sentinel-2 pixel if it shows anomalies according to the specified
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level of disturbance and, if true, an estimated date corresponding to the starting point of the abnormal
spectral behaviour.

2.5. Validation

The TSA’s ability to detect disturbance events is assessed by checking the derived forest disturbance
map at the positions of the in situ observations (Section 2.1.3). To account for spatial deviations
between the Sentinel-2 data and the in situ data, the area within a radius of 20 m around each point
is considered. The detection of the disturbance event is regarded as successful if there is at least one
disturbance pixel within this area. Additionally, the minimum FDD of all disturbance pixels per point
within the specified circle is computed. We chose the minimum FDD as a benchmark, because usually
one aims at detecting forest disturbance events as early as possible, both in the field and by means of
remote sensing.

Based on this dataset, the detection rate, i.e., the number of detected disturbance events divided
by the total number of disturbance events in the in situ data, is computed. For the temporal evaluation,
the date difference (in situ date minus FDD) is analysed.

To complete the validation, we manually check the forest disturbance map at randomly selected
positions within the “No Disturbance” stratum (Section 2.1.3) based on visual interpretation of a
series of Sentinel-2 images. For this inspection, cloud-reduced natural- and false-colour-composite
mosaics of Sentinel-2 images from spring, summer, and fall of 2018 and 2019 are used. For each
point, including a 3 by 3 pixel neighbourhood, it is visually checked if the spectral signature is stable
(corresponding to the class “No Disturbance”) or changing (corresponding to the class “Disturbance”)
over the deviation period. In the case of deciduous forest, mainly the summer images are considered
to avoid misclassifications due to seasonal phenology changes.

2.6. Implementation

The entire workflow is implemented via the open source software “R” [48], benefitting from its
comprehensive package libraries, primarily raster [49], rgdal [50], gdalUtils [51], rgeos [52], doParallel [53],
foreach [54] and signal [55]. All processed data are saved on a local network-attached storage
(NAS). The computation-intensive TSA approach highly relies on memory-optimised and parallelised
computing: first during the parallelised batch-mode of Sen2Cor, second when copying the data from
the NAS to the local environment and third when executing the per-pixel TSA itself. The implemented
parallelisation allows for the full use of all CPU-power available.

3. Results

Following the structure of the method section, the results section presents the main findings
concerning (1) the phenology modelling with Sentinel-2 time series applied to the entire forest area
of Austria (Section 2.3), and (2) the multiyear forest disturbance mapping, focusing on damages by
the bark beetle infestation in Northern Austria (Upper and Lower Austria) between 2018 and 2019
(Section 2.4).

3.1. Phenology Modelling with Sentinel-2 Time Series

The phenology modelling procedure analyses per-pixel time-series data, covering more than
40,000 km2 of forest area in Austria, which results in around 400 million unique models per spectral
index. The models comprise Sentinel-2 data from the years 2017 to 2019. In Figures 3 and 4 examples
of phenology courses typical for deciduous and coniferous forest are plotted together with detailed
additional information, such as phenology metrics, derived from the time-series data.
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Figure 3. Phenology courses and metrics of the Normalised Difference Vegetation Index (NDVI),
the Green-NDVI (GNDVI), the Red-Green Vegetation Index (RGVI) and the near infrared band (BNIR),
based on data points from 2017 to 2019 for a deciduous forest pixel.

Figure 4. Phenology courses and metrics ofthe Normalised Difference Vegetation Index (NDVI),
the Green-NDVI (GNDVI), the Red-Green Vegetation Index (RGVI) and the near infrared band (BNIR),
based on data points from 2017 to 2019 for a coniferous forest pixel.

The white dots indicate valid data points. The grey dots are data points excluded by the outlier
filtering procedure. The blue circles at the bottom of the plot show all available data points (from
granules with more than 80% valid pixels), including observations that were eliminated, e.g., due to
clouds or shadows. Each graph comprises the 10th percentile index course (thin red line), the 90th
percentile index course (thin green line), and the resulting MPC (bold dark green line). The brownish
ribbon represents the variability of the MPC. It is plotted just for illustration. The pixel plots show
significant differences, depending on the forest type. Pixels representing deciduous forest (Figure 3)
show generally more variation over the year than pixels representing coniferous forest (Figure 4).

The seasonal course patterns typical for deciduous and coniferous forest vary from index to
index. In general, the average NDVI- and RGVI-values are higher, compared to the GNDVI and the
BNIR, both for deciduous and coniferous forest. The seasonal course pattern of MPC is less distinct
for GNDVI and RGVI than for NDVI and BNIR. The latter shows a notable peak in spring to early
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summer, highlighting the BNIR’s higher sensitivity to depict vegetation productivity. These temporal
differences in the MPCs underline that each spectral index has special characteristics.

The deviations of the data points from the MPC (noise) vary from index to index. For pixels of
coniferous forest, the RGVI noise is clearly the lowest compared to the other indices, whereas for pixels
of deciduous forest, RGVI noise is the highest.

The vertical lines in blue indicate selected phenology metrics. The first one (solid line) denotes
the date when MPC reaches its maximum (MPCMax). Deciduous forest pixels show basically higher
maximum MPC values (MAXMPC) than coniferous forest pixels (Figures 3 and 4).

Figure 5 shows the NDVI-based MAXMPC map for Austria, limited to forest. The values range
from about 0.5 to 1.0. The highest values of 0.8 and higher are found in areas covered by deciduous
forest, such as in the north-eastern part of Austria. NDVI values around 0.65 indicate spruce-dominated
areas, as existing in alpine regions or in the northern parts of Austria. Lowland pine stands and
high-alpine dwarf pines, for example, show values below 0.55.

Figure 5. Maximum MPC value (MAXMPC) in terms of NDVI between 2017 and 2019 for areas covered
by forest in Austria.

The start date of the vegetation period (SVP) and the end date (EVP) are denoted by dashed lines.
SVP and EVP slightly differ depending on the used index and can significantly vary between different
forest types and locations. Figure 6 shows the SVP for Vorarlberg, the most western region of Austria,
derived from the GNDVI model of the years 2017 to 2019. Early SVPs (about mid of April) mainly
occur in areas of low to mid altitudes dominated by broadleaved tree species, as found in the western
and northern part of Vorarlberg. Late SVPs are mainly found in areas covered by coniferous forest,
such as in the alpine region in the south of Vorarlberg. At a closer look, one can also see heterogeneous
spatial patterns and distinct differences in the SVP that can be explained by differences in the elevation
and the tree species composition (Figure 6, right).
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Figure 6. Start of vegetation period (SVP), derived from the modelled GNDVI course in the forests of
the state of Vorarlberg.

3.2. Forest Disturbance Mapping in Northern Austria

The presented forest disturbance mapping results are based on the RGVI that proved to be the
best index for negative deviation detection as it shows little noise and robust courses. This is especially
true for coniferous forest (Figure 4). For the presentation of the forest disturbance results, we chose the
northern region of Austria, which is currently a hotspot in terms of bark beetle infestation.

First, we exemplify the basic results of the per-pixel anomaly-detection procedure using four
pixels (Figure 7, P1 to P4) selected from the study area that represent typical events when dealing with
forest anomaly detection. Note that the last data point of each pixel time series is excluded from the
TSA (Section 2.4). Excluded data points are highlighted by a grey dashed ellipse.

Example P1 (Figure 7, first row): In 2018, the first year of the detection period (DP), the index
course shows the same stable and inconspicuous trend as in 2017. In 2019, however, we observe
gradually lower values. In early June 2019, a strong disturbance occurs, finally reaching the deviation
level FDL-7 on 30th June (CDD, orange marker). The red area below the baseline (BL, blue line)
corresponds to the cumulative deviation of the time series. The date of origin of the disturbance
(FDD-7, yellow marker) is estimated to be 9th February 2019. The data points after the CDD-7 label,
all of them lying significantly below the baseline, confirm the detected disturbance.
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Figure 7. Forest disturbance detection 2018-2019 with medium detection sensitivity (TFDL = 7).
Compilation of single pixel courses, their individual deviation from the RGVI-model (2017-2018),
and the identified CDD-7 and FDD-7. (light-green line: 90th-percentile index course (PC90), red line:
10th-percentile index course (PC10), dark-green line: main phenology index course (MPC, mean of
PC10 and PC90), dark-blue line: reference index baseline (BL) for calculating the deviations from the
actual index time series in grey).

Example P2 (Figure 7, second row): The pixel shows a disturbance occurring between 13th
July 2018 and 4th August 2018. The medium damage level (FDL-7) manifests in early September
(CDD-7 = 11th September) and the related FDD-7 is July 22nd 2018. In this example, the main deviation
happens in the period, when MP and DP overlap. The index course and the resulting deviation area
(red area) of 2019 clearly confirm the disturbance detected in 2018. Note that the winter period is
excluded when computing the cumulative deviation sum (no red area between mid of October and
beginning of April), because the number of data points is not sufficient (Section 2.4).

Example P3 (Figure 7, third row): The time series of this pixel follows the modelled course and no
change is detected. Only the last data point possibly indicates a major deviation, but this data point
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was excluded in the truncation process described in Section 2.4. Further observations are required to
confirm or discard this assumption.

Example P4 (Figure 7, fourth row): This pixel does not show any anomalies until November 2018,
but after the excluded winter period, a severe change becomes evident, reaching FDL-7 on 20th April
2019. The corresponding FDD-7 is traced back to 5th December 2018. This example represents common
winter dynamics, such as forest management activities (e.g., clear-cutting, selective timber extraction
or thinning) or natural disturbances (e.g., snow and avalanche damages).

Figure 8 shows the FDD-7 map for a subset of the study area, including the pixels P1 to P4
presented in Figure 7. The selected area is heavily affected by recurring bark beetle infestations [56].
In the background, Sentinel-2 RGB-composites (10 m, Level L2A), acquired in Sep. 2017 (Figure 8a,b),
Sep. 2018 (Figure 8c,d) and Sep. 2019 (Figure 8e,f) are shown.

Figure 8. Forest disturbance maps (FDD-7) for a subset of the study area for the deviation
periods September 2017–September 2018 (b), September 2018–September 2019 (d) and September
2017–September 2019 (f). The Sentinel-2 RGB-composites (10 m) in the background are from September
2017 (a,b), September 2018 (c,d) and September 2019 (e,f). The phenology courses of the pixels P1 to P4
are shown in Figure 7 and described in the text.

Figure 8b highlights the pixels where FDD-7 is in 2018 (dark-blue–blue–white). Figure 8d
additionally highlights the pixels where FDD-7 is in 2019 (white–yellow–orange–red–pink). The FDD
map shows rectangular to round patches of change, most of them with an FDD minimum (earliest date)
close to the centre of the patch surrounded by continuously increasing FDD values, which is a
characteristic pattern of spreading in the context of bark beetle infestation. Areas with a late FDD
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(near the end of the year 2019) are usually found in close proximity to areas with an earlier change
(lower FDD).

The FDD maps can be spatially aggregated at any level. Figure 9 illustrates three FDD-mapping
products, computed for the whole study area: (a) the original FDD-map—simplified to the categories
“Disturbance” and “No Disturbance”—with a spatial resolution of 10 m, (b) the percentage of forest
area affected by forest disturbance for hexagons of 100 hectares, and (c) the percentage of forest area
affected by forest disturbance at municipality level.

Figure 9. Forest disturbance maps based on a medium detection sensitivity (FDD-7) at three spatial levels;
(a) non-aggregated 10m FDD-7 grid, (b) percentage affected forest area aggregated on 100ha-hexagons
and (c) percentage affected forest area aggregated on the municipality level.

It was found that forests at higher altitudes show generally less disturbance than forests in lowland
areas. In total, the disturbed forest area is 23,400 hectares, i.e., on average 2.8% of the forest area in the
study area. The forest disturbance is not evenly distributed over the whole study area but concentrates
on a few regions (Figure 9). Approximately, one quarter of all municipalities show an affected forest
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area of more than 4%, comprising primarily municipalities of the regions “Lower Mühlviertel” and
“Innviertel”, of the central region of Upper Austria and foremost of the region “Northern Waldviertel”.

3.3. Validation

The validation results of the in situ dataset show that, in 1251 out of 1500 in situ cases, the TSA
identified a disturbance. In 249 in situ cases, the Forest Disturbance Date grid (FDD-7) does not show a
disturbance. So, the TSA identified 83.4% of the disturbances recorded by field data (Table 3).

Table 3. Validation results of the FDD grid.

Reference Dataset
Disturbance

(Count)
No Disturbance

(Count)
Disturbance

(Fraction)
No Disturbance

(Fraction)

In situ dataset
for class

“Disturbance”
1251 249 83.4% 16.6%

Random sample
dataset
for class

“No Disturbance”

13 258 4.8% 95.2%

The validation results of the random sample dataset show that 258 out of 271 random points
(95.2%) could be verified, by visual interpretation, to be not disturbed. In 13 cases, we observe
phenological deviations, which are not detected by the TSA.

The histograms in Figures 10–12 show the temporal difference (in days) between the in situ date
and the FDD. The bin width is 30 days. The black line in the centre denotes a difference of zero, which
means that the FDD is equal to the recorded in situ date. Counts to the left of the line (negative date
difference) indicate disturbance events, where the theoretical FDD of the TSA lies after the in situ date.
Counts to the right of the line (positive date difference) correspond to cases, where the TSA detects
disturbances earlier compared to the field observations.

Figure 10. Histogram of in situ date minus FDD for all validation points detected as disturbances
(January to December).
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Figure 11. Histogram of in situ date minus FDD outside the vegetation period (October to April).

Figure 12. Histogram of in situ date minus FDD within the vegetation period (May to September).

The first histogram (Figure 10) comprises all 1251 cases with an FDD from January to December.
There are 358 counts on the left and 893 counts on the right (29% and 71%). The column of the first bin
on the right (0 to +30 days) is the highest of all and includes 233 cases (19%).

The second histogram (Figure 11) comprises a subset of Figure 10 including only counts outside
the vegetation period with FDDs from October to April. In total, there are 657 cases with 218 counts
(33%) on the left and 439 counts on the right (67%). The maximum on the right side indicates that the
TSA detects disturbances with FDDs outside the vegetation period about 130 days earlier compared to
the corresponding in situ date.

The third histogram (Figure 12) comprises a subset of Figure 10, including just counts within the
vegetation period with FDDs from May to September. In total, there are 594 counts with 140 counts on
the left (24%) and 454 counts on the right (76%). The graph indicates that, for disturbances with FDDs
within the vegetation period, the FDD strongly correlates with the in situ date. The column of the first
bin on the right side (0 to +30 days) is the highest of all and includes 211 cases (36%). About 51% of the

40



Remote Sens. 2020, 12, 4191

cases have an FDD that deviates less than ±30 days from the in situ date, and about 69% of the cases
have an FDD that deviates less than ±60 days from the in situ date.

4. Discussion

4.1. Phenology Modelling with Sentinel-2 Time Series

4.1.1. Take-Home Messages

The approach described in this article uses a new and advanced workflow to compile, preprocess
and analyse dense Sentinel-2 (S2) time series. The presented TSA approach uses all S2 granules
with less than 80% cloud cover available for a chosen period. The approach significantly benefits
from the improved data availability due to the launch of the Sentinel-2B satellite in spring 2018.
Thereby, very dense time series can be compiled, allowing for the application of advanced fitting
methods. With such methods, intraseasonal variations can be preserved [25] and phenology
developments can be traced with a high level of detail.

Recent studies stressed the capabilities of an updating S2 time series that predicts forest phenology
using a recursive Kalman filter [31]. Unlike these studies, we use a Savitzky–Golay filtering (SGF)
approach, as former studies showed the advantages of SGF to smooth out signal noise but retain
temporal details. This holds true for dense time series analyses, such as S2-imagery time series [57].

The presented TSA is based on a dynamic SGF approach [35]. We use a dynamic window width,
because a fixed window width can lead to insufficient or non-meaningful smoothing if the data is
noisy [44]. So far, SGF has primarily been used with remote sensing data of medium resolution
(e.g., MODIS with 250 m) and a fixed and rather wide window that results in a high degree of
generalisation [57,58]. Most TSA studies based on Sentinel-2 or Landsat data, apply harmonic
regressions (ordinary least square models) on the generated time series to characterise the seasonality
of the vegetation canopy [24,25,47,59]. The periodic character of harmonic regression models, the fast
computing time and the robust results are clear advantages of harmonic regressions and in the case of
lower frequencies of data, they may be the only option for achieving robustness [25]. However, they
become impractically complex when describing phenology courses with a more segmented type of the
seasonal phenology dynamics, as it is in the case of forests in the mid-latitudes. Forest vegetation in the
mid-latitudes goes through an inactive winter period, a sharp greening period in spring, followed by a
slightly lower stable state in summer, and a constant defoliation process in fall, which is substantially
different to vegetation in tropical regions with a more smoothed gradual phenology course.

The approach described in this article is based on TOA data, referred to as Level 1C (L1C).
According to our experience, BOA data, referred to as Level 2A (L2A), produced with the Sen2Cor
algorithm, provided by ESA, have considerable radiometric deficiencies, such as effects of overcorrection.
Due to these problems, quite a few images cannot be used in the TSA, although the original images
(L1C) are of good quality. Thus, we clearly get denser time series with L1C data than with L2A data.
On the downside, L1C data are affected by mainly atmospherically induced noise, which is, however,
successfully reduced by efficient outlier filtering and smoothing.

The innovative multiyear percentile modelling approach traces high courses (90th percentile) and
low courses (10th percentile) of single year time series, whereas the mean of both provides robust
multiyear courses (MPC). The MPC levels out extreme years, which further reduces distortions caused
by possible outliers.

As a byproduct, the phenology modelling procedure delivers meaningful phenology metrics
(e.g., Figure 6). Phenology metrics, such as the start and end of vegetation period [60–62], can be deduced
for deciduous forest pixels quite easily, due to the typical seasonal characteristics. For coniferous forest
pixels, it is more challenging. Here the dynamic SGF window width proves to be an appropriate
mean to deduce reasonable metrics across various forest types and forest growing regions in Austria.
Phenology metrics and the reliable MPCs can be used for various downstream analyses, such as for
forest type classification [63] or habitat modelling.
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4.1.2. Limitations

The accuracy of the TSA results is dependent on the data availability, which varies significantly
from region to region. Primarily, the number of available observations per year is determined by
the revisit time. This is at least 5 days and is halved in areas where the swaths overlap. In addition,
local weather conditions, such as clouds and cloud shadows, and factors concerned with topography,
such as topographic shadows and snow coverage, determine the actual data point density. In some
regions of Austria, we can compile up to about 40 valid data points per year for the TSA (Figure 13).
In swath overlapping areas, we can utilize 30 to 35 data points on average. In areas where the swaths
do not overlap, the TSA can make use of about 15 to 20 data points on average. The single pixel courses,
shown in Figures 3 and 4, lie in areas of overlapping swaths with significantly more observations than
the single pixel courses, shown in Figure 7, that lie in areas without overlapping swaths.

Figure 13. Number of valid data points per year (n-DP) across Austrian forests (2017–2018 average).

4.1.3. Implications

The TSA provides large area phenological information about the Earth’s surface covered by
vegetation. Although the approach was developed in the context of forestry, with a focus on forest
applications, it also shows a high potential for interesting applications in other fields, such as
conservation ecology, social ecology, and agriculture. The reconstructed phenology models provide an
outstanding database not only for habitat modelling or wall-to-wall forest-type mapping, but also for
models used for biomass and carbon stock estimation. Multitemporal and, in particular, phenological
information, also play an increasing role in the analyses of nonforest environments. Crop type
classification and monitoring [28,64–67], the reconstruction of the harvesting time of crops, cycle
durations or the delineation of multiannual crops can benefit from the TSA and its outputs. For grassland
management, the systematic capturing of cutting times would be highly relevant (e.g., for funding
provided by the European Union) [68,69].
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4.1.4. Recommendations

The described TSA is constantly adjusted, improved and extended. This comprises the used input
data, parameter tuning, new analysis tools and downstream applications.

So far, the TSA relies on some Sen2Cor products, but the used indices are based on L1C values
(no atmospheric correction), due to Sen2Cor-failures. In the long run, we aim to use atmospherically
corrected input data. Other preprocessing procedures (e.g., ATCOR [70]), as alternatives to the Sen2Cor
algorithm, still need to be tested. Consistent surface reflectance data would clearly be beneficial to
further reduce signal noise effects.

The general data availability, the annual distribution of valid observations and the seasonal data
variability constitute unique phenology courses on a per-pixel level. These unique time series require
dynamic parameters (e.g., SGF-polynomial order, tree species dependent smoothing factor, data gap
detection) for individual modelling in terms of outlier filtering, interpolation, smoothing, and multiyear
data fusing. We plan to further optimise existing parameters and introduce new dynamic parameters.

In the next years, the TSA can be used to study long-term trends caused by climate change.
Multiyear fusions of more than about five years will allow for investigating spatiotemporal shifts
in forest phenology patterns. We are confident that the TSA will meet future demands of tracing
altering site-specific forest phenology, including slightly changing tree species compositions or shifting
growing periods.

4.2. Forest Disturbance Mapping in Northern Austria

4.2.1. Take-Home Messages

In the last decade, North America and Europe experienced massive bark beetle outbreaks with
serious impacts on the landscape, forest industry, and ecosystem services. The extent and intensity of
many recent outbreaks are widely believed to be unprecedented [71]. Therefore, there is an urgent need
for operational tools to assess the affected area fast and reliably over large areas [11]. The presented
TSA approach proves to be a proper forest monitoring tool for large-scale analysis as demonstrated in
a test region located in Upper and Lower Austria. We found severe phenology anomalies, especially in
the northern parts of this region, which corresponds well to recent reports about bark beetle calamities
in Austria [56].

The main benefit of the described forest disturbance mapping approach is its ability to determine
and map the date when an anomaly occurs with a high level of detail. The TSA can reconstruct a
theoretical intra-annual forest disturbance date (FDD), expressed in the day-of-year format and with a
spatial resolution of 10 m.

The FDD validation (Section 3.3) shows that 83.4% of the recorded field observations were
successfully detected by the TSA. The results confirm that the anomaly detection procedure performs
well. The error of omission of about 16% can be explained, to some degree, by the way the in situ
data were collected, as discussed in Section 4.2.2. Furthermore, the validation results for the class
“No Disturbance” with an agreement of 95.2% confirm that the TSA provides results with high accuracy.

Overall, we can reconstruct and map the forest disturbance date with a high level of detail on the
time axis, as shown in Figure 8. Such maps compactly visualize the comprehensive spatiotemporal
information contained in dense Sentinel-2 time series and can make a substantial contribution to the
assessment and monitoring of forest disturbances.

The FDD maps (Figure 8) show patches of disturbance that are growing in a ring-like manner.
These spatiotemporal disturbance patterns are typical for the spreading of bark beetle infestations [72].
They result from a temporal sequence of timber harvesting to counteract further bark beetle spreading.
The detected patterns also indicate that the FDD maps are plausible. Otherwise, they would show a
rather random distribution of disturbance patches.

The anomaly detection procedure is very flexible in terms of the disturbance level to be detected.
This is realized by using the cumulative sum of deviation as a measure for disturbance. The sensitivity
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level threshold for the FDL (TFDL) can be chosen, corresponding to different degrees of forest disturbance.
The optimal level of sensitivity depends on the overall goal. FDL thresholds from 5 (very sensitive)
to 10 (highly reliable) were found to be most reasonable. We recommend stepwise processing with a
range of FDL thresholds and finally to choose the FDL threshold that is most appropriate. In this article,
results for a TFDL of 7 (CDD-7/FDD-7) are shown, corresponding to a medium detection sensitivity
(i.e., minor anomalies are not considered).

The applied anomaly detection approach, based on dynamic SGF modelling, shows a high
temporal sensitivity. In the vegetation period (May–September) we can detect more than half of the
disturbances within at least ±30 days using the in situ date as a reference. Future studies need to
investigate the strengths and weaknesses of the temporal TSA outputs, compared to similar information
derived by approaches based on generalised harmonic model fitting and trajectory segmentation,
which are widely established to detect temporal breakpoints in a time period of interest [45,46].

The TSA approach is expected to be suitable for different use cases, ranging from rapid disturbance
mapping (e.g., after storm events) at local or regional scale to operational nation-wide disturbance
mapping. Depending on the use case, different parameter configurations can be chosen.

For anomaly detection, we chose the vegetation index, RGVI. It was found to be useful particularly
for detecting anomalies in coniferous forests which generally show index courses with little seasonal
variation. Among all considered indices, the RGVI shows the lowest seasonal variation, which is
preferable when it comes to anomaly detection. In this study, which concentrates on forest disturbances
in coniferous forests, the RGVI index proved to be very efficient to detect distinct, as well as marginal
vegetation, anomalies in the time series and can be recommended for studies on bark beetle infestation.

In general, some indices are more suitable to detect forest disturbances, others are more useful to
derive phenology metrics (Figures 3 and 4). The GNDVI, for example, is probably a good candidate for
analysing shifted spring greening due to seasonal drought stress. Here further research is needed.

4.2.2. Ground Truthing

A quantitative validation of TSA outcomes is generally difficult, as is the case for many monitoring
applications based on remote sensing data [73,74]. Ground truth data that comprise temporal
information on land cover changes are rare. Besides, it is generally difficult to obtain data on
disturbances that are consistent over large areas, because how it is collected often varies with the
responsible institution or person.

Being aware of all these challenges, the in situ validation dataset used in this study cannot be
valued highly enough. Nevertheless, there are some limitations. First of all, reference data for the
category “No Disturbance” is missing. Therefore, it cannot be used to estimate the rate of true negatives
and false positives. In this study, this shortcoming is compensated by an extra reference dataset
obtained by visual image interpretation. In future, in situ data for both classes, “Disturbance” and
“No Disturbance”, are desirable.

In addition, the in situ date, i.e., the date when the site was visited, does not necessarily correspond
to the date when the disturbance event happened and became evident in the spectral signature the first
time. This fact limits the possibilities of temporal evaluation.

The in situ data were not collected with the purpose of validating remote sensing-based products
but with the purpose of documentation. Therefore, the data points are often placed close to but
not within the affected groups of trees or forest stands. This fact may lead to an underestimation
of the derived detection rate. Thus, the accuracy figures reported in this study are assumed to be
rather conservative.

4.2.3. Limitations

The quality of the anomaly detection results is heavily dependent on the data availability,
which can vary from pixel to pixel, as described in Section 4.1.2. The validation (Section 3.3) was
done in an area where the Sentinel-2 swaths do not overlap with about 15 to 20 observations per
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year. Therefore, our results suggest that the number of data points usually available is sufficient to
reliably detect forest disturbances. Only in areas where the data availability is additionally reduced by
clouds, shadows or snow do we expect limitations. Therefore, in alpine regions a temporally precise
reconstruction of forest disturbance dates remains challenging.

The exclusion of one or more data points at the end of the time series guarantees that only
anomalies are considered that are affirmed by following data points. In this way, the risk of mapping
false positives can be reduced. However, for “near-real-time” applications (e.g., the mapping of storm
damages within a narrow time frame) the most recent data points are indispensable and consequently
the risk of false positives has to be accepted.

The FDD-validation histogram of FDDs outside the vegetation period shows a skew distribution
(Figure 11). The maximum of counts shifted from zero to the right, which can be explained by two
reasons. First, compared to the vegetation period, there is a tendency that foresters note possible
bark beetle infestations with a time lag. Second, the current reconstruction approach of the FDD
shows some constraints in winter. If the disturbance lies in the winter period with insufficient data
points and, therefore, the deviation calculation is deactivated, the TSA shows the tendency to result in
too-early FDDs.

In this study, the modelling period and the deviation period partly overlap. This should be avoided
in the future and was only accepted here because, when the study was carried out, the Sentinel-2 data
archive comprised only three complete years (2017, 2018, and 2019) of consistent data. Alternatively,
a baseline derived from Landsat data could be used. Phenology modelling could benefit from the
much longer time-series compared to Sentinel-2. This is especially true if minor anomalies are to be
detected. However, the integration of Landsat data also comes with some negative effects, primarily
the lower spatial resolution of Landsat compared to Sentinel-2 as well as the differences in the spectral
characteristics between Sentinel-2 and Landsat.

4.2.4. Implications

The spatiotemporal information provided by the FDD maps is highly relevant for the pest
control management typically conducted by local forest authorities. At the same time, the approach
can also be applied on larger scales, such as at the national level and providing information for
stakeholders and policymakers. The presented TSA approach is not designed for the early detection of
bark-beetle-attack—also referred to as “green-attack”,—detection, which is currently a hot topic both in
forest management and research. However, the FDD maps are a unique data source for entomological
studies investigating the spreading behaviour of bark beetles. Beyond the assessment of natural
disturbances, anomalies also caused by activities, such as illegal logging, are assumed to be detectable.

Further, the anomaly detection results deliver reliable information for a systematic large-scale
assessment of forest disturbances with a spatial resolution of 10 m. For large parts of Northern
Austria, the aggregated results (Section 3.2) reveal that the disturbed forest area is much too large
for being consistent with sustainable forest management, according to the commonly used forest
management model called “Normalwaldmodell” in German. The “Normalwaldmodell”, according to
Hundeshagen [75], is used to determine the annual allowable cut in the case where forest management
is focused on even-aged, monospecific stands. The model is characterized by a specific production
cycle (rotation period) and a uniform area distribution of the corresponding age-classes.

If we assume a relatively low average rotation period of 80 years for spruce stands [76], an annual
harvest rate (including unscheduled timber extractions) of up to 1.3% is sustainable. Thus, from a
forest management perspective, more than 4% (i.e., 2% per year) of harvested forest area in the period
from 2018 to 2019, as it was found in some regions within the study area, clearly indicate unsustainable
developments. At least a quarter of the investigated municipalities—for whatever reason—show
such dynamics. This underlines that zonal statistics covering different scales, and different damage
levels are of high relevance for the forestry sector. Zonal statistics provide aggregated overviews and
comprehensively inform policy makers and stakeholders about the extent of forest disturbances.
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4.2.5. Recommendations

The presented TSA is able to detect anomalies, but so far it cannot distinguish between different
causes of anomaly, such as bark beetle infestations, storm events or timber harvesting activities.
However, this information is very important, for example, to specifically assess the amount of damage
caused by bark beetle infestation [11]. Previous studies have already tried to discriminate different
categories of change by directly using various disturbance metrics or by using those metrics as input
data for machine learning algorithms (e.g., Random Forest) [20,77–80]. First tests based on our data
suggest that there are specific patterns both in the single pixel courses as well as in the FDD maps that
could help to categorize disturbances by the cause of disturbance. The validation data source used
in this study possibly provides appropriate training data to distinguish different forest disturbances.
This issue will be addressed in follow-up studies.

So far, we have concentrated on coniferous forests as in Austria this forest type is most affected by
natural disturbance processes. Thus, there is a need to also fine tune the TSA for deciduous forests.

5. Conclusions and Perspectives

In this study, we present the first nationwide operational forest phenology modelling and forest
monitoring system optimised for 10 m Sentinel-2 time series data and based on a Savitzky–Golay
modelling approach. The method was successfully tested in Austria and is expected to also be
applicable in many other regions all over the world.

Overall, the study shows that, even with TOA data, instead of BOA data, the robust forest
phenology modelling is feasible. Even so, further tests with atmospherically corrected data (e.g., from
ATCOR [70] or an improved Sen2Cor version) are planned. The workflow is very flexible so that the
TOA data can be replaced by BOA data without any effort. Besides, the TSA is extendable to additional
input data. In a next step, the Sentinel-2 20 m bands will be included in the TSA.

The main benefit of the described approach, compared to Sentinel-2 approaches that exist so far, is
its capability to derive meaningful phenology courses without eliminating intra-annual characteristics
at the same time. Our TSA is more than a fixed sequence of single snapshots. It is capable of
balancing between temporal sensitivity and certainty, as different applications need differently adjusted
TSA-settings. Besides the basic index choice, we can define various parameters as BL-offset from MPC,
smoothing degree, and many more.

Important outputs of the TSA are day-of-year spectral quantities (e.g., MAXMPC for the NDVI)
and seasonal metrics (e.g., start of vegetation period). These output features offer the opportunity to
derive area-wide consistent wall-to-wall products. They are relevant to NFIs for many purposes.

Recent efforts of the Austrian NFI have aimed for operational implementation to use phenology
modelling metrics to derive reliable nationwide forest type maps. Forest type classifications [81] will
definitely benefit from such consistent input data. The resulting forest type maps can, for example,
further improve the biomass estimations of NFIs [34].

The main added value of the presented TSA is the provision of novel temporal information about
forest phenology anomalies. The TSA does not only map phenology anomalies with a high spatial
resolution but also assigns a time stamp to each disturbed pixel with a high temporal resolution,
indicating the estimated date when the anomaly is recognizable in the dataset the first time. The high
sensitivity of the TSA’s outcomes serves the forestry and forest ecosystem sciences’ aim to monitor
forests. Finally, the TSA also opens new fields for various applications on a forest-management
level. Here the described nationwide wall to wall application, which focuses on bark beetle damages,
demonstrates that the TSA is a useful monitoring system to scrutinise spatiotemporal patterns of forest
disturbance. The results of this study show that it is possible to map the spreading of bark beetle
infestations and other disturbances with a high accuracy.

The upcoming decades demand long-term analytic tools that focus on the incremental impact of
climate change effects on forest ecosystems. Therefore, subsequent efforts should extend the TSA in
such a way that also transannual anomalies can be captured.
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a National Scale Using Intra-Annual Landsat Time Series Binning. Remote Sens. 2019, 11, 232. [CrossRef]

66. Picoli, M.C.A.; Camara, G.; Sanches, I.; Simões, R.; Carvalho, A.; Maciel, A.; Coutinho, A.; Esquerdo, J.;
Antunes, J.; Begotti, R.A.; et al. Big Earth Observation Time Series Analysis for Monitoring Brazilian
Agriculture. ISPRS J. Photogramm. Remote Sens. 2018, 145, 328–339. [CrossRef]

67. Qiu, B.; Zou, F.; Chen, C.; Tang, Z.; Zhong, J.; Yan, X. Automatic Mapping Afforestation, Cropland Reclamation
and Variations in Cropping Intensity in Central East China during 2001–2016. Ecol. Indic. 2018, 91, 490–502.
[CrossRef]

68. Kolecka, N.; Ginzler, C.; Pazur, R.; Price, B.; Verburg, P.H. Regional Scale Mapping of Grassland Mowing
Frequency with Sentinel-2 Time Series. Remote Sens. 2018, 10, 1221. [CrossRef]

69. Schwieder, M.; Buddeberg, M.; Kowalski, K.; Pfoch, K.; Bartsch, J.; Bach, H.; Pickert, J.; Hostert, P. Estimating
Grassland Parameters from Sentinel-2: A Model Comparison Study. PFG 2020. [CrossRef]

70. GEOSYSTEMS. ATCOR Workflow for IMAGINE; GEOSYSTEMS: Germering, Germany, 2020.
71. Morris, J.L.; Cottrell, S.; Fettig, C.J.; Hansen, W.D.; Sherriff, R.L.; Carter, V.A.; Clear, J.L.; Clement, J.;

DeRose, R.J.; Hicke, J.A.; et al. Managing Bark Beetle Impacts on Ecosystems and Society: Priority Questions
to Motivate Future Research. J. Appl. Ecol. 2017, 54, 750–760. [CrossRef]

72. Baier, P. Ausbreitung. In Der Buchdrucker. Biologie, Ökologie, Management; Hoch, G., Schopf, A., Weizer, G.,
Eds.; Austrian Research Centre for Forests (BFW): Vienna, Austria, 2019; pp. 57–71.

73. Mayr, S.; Kuenzer, C.; Gessner, U.; Klein, I.; Rutzinger, M. Validation of Earth Observation Time-Series: A
Review for Large-Area and Temporally Dense Land Surface Products. Remote Sens. 2019, 11, 2616. [CrossRef]

74. Loew, A.; Bell, W.; Brocca, L.; Bulgin, C.E.; Burdanowitz, J.; Calbet, X.; Donner, R.V.; Ghent, D.; Gruber, A.;
Kaminski, T.; et al. Validation Practices for Satellite-Based Earth Observation Data across Communities.
Rev. Geophys. 2017, 55, 779–817. [CrossRef]

75. Hundeshagen, J.C. Die Forstabschätzung Auf Neuen, Wissenschaftlichen Grundlagen: Nebst Einer
Charakteristik und Vergleichung Aller Bisher Bestandenen Forsttaxations-Methoden. In 2 Abtl.; Laupp:
Tübingen, Austria, 1826; Available online: http://mdz-nbn-resolving.de/urn:nbn:de:bvb:12-bsb10300397-0
(accessed on 27 October 2020).

76. Ledermann, T.; Rössler, G. Fichte - Klima - Umtriebszeit 2019. Available online: https://bfw.ac.at/cms_stamm/
050/PDF/praxistag19/BFWPraxistag2019_fichte_umtriebszeit.pdf (accessed on 30 April 2020).

77. Senf, C.; Pflugmacher, D.; Hostert, P.; Seidl, R. Using Landsat Time Series for Characterizing Forest Disturbance
Dynamics in the Coupled Human and Natural Systems of Central Europe. ISPRS J. Photogramm. Remote Sens.
2017, 130, 453–463. [CrossRef]

78. Huo, L.-Z.; Boschetti, L.; Sparks, A.M. Object-Based Classification of Forest Disturbance Types in the
Conterminous United States. Remote Sens. 2019, 11, 477. [CrossRef]
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Abstract: The problem of forest fires in Yakutia is not as well studied as in other countries. Two methods
of machine learning classifications were implemented to determine the risk of fire: MaxENT and
random forest. The initial materials to define fire risk factors were satellite images and their products
of various spatial and spectral resolution (Landsat TM, Modis TERRA, GMTED2010, VIIRS), vector
data (OSM), and bioclimatic variables (WORLDCLIM). The results of the research showed a strong
human influence on the risk in this region, despite the low population density. Anthropogenic factors
showed a high correlation with the occurrence of wildfires, more than climatic or topographical
factors. Other factors affect the risk of fires at the macroscale and microscale, which should be
considered when modeling. The random forest method showed better results in the macroscale,
however, the maximum entropy model was better in the microscale. The exclusion of variables that
do not show a high correlation, does not always improve the modeling results. The random forest
presence prediction model is a more accurate method and significantly reduces the risk territory.
The reverse is the method of maximum entropy, which is not as accurate and classifies very large areas
as endangered. Further study of this topic requires a clearer and conceptually developed approach to
the application of remote sensing data. Therefore, this work makes sense to lay the foundations of the
future, which is a completely automated fire risk assessment application in the Republic of Sakha.
The results can be used in fire prophylactics and planning fire prevention. In the future, to determine
the risk well, it is necessary to combine the obtained maps with the seasonal risk determined using
indices (for example, the Nesterov index 1949) and the periodic dynamics of forest fires, which Isaev
and Utkin studied in 1963. Such actions can help to build an application, with which it will be possible
to determine the risk of wildfire and the spread of fire during extreme events.

Keywords: wildfires; MaxENT; random forest; risk modeling; GIS; multi-scale analysis; Yakutia;
Artic; Siberia

1. Introduction

The disturbance regime in the boreal forest is extremely variable. Every year in Siberia, millions
of hectares of forest are burned. Forest fires are one of the main factors causing not only long-term,
harmful changes in plant ecosystems, but also contribute to the deterioration of living conditions
in society, especially in the event of wildfires. Taiga fire is a natural phenomenon. Fires determine
the normal, ecological functioning of the forest in this region. Forest fires are an inseparable part
of the natural cycle. After the fire, there are favorable conditions for the young generation of trees.
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Wildfires are important for the indigenous peoples of Siberia. The territory after the wildfire turns into
a pasture and people harvest berries for winter stocks. Fires have deep consequences and issues to
the transformation of the landscape in the specific context of permafrost. Fire in forest areas where
permafrost is spread is considered as an important factor in modeling the surface and influencing
geomorphological processes.

Boreal forest plays a big role in the circulation of carbon dioxide in the regional and global scale.
Changes in fire regime and climate in this region have already started, and they have an impact on the
carbon releasing dynamic not only during the fire, but also years after the fire when the permafrost
is thawing [1,2]. Forest fires in Russia, in general, and in the Republic of Sakha (Yakutia) are one of
the main and most common natural threats. Currently, the area covered by forest fires has increased
significantly. According to the results of scientific research, not the least role in the spread of fires is
played by the human factor. Almost half of all forest fires that have occurred in Yakutia are caused by
humans [2]. The occurrence and spread of forest fires are influenced by a complex of different factors
that mutually reinforce each other and create conditions that contribute to the forest fire.

Geoinformation systems and modern remote sensing methods are a popular and effective means
of identifying the most important factors affecting fires. GIS technologies are effective for building the
necessary long-term fire safety models in countries such as Canada, the USA, and most of the European
countries, where sustainable forest management is wide. GIS forest fire risk models are commonly
used, but most of them do not include the human factor [3]. In Russia, the Nesterov index, from the
1940s is still in use [4]. There is large interest in the development of an integrated fire hazard assessment
system integrated with GIS, remote sensing, meteorological, and government data. A system like that,
available for forestry, firefighters, and local authorities, can improve the fight against fires and reduce
the damage, thanks to faster detection of fire ignition and focusing on the most endangered places.
The purpose of this work was geoinformation modeling the long-term wildfire risk in the Republic of
Sakha (Yakutia) on a macro- and microscale. To achieve this goal, the following tasks were defined:
(1) study structure and regime of the wildfires in the boreal forest; (2) define the most important factors
that cause forest fires in the region of the studies; (3) develop and implement statistical methods to
determine the relationships between the wildfires and its factors; (4) develop spatial and statistical
analysis methods for building a model of wildfire risk in macro- and microscale; and (5) validation of
the built model and create wildfire risk maps at the macro-and microscale.

The methodology of the study of wildfire risk is based on forest management and geographical
developments. The field of studies is built on Canadian, U.S., and European approaches to deal
with natural hazards as in the works of San-Miguel-Ayanz [3], Tedim [5], Oliveira [6], Cardille [7],
Martinez [8], and others. Knowledge on the boreal forests in Yakutia was taken from the publications
of such authors as A.P. Isaev [9], E.I. Troeva [2], M.M. Cherosov [10], and others.

Work was divided into two main stages. The first stage presents the methodology validating
the impact of individual fire factors on fire occurrence. The result of the analysis is a determination
of dependencies between factors and exclusion from the further classification of factors that do not
affect fires. In the second step, based on the literature analysis [11–13] two methods of machine
learning classifications were implemented to determine the risk of fire: MaxENT and random forest.
The initial materials to define fire risk factors were satellite images and their products of various
spatial and spectral resolution (Landsat TM, Modis TERRA, GMTED2010, VIIRS), vector data (OSM),
and bioclimatic variables (WORLDCLIM).

The results in the form of long-term fire risk maps can be used for fire prevention and planning
fire-fighting measures in the territory of the republic. The results can help create an application that
can be used to determine the risk of fire and the spread of fire during a disaster. This work has the
potential to lay the foundations for the future of a fully automated application of fire risk assessment
in the Sakha Republic.
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2. Material and Methods

2.1. Yakutia

To correctly understand fire regimes in Yakutia, it is important to know the features of their origin.
The geographical, geological, climatological, and ecological position in the landscape make it possible
to explain the complexity of the fire phenomenon. Yakutia is a very specific region, with occurrence
extremely high and low temperatures, a thick layer of permafrost, specific geological structures, and the
occurrence of light taiga forests dependent on fire regimes. Due to the high complexity of the territory,
it was decided to study wildfires on two scales to examine the dependencies between fires and their
factors on the regional and global scale. At the macroscale, the territory of research was the territory of
the Sakha Republic; on a microscale, one of the regions of the republic was chosen, which was the
Nyurbinskii district (Figure 1). This region was chosen due to the high number of fire incidents in
recent years.

 

Figure 1. The geographical extent of the study area (source: Earthstar Geographics, low resolution
15 m imagery).

The Republic of Sakha (Yakutia) is in northeastern Siberia and occupies 1/5 of the territory of the
Russian Federation. The territory of the republic from the east and south is closed by mountain ranges;
in the north, it has access to the Arctic Ocean. The relief and geological structure are distinguished by a
complex and diverse structure. The orography of the territory determines the characteristics of a sharply
continental climate, permafrost, soil, vegetation, wildlife, grasslands, and grazing land, and influences
the nature of human economic activity [14]. A characteristic feature of the climate of Yakutia is a sharp
continentality, which is manifested in large annual fluctuations in temperature and a relatively small
amount of precipitation. The main factor of this state is the Siberian anticyclone. In the study area, the
average air temperature during the winter months is −30 ◦C, and the average temperature of the coldest
month (January) is −35 ◦C. The average annual precipitation is 200–400 mm [15]. The permafrost
thickness in the territory is sometimes more than 100 m. Seasonal thawing varies between 0.8 and
3.3 m, depending on the landscape and the type of soil. Permafrost in the conditions of Yakutia has an
impact on all soil processes [16]. Sakha can be divided into three great vegetation belts. About 40% of
Yakutia is located above the Arctic Circle, and all of this is covered with permafrost, which greatly
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affects the region’s ecology and limits the forests in the southern region. The arctic and subarctic tundra
define a middle region where lichens and mosses grow like big green carpets and are favorite pastures
for deer. In the southern part of the tundra belt along the rivers, scattered dwarf Siberian pines and
larches grow. Below the tundra is a vast region of the taiga zone [2].

According to the state report “On the state and environmental protection of the Republic of Sakha
(Yakutia) in 2018, the forested area occupies 82% of the territory of Yakutia, but the forest is 54% of
the territory. The area of the forest zone is 252,820.0 million hectares. The forest cover is very diverse,
from 11.5% in the Verkhoyansk district to 91.7% in South Yakutia. In the Nyurbinsky district, the
forest area is 4416.3 thousand hectares and is more than 84% of the total area. The timber reserved is
about 9.2 milliard m3 and 96% of it is coniferous. The average timber reserve per one hectare is 58 m3.
The biggest average timber reserves are of Pinus Sibirica stands (188 m3/ha) and Picea spp. (130 m3/ha).
The average timber reserves of Pinus sylvestris is 104 m3/ha, Larix spp. is 62 m3/ha, and Betula Pendula
41 m3/ha.

A total of 95.6% of forest species in Yakutia are coniferous. The major species are Larix (4 main
types: Larix cajanderi, L. gmelinii, L. sibirica, and L. czekanowskii (L. sibirica x L. gmelinii)), which represent
77.5% of the total forest resources. The second main species is Pinus sylvestris (6.5% of the total area)
and Pinus obovata (0.24% of the total area). In southwest Yakutia, Pinus sibirica and Abies sibirica
occur. Picea ajanensis is characteristic of the south mountainous regions. Other mountainous regions
are occupied by Pinus pumilo (4.6% of the total forest area). The main deciduous tree species are
Betula pendula, B. pubescens, B. ermannii, Populus staveolens, P. tremula, Chosenia arbutifolia, and Salix spp.
Deciduous trees occupy only two million hectares, which are 1.24% of the total forest area.

Tree stands are well adapted to growing under extremely hard conditions of a dry climate and
occurrence of permafrost. Forests are also very well adapted to the recovery process after fires.
The process is determined by several factors. The most important factors are high seed production,
good seed germination, and highly adaptive potential. Larix cajanderi is highly adapted to the existence
with frequent fires. This species is pouring seeds in late summer in the ripening year. Seeds are being
covered by needle litter and snow, where it creates the right conditions for sprouting and uses the
spring moisture. The best conditions for forest growth are during the first years after a fire. Litter is
destroyed, and the soil is enriched with ashy elements. The upper soil horizon’s moisture is increased
due to inflow from lower horizons [10].

Nyurbinsky ulus (region) is in the middle of the Vilyi River and occupies the territory adjacent
to both Vilyi and its main tributary Marha. The region has an area of approximately 52.4 thousand
sq km. Nyurbinsky region is part of the West Yakutia natural zone. It is characterized by plains and
plateaus and the key elements are soil and vegetation on which relief has a big influence. According to
Kurzhuev, the region is located on the Viluy Plateau, which is part of the Central Yakut Plateau. There is
a characteristic occurrence of cryolithozone relief forms such as alases, yuryakhs, and bulgunyakhs.
The number of days with snow cover is 210–225 days. The average annual temperature in the region is
negative and in Markha it is −11.1 ◦C. The coldest month is January with an absolute minimum of
–60 ◦C, and the warmest is July (the absolute maximum is +37 ◦C). The average amount of precipitation
per year is 260–280 mm [14]. The maximum is in July. In the geobotanical regionalization of Yakutia,
the Nyurbinsky region is situated in the boreal region in the taiga zone—a subzone of the middle taiga
forests—sub-province, Central Yakutian middle taiga. The area of the region is dominated by Larix
forests and Pinus Sylvestris forests. The river’s valleys are characterized by rich meadows as well
as common steppe and forest-steppe landscapes. Dry belts of alas vegetation are represented by the
Carex duriuscula steppes [14].
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2.2. Spatial Monitoring Factors for Fire Forest Monitoring in Yakutia

2.2.1. Fires Data

In the Republic of Sakha (Yakutia), open data on forest fires are not available. There is a database
of forest fires at the Ministry of Environmental Protection (https://minpriroda.sakha.gov.ru), but these
data are tabular, and without georeferencing, it is impossible to create a GIS database necessary for this
type of research. These data are understated due to the addition to the database of only those fires in
which there was action taken to extinguish the fire. Fires that are far from human activity often do not
extinguish, so are not classified in the database. The most popular global data source on fire data is the
Fire Information for Resource Management System (FIRMS). Data available in the service are collected
from the VIIRS 375 m, 750 m, and MODIS Collection 6 Active Fire Product. The data are collected from
2002 until now. For the studies, we chose data from the MODIS Collection 6 sensor because of their
longer availability and enough spatial resolution. We used data between 2001 and 2018 from the FIRMS
fire archive. The shapefiles were in the Geographic WGS84 projection. The confidence values ranged
from 0% to 100% and ranged in one of three fire classes (low-confidence fire, nominal-confidence fire,
or high-confidence fire) [17].

2.2.2. Factors Data

Forest fire regimes are extremely diverse and vary due to the spread of fires and climate changes [8].
In difficult to manage forest areas like in Yakutia, it is necessary to properly characterize the factors that
are causing forest fires. Researchers have used several different variables to assess wildfire risk [18–21].
Due to the lack of data, it was decided to investigate only long-term fire factors data like constant,
long-term factors such as slope, aspect, fuel, climate, NDVI, etc. Constant factors are those factors that
do not change rapidly, but gradually, in the long perspective. Constant factors can be calculated in
medium- or long-term periods before the fire season [3]. In Yakutia, there is a very big data shortage.
If some data are already collected, it is very difficult to access them. For these reasons, mostly global
datasets were used.

Variables were divided into four groups: (1) meteorological (precipitations, temperature,
maximum summer temperature, radiation); (2) NDVI; (3) landform (elevation, slope, slope direction);
and (4) human activity (distance from roads, distance from settlements, distance from rivers). All data
types were in other formats and had different spatial resolutions (Table 1).

Table 1. Technical description of the data.

Factor Source Format Resolution Preprocessing

Radiation

WorldClim GeoTiff 30 s ROI
Precipitations
Temperature

Max temperature

NDVI MODIS/LANDSAT Hdf/GeoTiff 250 m/30 m

Mosaic,
resampling,
atmospheric

correction ROI

Elevation
GMTED2010 GeoTiff 7.5 s Mosaic, resampling

ROI
Slope

Slope direction

Distance from settelments
OSM Shape Eulicdean

distance/ROI
Distance from roads

Distance from water lines

To collect bioclimatic variables, the WorldClim dataset of global climate layers was used.
The WorldClim dataset has a spatial resolution of about 1 km2 [22]. WorldClim is a set of global

55



Remote Sens. 2020, 12, 4157

climate layers (gridded climate data), specifically developed for ecological modeling on GIS. Currently,
WorldClim provides several datasets for different temporal scenarios (past, current, and future
conditions). In this work, data for the current condition scenario (1970–2000) were used. WordClim
bioclimatic variables are analysis-ready data so the preprocessing was not necessary.

NDVI is greatly used in the evaluation of the phenology and productivity of the vegetation.
Onigemo et al. claims that the values of NDVI obtained through images at the peak of drought were
related to the content moisture and fresh phytomass, showing its potential to estimate fire risk [23].
Illaera et al. found a good correlation between the NDVI values and the location of wildfires [24].
To assess NDVI in macro-and microscale, it was decided to use NDVI from two sources: MODIS and
LANDSAT images. The Landsat data were used for the determination of NDVI in the Nyurbinsky
region. As the region of interest, the following paths and rows were defined: 129-15; 129-16; 130-14;
130-15; 130-16; 131-15. There were selected available images from the year with the smallest cloud
cover. Images without cloud cover at the peak of the growing season (July) were available only for
Landsat 5 in 2009. Before creating the mosaic, atmospheric correction was necessary. It allowed for
improving images from level 1 to level 2. For NDVI calculations, bands 3 and 4 were used by the
formula described by J.W. Rouse in 1973 [25]. To determine the average NDVI in the vegetation season
for Yakutia between 2001 and 2018 with MODIS, dataset MOD13A2 Version 6 was used. MOD13A2
provides NDVI values with a resolution of 1 km. The product is derived with a monthly interval.
There were selected images at the peak of the growing season (July) from each year. At the territory
of Yakutia, there are the following tiles, which were defined as region of interests: h21v01, h22v01,
h23v01, h21v02, h22v02, h23v02, h24v02, h23v03, h24v03, h25v03. After the selection of the data yearly,
an NDVI mosaic was created and the mean NDVI calculated between 2001 and 2015.

To model landform factor data, it was decided to use one of the most used in these types of works,
digital elevation models: the Global Multi-resolution Terrain Elevation Data 2010 (GMTED2010).
It incorporates the current best available global elevation data. GMTED2010 is commonly used for
radiometric and geometric correction, cover mapping, and extraction of drainage features for hydrologic
modeling [26]. There was a necessity for mosaicking. For the GMTED, the following entities were
used: GMTED2010N50E120, GMTED2010N50E150, GMTED2010N70E120, and GMTED2010N70E150.
From the DEM, the information about elevation, slope, and slope direction was derived.

To investigate the relationship between the fire and the presence of a human, it was necessary to
obtain information on the distance of fires from roads, buildings, and rivers. The data in shape format
were downloaded from Open Street Map (OSM). According to previous works on this subject [27,28],
to achieve this goal, the Euclidean distance was used. Euclidean distance is a straight line between two
points in Euclidean space. The locations were converted to raster. The resolution of the raster was
defined by the shortest of the width or height of the extent of the input feature, in the input spatial
reference, divided by 250.

After the preprocessing, two regions of interest (ROI) were defined for each obtained raster.
Each of them was clipped using the forest cover of the Nyurbinsky region and Republic of Sakha
(Yakutia) forest cover. The forest cover was made available by the Institute of Biological Problems
of Cryolithozone in Yakutia. The same ROI was made for fire points between 2001–2015 from the
FIRMS dataset.

2.3. Modeling the Risk Assessment of Forest Fires

2.3.1. Fire Factors Analysis

The first step after the preprocessing (Figure 2) was the classification of the values in each raster,
for ordering data and eliminating individual pixels strongly deviating from the average pixels were
probably deviating due to measurement error or instrument inaccuracy. Due to a large amount of
data, the surface to cover (3,084,000 km2), and computing capabilities, it was necessary to simplify the
data to some extent but retain their characteristics. Jenks’s optimization method was used. The Jenks
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classification is designed to identify data clusters as well as maintain a representation of all data in the
set. The optimization lasts as long as the limits of the intervals are obtained, respecting the principle of
the smallest possible differentiation of the observations contained in them, with the greatest distance
between the intervals at the same time. This method aims to reduce the variance within classes and
maximize the variance between classes. This is done by striving to minimize the average deviations of
each class from the middle class while maximizing the deviations of each class from the means of other
groups [29]. New values in rasters have been extracted to each fire point from the FIRMS dataset of
over 17 years in the territory of Yakutia and the Nyurbinsky region.

Figure 2. Schema of the analysis of the relationship between the fires and their factors.

The next step was to calculate the area of each class in each factor. Then, all fires between 2001–2018
were summed, separately for each category in each obtained earlier categorized raster. With these
data, it was possible to determine the regression, and correlation between the dependent variables
and explanatory variables. The same calculation scheme was repeated for each variable. In the last
step, Pearson correlation and coefficient of determination between the fire data and factors data were
calculated for each model.

2.3.2. Long-Term Fire Risk Modeling

The next step was to build risk models using two machine learning methods (Figure 3). The training
dataset was built from the FIRMS fire data between 2001–2015. All registered fire points at the territory
in the Republic of Sakha Yakutia and Nyurbinsky region in this period were used. The variables were
divided, according to the previously obtained correlation coefficient. As the predictors, two types of
datasets were examined. A dataset with a coefficient of correlation equal or higher than satisfactory
(higher than 0.6) and a dataset with all 11 previously selected fire factors. All predictor rasters have
been resampled and converted to grid format. Such a set of training data and predictor data were
created, separately for the territory of Yakutia and the territory of the Nyurbinsky region.
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Figure 3. Long-term fire risk modeling methodology.

In the simulation, two types of prediction methods were selected, referring to the works of authors
such as Peters [11], Parisien [30] (maximum entropy prediction model) and Oliveira [6] (random forest
prediction model). In their studies, the authors showed a good correlation between the risk models
obtained when using machine learning and forest fires. The authors demonstrated the superiority of
methods using machine learning over traditional ones.

The maximum entropy prediction model is a widely used and accepted statistical method
to produce predicting probability distributions. The model is adapted in diverse topics such as
thermodynamics, economics, forensics, imaging technologies, and recently, ecology. Maximum entropy
can provide accurate predictions of patterns in macroecology and help identify the mechanisms that
matter most [31]. The algorithm is widely used for mapping species distributions [32] and conservation
planning [31]. In recent years, the model of maximum entropy began to be used in the ecology of
fires. Maximum entropy is a density estimation method based on a probability distribution. It is a
presence-only machine learning algorithm that iteratively contrasts environmental predictor values
at occurrence locations with those of a large background sample taken across the study area [33].
Maximum entropy has proved to be an enormously powerful tool for reconstructing images from
many types of data [34].

The biggest advantage of a random forest is that it is a very flexible method, and it can be used in
different types of problems. The random forest algorithm is a fully nonparametric machine learning
method for data analysis. Classification and regression random forest is competitive with the best
available methods and superior to most methods in common use [35]. The application of random
forest can be an effective methodology to predict fire occurrence in different sites. The random forest
algorithm is a technique developed by Breiman (2001) [35]. It combines a large set of decision trees,
which is the biggest advantage compared to a simple decision tree algorithm. Each tree is trained by a
set of variables, which are randomly selected from the training dataset.

All classifications were carried out using SAGA—6.4.0 and its modules “Maximum Entropy
Presence Prediction”, “Random Forest Presence Prediction (ViGrA) Classification”. After the processing,
two types of models were obtained: presence prediction and presence probability maps. Presence
prediction maps are only meant to determine if there is a possibility of a fire. All raster pixels are
classified into two classes:

• Absence—there is the possibility of a forest fire.
• Presence—there is no possibility of the forest fire.
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Presence probability maps are meant to determine how high the possibility is of the fire. All raster
pixels are classified into six classes:

• Very low—very low possibility of the fire.
• Low—low possibility of fire.
• Moderate—moderate possibility of fire.
• High—high possibility of fire.
• Very high—very high possibility of fire.
• Extreme—extreme possibility of fire.

To obtain only six possibility classes, it was necessary to reclassify the models. For reclassification,
the natural breaks method was used.

For the validation of the results, raw fire points data between 2015 and 2018 in the Republic of
Sakha (Yakutia) and the Nyurbinsky region were used. To carry out statistical analysis pixel count
in each probability class in the presence probability maps and each class at the presence prediction
maps were summed. Fire points in each class were summed and divided by the pixel sum in each
class. This process was carried out to consider the surface of each class when verifying models.
Next, the percentage share of fires in each class was calculated. The last step was regression and
correlation analysis.

3. Results

3.1. Fire Factors

In the first part of the studies, attempts were made to uncover the main factors affecting the
possibility of a wildfire. Of the 11 preselected factors, not all of them showed a good correlation with
fire points (Table 2).

Table 2. Coefficient of correlation for each variable in the Republic of Sakha (Yakutia) and the
Nyurbinsky region.

Factor
Yakutia Nyurbinksy

R R

Radiation 0.97 0.39
Precipitations −0.33 −0.99
Temperature −0.41 0.20

Max temperature 0.93 0.47
NDVI 0.91 0.97
DEM −0.76 0.28
Slope −0.97 −0.73

Slope direction −0.43 0.15
Settlements 0.97 0.86

Roads −0.80 −0.82
Water lines 0.91 −0.54

In Yakutia (macroscale), the correlation above 70% was shown by factors such as solar radiation,
maximum summer temperature, NDVI, elevation, slope, distance from roads, distance from settlements,
and distance from rivers.

The problem was studied in the scale of the region using the example of the Nyurbinsky. In this
example, only five factors out of 11 showed a good correlation. A very strong relationship between
fires and precipitation was demonstrated. As the amount of precipitation falls, the number of points of
ignition increases, which was not observed on a macroscale. The distribution of NDVI in microscale
is almost the same as for the Yakutia. With an increase of the slope, fewer fires are observed, as in
the macroscale.
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3.2. Fire Risk

The next step was to create fire hazard models using two types of modeling methods. Fire risk
models in the territory of Yakutia are shown in Figures 4 and 5. Results of the modeling differed,
but both methods gave satisfying results. For the territory of the Republic of Sakha (Yakutia), high
coefficients of correlation for each prediction method can be observed (Tables 3 and 4). Coefficients were
slightly higher for the random forest prediction method. In this method, the model with 11 variables
did not give considerably better results than the model with nine variables.

Figure 4. Results of the long-term wildfire presence probability in Yakutia (macroscale).

Figure 5. Results of long-term wildfire presence prediction modeling in Yakutia (macroscale).
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Table 3. Comparison of the different types of long-term wildfire presence probability modeling methods
in Yakutia (macroscale).

Fire Probability

Percentage of Fire Points in Each Probability Class

Random Forest MaxENT

9 Predictors 11 Predictors 9 Predictors 11 Predictors

Very Low 0.07 0.07 0.69 0.95
Low 1.74 1.65 1.57 2.30

Moderate 8.96 9.89 9.19 9.59
High 19.82 18.53 10.64 10.58

Very High 25.52 28.02 27.01 25.37
Extreme 43.89 41.84 50.89 51.21

R 0.97 0.98 0.91 0.90

Table 4. Comparison of the different types of long-term wildfire presence prediction modeling methods
in Yakutia (macroscale).

Presence Prediction

Percentage of Fire Points in Presence and Absence Class

Random Forest MaxENT

9 Predictors 11 Predictors 9 Predictors 11 Predictors

Absence 0.20 0.14 12.50 14.13
Presence 99.80 99.86 87.50 85.87

When modeling using the maximum entropy prediction model, better results gave a dataset
with nine variables. In both models, the highest number of fires between 2015–2018 is in the high,
very high, and extreme probability classes. In the very low-risk class, there were less than 1% of fire
points. Presence prediction models showed a superior random forest method over the maximum
entropy method. In the random forest method, almost 100% of the fire points were in the presence
class. The maximum entropy method was characterized by worse results. In the absence, the class
located more than 10% of the fire points from the validation dataset.

Modeling carried out at the territory of the Nyurbinsky region showed slightly different results
than in Yakutia (Figures 6 and 7). Correlation coefficients were not as high and did not exceed 0.9
(Table 5). According to the coefficient of correlation, the smallest error was characterized by a model of
maximum entropy using six predictor variables. The coefficient of correlation for 11 predictors was
only slightly lower and was equal to 0.89.

Table 5. Comparison of the different types of long-term wildfire presence probability modeling methods
in Nyurbinsky (microscale).

Fire Probability

Percentage of Fire Points in Each Probability Class

Random Forest MaxENT

6 Predictors 11 Predictors 6 Predictors 11 Predictors

Very Low 498 4.97 0.00 0.00
Low 15.09 17.04 0.00 0.00

Moderate 20.40 16.06 1.92 12.81
High 15.60 20.25 32.28 31.23

Very High 24.94 21. 56 31.73 29.02
Extreme 19.00 20.13 34.07 26.94

R 0.75 0.82 0.90 0.89
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Figure 6. Results of the long-term wildfire presence probability modeling in Nyurbinksy (microscale).

It was observed that in the low and very low fire risk classes, there were no fire points. Significantly
worse results were shown by the random forest prediction method. In both cases of the random forest
method (six and 11 predictors), the coefficient of correlation did not exceed 0.82. Over 20% of all fire
points were at low-risk classes. Similar results were observed by analyzing the presence prediction
maps (Table 6). The random forest prediction method was characterized by more than 30% of fire
points in the absence class. The results were distributed in a similar way in the maximum entropy
prediction model, which is characterized by 11 predictors. The best results were observed in the
maximum entropy classification using six predictive variables. In this model, more than 90% of the
points were in the presence class.

Table 6. Comparison of the different types of long-term wildfire presence prediction modeling methods
in Nyurbinsky (microscale).

Presence Prediction

Percentage of Fire Points in Presence and Absence Class

Random Forest MaxENT

6 Predictors 11 Predictors 6 Predictors 11 Predictors

Absence 32.73 31.22 8.34 32.66
Presence 67.27 68.78 91.66 67.34
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Figure 7. Results of the long-term wildfire presence prediction modeling in Nyurbinsky (macroscale).

It was observed that in both regions (Yakutia and Nyurbinsky), the random forest presence
prediction method gave more accurate results. Even though the Nyurbinsky region incorrectly
classified a larger number of fire points, it can be unambiguously stated that it is wrong. This is because
(Figures 5 and 7) in the presence maximum entropy, presence prediction method, almost all of the
territory of Yakutia and Nyurbinsky was classified as territory with the presence of fires. The results of
the random forest presence prediction method showed a much narrower territory of the possibility of
the occurrence of fires and yet it classified more points correctly in the territory of Yakutia.

4. Discussion

In fire studies, fire risk is one of the major topics and there are many different approaches to this
subject. Blanchi et al., in their work about a methodological approach in fire risk studies, collected
more than 50 works connected with fire probability cartography. Risk mapping has less than twenty
years. Previously, there were rather preferred descriptive approaches. Since the 1990s, there has been
an increasing interest in this field [36].

The study presented the possibilities of using different types of GIS and remote sensing data in
modeling the wildfire risk. Results allow us to reflect various aspects of fire studies. The difficulties
in fire risk assessment were to point out and clarify possibilities to define wildfire risk. There are
many different approaches in hazard mapping based on different datasets, scales, and algorithms.
The multi-approach is relevant in fire management studies [37,38]. Gai et al. [39] developed a spatially
weighted index model for fire risk assessment. You et al. [40] integrated a Forest Resource Inventory
Database based on four aspects of topographical, human activity, climate, and forest characteristic
factors. Goldarag et al. [41] used neural networks and logistic regression for fire risk assessment.
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The biggest challenge in the study was to collect the necessary data due to poor exploration of the
area of studies. GIS technologies in Yakutia are under development [42]. For this purpose, we chose a
semi-probabilistic mode of modeling, which gave possibilities of combining historical fire data and
physical fire mechanisms [43].

The results of the analysis showed that the fire risk assessment in the Republic of Sakha (Yakutia)
is not a problem that can be easily solved. The specificity of the studied territory is significantly
different from other parts of the world that are facing the problem of wildfires. Boreal forests of Yakutia
are perfectly adapted to extremely severe climatic conditions. Fires have been affecting the natural
functioning of the forests of the region for centuries. Fires not only affect the climatic conditions,
but also the formation of the terrain [36].

Results of the correlation analysis in macroscale showed that with increasing radiation, the risk of
fires increases, and the same happened with increasing maximum summer temperature. Lim et al.,
in their study, highlighted that fire data showed a high correlation with climate factors [44]. NDVI
was highly correlated with fires (R = 0.91). With increasing NDVI, the number of points of ignition
increased. This situation was associated with the accumulation of combustible materials along with
an increase in forest biomass. Elevation and slope correlated inversely proportional. According to
Pourghasemi et al., slope and aspect are some of the most important factors controlling forest fire
occurrence [45]. Kurbatsky et al. wrote that long drought conditions in the Yakutian valleys caused
intense droughts and accumulation of fire fuels, which caused strong fires [46]. As the slope increased,
we observed a decreasing number of wildfires. This situation may be due to the strongly inclined
slopes that act as a barrier to the spread of fire. Additionally, on inclined slopes, many combustible
materials cannot accumulate. Ghorbanzadeh et al. claimed that environmental variables are not the
only reason for fire susceptibility and risk [47]. A very strong connection between the increase in the
number of fire points and the human factors was observed. In places with proximity to transport
routes, the number of fires increases, and the same thing happens if we consider the settlements.
This situation indicates a strong anthropogenic impact on the risk of fire. There are not so many fires
near water lines, which can be caused by the presence of moist areas close to the rivers.

The largest correlation at the microscale was observed when taking rainfall into account. As the
rainfall increased, the number of fires increased. The other climatic factors did not show a strong
correlation. NDVI, similar to the macroscale, strongly influences the number of fires. The properties of
combustible materials relate to type, phytomass, condition, and moisture, among which the moisture
content is the most important for fire protection [48]. In a completely different way, anthropogenic
factors were distributed on the microscale than on the macroscale. The Nyurbinsky region has a
relatively high population density compared to the entire territory of Yakutia, which may affect the
differences between the results. Most fires continue to occur along roads, but the closer the settlements
are, it occurs less frequently. This situation may be because fires that approach the villages pose a
threat to people and fire-fighting starts quickly (fires do not reach large sizes), while those that are far
from populated areas remain without any action as they do not pose a great threat. Along roads that
are far from villages, fires can reach serious sizes. Additionally, villages in this region are usually not
surrounded by forests, but by meadows called “alas”, with lower susceptibility to ignition.

Human activity has a greater influence on the fire regimes and differs in the macro- and microscale.
The results showed that distance from settlements (R = −0.97, and R = 0.86), distance from rivers
(R = 0.91, and R = −0.54), and distance from roads (R = −0.80, and R = −0.82) had a great importance
in fire risk assessment. Ajin et al. [49] showed a high correlation between fire occurrence and distance
from roads and settlements. The study by Werf showed that in residential areas and near roads,
more human activities are witnessed, and human activity is the most significant factor in the fire
outbreak [50]. Studies of the territory of Yakutia in residential areas and near roads show that more
human activities are witnessed, and the human activity is the most significant factor in fire outbreaks.

Very large differences were observed between the results of the research on the macro- and
microscale. Often the results were quite the opposite. It is probably related to the specificity of the
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Yakutia region. The Niyurbinsky region is quite highly urbanized compared to other regions of Yakutia,
which may affect the results. Additionally, the regional climatic conditions differed from the average
for the entire region. The Nyuribnsky region is characterized by flat terrain, and most of Yakutia is
mountainous, which can also affect the conditions for fires. To analyze the macroscale, it is necessary to
take into account a wide variety of conditions: climatic, geographical, and human influence. However,
on a microscale, these conditions are more homogeneous.

The analysis of the different methods of wildfire risk assessment allows for the identification of the
high danger areas in Nyurbinsky and the entire Yakutia. The maximum accuracy was demonstrated by
the random forest method with 11 predictors (R = 0.98) for the entire territory of Yakutia. The analysis
showed that the random forest method gave more accurate results and a much narrower area of the
possibility of fires than the MaxENT method, which allows us to propose that this model is preferable.
A model created using the maximum entropy method has a small differentiation into zones, which does
not allow for its use in practice as uninformative. Parisien used the MaxENT and random forest model
to predict fire ignition across the USA [30] with satisfactory results. The MaxENT model was used to
assess fire risk in India’s Ghats Mountains [34]. In their studies, the authors showed a good correlation
between the risk models obtained when using machine learning and forest fires. Due to their power,
versatility, and ease of use, random forests are quickly becoming one of the most popular machine
learning methods [48]. The studies confirmed that the use of GIS and remote sensing technologies
can be used to assess the long-term risk and probability of fires in Yakutia. The results showed that
reducing the number of factors during modeling did not show a significant impact on the results in
both methods. In the few last years, an increase in the number and severity of fires has been observed
as has more years with extreme fire seasons [9]. This situation may also be affected by climate change.
On the other hand, a larger number of fires may have an impact on the climate, permafrost ecosystems,
and the functioning of indigenous people. In connection with this situation, it is necessary to work
on new fire risk assessment methods in the Arctic and subarctic zone of Yakutia. Methods should
use global databases of fire, climate, and human activities. For building new models that include
all these factors, it is necessary to use different types of datasets, like OSM data, climatic datasets,
and remote sensing data from different sensors (MODIS, Landsat, Sentinel). According to Gigović et al.,
the random forest model could be used at the regional level for forest fire susceptibility mapping [51].
Banerjee et al. claim that the MaxENT method can be used as a decision support tool for stakeholders
of forest resources [52]. Pham et al. claim that models that consider climate variables, vegetation,
and human influences can explain fire risk better than those that only account for some of these
factors [53].

The objective of work on modeling long-term wildfire risk in the Nyurbinsky region of Yakutia was
accomplished. The accuracy of the results depends on the data used, and here available. The results
were valid within the limits caused by the data used; the approach was chosen as was the research
objective. Despite these limitations, it was possible to obtain interesting results that enabled us to
answer the main questions posed by the problem.

5. Conclusions

The problem of the forest fires in Yakutia is not as well studied as in other countries. The results of
the research have shown a strong human influence on the risk in this region despite the low population
density. Anthropogenic factors showed a high correlation with the occurrence of wildfires more than
climatic or topographical factors. Other factors affect the risk of fires at the macroscale, and others the
microscale, which should be considered when modeling.

The random forest method showed better results in the macroscale, however, the maximum
entropy model was better in the microscale. The exclusion of variables that do not show high correlation
does not always improve the modeling results. The random forest presence prediction model is a more
accurate method and significantly reduces the risk territory. The reverse is the method of maximum
entropy, which is not as accurate and classifies very large areas as endangered.
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Further study of this topic requires a clearer and conceptually developed approach to the
application of remote sensing data. Therefore, this work makes sense to lay the foundations for the
future of a completely automated fire risk assessment application in the Republic of Sakha. The results
can be used for fire prophylactics and planning fire prevention. In the future, to determine the risk
well, it is necessary to combine the obtained maps with the seasonal risk determined using indices
(for example, the Nesterov index 1949) and the periodic dynamics of forest fires, which Isaev and Utkin
studied in 1963. Such actions can help build an application with which it will be possible to determine
the risk of wildfire and the spreading of fire during extreme events.
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Abstract: Spatially explicit information on tree species composition is important for both the
forest management and conservation sectors. In combination with machine learning algorithms,
very high-resolution satellite imagery may provide an effective solution to reduce the need for
labor-intensive and time-consuming field-based surveys. In this study, we evaluated the possibility
of using multispectral WorldView-3 (WV-3) satellite imagery for the classification of three main
tree species (Quercus robur L., Carpinus betulus L., and Alnus glutinosa (L.) Geartn.) in a lowland,
mixed deciduous forest in central Croatia. The pixel-based supervised classification was performed
using two machine learning algorithms: random forest (RF) and support vector machine (SVM).
Additionally, the contribution of gray level cooccurrence matrix (GLCM) texture features from WV-3
imagery in tree species classification was evaluated. Principal component analysis confirmed GLCM
variance to be the most significant texture feature. Of the 373 visually interpreted reference polygons,
237 were used as training polygons and 136 were used as validation polygons. The validation
results show relatively high overall accuracy (85%) for tree species classification based solely on
WV-3 spectral characteristics and the RF classification approach. As expected, an improvement in
classification accuracy was achieved by a combination of spectral and textural features. With the
additional use of GLCM variance, the overall accuracy improved by 10% and 7% for RF and SVM
classification approaches, respectively.

Keywords: pixel-based supervised classification; random forest; support vector machine;
gray level cooccurrence matrix (GLCM); principal component analysis (PCA); WorldView-3

1. Introduction

To reduce labor-intensive and time-consuming field-based forest surveys, the potential of remote
sensing for forestry applications has long been investigated by both researchers and practicing
foresters [1,2]. Over the last few decades, the rapid development of different remote sensing sensors
and instruments has resulted in the development of various methods and techniques for retrieval of
various types of forest information from remote sensing data [3,4]. As a result, remote sensing has been
experimentally and practically used for diverse forestry tasks (e.g., inventory, management, modeling,
ecology, protection, health, etc.) [4].

The sensors most commonly used in remote sensing are optical (multispectral or
hyperspectral) [4,5]. Moderate (e.g., Landsat) [6–8] or high spatial (e.g., SPOT—fra. Satellite Pour
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l’Observation de la Terre, RapidEye) [9–12] resolution satellite imagery have been proven to be very
efficient for land use and land cover mapping of large areas, which is one of the most common
applications for remote sensing [4]. Very high resolution (VHR) satellite imagery (e.g., IKONOS,
Pleidas, and WorldView) provide much more detailed information on the observed object of interest
at both local and regional scales. In combination with constantly evolving automatic classification
approaches, such as contemporary machine learning algorithms, multispectral VHR satellite imagery
presents an effective tool for detailed assessment of large areas. Therefore, the possibility of their
application for individual tree species classification has been examined by a number of studies in the
last few decades [5].

Regardless of the forest or vegetation type (managed, natural, and urban forest, and plantations),
Fassnacht et al. [5] stressed the importance of spatially explicit information on tree species composition
for a wide variety of applications in forest management and conservation sectors. These applications
include various types of resource inventories, biodiversity assessment and monitoring, hazard and
stress assessment, etc.

Immitzer et al. [13] classified tree species in temperate Austrian forests dominated by Norway
spruce, Scots pine, European beech, and Pedunculate oak using VHR WorldView-2 (WV-2) satellite
imagery. To test the classification accuracy, a total of 1465 individual tree samples were manually
determined for 10 tree species. Tree species were classified with a random forest (RF) algorithm and
by applying object- and pixel-based approaches. The results showed that the object-based approach
outperformed the pixel-based approach, which was also reported by Ghosh et al. [14]. Immitzer
et al. [13] reported the overall accuracy for classifying 10 tree species as being around 82% for the
object-based approach and all eight bands. The species-specific producer’s accuracies ranged between
33% and 94%, while the user’s accuracies ranged between 57% and 92%. Immitzer et al. [13] further
showed that the use of four additional channels (coastal, yellow, red edge, and near infrared 2) of the
WV-2 satellite imagery only had a limited impact on classification accuracy for the four main tree
species but led to significant improvements in classification accuracy when the other six secondary tree
species were included.

Similar promising results for tree species classification with overall accuracy values ranging
from 68% to 89% were obtained in several subsequent studies based solely on the classification
of spectral bands of WV-2 satellite imagery [15–18]. Perrbhay et al. [15] used partial least squares
discriminant analysis to classify six commercial tree species in a plantation in South Africa, with an
overall accuracy of 85.4%. In another study from South Africa, Omer et al. [17] compared support
vector machine (SVM) and artificial neural network (ANN) algorithms for pixel-based classification of
six tree species in a mixed indigenous coastal forest. Both algorithms provided similar classification
results; the overall accuracies for SVM and ANN were 77% and 75%, respectively. In the same
study area (mixed indigenous coastal forest, South Africa), Cho et al. [16] used an SVM algorithm to
compare pixel- and object-based approaches for pixel-based classification of three dominant tree species.
The overall accuracies values were 85% and 89% for pixel- and object-based approaches, respectively.
Karlson et al. [18] applied an RF algorithm for object-based classification of five dominant tree species
in parkland landscape in Burkina Faso, West Africa, achieving an overall accuracy of 78.4%.

Besides the commonly used spectral characteristics, multispectral VHR imagery provides
additional features that can be used to improve tree species classification. Waser et al. [19] reported
that the additional use of vegetation indices in combination with spectral characteristics significantly
improved the classification accuracy of different levels of damaged ash trees but only slightly
improved tree species classification. Several studies [14,20,21] reported that the addition of texture
features to spectral characteristics can considerably improve tree species classification accuracy.
For example, Ferreira et al. [20] reported an increase of more than 25% in average producer’s accuracies
after combining pan-sharpened WorldView-3 (WV-3) imagery with gray level cooccurrence matrix
(GLCM) texture features for eight tree species in tropical, semi-deciduous, and old-growth forests
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in Brazil. The Haraclick’s [22] GLCM texture is the most used texture measure in remote sensing
applications [20,23].

The abovementioned studies have confirmed the usefulness of VHR satellite imagery for tree
species classification. However, previous studies were predominantly based on WV-2 imagery and
covered a limited area, mostly focused on Africa. Only several studies dealt with tree species
classification using more advanced satellite imagery, such as WV-3 [20,24,25]. Therefore, further
research over different regions and forest types is needed to prove the applicability of VHR satellite
imagery (e.g., WV-3) to tree species classification. According to the results of previous studies [14,20,21],
additional metrics such as texture features can considerably improve the classification accuracy and
therefore have to be considered as an additional contributive input in further studies. Furthermore,
a number of classification algorithms have been evaluated, but mostly individually. A limited number
of studies have evaluated and compared two [13,14,17,24] or more [21] algorithms using the same
imagery, study area, and field reference data. Such studies are essential for identifying which algorithm
provides the best results for certain forest areas using imagery and applying imagery characteristics
(spectral, textural, etc.).

The main goal of this study was to assess the possibility of tree species classification in a lowland,
mixed deciduous forest using the pixel-based supervised classification of WV-3 satellite imagery with
two machine learning algorithms (RF and SVM). In addition to spectral characteristics, the contribution
of various GLCM texture features from WV-3 imagery to tree species classification was evaluated.
To the best of our knowledge, no similar studies have been conducted in this or similar forest conditions;
the vast majority of previous studies were conducted in less complex forest conditions, and only a few
studies dealt with the more advanced satellite imagery such as WV-3.

2. Materials

2.1. Study Area

The study area is located in the Jastrebarski lugovi management unit in central Croatia, near the
city of Jastrebarsko, 35 km southwest of Zagreb (Figure 1). It covers an area of 2128.77 ha of lowland
deciduous forests and is a part of the Pokupsko Basin forest complex (≈12,000 ha). The main forest
type (management class) in the study area is even-aged pedunculate oak (Quercus robur L.) forests
of different age classes, covering 77% of the study area. The oak stands are commonly mixed with
secondary tree species, such as common hornbeam (Carpinus betulus L.), black alder (Alnus glutinosa
(L.) Geartn.), and narrow-leaved ash (Fraxinus angustifolia Vahl.). Other secondary tree species that
occur sporadically throughout the study area are European white elm (Ulmus laevis Pall.), silver (white)
birch (Betula pendula Roth.), lime (Tilia sp.), and poplars (Populus sp.). In addition to oak management
class, two other forest types present in the study area are even-aged narrow-leaved ash and even-aged
common hornbeam management classes, covering 17% and 6% of the study area, respectively. Unlike
the oak stands, ash and hornbeam stands are more homogeneous and less mixed with secondary tree
species. The forests of the study area are state-owned, and they are actively managed for sustained
timber based on 140- (oak stands), 80- (ash stands), and 70-year (hornbeam stands) rotation cycles,
with two or three regeneration fellings during the last 10 years of the rotation. The terrain is mostly flat
with ground elevations ranging from 105 to 118 m above sea level (a.s.l.).
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Figure 1. (a) Location of the study area in Croatia and (b) the study area with two example subset
locations (red squares) and sublocations (blue squares) for visual assessment (background: true-color
composite of WorldView-3 imagery bands: red-green-blue).

2.2. Field Data

Field data (tree species and tree locations) were collected from a total of 164 circular samples
between March and June 2017. Sample plots were systematically distributed (100 × 100 m,
100 m × 200 m, 200 × 100 m, and 200 × 200 m) throughout the 30 stands (subcompartments) within the
study area. Of 164 sampled plots, 156 plots were located in 28 oak stands of different ages ranging
from 33 to 163 years, while 8 plots were located in two 78-year-old ash stands. The sample plots had
radii of 8, 15, or 20 m depending on stand age and stand density. To obtain the precisely measured
locations of the plot centers, the Global Navigation Satellite System Real-Time Kinematic (GNSS RTK)
method was applied using the Stonex S9IIIN receiver (Stonex, Milan, Italy) connected to the Croatian
network of GNSS reference stations [26,27]. The plot centers were measured during leaf-off conditions
in the beginning of March 2017. The applied method and service provided fixed solutions for 53 plot
centers with an average positioning precision (standard deviation reported by the receiver) of 0.038 m;
for 111 plot centers, float solutions were obtained with an average positioning precision of 0.155 m.
Within each plot, tree species were determined and recorded, and tree positions were measured for
all trees with a diameter at breast height (dbh) above 10 cm. The position of each tree in the plot
was recorded by measuring the distance and azimuth from plot center to each tree using a Vertex III
hypsometer (Haglöf, Långsele, Sweden) and Haglöf compass (Haglöf, Långsele, Sweden), respectively.
In total, species were recorded and positions were measured for 4953 trees within the 164 sample plots.
Tree density in sampled plots ranged from 56 to 1840 trees·ha−1, with an average of 526 trees·ha−1 and
standard deviation (SD) of 303 trees·ha−1. Table 1 shows the summary statistics of tree density at the
plot level for the entire set of 164 field sample plots and for the plots grouped into age classes. Sample
plots were not equally distributed across the different age classes due to the irregular distribution of
age classes in the study area.
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Table 1. Summary statistics (mean; Min, minimum; Max, maximum; and SD, standard deviation)
of tree density (trees·ha−1) at the plot level for the entire set of 164 field sample plots and for the plots
grouped into age classes.

Age Class Age (Years) No. of Stands No. of Sampled Plots No. of Sampled Trees
Tree Density (Trees·ha−1)

Mean Min Max SD

II 21–40 1 3 142 670 340 835 286
III 41–60 7 44 1230 808 311 1840 369
IV 61–80 9 45 1594 503 311 821 111
V 81–100 4 30 984 464 311 764 122
VI 101–120 - - - - - - -
VII >121 9 42 1003 289 56 806 219

Total 30 164 4953 526 56 1840 303

2.3. WorldView-3 Satellite Imagery

The WV-3 multispectral imagery used in this study was acquired over the study area in June
2017 with a 2-m spatial resolution at a mean off nadir view angle of 29.2◦; with mean in-track
and cross-track view angles of −29.2◦ and −0.5◦, respectively; and with mean Sun azimuth and
Sun elevation angle of 158.6◦ and 66.6◦, respectively. The WorldView-3 sensor provides eight
multispectral bands: coastal blue (B1, 400–450 nm), blue (B2, 450–510 nm), green (B3, 510–580 nm),
yellow (B4, 585–625 nm), red (B5, 630–690 nm), red-edge (B6, 705–745 nm), near-infrared 1 (NIR1; B7,
770–895 nm), and near-infrared 2 (NIR2; B8, 860–1040 nm). The satellite also has a panchromatic
sensor (Pan, 450–800 nm) that provides imagery with a 0.5-m spatial resolution. However, in this study,
only multispectral imagery was used.

3. Methods

The research workflow in this study was divided into four phases (Figure 2). The entire research
was conducted using open source software, e.g., Orfeo ToolBox (6.6.1), Quantum GIS (3.10.1), SAGA
GIS (7.0.0), SNAP (7.0.), and Grass GIS (7.8.1).

 

Figure 2. Research workflow of tree species classification in mixed deciduous forest using very high
spatial resolution satellite imagery and machine learning algorithms.

3.1. Preprocessing of the WorldView-3 Satellite Imagery

To classify tree species using WV-3 imagery, several preprocessing steps were required. As a
first step, atmospheric correction was performed. Imagery was transformed into the value of the
reflection at the top of the atmosphere (top of atmosphere (TOA) reflectance). Atmospheric correction
of the WV-3 satellite imagery was performed according to the second simulation of satellite signal in
the solar spectrum (6S) algorithm using the i.atcorr module in GRASS GIS (version 7.8.1.). Based on
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information about the surface reflectance and atmospheric conditions, this model provides the
reflectance of objects at the TOA [28].

Since the field data and satellite imagery did not use the same coordinate system, WV-3 was
re-projected from WGS84 UTM 33N to the HTRS96/TM reference coordinate system. The geometric
accuracy of WV-3 was improved in two steps: sensor orientation and orthorectification [29]. Sensor
orientation was based on rational polynomial coefficients with a shift or zero-order (RPC0) bias
correction using seven ground control points (GCPs). The two-dimensional positions of GPCs were
recorded using a digital orthophoto map (DOF5), which was an official state map with a scale of 1:5000.
Gašparović et al. [30] assessed the accuracy of the digital orthophoto map (DOF5) and WV-2 satellite
imagery. The root mean square error (RMSE) for the tested DOF5 ranged between 0.37 and 0.46 m and
was more than three times more accurate, on average, compared to orthorectified WV-2 satellite imagery.
Since we used MS WV-3 imagery with a 2-m spatial resolution and the accuracy of DOF5 is below 0.5 m,
the two-dimensional positions of GPCs recorded from DOF5 have sufficient accuracy. GPCs were
acquired in an open-source program, Quantum GIS (QGIS) version 3.10.1, in the HTRS96/TM reference
coordinate system. After sensor orientation, WV-3 was orthorectified using a global Shuttle Radar
Topography Mission (SRTM) digital elevation model (DEM) with open-source software Orfeo ToolBox
(OTB) version 6.6.1. The OTB algorithm for orthorectification was assessed using Monteverdi. Finally,
in the last step of preprocessing, satellite imagery was cropped along the border of the Jastrebarski
lugovi management unit.

3.2. Visual Interpretation of Reference Polygons for Image Classification

Reference polygons, i.e., polygons used for training and validation of tree species classification,
were defined by visual interpretation of WV-3 imagery (B8 =NIR2, B3 = green, and B2 = blue) and
by using field data on tree species and tree locations (Figure 3). Due to the complex forest structure
in terms of the number of tree species and stand density, visual interpretation of tree species and
creation of reference polygons were demanding. Therefore, reference polygons were defined only
for the most common tree species (Q. robur, C. betulus, and A. glutinosa) within the field plots as
well as for the classes “bare land”, “low vegetation”, and “shadow”. Interpretation was conducted
using different imagery compositions for which “true” and “false” color compositions were the most
commonly used. One reference polygon mostly contained several neighboring trees of the same species
in which crowns were merged or overlapped. A total of 306 reference polygons was collected for tree
species, and 67 polygon samples were collected for other classes. All collected reference polygons were
randomly divided into training (64%) and validation (36%) datasets (Table 2).

Figure 3. An example of a visual interpretation of reference polygons on four exemplary field
plots (51, 70, 74, and 114) (background: false-color composite of WorldView-3 from 2017, bands:
red-green-blue): the measured tree locations from field survey are shown on enlarged maps.
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Table 2. Number of visually interpreted reference polygons (training and validation polygons)
for observed tree species and other observed classes (bare land, low vegetation, and shadow).

Class Training Polygons Validation Polygons
Field Measured Trees
Included in Polygon

Alnus glutinosa 24 15 61
Carpinus betulus 46 27 120

Quercus robur 124 70 219
Bare land 11 7 -

Low vegetation 18 11 -
Shadow 14 6 -

Total 237 136 400

3.3. Machine Learning Image Classification

In this study, pixel-based supervised image classification was performed using two machine
learning algorithms: random forest (RF) and support vector machine (SVM).

RF is an automatic learning algorithm introduced by Breiman [31] and was improved by Adele
Cutler [32]. Supervised RF pixel-based classification has been confirmed as useful in separating
classes by spectral properties and has therefore been applied in a number of tree species classification
studies [13,24,33,34]. RF represents a combination of tree predictors, where each tree depends on the
values of a random vector sampled independently. All trees in the forest have the same distribution [31].
The algorithm input is a vector with every single decision tree. The result is a classification label with
the most “votes”. The RF classifier uses the Gini index [35]. The Gini index, as an attribute selection
criterion, measures the impurity of an attribute in relation to the classes. A comprehensive overview
of RF can be found in other studies [31,32,35,36]. To run a RF classifier, open-source software SAGA
GIS (7.0.0) was used. Immtzer et al. [33] found that the default values of the Orfeo ToolBox (OTB)
parameters for training and classification processes provide optimal results. According to Belgiu
and Dragut [36], many studies have investigated the influence of nTree and Mtry parameters on the
accuracy of RF classifiers. The most common recommendation, which was applied in this study as well,
is to set the nTree parameter to 500 and Mtry to the square root of the number of input variables.
In this study, a wide range of values for other parameters were tested, e.g., maximum tree depth of 1
to 1000 and minimum sample count of 1 to 100. Finally, the most accurate results for the RF algorithm
were obtained when the maximum depth of the tree was set to 10, while the minimum sample count
was set to 2. Regression accuracy was set to 0.01.

Another machine learning algorithm used in this study, the SVM algorithm, was developed by
Cortes and Vapnik [37]. In general, SVMs are based on statistical learning theory and define the optimal
hyperplane as a linear decision function with a maximal margin between the vectors of two classes.
The support vector defines the margin of the largest separation between the two classes. SVM has
been shown to be insensitive to high data dimensionality and to be robust in terms of small training
sample sizes [38,39]. As in preview studies [17,21,24], the radial basis function (RBF) kernel was used
in this study. Cost value and gamma are two user-defined parameters that influence the classification
accuracy [40]. Cost value is used to fit the classification errors in the training data set [41] and gamma.
The parameters of RBF were set as cost value = 1 and gamma = 0.0001, and probability thresholds
were set to zero to avoid unclassified pixels. As well as for RF, to run an SVM classifier, open-source
software SAGA GIS (7.0.0) was used.

3.4. Texture Features for Image Classification Improvement

Texture features are one of the important characteristics used for identifying objects from satellite
imagery [23]. The most commonly used textural measure is the GLCM [22]. The GLCM is a record
of how often different combinations of pixel brightness values (gray levels) occur in imagery [42].
According to Hall-Beyer [42], GLCM features can be categorized into three groups: contrast (contrast,
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dissimilarity, and homogeneity), orderliness (angular second moment and entropy), and statistics
(mean, variance, and correlation). Several studies reported improved classification accuracy when
combining GLCM texture and spectral features [43,44]. According to previous research [45,46], to reduce
data redundancy, GLCM calculations were performed only for the red channel, which showed the
highest entropy among of all bands.

Within this study, we used the GLCM implementation provided with the ESA Sentinel Application
Platform SNAP (7.0.). It calculates the 10 Haralick measures: mean, variance, homogeneity, contrast,
dissimilarity, energy, entropy, angular second moment, maximum probability, and correlation.
Here, we combined the GLCM variance as a measure of the dispersion of the values around the mean
with spectral features. The variance was measured according to Equation (1) [42]:

σi
2 =

N−1∑
i, j=0

Pi, j(i− μi)
2
σ j

2 =
N−1∑
i, j=0

Pi, j
(
j− μ j

)2
(1)

where i is the row number, j is the column number, p(i, j) is the normalized value in the cell i,j, and N
is the number of rows or columns. According to Chen et al. [47], who found that for spectrally
homogenous classes smaller window sizes improve classification accuracy, GLCM features were
computed with a small 5 × 5 pixel window size over all directions, a pixel displacement of 2, and a
32-level quantization.

To extract the most useful texture information from imagery, principal component analysis (PCA)
was further applied. PCA is a dimension-reduction technique that can be used to reduce a large set
of variables to a small set that still contains most of the information in the original set. PCA finds
common factors in a given dataset and ranks them in order of importance [48]. In recent years, PCA
has been used extensively in remote sensing classification problems, especially for hyperspectral
imagery [49–51]. As with GLCM texture extraction, PCA was performed in SNAP (7.0.). The PCA of
10 GLCM measures was performed for WV-3 imagery.

3.5. Accuracy Assessment

For image classification, three different methods were applied and tested in this study:

1. Image classification using eight multispectral bands of WV-3 only and RF classifier (RFMS),
2. Image classification using eight multispectral bands of WV-3 combined with texture features

extracted from WV-3 and the RF classifier (RFMS-GLCM), and
3. Image classification using eight multispectral bands of WV-3 combined with texture features

extracted from WV-3 and the SVM classifier (SVMMS-GLCM).

The accuracy assessment of image classification and, particularly, the accuracy assessment of tree
species classification was conducted using a validation polygon dataset (Table 2).

To evaluate the results of the RF and SVM algorithms, a confusion matrix was produced and the
producer’s accuracies (PAs) and user’s accuracies (UAs) for each class were calculated, as were the
overall accuracy (OA) [52] and Kappa coefficient (k) [53]. The confusion matrix provided an overview
of the classification errors between species. The diagonal represents correctly classified pixels according
to reference data, while off-diagonals were misclassified. PA and UA were calculated by dividing the
number of correctly classified pixels in each category by the total number of pixels in the corresponding
column (PA) or row (UA). OA was computed by dividing the total number of correctly classified pixels
by the total number of reference pixels. Besides the OA, within the confusion matrix, omission (O)
and commission (C) errors were analyzed.

Developed by Cohen [53], k measures the proportion of agreement after chance agreements were
removed from consideration and is calculated using the following equation [53]:

k =
p0 − pe

1− pe
(2)
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where p0 is the relative observed agreement among raters and pe is the hypothetical probability of chance
agreement. Since the Kappa coefficient has certain limitations identified by Pontius and Millones [54],
the figure of merit (FoM) was also calculated as an additional statistical measure (Equation (3)):

FoM =
OA

OA + O + C
(3)

where OA represents overall accuracy, O is the number of omissions, and C is the number
of commissions.

4. Results

For GLCM texture information extraction, various window sizes were tested (5 × 5, 7 × 7,
and 9 × 9). The GLCM feature computed with a 5 × 5-pixel window size produced the best results
(as confirmed by Chen et al. [47]), and it was used further in our research. Based on the extracted
GLCM features and the conducted PCA, the GLCM variance was confirmed as the most important
texture measure, with an eigenvalue considerably greater than that for other GLCM features (Table 3).
Therefore, only GLCM variance was included in image classification (RFMS+GLCM and SVMMS+GLCM).

Table 3. Eigenvalues of principal component analysis (PCA) on 10 gray level cooccurrence matrix
(GLCM) texture features.

Component Eigenvalue

GLCM Variance 1473.08
GLCM Mean 54.02

Contrast 17.77
Entropy 5.01

Dissimilarity 4.49
GLCM Correlation 0.99

Homogeneity 0.74
Energy 0.47

Angular Second Moment (ASM) 0.26
MAX 0.24

After the most important GLCM feature was determined, the GLCM variance for all eight MS bands
was calculated. Prior to tree species classification, additional analysis (experimental classifications) was
conducted for the study area to determine for which band or combination of bands GLCM variance
provides the best results. In experimental classifications, GLCM variance was calculated for each band
separately as well as for different combinations of all eight bands (Figure 4). The obtained results
demonstrated that the highest effectiveness of GLCM variance was calculated for the first four bands
(B1, B2, B3, and B4). The addition of the GLCM variance of the other bands did not improve the
classification accuracy.

The classification of the WV-3 imagery using three different approaches (RFMS, RFMS-GLCM, and
SVMMS-GLCM) and visual analysis of the classification results was conducted for the entire study area;
a detailed statistical accuracy assessment was conducted using validation polygons only (Table 2).
The results of image classification for the entire study area are shown in Figure 5 (WV-3 true-color
composite), whereas Figure 6 presents more detailed classification results for two example subsets.
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Figure 4. Overall accuracy (OA) and Kappa values for random forest (RF) experimental classifications
based on spectral characteristics of all 8 bands and additional GLCM variance calculated for each band
separately as well as for different combinations of bands: labels on the x-axis represent the band or
bands for which GLCM variance was calculated, and the dashed oval emphasizes the combination
with the highest OA and Kappa value.

Figure 5. Study area shown as WV-3 true-color composite (a) and image classification maps derived
by three different approaches: (b) using eight bands of WV-3 imagery and an RF classifier (RFMS);
(c) using eight bands of WV-3 combined with texture features extracted from WV-3 imagery and an RF
classifier (RFMS+GLCM); and (d) using eight bands of WV-3 combined with texture features extracted
from WV-3 and a support vector machine (SVM) classifier (SVMMS+GLCM).
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Figure 6. Two example subsets in the study area: (first row) WV-3 true-color composite; (second row)
classification map derived using eight bands of WV-3 imagery and an RF classifier (RFMS); (third row)
classification map derived using eight bands of WV-3 combined with texture features extracted from
WV-3 imagery and an RF classifier (RFMS+GLCM); and (fourth row) classification map using eight
bands of WV-3 combined with texture features extracted from WV-3 imagery and an SVM classifier
(SVMMS+GLCM).

An initial visual analysis of the performed classification for the entire study area showed that
similar results were obtained using both algorithms (RF and SVM) when eight bands of WV-3 imagery
were used in combination with its texture features. This can also be observed in Figure 7, which shows
the proportion of observed tree species for the entire study. In other words, the initial visual assessment
showed that the RFMS+GLCM and SVMMS+GLCM approaches (methods) provided similar results in
automatic classification of mixed deciduous forests for the present study area whereas, when the RFMS

approach was applied, i.e., when only multispectral bands of WV-3 imagery were used, different and
slightly worse results were obtained. As shown in Figure 5, the classification of WV-3 using only
spectral bands (RFMS) produced noisy distribution of tree species classes. This is particularly evident
for Alnus glutinosa, which has similar spectral properties to Carpinus betulus.
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Figure 7. The share of observed tree species (Alnus glutinosa, Carpinus betulus, and Quercus robur) for the
entire study area obtained with three different approaches (RFMS, RFMS-GLCM, and SVMMS-GLCM).

Besides visual analysis, the classification accuracy was assessed and evaluated using a detailed
statistical analysis performed on 136 validation polygons (Table 4). The obtained results showed that, for
both algorithms (RF and SVM), the classification accuracy was considerably improved when the texture
features (GLCM variance) of WV-3 imagery were considered in addition to the spectral characteristics.
Namely, compared to the RFMS classification approach (based solely on WV-3 spectral characteristics),
the OA values for RFMS-GLCM and SVMMS-GLCM approaches (both based on WV-3 spectral and texture
characteristics) increased by 10% and 7%, respectively. Compared to the RFMS approach, the k values
for the RFMS-GLCM and SVMMS-GLCM approaches increased by 0.13 and 0.09, respectively.

Table 4. Results of accuracy of WV-3 imagery classification using three different approaches
(RFMS, RFMS-GLCM, and SVMMS-GLCM) performed on 136 validation polygons. UA, user accuracy;
PA, producer accuracy.

RFMS

Class (Latin Name) A. glutinosa C. betulus Q. robur Bare Land Low Vegetation Shadow Total UA

A. glutinosa 26 27 2 0 5 0 60 43%
C. betulus 8 433 0 0 2 0 443 98%
Q. robur 0 6 913 0 23 0 942 97%

Bare land 0 0 1 195 0 0 196 99%
Low vegetation 3 25 225 8 343 0 604 57%

Shadow 0 0 0 0 0 38 38 100%
Total 37 491 1141 203 373 38 OA = 85%
PA 70% 88% 80% 96% 92% 100% k = 0.79

RFMS+GLLCM

Class (Latin name) A. glutinosa C. betulus Q. robur Bare land Low vegetation Shadow Total UA

A. glutinosa 50 10 0 0 0 0 60 83%
C. betulus 20 423 0 0 0 0 443 95%
Q. robur 1 0 936 2 3 0 942 99%

Bare land 0 0 1 195 0 0 196 99%
Low vegetation 0 0 68 15 521 0 604 86%

Shadow 0 0 0 0 0 38 38 100%
Total 71 433 1005 212 524 38 OA = 95%
PA 70% 98% 93% 92% 99% 100% k = 0.92

SVMMS+GLCM

Class (Latin name) A. glutinosa C. betulus Q. robur Bare land Low vegetation Shadow Total UA

A. glutinosa 52 7 1 0 0 0 60 87%
C. betulus 28 415 0 0 0 0 443 94%
Q. robur 0 0 942 0 0 0 942 100%

Bare land 0 0 41 155 0 0 196 79%
Low vegetation 1 0 107 8 488 0 604 81%

Shadow 0 0 0 0 0 38 38 100%
Total 81 422 1091 163 488 38 OA = 92%
PA 64% 98% 86% 95% 100% 100% k = 0.88

Observed by tree species and regardless of the applied classification approach, the lowest
classification accuracy was obtained for Alnus glutinosa, with a UA ranging from 43% to 87%.
Considerably higher accuracy was obtained for Carpinus betulus (UA = 94–98%), while the highest
classification accuracy was obtained for Quercus robur (UA = 97–100%). The classification accuracy for
A. glutinosa was considerably improved when the texture feature was added to classification; compared
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to RFMS approach, the UA values for the RFMS-GLCM and SVMMS-GLCM approaches increased by 40%
and 44%, respectively. Slight improvements in classification accuracy were also observed for Q. robur,
where UA increased by 2% for RFMS-GLCM and by 3% for the SVMMS-GLCM approach compared
to RFMS. Inclusion of the texture feature in classification slightly deteriorated the accuracy for C. betulus
compared to the RFMS approach, by 3% and 4% for RFMS-GLCM and SVMMS-GLCM, respectively.

All of the abovementioned were confirmed by an additional accuracy assessment (Table 5)
based on FoM, O, C, and A measures. As well as PA and UA, FoM accuracy metrics showed that,
for both algorithms (RF and SVM), the classification accuracy was improved by adding texture feature
(GLCM variance) to the spectral characteristics.

Table 5. Additional accuracy assessment of WV-3 imagery classification using three different approaches
(RFMS, RFMS-GLCM, and SVMMS-GLCM). FoM, Figure of merit; O, omission; C, commission; A,
overall agreement.

Class (Latin Name)

RFMS RFMS+GLCM SVMMS+GLCM

FoM
(%)

O
(%)

C
(%)

FoM
(%)

O
(%)

C
(%)

FoM
(%)

O
(%)

C
(%)

A. glutinosa 36.62 0.48 1.49 61.73 0.92 0.44 58.43 1.27 0.35
C. betulus 86.43 2.54 0.44 93.38 0.44 0.88 92.22 0.31 1.23
Q. robur 78.03 9.99 1.27 92.58 3.02 0.26 86.34 6.53 0.00

Bare land 95.59 0.35 0.04 91.55 0.74 0.04 75.98 0.35 1.80
Low vegetation 54.10 1.31 11.43 85.83 0.13 3.64 80.79 0.00 5.08

Shadow 100.00 0.00 0.00 100.00 0.00 0.00 100.00 0.00 0.00

A 85 95 92

5. Discussion

In this study, we evaluated the possibility of tree species classification in a mixed deciduous
forest using supervised pixel-based classification of WV-3 satellite imagery with two machine learning
algorithms (RF and SVM). Additionally, the contribution of GLCM texture features from WV-3 imagery
in tree species classification was evaluated. In general, our findings agree with a number of recent
studies [13,15,17,19], which confirmed the potential of very high spatial resolution satellite imagery
for tree species classification. However, compared to most of the previous studies conducted in a
less complex forest environment [14,18,24,45,55], this research focused on a mixed deciduous forest
with pedunculate oak as the main tree species and with large shares of other deciduous tree species.
The proportion of tree species varied among the 164 plots distributed within 30 stands of different ages
ranging from 33 to 163 years.

Within this study, we evaluated the contribution of 10 GLCM texture features for improvements of
tree species classification using PCA. According to Hall-Breyer [56], PCA loadings show that contrast,
dissimilarity, entropy, and GLCM variance are generally associated with visual edges of land-cover
patches and that homogeneity, GLCM mean, GLCM correlation, and angular second moment are
associated with patch interiors. The results obtained in this study confirmed that GLCM variance is
the most (and only) important texture feature (Table 3) and, therefore, was the only texture feature
included in further analysis.

Window size is an important component of texture analysis. Small windows can increase the
differences and can increase the noise content, whereas larger windows cannot effectively extract
texture information [57]. Therefore, the effect of window size on classification accuracy was additionally
explored by calculating the GLCM with pixel window sizes of 5× 5, 7× 7, and 9× 9. As in Chen et al. [47],
the GLCM feature computed with a small 5 × 5 pixel window size produced the most accurate results.
In the next step, the GLCM variance that was calculated for each of the eight bands of WV-3 imagery
was tested in various combinations (individually for each band or grouped bands) with RF or SVM
classifications based on all eight bands (Figure 4). The results showed that GLCM variance calculated
for the first four bands (B1, B2, B3, and B4) in combination with the RF or SVM spectral classifications
of all eight bands produced the most accurate results.
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We also found that, for the applied RF algorithm, the addition of the texture feature
(GLCM variance) to the spectral characteristics considerably improved the image classification accuracy
(Tables 4 and 5). The SVM algorithm also produced very accurate results. Almost all accuracy
parameters, including FoM, showed improvements for all tree species. These results are in line with other
similar studies that also reported an increased overall tree species classification accuracy when spectral
and texture features of very high resolution satellite imagery were combined [14,20,21,58,59]. However,
the type and number of selected and used texture features differed among studies. For example,
eight GLCM texture features (mean, variance, homogeneity, contrast, dissimilarity, entropy, angular
second moment, and correlation) were successfully used to improve the species classification in
two studies [20,58]. Wang et al. [59] used two texture features (mean, Angular Second Moment
(ASM), and entropy) to improve the classification of coastal wetland vegetation from high spatial
resolution Pleiades imagery. In several studies that used various remote sensing data for different
aims [60–62], contrast, entropy, and GLCM mean were chosen as the most contributive texture
features to predict forest structural parameters from WV-2 imagery [60], to identify old-growth forests
from Sentinel-2 data [61], and to improve the classification in urban areas from SPOT imagery [62].
In this study, GLCM mean and contrast features were the second and third most important variables,
respectively, but in comparison to GLCM variance, their contribution to tree species classification
accuracy was nonsignificant (Table 3). In contrast to the abovementioned findings and those in this study,
Yang et al. [63] reported that GLCM textural features did not improve the classification accuracy of
tree species in two observed sites (homogeneous park forest and heterogeneous management forest)
in China when combined with spectral features.

In this research, by combining spectral and textural features, the accuracy of tree species
classification in mixed deciduous forest was improved for 10% (RF classification approach).

One of the crucial preprocessing steps is the generation of reference polygons. Reference polygons
need to fulfill a number of requirements: training and validation polygons must be statistically
independent, class-balanced, and representative of the target classes, and the training polygons needs
to be large enough to accommodate the increased number of data dimensions [36]. According to
Sabat-Tpomala et al. [64], the accuracy of any machine learning procedure is directly related to the quality
of the reference polygons used for training and validation of a given classifier. Since, in this study,
the research area consisted of natural mixed lowland forest, generation of reference polygons was
complex and a time-intensive task. Compared to the other tree species, Alnus glutinosa had the
smallest number of reference polygons (Table 2) and, according to the obtained UA and PA values,
had the lowest classification accuracy (Table 4). The SVMMS-GLCM approach improved Alnus glutinosa
classification accuracy by 4% and 10% in terms of UA and PA, respectively. The SVM algorithm is
more resistant to smaller numbers of training patterns compared to the RF algorithm [64].

We demonstrated the potential of both RF and SVM to integrate spectral and textural features
for the management of remotely sensed complex data [65–67]. Both algorithms classified tree species
and other classes within the study area with high accuracy; OAs were 92% and 95% for SVMMS-GLCM

and RFMS-GLCM, respectively. Kupidura et al. [67] compared the efficacy of several texture analysis
methods as tools for improving land use/land cover classification in satellite imagery and concluded
that the choice of the classifier is often less important than adequate data preprocessing to obtain
accurate results. Future research will consider other classification algorithms too, especially deep
learning convolutional neural networks [68–71].

6. Conclusions

We confirmed the considerable potential of very high-resolution satellite imagery (WorldView-3)
for tree species classification, even in areas with complex, natural, and mixed deciduous forest stands.
A total of 373 polygon samples was collected by visual interpretation for six classes (Quercus robur,
Carpinus betulus, Alnus glutinosa, bare land, low vegetation, and shadow). Image classification was
based on 237 training polygons using pixel-based supervised classification conducted with two machine
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learning algorithms (RF and SVM). For accuracy assessment, 136 validation polygons were used.
The validation results showed the relatively high overall accuracy (85%) for tree species classification
based solely on WorldView-3 spectral characteristics and the RF classification approach. As expected,
the classification accuracy was improved by a combination of spectral and textural features. With the
additional use of GLCM variance calculated for the first four bands, overall accuracy improved by 10%
and 7% using the RF and SVM classification approaches, respectively. Principal component analysis
confirmed that GLCM variance was the most significant texture feature, whereas additional analysis
where GLCM variance was calculated for various combinations of spectral bands demonstrated
the greatest effectiveness of GLCM variance when calculated for the first four bands (B1, B2, B3,
and B4). The findings of this research should serve as a basis for further studies that should test
object-based imagery analysis as well as the influence of the use of pansharpened imagery on the
classification accuracy.
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2. Balenović, I.; Milas, A.S.; Marjanović, H. A Comparison of Stand-Level Volume Estimates from Image-Based
Canopy Height Models of Different Spatial Resolutions. Remote Sens. 2017, 9, 205. [CrossRef]

3. McRoberts, R.E.; Cohen, W.B.; Næsset, E.; Stehman, S.V.; Tomppo, E.O. Using remotely sensed data to
construct and assess forest attribute maps and related spatial products. Scand. J. For. Res. 2010, 25,
340–367. [CrossRef]

4. Lechner, A.M.; Foody, G.M.; Doreen, S.; Boyd, D.S. Applications in Remote Sensing to Forest Ecology and
Management. One Earth 2020, 2, 405–412. [CrossRef]

5. Fassnacht, F.E.; Latifi, H.; Sterenczak, K.; Modzelewska, A.; Lefsky, M.; Waser, L.T.; Straub, C.; Ghosh, A.
Review of studies on tree species classification from remotely sensed data. Remote Sens. Environ. 2016, 186,
64–87. [CrossRef]

6. Knorn, J.; Rabe, A.; Radeloff, V.C.; Kuemmerle, T.; Kozak, J.; Hostert, P. Land cover mapping of large
areas using chain classification of neighboring Landsat satellite images. Remote Sens. Environ. 2009, 113,
957–964. [CrossRef]

7. Griffiths, P.; Linden, S.; Kuemmerle, T.; Hostert, P. A pixel-based Landsat compositing algorithm for large
area land cover mapping. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2013, 6, 2088–2101. [CrossRef]

8. Chaves, M.E.D.; Picoli, C.A.M.; Sanches, I.D. Recent Applications of Landsat 8/OLI and Sentinel-2/MSI for
Land Use and Land Cover Mapping: A Systematic Review. Remote Sens. 2020, 12, 3062. [CrossRef]

9. Li, X.; Chen, W.; Cheng, X.; Liao, Y.; Chen, G. Comparison and integration of feature reduction methods for
land cover classification with RapidEye imagery. Multimed. Tools Appl. 2017, 76, 23041–23057. [CrossRef]

10. Mas, J.F.; Lemoine-Rodríguez, R.; González-López, R.; López-Sánchez, J.; Piña-Garduño, A.; Herrera-Flores, E.
Land use/land cover change detection combining automatic processing and visual interpretation.
Eur. J. Remote Sens. 2017, 50, 626–635. [CrossRef]

83



Remote Sens. 2020, 12, 3926

11. Nampak, H.; Pradhan, B.; Rizeei, H.M.; Park, H.J. Assessment of land cover and land use change impact on
soil loss in a tropical catchment by using multitemporal SPOT-5 satellite images and Revised Universal Soil
Loss Equation model. Land Degrad. Dev. 2018, 29, 3440–3455. [CrossRef]

12. Saini, R.; Ghosh, S.K. Analyzing the impact of red-edge band on land use land cover classification using
multispectral RapidEye imagery and machine learning techniques. J. Appl. Remote Sens. 2019, 13,
044511. [CrossRef]

13. Immitzer, M.; Atzberger, C.; Koukal, T. Tree Species Classification with Random Forest Using Very High
Spatial Resolution 8-Band WorldView-2 Satellite Data. Remote Sens. 2012, 4, 2661–2693. [CrossRef]

14. Ghosh, A.; Joshi, P.K. A comparison of selected classification algorithms for mapping bamboo patches in
lower Gangetic plains using very high resolution WorldView 2 imagery. Int. J. Appl. Earth Obs. Geoinf. 2014,
26, 298–311. [CrossRef]

15. Peerbhay, K.Y.; Mutanga, O.; Ismail, R. Investigating the capability of few strategically placed WorldView-2
multispectral bands to discriminate forest species in KwaZulu-Natal, South Africa. IEEE J. Sel. Top. Appl.
Earth Obs. Remote Sens. 2013, 7, 307–316. [CrossRef]

16. Cho, M.A.; Malahlela, O.; Ramoelo, A. Assessing the utility worldview-2 imagery for tree species mapping
in south african subtropical humid forest and the conservation implications: Dukuduku forest patch as
case study. Int. J. Appl. Earth Obs. Geoinf. 2015, 38, 349–357. [CrossRef]

17. Omer, G.; Mutanga, O.; Abdel-Rahman, E.M.; Adam, E. Performance of Support Vector Machines and
Artificial Neural Network for Mapping Endangered Tree Species Using WorldView-2 Data in Dukuduku
Forest, South Africa. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2015, 8, 4825–4840. [CrossRef]

18. Karlson, M.; Ostwald, M.; Reese, H.; Roméo, B.; Boalidioa, T. Assessing the potential of multi-seasonal
WorldView-2 imagery for mapping West African agroforestry tree species. Int. J. Appl. Earth Obs. Geoinf.
2016, 50, 80–88. [CrossRef]

19. Waser, L.T.; Küchler, M.; Jütte, K.; Stampfer, T. Evaluating the Potential of WorldView-2 Data to Classify Tree
Species and Different Levels of Ash Mortality. Remote Sens. 2014, 6, 4515–4545. [CrossRef]

20. Ferreira, M.P.; Wagner, F.H.; Aragão, L.E.; Shimabukuro, Y.E.; de Souza, C.R.F. Tree species classification
in tropical forests using visible to shortwave infrared WorldView-3 images and texture analysis. ISPRS J.
Photogramm. Remote Sens. 2019, 149, 119–131. [CrossRef]

21. Xie, Z.; Chen, Y.; Lu, D.; Li, G.; Chen, E. Classification of Land Cover, Forest, and Tree Species Classes with
ZiYuan-3 Multispectral and Stereo Data. Remote Sens. 2019, 11, 164. [CrossRef]

22. Haralick, R.M. Statistical and structural approaches to texture. Proc. IEEE 1979, 67, 786–804. [CrossRef]
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Abstract: The presented study demonstrates a bi-sensor approach suitable for rapid and precise
up-to-date mapping of forest canopy gaps for the larger spatial extent. The approach makes use
of Unmanned Aerial Vehicle (UAV) red, green and blue (RGB) images on smaller areas for highly
precise forest canopy mask creation. Sentinel-2 was used as a scaling platform for transferring
information from the UAV to a wider spatial extent. Various approaches to an improvement in the
predictive performance were examined: (I) the highest R2 of the single satellite index was 0.57, (II) the
highest R2 using multiple features obtained from the single-date, S-2 image was 0.624, and (III) the
highest R2 on the multitemporal set of S-2 images was 0.697. Satellite indices such as Atmospherically
Resistant Vegetation Index (ARVI), Infrared Percentage Vegetation Index (IPVI), Normalized Difference
Index (NDI45), Pigment-Specific Simple Ratio Index (PSSRa), Modified Chlorophyll Absorption
Ratio Index (MCARI), Color Index (CI), Redness Index (RI), and Normalized Difference Turbidity
Index (NDTI) were the dominant predictors in most of the Machine Learning (ML) algorithms.
The more complex ML algorithms such as the Support Vector Machines (SVM), Random Forest
(RF), Stochastic Gradient Boosting (GBM), Extreme Gradient Boosting (XGBoost), and Catboost
that provided the best performance on the training set exhibited weaker generalization capabilities.
Therefore, a simpler and more robust Elastic Net (ENET) algorithm was chosen for the final
map creation.

Keywords: Sentinel-2; UAV; DJI drone; machine learning; forest canopy; canopy gaps;
canopy openings percentage; satellite indices; Elastic Net; beech–fir forests

1. Introduction

Forest canopy gaps, as a consequence of management activities or natural disturbances, are the
main drivers that affect forest dynamics in most continuous-cover, close-to-nature silvicultural systems.
Gap-based interventions to create a more open-stand structure represent common silvicultural practices
for regeneration, as well as forest exploitation in the mixed silver fir (Abies alba Mill.) and European
beech (Fagus sylvatica L.) forests in Central Europe. The size and position of crown openings determine
the amount of direct light able to penetrate to the forest floor, thus creating conditions that could favor
the shade-tolerant silver fir or the regeneration of the more competitive European beech in conditions
of supplementary light availability [1]. The creation of treefall gaps accelerates tree regeneration
and increases tree species diversity in mixed beech–fir forests [2]. The creation of canopy openings
through natural tree mortality processes, wind-driven gap formation, or manmade activities also
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has a significant influence on changes in microclimatic conditions and below-ground processes.
Canopy openings have an impact on increases in air and soil temperatures and decreases in soil
moisture in larger gaps [3]. Humification processes prevail in small gaps, i.e., an increase in soil organic
content, while, in large gaps, the mineralization processes related to decreases in organic content
are more dominant [4,5]. The questions of size, shape, and topographic position of forest openings
have been extensively studied [6–13]. They have been done so as to emulate the natural disturbance
processes and to discover the most appropriate silvicultural operations that would imitate natural
regeneration, particularly with the aim of conversion of various monocultures toward close-to-nature
forests [14].

The estimation of forest canopy gaps or openings is commonly obtained from measures of
canopy cover that can be defined as a percentage of forest area occupied by the vertical projection
of tree crowns, unlike the canopy closure that has an analogous meaning but is represented by the
proportion of sky hemisphere obscured by vegetation when viewed from a single point. There are
three different groups of approaches [15] for measuring or estimating the crown canopy density in a
forest: (I) ground measurement at the study area, (II) statistical approaches, if the information such
as basal area or diameter at breast height and the number of trees per area is available, and (III)
remote sensing data such as aerial photographs, satellite data, or laser scanner data. When making
ground measurements, devices such as densiometers and hemispherical digital photographs are
used or they are based on pure ocular assessment [16,17]. Ground measurement methods, as the
most accurate techniques, are labor-intensive and cannot rapidly provide canopy cover estimates [17].
Recently, remote sensing methods, in particular light detection and ranging (LiDAR), have been
proven as the most advantageous approaches in terms of accuracy and ease of data acquisition [18–21].
UAV (unmanned aerial vehicle)-based LiDAR, despite observed shortcomings such as aircraft instability,
is lower in cost, more convenient in terms of operation, and has a more flexible flight route design, as well
as unique advantages in the possibilities of better discernment of the stand canopy details than airborne
LiDAR [19]. Satellite remote sensing, medium-resolution data from Landsat are traditionally a very
appropriate source of information for crown cover estimation, most often comprising the supervised
classification approaches based on ground truth validation sets obtained from field measurements,
airborne or UAV aero-photo imagery, and LiDAR or very high-resolution satellite imagery [22–28].
The main drawback of medium-resolution satellite data such as Landsat 8 is that its spatial resolution
of 30 m is too coarse for precise forest gap detection. One of the most prominent examples of canopy
closure estimation worth mentioning is tree cover density product in 20 m resolution, developed for
the Pan-European scale in 2012, 2015, and 2018, as part of the Copernicus Land Monitoring Service [29].

By launching a pair of Sentinel-2 satellites in 2015 and 2017, the European Space Agency (ESA)
made a considerable breakthrough in improving the ability of the global monitoring of conditions and
changes in forest cover primarily due to cost-free data availability, as well as highly advanced sensor
characteristics: very good spectral properties (13 bands from 492.1 to 2185.7 nm, central wavelengths),
radiometric resolution (12 bit; a potential range of brightness levels from 0–4095), spatial resolution
(10 m for read, green, blue and near infra red bands), and revisit time (5 days under cloud-free
conditions) [30]. These characteristics enable improved monitoring of the conditions and changes in
the land cover and its dynamics on a global scale. Sentinel 2 Multispectral Instrument (MSI) with a
10 m spatial resolution shows some improvement in the possibility of detection of selective logging
gaps in relation to Landsat 8 [31–33]. On the other hand, the possibilities of the employment of Sentinel
2 in operational forestry to its full performance have not been fully recognized and valorized up to
the present. Apparently, a major disadvantage of the Sentinel 2 MSI sensor, which limits its greater
use in forestry, is its 10 m spatial resolution which prevents exact geolocation and delineation of
individual trees, which is important for many silvicultural practices; for this reason, other more precise
survey methods such as LiDAR, UAV images, and very high resolution satellite imagery are often
more attractive and competitive. Finer spatial resolution is especially important in the management of
uneven-aged mixed forests where silvicultural interventions take place at the level of an individual
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tree or a smaller group of trees, and we rarely find larger interrupted areas (except in the case of
natural disasters such as windbreaks or ice breaks) that can be clearly identified on satellite Sentinel 2
or Landsat 8 images [34].

For the successful implementation of remote sensing products in operational forestry,
several prerequisites need to be met, related to their compliance on the scale of which the various forest
management planning activities are carried out. Given the temporal scale, we can usually distinguish
medium-term forest management planning, usually on a decadal time scale, on the basis of the
conducted forest inventory. In addition, there is more operational, annual planning that requires more
current, timely information from the forests according to which operational silvicultural decisions are
implemented in the short term. In the case of continuous-cover mixed forests, it is of great importance
to mark locations within the forest stand with an overly dense canopy structure where a selective cut
for regeneration purposes or thinning should be carried out. Further information on the location of
newly created forest gaps, after a natural disaster, windbreak, ice breakage, or biotic damages, can be
used in the planning of the restoration of these areas, construction of the logging trails, calculation of
the man-hours of the forest workers and machines, etc. Regarding the spatial scale, the extent of
the supporting data layer should comply with the extent of the forest area that is considered in the
operational planning, usually on the scale of the forest managerial unit. In Croatia, with the usual size
being between 3000 and 6000 hectares, the forest managerial units (FMUs) are the lowest organizational
tiers, usually consisting of forest areas with similar characteristics, for which forest management
plans (every 10 years) and yearly operational plans that more precisely define required silvicultural,
forest protection, timber extraction, and other related activities are conducted. Given the above
prerequisites (timeliness, spatial extent, precision), it is unlikely that a single remote sensing source
alone is suitable for providing information about the actual state of the forest canopy and the location
of the canopy openings, i.e., stand density, to be suitable for cost-efficient, operative applications in
forestry. Airborne LiDAR and aerial photos (visible and multispectral) can provide high-precision
information about the crown surface; however, they are relatively expensive surveys and are more
often used for cyclical inventories (every 10 years). UAV presents a more practical solution to an
airborne survey; however, a large spatial extent (3000–6000 hectares) of the FMU often represents a
limitation for its operational use where the maximal daily UAV survey limit is up to 400 hectares.
Very-high-resolution satellite data fulfill the requirements of spatial extent and timeliness but can be
very expensive for everyday operational use. On the other hand, the cost-free Sentinel 2 data have the
constraints of insufficient resolution for precise forest canopy gap detection.

This study aims to evaluate a novel, cost-efficient approach of precise mapping of the current,
actual state of the forest canopy openings percentage (COP) suitable for the silvicultural decision-making
process in forest management on an intra-annual operational scale. It is based on the bi-sensor approach;
it takes advantage of Sentinel 2 as an auxiliary source of information, very suitable for large-scale
mapping, and it derives a high-precision forest mask from the UAV imagery as ground truth,
obtained on predefined training/validation locations inside FMUs consisting of the mixed beech–fir
forest. This approach of Sentinel-2 and UAV integration has been recently broadly implemented in
various domains: in forestry to estimate the aboveground biomass of Mangrove plantations [35],
in agriculture to estimate rice crop damages [36], and for water quality monitoring [37]. This study aims
to improve the spatial precision of the Sentinel-2, using its enhanced spectral properties that are suitable
for capturing and quantifying the very fine shifts in the forest canopy cover at a subpixel level. This is
provided by using a standard machine learning framework that consists of the features engineering,
training and validation set creation, machine learning algorithm examination and validation by
fine-tuning, selection of the final model, and final map creation. In this predictive modeling framework,
the specific objectives of the research that are closely related to the improvement of the predictive
capabilities and performance of the models emerge: (I) the suitability of a single-source Sentinel-2
image versus the multitemporal set of Sentinel-2 images, closest as possible to the date of UAV image
acquisition, (II) the predictive power of the various satellite indices, i.e., spectral features, and (III)
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the most suitable machine learning algorithm among existing ones, having in mind the predictive
performance and overfitting.

2. Materials and Methods

2.1. Study Area

The study area was located in the northeastern, continental part of the Dinaric Alps, a massif
in southern and southeastern Europe which stretches for 645 km and separates the continental area
of the Balkan Peninsula from the Adriatic Sea. The exact location (Figure 1) was near the town of
Vrbovsko, Gorski Kotar region, Croatia (45.4282 latitude and 15.0714 longitude). The research covered
the Litorić forest managerial unit (FMU), with an area of 3181.82 hectares, which administratively
belongs to the Vrbovsko Forest Office, Forest District Delnice, as an integral part of the state-owned
forests managed by the Croatian Forests state company. The FMU Litorić is located at an altitude
range of 400 to 900 m and it has 91 compartments. The total wood stock is 965,636 m3 (313 m3/ha),
and the total annual increment is 202,015 m3 (6.5 m3/ha). FMU Litorić consists of 35.45% common
beech with 342,297 m3 of wood stock and 50.11% common fir with stocks of 483,894 m3. In terms of
other species, there are also 8.78% mountain maple, 2.88% spruce, and other hardwoods. According to
vegetation typology, the research area is part of a very broad range of European mountain beech forests,
a subgroup of Illyrian mountainous beech forests [38] of the Dinaric Alps, where the common beech
occurs in combination with the common fir and forms special mixed vegetation forests with high
biodiversity and economic value. The lithological base is predominantly composed of limestone and
dolomite with associated brown soils.

Figure 1. The location of the study area, forest management unit (FMU) “Litorić”.

From the perspective of the prevailing end-users in the area, forest managers in the past decade
have mostly been concerned with increases in biotic and abiotic damage. Forests in FMU have been
influenced by a prolonged outbreak of spruce bark beetle (Pityokteines curvidens), which causes a
weakening of the vitality of trees and forest stands with the occurrence of occasional individual and
group dieback of trees. Additionally, most likely as a consequence of climate change, very fierce storms
with strong winds have appeared in the last few years causing windbreaks and windthrows. The storm
that took place at the beginning of November 2017, followed by a few strong wind events in 2018,
had a particularly strong impact in terms of the spatial extent of forest damage. During these incidents,
mostly fir trees were damaged due to the resistance provided by their canopy, while beech trees were
damaged to a much lesser extent. Considering that classical terrestrial methods of observation could
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not accurately determine the spatial effect of wind damage, subsequent log hauling, and surface
remediation for the scale of the whole FMU, the COP estimation method was implemented by combined
remote sensing means and the methodology presented in this study.

2.2. UAV Survey of the Training and the Testing Area

A detailed survey of the parts of FMU Litorić using UAV was performed at the end of July
2018. The exact time of the survey, the end of July 2018, was selected due to the requirements of the
forestry service. Since forest restoration activities at that time were carried out over the entire FMU
(logging of remaining fallen trees after windthrows during the winter period and afforestation of the
clearings), the interest of the forestry service was focused on obtaining information on the spatial
distribution of gaps throughout the FMU to perform the aforementioned silvicultural activities. For this
purpose, a UAV survey was first performed at two independent locations, used in this study, where the
occurrence of larger windthrows was detected. No particular sampling strategy or design was taken
into account when selecting these two sites, with only some preliminary knowledge about forest gap
occurrence. After that, Sentinel 2 imagery was preliminarily used, which led to the idea of developing
a new methodological approach that would combine both sensing methods, which is presented in
this paper. For the survey, a forest service-owned UAV was used with a simple RGB camera, which is
otherwise more often used only for visual observation purposes.

One UAV survey area, with a size of 470 hectares, was selected as a training area, and the other,
with a size of 310 hectares, was selected as a testing area for selected modeling algorithms (Figure 2).
The images in the visible RGB channel were taken using a DJI INSPIRE 2 drone with a ZENMUSE
X5S camera with gyroscopic stabilization at a height of 300 m from the ground. All recorded material
was transformed in the WGS84 coordinate system. Esri Drone2Map software was used for photo
processing and digital orthophoto creation, while cartographic processing was done in the ArcMap
10.6.1. program. The final product presents ortho-rectified high-precision images of the parts of FMU
with a spatial grid resolution of 7 cm, through which highly precise canopy boundaries could be
delineated and masked out in further processing.

2.3. Satellite Image Processing and Index Extraction

For this study, 4 Sentinel-2 Level 2A (S2_L2A) cloud-free, bottom-of-atmosphere reflectance
products were used which consisted of 100 km by 100 km squared ortho-images in UTM/WGS84
projection. Cloud-free imagery, temporarily consistent as much as possible with performed UAV
surveys (within an approximately 2-month period), was selected and retrieved from the Copernicus
Open Access Hub [38]. Furthermore, all four S2_L2A images had an almost identical time of acquisition
and relative orbit position (Table 1). For the purpose of analysis, no additional image enhancement
processing of S2_L2A was performed. After the acquisition, due to the differences in pixel resolution,
all S2_L2A bands were resampled to a 10 m extent using default resampling processor parameters
in the Sentinel Application Platform (SNAP), open-source software provided by the European Space
Agency (ESA). Prior to further analysis, the collocation of images was performed, i.e., pixel values of
S2_L2A images were resampled into the geographical raster of the master image from 25 July 2018.

Table 1. Details of Sentinel 2 Level 2A products used in this study.

Platform ID Year Month Day
Time of

Acquisition

Relative
Orbit

Number

Tile
Number

Field

S2A 2018 7 25 10:00 a.m. R122 T33TVL
S2B 2018 8 1 10:00 a.m. R122 T33TVL
S2B 2018 8 29 10:00 a.m. R122 T33TVL
S2B 2018 9 28 10:00 a.m. R122 T33TVL
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Figure 2. The locations of training and testing areas.

The Sentinel 2 multispectral instrument (MSI) has 13 spectral channels in the visible/near-infrared
(VNIR) and short-wave infrared spectral range (SWIR) that facilitate the possibility of the construction
of a wide range of spectral indices. The development of satellite platforms and sensors over the past
decades has also been accompanied by an intensive contrivance of various satellite indices aimed
at better discrimination of land surface categories and objects [39]. The fundamental principle of
the differentiation of vegetation cover on multispectral images is based on the ratio between the red
part of the spectrum that is absorbed by the chlorophyll in the leaves and the infrared part of the
spectrum that is reflected by vegetation. Vegetation indices were developed with the intention of clearer
quantification of the intensity of vegetation activity with the best possible reduction of accompanying
noise. Noise that exists in satellite images and derived indices is usually a consequence of topography,
reflection from bare soil, soil color, atmosphere, spectral characteristics of sensors, view, and solar
zenith angels [40].

Depending on the approach of noise separation, especially soil line differentiation,
vegetation indices are further divided into slope-based, distance-based, and orthogonal [41]. In contrast
to a wide range of vegetation indices, soil radiometric indices were primarily developed with the aim
of more complete quantification of soil optical properties. Primarily, this refers to the determination of
different degrees of soil brightness as a result of viewing geometry, the surface roughness, the organic
matter, water contents, and spectral features occurring in the visible domain, i.e., soil color [42]. The more
intrinsic insight into the structure and photosynthetic processes of vegetation provide biophysical
variables such as Leaf Area Index (LAI), Fraction of Absorbed Photosynthetically Active Radiation
(FAPAR), Fraction of Vegetation Cover (FVC), Chlorophyll Content in the Leaf (CAB), and Canopy
Water Content (CWC) that present a proxy for the estimation of canopy cover, photosynthetic dynamics,
leaf water content can be effectively derived from Sentinel 2 bands [43,44]. A special group of features,
developed from digital image analysis, is based on the detection and quantification of gray textures
and tones in the images. This can significantly improve the separation of objects and structures in
images and is also very suitable for use in various machine learning methods [45].
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Considering very heterogeneous surface conditions in the study area of FMU Litorić with various
possible spectral feedbacks (areas of undisturbed mixed species canopy, fragments of bare soil surface
after logging, open forest gaps with understory shroud of plants and shrubs, occasional groups of
sprawled trees, etc.), it was necessarily to use a broader variety of spectral indices. Furthermore,
the statistical and machine learning methods can quite successfully isolate the contribution of individual
input features on the final predictive outcome. Therefore, various groups of spectral indices such as
vegetation indices, soil reflection indices, biophysical variables, and textural properties (gray-level
co-occurrence matrix) were used in this study (Table 2). The selection of the applied indices depended
on the predefined catalog of indices that can be automatically retrieved through an in-built S-2
index processor in SNAP software. For each of the considered satellite images, (S2_20180725,
S2_20180801, S2_20180829, S2_20180928) a total of 155 predictors were calculated: four soil radiometric
indices, 21 vegetation radiometric indices, five water radiometric indices, five biophysical indices,
and 10 gray-level co-occurrence matrix (GLCM) parameters for each of the S-2 bands (B1-B12), i.e.,
120 GLCM layers per S-2 image.

2.4. Integration of Sentinel 2 and UAV Data

One of the fundamental challenges in this research was the integration of satellite S2_L2A and
photogrammetric UAV images on the same spatial scale. The S2_L2A multispectral product consists
of bands with a spatial resolution of 10 m (band 2, band 3, band 4, and band 8), 20 m (band 5,
band 6, band 7, band 11, and band 12), and 60 m (band 1, band 9 and band 10). Before further
processing, all bands were rescaled to a 10 m resolution which is a routine procedure in software such
as SNAP. All S2_L2A multitemporal products were also collocated on the same spatial grid. The spatial
resolution of the UAV images was approximately 7 cm, i.e., 143 times finer than the S2_L2A such that
one Sentinel pixel of 10 × 10m contains 20,449 UAV pixels. Although there are available analytical
tools that allow rescaling raster images to finer spatial resolution, such processing methods, due to
extremely large differences in spatial resolutions of the imagery, were not suitable because they require
high-performance computing capabilities and long-term computer processing time. Moreover, the use
of R analytical tools in this research, with exceptional capabilities for statistical or machine learning
processing, required rearrangement of input spatial data in the standardized R form (a form of matrix
or data frame). In that sense, preparation and aggregation of data followed the principles of “tidy”
data standardization described by [46], who defines tidy data as follows: each variable forms a column,
each observation forms a row, and each type of observational unit forms a table.

Before data aggregation, canopy boundaries were extracted from RGB UAV bands, and a canopy
mask layer was created. Acquired aerial imagery was processed similarly to the methodology presented
in the research [47]. A generated high-resolution digital orthophoto was used to create various spectral
indices that were tested for fast and accurate canopy mask layer creation. In accordance with [48],
the best spectral indices were chosen. Although many indices were tested, such as Brightness Index
(BI) [49], Redness Index (RI) [50], Color Index (CI) [51], Green Leaf Index (GLI) [52], Normalized Green
Red Difference Index (NGRDI) [53], and Visual Atmospheric Resistance Index (VARI) [54], just three of
them were selected: NGRDI, VARI, and GLI. Specifically, the mentioned indices mostly distinguish
the healthy forest from bare land, windthrows, or canopy openings. The high-resolution UAV-based
canopy mask layer was created using the R program language.

The percentage of canopy density for every S2_L2A pixel overlaying the UAV imagery was made
by first producing an S2_L2A fishnet grid (regular polygon grid without attributes) with a cell size
of 10 × 10 m. Since all S2_L2A images were collocated and resampled, the derived fishnet grid was
used on all multitemporal imagery sets. The fishnet grid was then overlapped with regular points
i.e., 10 × 10 points (100 points per S2_L2A grid cell). A sampling of the UAV images was performed
according to binary outcomes such that the values of the mask layer (forest canopy) were marked
as 0 while the areas outside the canopy (forest gaps) were marked as 1. The percentage (COP) for
each of the S2_L2A pixels was obtained from the ratio of the sum of 1 (outside the canopy mask)
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and the total number of points (100) in each grid cell. Then, for each S2_L2A polygon in the fishnet,
a centroid was calculated to which the COP value was assigned as a percentage such that each of
the pixels on the satellite image was represented with only one point and the corresponding COP
value. Further preparation included a random sampling of 10% points on the S2_L2A polygon grid to
minimize the effect of spatial correlation between the sampling points on the images. At each selected
random centroid or point, sampling of derived satellite indices was performed on multitemporal
imagery. After preparation and sampling, all data were compiled into data frames (a training data
frame with 4653 observations and 155 predictor variables for a single S2_L2A image and 620 predictors
for the entire multitemporal set). The test set consisted of an equal number of input variables and
3596 observations.

Table 2. Derived satellite indices and textural features.

Satellite Index Spectral Bands Sentinel 2 Bands

Soil radiometric indices

BI—Brightness Index red, green B4, B3
BI2—The Second Brightness Index red, green, NIR(near infrared) B4, B3, B8

RI—Redness Index red, green B4, B3
CI—Color Index red, green B4, B3

Vegetation radiometric indices

SAVI—Soil-Adjusted Vegetation Index red, NIR B4, B8
NDVI—Normalized Difference Vegetation Index red, NIR B4, B8

TSAVI—Transformed Soil-Adjusted Vegetation Index red, NIR B4, B8
MSAVI—Modified Soil-Adjusted Vegetation Index red, NIR B4, B8

MSAVI2—The Second Modified Soil-Adjusted Vegetation
Index red, NIR B4, B8

DVI—Difference Vegetation Index red, NIR B4, B8
RVI—Ratio Vegetation Index red, NIR B4, B8

PVI—Perpendicular Vegetation Index red, NIR B4, B8
IPVI—Infrared Percentage Vegetation Index red, NIR B4, B8

WDVI—Weighted Difference Vegetation Index red, NIR B4, B8
TNDVI—Transformed Normalized Difference Vegetation

Index red, NIR B4, B8

GNDVI—Green Normalized Difference Vegetation Index green, NIR B3, B7
GEMI—Global Environmental Monitoring Index red, NIR B4, B8A

ARVI—Atmospherically Resistant Vegetation Index red, blue, NIR B4, B2, B8
NDI45—Normalized Difference Index red, red edge B4, B5

MTCI—Meris Terrestrial Chlorophyll Index red, red edge, NIR B4, B5, B6
MCARI—Modified Chlorophyll Absorption Ratio Index red, red edge, green B4, B5, B3

REIP—Red-Edge Inflection Point Index red, red edge, red edge, NIR B4, B5, B6, B7
S2REP—Red-Edge Position Index red, red edge, red edge, NIR B4, B5, B6, B7

IRECI—Inverted Red-Edge Chlorophyll Index red, red edge, red edge, NIR B4, B5, B6, B7
PSSRa—Pigment-Specific Simple Ratio Index red, NIR B4, B7

Water Radiometric Indices

NDWI—Normalized Difference Water Index NIR, MIR(mid-infrared) B8, B12
NDWI2—Second Normalized Difference Water Index green, NIR B3, B8

MNDWI—Modified Normalized Difference Water Index green, MIR B3, B12
NDPI—Normalized Difference Pond Index green, MIR B3, B12

NDTI—Normalized Difference Turbidity Index red, green B4, B3

Biophysical indices

LAI—Leaf Area Index B3, B4, B5, B6, B7, B8a, B11,
B12, cos(viewing_zenith),

cos(sun_zenith),
cos(sun_zenith),

cos(relative_azimuth_angle)

FAPAR—Fraction of Absorbed Photosynthetically Active Radiation
FVC—Fraction of Vegetation Cover

CAB—Chlorophyll Content in the Leaf
CWC—Canopy Water Content

Texture (Gray-Level Co-occurrence Matrix, GLCM)

Contrast
Dissimilarity
Homogeneity

Angular Second Moment
Energy

Maximum Probability
Entropy

GLCM Mean
GLCM Variance

GLCM Correlation

94



Remote Sens. 2020, 12, 3925

2.5. Model Building and Validation

Various statistical and Machine Learning (ML) algorithms of different levels of complexity were
examined for the prediction and mapping of the COP. The construction of the models was performed
on the training set of observations, retrieved from the selected UAV training area. The performance of
different algorithms was examined on the training set across the range of fine-tuning parameters using
the 10-fold cross-validation (CV) resampling method and standard metrics that are used in regression
analysis: root-mean-square error (RMSE) and the coefficient of determination (R2). The 10-fold
cross-validation technique that was used concerning other resampling methods gives the best estimate
of the actual RMSE and the most favorable trade-off between the bias and variance of the model [55].
It is also one of the fastest resampling techniques, which is important for the optimization of the
computational processing time of the training of some more complex algorithms. All models were also
validated on the test set from the physically separate UAV survey area to examine the effect of the
spatial extrapolation, using the selected model out of the training area. The procedure of the model
construction was repeated twice: the first time using only predictors from the single-date S2_L2A
image from 25 July 2018 and the second time using a multitemporal set of the four S2_L2A images,
with close dates of acquisition (25 July 2018, 1 August 2018, 29 August 2018, and 28 September 2018).
As previously mentioned, the response variable is the COP percentage on the interval quantitative scale
(full canopy = 0%; open ground = 100%). All computation was performed in the generic R modeling
package Caret, which has the possibility of preprocessing input data, training, testing, and precise
adjustment of a large number of statistical and machine learning algorithms [56]. In the R Caret
modeling interface, a suitable R package was additionally installed for each of the considered algorithms:
stats package for ordinary least squares, pls package for partial least squares, elasticnet package for
ridge regression and Elastic Net, nnet package for neural networks, e1071 package for support vector
machines, randomForest package for random forest, gbm package for stochastic gradient boosting,
xgboost for extreme gradient boosting, and catboost package for CatBoost algorithm. Prior to starting
the modeling process, the relationship between COP and individual S2_L2A indices was assessed.
Dependency was firstly visually examined on the scatterplots with locally estimated scatterplot
smoothing (LOESS) and afterward on simple regression metrics between the COP and the spectral
indices. This was performed only on indices from a single S2_L2A 25 July 2018 image which was
closest to the date of acquisition of the UAV aero-photo imagery.

2.5.1. Ordinary Least Squares (OLS) Linear Regression

The OLS linear regression method was used as a benchmark model, the results of which served
for comparison with other more complex algorithms. Before OLS construction, training data were
preprocessed using centering and scaling of predictor variables (zero mean and standard deviation
of one). Improvements in the fit by decorrelation and reduction of predictors set using principal
component analysis (PCA) and fitting of the PCA components in the OLS model were also examined.
OLS, in short, minimizes the sum of squared errors (SSE) between the observed and predicted response,
where the parameter estimates that minimize SSE are those with the least bias. OLS is a very attractive
technique with regard to the interpretability of the coefficients but has a drawback in that it is
sensitive to the collinearity among predictors and is not suitable when the data have a curvature or
nonlinear structure.

2.5.2. Partial Least Squares (PLS)

The PLS method is a very suitable technique in the case of high correlation among predictors where
OLS is unstable and not appropriate. The principle behind PLS is that it finds the linear combinations
of predictors, called components or latent variables, that maximally summarize the variation in the
predictor space. Additionally, the determined components have a maximum correlation with the
response. PLS has one tuning parameter, i.e., the number of components to retain.
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2.5.3. Ridge Regression (RR)

Ridge regression is a linear regularization method suitable where there are issues with collinearity
and in cases of overfitting of the data. It belongs to a group of shrinkage methods that add penalties
or shrink the parameter estimates which do not contribute significantly to the reduction of the SSE.
In the bias–variance trade-off, ridge regression reduces the mean square error by slightly increasing
the bias by adding appropriate penalties. The penalty presents a tuning parameter that was optimized
by cross-validation during the model training process.

2.5.4. Elastic Net (ENET)

Elastic Net is a linear regularization technique that also effectively deals with highly correlated
predictors. It combines two different penalties of the ridge regression and the lasso model. It is an
advancement of the ridge regression that also makes possible variable selection that is a characteristic
of the lasso model. In the training framework, it is tuned over the various penalty values
via cross-validation.

2.5.5. Feed-Forward Neural Networks (NNET)

Neural networks are nonlinear techniques which use hidden variables or hidden units that
present linear combinations of the original predictors. Predictors are transformed by a nonlinear
function (logistic, sigmoidal) and each unit is related to the outcome. They are characterized by a
large number of estimation parameters which are quite uninterpretable. Due to the large number
of regression coefficients, neural networks have a tendency of overfitting. The weight decay is a
commonly used penalization method that moderates the overfitting problem. In this study, the simplest
neural network architecture, a single-layer feed-forward network was used. The tuning parameters
used for cross-validation resampling are the number of hidden units and the amount of weight decay.

2.5.6. Support Vector Machine (SVM)

SVM is a nonlinear regression and classification technique that relies on data points
(support vectors) above a certain threshold with high residuals. Observations with residuals within
the threshold do not contribute to the regression fit, i.e., samples that the model fits well have no effect
on the regression equation. This makes SVM insensitive to the outliers, which is very powerful and
robust in nature. SVM uses various kernel functions (linear, polynomial, radial basis) that have the
ability to model a nonlinear relationship. SVM tuning parameters are the cost parameter that adjusts
the complexity of the model (large cost =more flexible model; small cost = “stiffened” model), the size
of the threshold for the selection of the vectors, and the kernel parameter.

2.5.7. Random Forest (RF)

Random forest is a tree-based regression and classification ensemble technique that significantly
improves the performance of tree-based methods regarding the reduction in variance and bias. It uses
a random subset of the predictors at each tree split, which reduces between-tree correlation. The final
prediction comprises an average prediction of the models in the ensemble. Models in the ensemble
form independent “strong learners” that yield an improvement in error rates. The RF tuning parameter
is the number of randomly selected predictors to choose from at each split.

2.5.8. Boosting (GBM, XGBoost, Catboost)

Boosting presents a group of powerful prediction tools, usually outperforming any individual
model. The gradient boosting approach relies on the single tree as a base learner and the addition of
the “weak learners” which are gradually included in the residuals. The current model is added to
the previous model, and the procedure continues for a user-specified number of iterations. When the
regression tree is used as the base learner, simple gradient boosting for regression has two tuning
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parameters: tree depth and the number of iterations. Boosting techniques are currently very popular
and are prone to constant improvements. The classical approach presents a Stochastic Gradient
Boosting (GBM) algorithm that uses a random sampling scheme. Recently, improved approaches were
developed such as XGBoost (Extreme Gradient Boosting) and CatBoost. The advantage of XGBoost
over traditional GBM is in its regularization capabilities and more effective tree pruning. However,
the new CatBoost model, with improved capabilities of handling categorical variables and overfitting,
also shows a significant advantage in the processing speed concerning other boosting methods.

3. Results

3.1. Relationship of UAV Canopy Openings Percentage (COP) and Individual Sentinel-2 Indices

In Figure 3, which shows scatterplots of selected examples, there is clear evidence of an almost
linear negative relationship between COP and the intensity of presented vegetation radiometric indices
(NDVI, ARVI, IPVI). Similarly, biophysical indices (FAPAR, LAI) also show a negative relationship in
which the nonlinearity between variables is somewhat more pronounced. Soil radiometric indices such
as CI and RI show a positive relationship to COP, while the relationship between COP and textural
features varies to a certain extent from parameter to parameter.

Figure 4 shows S-2 indices sorted by the coefficient of determination (R2) from the single regression
analysis with COP. The best linear relationship with COP (R2 = 0.57) was determined for the ARVI
index (Atmospherically Resistant Vegetation Index), followed by the NDVI (Normalized Difference
Vegetation Index; R2 = 0.56), and NDVI-derived indices such as IPVI (Infrared Percentage Vegetation
Index; R2 = 0.56), TNDVI (Transformed Normalized Difference Vegetation Index; R2 = 0.56), and NDTI
(R2 = 0.54). From the so-called soil group of indices, the most significant was CI (Color Index; R2 = 0.54),
and, from the water indices, the most significant was NDTI (Normalized Difference Turbidity Index;
R2 = 0.54). Derived biophysical indices such as FAPAR (Fraction of Adsorbed Photosynthetically Active
Radiation) and LAI (Leaf Area Index) showed a slightly weaker linear association with the dependent
variable (both R2 = 0.44). Of the textural features, the most significant relationship was found in
the GLCM (gray-level co-occurrence matrix) variance and mean in the red B4 channel (R2 = 0.37,
R2 = 0.35).

3.2. Training and Validation of Predictive Models

The results of the model training process of COP and indices from single S-2 image from
25 July 2018 using 10-fold CV are presented in Table 3. It shows the root-mean-square error (RMSE),
coefficient of determination (R2), mean absolute error (MAE), and final tuning parameters for each
selected model obtained by resampling technique. Compared to simple regression results, the inclusion
of multiple predictors from a single S-2 image led to an improvement in prediction, but not to a
larger extent. The basic OLS model clearly overfitted the data as is noticeable from the decrease in R2

(from 0.603 to 0.571) when using PCA preprocessing. The addition of other algorithms such as PLS, RR,
ENET, NNET, SVM, RF, GBM, XGBoost, and Catboost only slightly improved the prediction results.
Complex ensemble models such as XGBoost showed superior results on the training set (R2 = 0.624,
RMSE = 15.148, MAE = 11.070). On the other hand, the highly complex NNET algorithm performed
below average (R2 = 0.591, RMSE = 15.864, MAE = 11.531).

Model building on the multitemporal S-2 data significantly improved prediction results as is
obvious from Table 4. The best results on the training set were provided by the SVM algorithm
(R2 = 0.697, RMSE = 13.756, MAE = 9.872) followed by GBM, XGBoost, NNET, RF, CatBoost, and ENET.
Simpler algorithms such as PLS and RR performed significantly worse, while the large number of
predictors (620) appeared unsuitable for the OLS algorithm (RMSE = 87.413). However, the overall
performance of the models of higher complexity showed only small, mostly insignificant improvements.
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Figure 3. The relationship between individual predictors and canopy openings percentage (COP) with
included local regression line (LOESS).
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Figure 4. The adjusted coefficient of determination of the 30 most dominant predictors (indices) using
simple linear ordinary least squares (OLS) regression.

Table 3. The results of 10-fold cross-validation (CV) on the training set using a single S-2 image. RMSE,
root-mean-square error; MAE, mean absolute error.

10-Fold CV Training Set: Single Sentinel-2 Image
(S2 25 July 2018)

Model RMSE R2 MAE Tuning Parameters

Multiple regression (Ordinary
Least Squares)—OLS

15.684 0.603 11.366

Multiple regression (Ordinary
Least Squares) with PCA

pre-processing—OLS with PCA
16.301 0.571 11.909

Partial Least Squares—PLS 15.618 0.604 11.397 ncomp = 20
Ridge Regression RR 15.611 0.606 11.305 lambda = 0.007142857

Elastic Net—ENET 15.629 0.605 11.314 fraction = 1 lambda = 0.01
Model Averaged Neural

Network—NNET
15.864 0.591 11.531 size = 5 decay = 0.01

Support Vector Machines with
Radial Basis Function

Kernel—SVM
15.344 0.622 10.784 sigma = 0.007735318 C = 2

Random Forest—RF 15.394 0.616 11.374 mtry = 10
Stochastic Gradient

Boosting—GBM
15.376 0.616 11.206

n.trees = 910 interaction.depth = 7
shrinkage = 0.01 n.minobsinnode = 20

Extreme Gradient
Boosting—XGBoost

15.148 0.624 11.070
nrounds = 550 max_depth = 5

eta = 0.025

Catboost—Cboost 15.308 0.619 11.197
depth = 8 learning_rate = 0.1
leaf_reg = 0.001 rsm = 0.95
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Table 4. The results of 10-fold CV on the training set using multitemporal S-2 images.

10-Fold CV Training Set: Sentinel 2 Multitemporal
(S2 25 July 2018; S2 1 August 2018; S2 29 August 2018; S2 28 September 2018)

Model RMSE R2 MAE Tuning Parameters

Multiple regression (Ordinary
Least Squares)—OLS

87.413 0.593 14.458

Partial Least Squares—PLS 15.020 0.650 10.770 ncomp = 10
Ridge Regression—RR 41.520 0.611 11.890 lambda = 0.1

Elastic Net—ENET 14.360 0.669 10.543 fraction = 0.2 lambda = 0.01
Model Averaged Neural

Network—NNET
14.230 0.680 10.520 size = 11 decay = 0.1

Support Vector Machines with
Radial Basis Function

Kernel—SVM
13.756 0.697 9.872 sigma = 0.001703831 C = 2

Random Forest—RF 14.265 0.673 10.732 mtry = 213
Stochastic Gradient

Boosting—GBM
13.952 0.685 10.369

n.trees = 910 interaction.depth = 7
shrinkage = 0.01 n.minobsinnode = 30

Extreme Gradient
Boosting—XGBoost

13.991 0.683 10.348
nrounds = 650 max_depth = 4

eta = 0.05

Catboost—Cboost 14.195 0.676 10.460
depth = 6 learning_rate = 0.1
leaf_reg = 0.001 rsm = 0.95

Validation of the models on the spatially independent test data overall showed much worse
results for all the compared models. This is especially evident from the validation results of models
based on the single S-2 image, presented in Table 5. The obtained validation metrics, particularly R2,
which ranged from 0.380 for SVM to 0.420 for RR and ENET, were significantly lower than the results
obtained in the training set. With the addition of the multitemporal S-2 data, there was only a
slight improvement in the model performances, as shown in Table 6. The highest R2 value, 0.445,
was obtained by the ENET model, followed by other algorithms: CatBoost (R2 = 0.411) and GBM, RF,
RR (R2 = 0.440). These results emphasize the problem of spatial extrapolation of the model results
or the suitability of the model for prediction outside of the training areas, which is a very common
problem in spatial analysis. Furthermore, in the case of extrapolation, the suitability of the simpler,
robust, linear regularization algorithms such as ENET and RR was equal to or slightly better than the
suitability of the complex ensemble algorithms, which showed better realization only on the training
data due to probable overfitting.

Table 5. Model validation on the testing set: a single S-2 image (S2 25 July 2018).

Test Set: Single Sentinel-2 Image (S2 25 July 2018)

Model RMSE R2 MAE

Multiple regression (Ordinary Least Squares)—OLS 15.264 0.406 11.655
Partial Least Squares—PLS 15.220 0.410 11.450

Ridge Regression—RR 15.110 0.420 11.230
Elastic Net—ENET 15.090 0.420 11.190

Model Averaged Neural Network—NNET 15.360 0.410 11.090
Support Vector Machines with Radial Basis Function Kernel—SVM 16.110 0.380 11.390

Random Forest—RF 15.290 0.410 11.240
Stochastic Gradient Boosting—GBM 15.580 0.400 11.150

Extreme Gradient Boosting—XGBoost 15.645 0.387 11.233
Catboost—Cboost 15.488 0.403 11.171
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Table 6. Model validation on the testing set: multitemporal S-2 images.

Test Set—Sentinel-2 Multitemporal
(S2 25 July 2018; S2 1 August 2018; S2 29 August 2018; S2 28 September 2018)

Model RMSE R2 MAE

Multiple regression (Ordinary Least Squares)—OLS 15.264 0.406 11.655
Partial Least Squares—PLS 15.303 0.425 11.190

Ridge Regression—RR 15.359 0.440 11.140
Elastic Net—ENET 14.999 0.445 10.916

Model Averaged Neural Network—NNET 15.846 0.402 11.447
Support Vector Machines with Radial Basis Function Kernel—SVM 16.020 0.410 11.240

Random Forest—RF 14.900 0.440 10.935
Stochastic Gradient Boosting—GBM 14.940 0.440 10.730

Extreme Gradient Boosting—XGBoost 15.102 0.428 10.874
Catboost—Cboost 14.951 0.441 10.793

3.3. The Importance of Satellite Indices in Prediction

Inferences about the contribution of particular satellite indices in the COP prediction are usually
not the main goal in predictive modeling. However, for the purpose of simplifying the building process,
particularly retrieval and preprocessing of the huge number of S-2 variables in eventual future similar
studies, it is recommended to focus only on the group of the most valuable indices or features that
significantly contribute to models. The common drawback of highly flexible modeling techniques such
as neural networks, SVM, random forest, and boosting is the lack of interpretability of the model in
terms of inferences about the input variables. The important advantage of the R Caret framework is in
its capability of quantification of the variable importance in various models. The variable importance
is commonly estimated from the reduction in squared error due to each predictor. In ensembles,
improvement values for each predictor are averaged across the entire ensemble to yield an overall
importance value. The scores of the variable importance estimation for the best-performing models on
the multitemporal set in this study are provided in Table 7.

The importance profile of provided scores in Table 7 provides some clues about how models
incorporate the data. GBM and XGBoost had a very steep slope of declining scores from top to
bottom which is the usual for boosting algorithms. This is due to the fact that trees from boosting
are dependent on each other; they have correlated structures as the method follows by the gradient.
As a result, many of the same predictors were selected across the trees, increasing their contribution
to the importance metric. The RF algorithm relies on the decorrelation of trees and the selection of a
random number of variables at each tree node; therefore, it has slower decline in scores. What could be
distinguished among the models was the order of incorporating indices from the multitemporal S-2
set across the importance profile. ENET (as well as RR) gradually incorporated the most dominant
predictors following the chronology of the multi-temporal S-2 set: first incorporating variables from
the first S-2 image, then the second and third (with the exception of the RVI from image four).
Incorporation of the most dominant variables from the images in chronological order was probably the
learning principle of the regularization algorithm. It slid from image to image, repeatedly incorporated
the most significant predictors that reduced SSE, and shrunk or penalized the others. What is also
evident is that the ENET model relied only on the first three images in the multitemporal set, and the
predictive information from the last set was probably redundant for the model construction. The RF
algorithm behaved quite oppositely to the ENET algorithm in that it alternately incorporated variables
from the first, then fourth and second S-2 images without some discernible pattern.
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Table 7. Variable importance scores for the top 20 satellite indices and related models. The S-2
columns refer to the positioning of the index variable in the multitemporal set (I = 25 July 2018,
II = 1 August 2018, III = 29 August 2018, IV = 28 September 2018).

CBoost S-2 Score GBM S-2 Score XGBoost S-2 Score

IPVI I 100.00 CI I 100.00 CI I 100.00
NDTI I 92.57 ARVI I 36.53 ARVI I 33.58

TNDVI I 75.02 NDI45 III 32.07 IPVI I 33.48
NDI45 IV 71.79 PSSRA I 29.16 NDI45 III 19.74
NDI45 II 54.44 NDI45 II 26.5 PSSRA II 13.47
NDTI II 49.79 IPVI I 22.65 NDI45 I 11.85
NDVI IV 41.68 NDI45 IV 16.43 NDI45 IV 11.73

MCARI I 40.58 CI II 15.6 CI II 10.79
ARVI I 37.70 NDI45 I 15.02 IPVI IV 5.63

RI II 36.04 CI IV 10.75 CI IV 5.61
TNDVI IV 34.42 IPVI IV 7.27 NDI45 I 5.50
NDWI2 IV 32.80 ARVI II 7.22 RI II 4.62

CI II 32.24 RI II 7.08 MCARI IV 4.18
PSSRA I 31.53 PSSRA II 6.04 MCARI I 3.8
NDTI IV 30.57 CI III 5.99 ARVI II 3.48
NDTI III 29.08 MCARI IV 5.65 CI III 3.24

GLCM_VAR_B1 IV 28.21 MCARI I 4.66 GLCM_VAR_B1 IV 2.54
ARVI IV 27.97 PSSRA II 4.61 ARVI IV 2.46

CI III 27.32 NDWI2 IV 4.08 NDWI2 IV 2.46
NDVI I 26.11 ARVI IV 3.64 PSSRA II 1.78

ENET S-2 Score RF S-2 Score SVM S-2 Score

ARVI I 100 NDI45 IV 100 ARVI I 100
TNDVI I 98.85 ARVI I 80.22 TNDVI I 98.85

IPVI I 98.85 MCARI IV 79.45 IPVI I 98.85
NDVI I 98.85 RI II 75.48 NDVI I 98.85
RVI IV 98.45 IPVI IV 73 RVI IV 98.45
RVI I 98.45 PSSRA I 71.2 RVI I 98.45

ARVI II 97.85 MCARI I 69.72 ARVI II 97.85
CI I 97.73 CI IV 69.61 NDTI I 97.73

NDTI I 97.73 CI II 65.47 CI I 97.73
PSSRA I 97.46 CI I 65.11 PSSRA I 97.46

CI II 96.73 NDVI IV 63.8 NDTI II 96.73
NDTI II 96.73 NDTI I 63.28 CI II 96.73
IPVI II 96.4 TNDVI IV 62.23 IPVI II 96.4

NDVI II 96.4 NDTI IV 59.98 NDVI II 96.4
TNDVI II 96.4 RVI IV 59.08 TNDVI II 96.4
PSSRA II 96.28 NDTI II 57.78 PSSRA II 96.28

RVI II 95.78 RVI I 56.28 RVI II 95.78
PSSRA III 93.33 ARVI IV 55.73 PSSRA III 93.33
ARVI III 92.24 NDVI I 55.57 ARVI IV 92.24
NDVI III 91.45 TNDVI I 54.88 NDVI IV 91.45

Given the spectral indices used, there were also certain peculiarities amongst the models. In most
cases, particular vegetation and soil radiometric indices played a dominant role. From the vegetation
indices, the most significant were ARVI, IPVI, NDI45, PSSRA, and MCARI, those of soil radiometric
indices were CI and RI, and that of water radiometric indices was NDTI. Of the textural features,
only GLCM_variance appeared on channel B1 on the last S-2 set. It is also important to note that
boosting techniques (GBM, XGBoost) first discriminated sites according to reflectance from the bare
soil (CI index) and then from vegetation, unlike other models that built first on reflectance from the
vegetation surface.

3.4. Final Model Building and COP Map Production

On the basis of the results of training and validation, the ENET algorithm was chosen to
create the final model. The main reasons for choosing the ENET model were (I) simplicity of the
algorithm, (II) robustness, with best validation results on the test set, (III) one of the shortest computing
times amongst all models, and (IV) requirement of the smallest number of S-2 images (three) in the
multitemporal set compared to other methods. The final model was produced using all 8222 samples
from the training and validation sets, as well as all predictors from the S-2 multitemporal set, 620 in
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total. The validation metrics of the final ENET model were as follows: RMSE = 14.427, R2 = 0.603,
and MAE = 10.821. The model was then used for the prediction of COP over the whole FMU Litorić.
Due to the use of regression settings for the prediction of percentages in the interval between 0% and
100%, the final model also contained protruding predictions that were beyond this interval. In such
cases, negative values were simply constrained to 0 and values above were constrained to the upper
limit of 100. The final result of the whole modeling process, a map of COP percentage for FMU
Litorić, is presented in Figure 5. The precision of the produced map can be best perceived by the
visual examination of individual details, as presented in Figure 6, which shows a mixed segment with
alternating forest cover and clearings.

Figure 5. The final map of canopy openings percentage for FMU Litorić.
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Figure 6. Representation of map precision. (a) Detail of the area obtained using UAV image; (b) the
same detail with overlaid COP map including marked areas in red that indicate disturbances in the
canopy; (c) precision of the map can be also perceived from the labels that display COP values in
percentages across the S-2 polygon grid.

3.5. Analysis of Residuals and Observed Shortcomings of the Model

The relationship of observed vs. predicted values from the final ENET model and the distribution
of the residuals are presented in Figure 7.
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Figure 7. Assessment of the final model residuals. (a) Density plot of absolute residuals of the ENET
model; (b) boxplot of absolute residuals (median value = 8.2%); (c) scatterplot of the predicted vs.
observed values with distribution histograms.

The model residuals were mainly spatially randomly distributed. In addition, we tried to explain
some observed shortcomings of the model with respect to the limited degree of explanation of the
variance of response (max R2 of 0.697 in the training set and 0.603 in the final set). This was performed
first by gaining insight into spatial patterns of observations with extreme positive and negative residual
values and then with further visual examination of the potential reasons for these discrepancies in UAV
images. One such case is presented on Figure 8, which shows two larger clearings within the forest on
which trees were completely absent. The clearing on the left side of the image contains a group of
observations with positive residuals (model over estimation), while the clearing on the right contains a
group with negative residuals (model under estimation) Deeper insight is shown in Figure 9.
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Figure 8. Representation of two cases of model discrepancies. (a) Contrasting areas of COP
overestimation (blue points) and underestimation (red points); (b) the same forest segments with the
UAV mask overlay with visible dissimilarity in abundance of open areas marked in white.
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Figure 9. Deeper insight into two contrasting areas. (a) An area with fallen trees after a windstorm;
(b) comparative UAV mask that overestimates real forest cover; (c) forest clearing with removed logs
and noticeable bare ground with distinguishable soil color; (d) comparative UAV mask of the forest
clearing with scarce canopy cover.

A deeper insight into the above locations revealed the difference in the surface cover. Specifically,
in the image on the left, the fallen trees, as a result of the recent windbreak in the area of FMU Litorić,
were noticeable, while, in the image on the right, the trees were completely cleared and the bare soil
surface came to expression. Fallen trees, somewhere still with a green canopy, as well as the shadows of
the forest edge, were affected by the process of automatic production of the UAV forest mask, which in
such cases showed a much lower COP percentage than in reality. The ENET model in such cases
provided somewhat realistic COP values that were much higher than the UAV mask. In the figure
on the right, the opposite occurred; on bare clearings, the ENET model estimated significantly lower
values than in reality, causing negative residuals.

Another case of discrepancy was observed on locations where damaged trees with a higher degree
of crown discoloration occurred. These trees that still formed a complete canopy cover were falsely
recognized as open areas in the constructed UAV RGB forest mask (Figure 10). This could have caused
an unrealistic overestimation of the COP prediction.
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Figure 10. Example of false canopy gap creation from UAV RGB images over the damaged trees with
crown discoloration. (a) UAV image segment of trees with the damaged canopy; (b) related UAV mask
with false open spaces presented in white.

4. Discussion

From the presented results of this research, the suitability of the combined method of forest gaps
(COP) estimation using UAV and Sentinel 2 images, intended for precise rapid mapping of COP
on a large forest management unit scale, was demonstrated. The results of the research show that,
with the synergistic effect of two, in many respects, very different Earth observation (EO) systems,
we can significantly improve the current practice of monitoring the state and disturbances of forest
cover. This approach enables relatively fast and very precise insight into forest canopy over relatively
larger areas. There are two particularly important aspects where the significant benefits of using the
aforementioned approach could be identified. The first element is related to the improvement of
forestry planning and operational activities that could take advantage of the availability of timely and
accurate information on the locations and magnitude of forest gaps throughout the FMU. The second
element is predominantly contribution in the remote sensing domain, which refers to a proxy way
of improvement of the capabilities of Sentinel-2 for very fine gradation of canopy cover at subpixel
precision. The effectiveness of the combined use of these two sensors stems from the blending of their
comparative advantages and the elimination of their weaknesses. Sentinel-2 is currently one of the
most advanced satellite EO systems whose most important features are global coverage, high spectral
resolution, and short revisit time, although its spatial resolution is too coarse for the discrimination of
canopy openings smaller than 10 m. UAV systems, with ultra-high spatial resolutions and flexibility
of manipulation, are currently unsurpassed in capabilities of precise detection of stand coverage,
although they are limited in the operational area they can cover. By using the UAV system as ground
truth on preselected smaller training and validation areas and Sentinel-2 for wall-to-wall prediction
with ML techniques, we extended, in a surrogate fashion, information from the UAV over the whole
FMU. Using a simple UAV system with only an RGB camera, which has some limitations in canopy
segmentation, has advantages in wide operational applicability. Currently, systems such as DJI
drones with RGB cameras are by far the most widespread of all UAV systems, while the processing
of such images is far simpler than more complex multispectral, hyperspectral, thermal, and LiDAR
images, which greatly facilitates the acquisition of information. As the main purpose of the presented
approach is applicability in operational forest management or silvicultural decision-making processes,
the method has certain trade-offs that resulted in a somewhat weaker overall prediction accuracy at
the expense of the promptness of the required data acquisition and the short time required for the final
product manufacturing, which is usually one of the main requirements of end-users in operational
forestry for this kind of EO product (e.g., when assessing large-scale calamity caused by windthrows,
ice breaks, biotic damages, etc.). The applied approach relies entirely on information from remote
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sensors in different image resolutions, while it minimizes field work which is in line with current
trends of advanced smart forestry technologies.

For the integration of different sensors, UAV and Sentinel-2, the predictive modeling approach
was applied, which consisted of feature engineering, the creation of training and validation sets of
data, training of various algorithms using resampling techniques, validation of models on the test
set, model selection, construction of the final model, and prediction of the new samples. The model
building process brought about the improvement in predictive performance on the training set in
successive steps; (I) the highest R2 of the single feature (derived satellite index) using simple linear
regression was 0.57, (II) the highest R2 using multiple features obtained from the single-date, S-2 image
and the best ML algorithm was 0.624, and (III) the highest R2 on the multi-temporal set of four
consecutive S-2 images, using the best ML algorithm was 0.697.

From the wider range of satellite indices or features examined in this study, several exhibited
superior properties in differentiating the COP gradient and were, therefore, incorporated as the
main foundation in the majority of ML models. NDVI (Normalized Difference Vegetation Index),
which most often represents the core index for determining variations in the structure of vegetation
cover, did not prove to be the primary choice of ML algorithms examined in this research. Instead,
as a primary choice, they selected indices closely based on NDVI but with enhanced properties in
certain segments. ARVI (Atmospherically Resistant Vegetation Index), as with NDVI, is based on the
normalized difference between the near-infrared and red channel, but it corrects the atmospheric effect
on the red channel by using the difference in the radiance between the blue and red band. It has a
similar dynamic range to NDVI but, on average, is four times less sensitive to atmospheric effects.
IPVI (Infrared Percentage Vegetation Index) is functionally equivalent to NDVI with the only difference
that it includes infrared and red factors in the NDVI equation which results in simplification of the
calculation process. The NDI45 (Normalized Difference Index) algorithm uses the same relations and
bands but is more linear and usually less saturated at higher values than the NDVI. In addition to
the above indices based on the improved NDVI principle, simple ratio indices that are sensitive to
variations in chlorophyll concentrations in canopies were also shown to be the dominant choice for
ML algorithms. PSSRa (Pigment-Specific Simple Ratio, or chlorophyll index) consists of a simple
ratio of the near-infrared and red bands. It is a narrow-band pigment index that has the strongest
and most linear relationship with canopy concentration per unit area of chlorophyll a, chlorophyll b,
and carotenoids. MCARI (Modified Chlorophyll Absorption Ratio Index) is the ratio of differences
in bands in the visible spectra (red, green, blue), responsive to chlorophyll variation, and ground
reflectance. In addition to the mentioned vegetation radiometric indices, a few ML algorithms
(GBM and XGBoost), as a first source, used a CI (Color Index) which belongs to the group of soil
radiometric indices. CI was primarily developed to differentiate soils in the field, and, in this study,
it probably had the best properties to differentiate areas with bare soil within significantly disturbed
canopy cover caused by recent windthrows. In most cases, it gave complementary information to the
NDVI. RI (Redness Index), as with CI, enables identifying areas with bare soil, which, in the FMU
Litorić, have a commonly reddish hue, characteristic for soils developed on hard limestone. Of the
other used indices, of greater importance was the NDTI (Normalized Difference Turbidity Index)
which belongs to the water radiometric group of indices commonly used for the measurement of water
turbidity or water clarity. Since the NDTI algorithm is color-sensitive, with a structure very similar to
the CI algorithm, its representation in the models was complementary to the CI and RI indices.

The use of a multitemporal set of S-2 data, compared to information from the single S-2 image,
contributed most significantly to an increase in the prediction results compared to all other examined
means of prediction improvement. The highest achieved R2 using 10-fold CV on the training set with
data from a single S-2 image from 25 July 2018, which was closest to the UAV image acquisition,
was 0.624. However, by including variables from the multitemporal set, a significant increase in the
explained COP variance from the multitemporal predictors was achieved (R2 of 0.697). On the other
hand, the use of a multitemporal set led to an only slight improvement in RMSE (13.756) compared to
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single-date variables (15.148), which ultimately made a difference of only 1.3% of COP. The advantages
of using a multitemporal set of Sentinel 2 images vs. a single image for the discrimination of forest
cover are in accordance with recently published results [57,58]. The most likely reason for the enhanced
results of the multitemporal set is that, although the S-2 images were obtained within a short time
interval (approximately 2 months), they were able to discern certain variations in phenology that
are very significant for discriminating small changes in the forest cover structure. According to the
results [58], classifications made using multitemporal Sentinel 2 imagery for two contrasting seasons
(spring and autumn) were the most accurate, while classifications based on the single-season spring
images were the second most accurate. Classifications made using other combinations of seasons and
feature types varied but yielded significantly lower accuracy. Incorporation of the Sentinel-2 image
from the early spring aspect could most probably improve the COP prediction, but at the risk of loss of
up-to-date insight into the current situation of the forest cover, which is often crucial for operational
silvicultural decisions.

The addition of ML models with varying degrees of complexity was one of the options in which
an improvement in COP prediction was sought. The included ML algorithms on the single temporal
S-2 training set with 10-fold CV only partially contributed to improved prediction. Compared to the
basic OLS algorithm (RMSE = 15.684; R2 = 0.603), the best XGBoost model (RMSE = 15.148; R2 = 0.624)
only slightly improved the prediction results (a decrease in RMSE of 0.536 and an increase in R2 of
0.021). Although they showed a very small improvement of model metrics, a few ML algorithms such
as SVM, RF, GBM, XGBoost, and CatBoost showed somewhat better results, whereas some algorithms
such as NNET underperformed and others such as PLS, RR, and ENET had similar capabilities
to OLS. A significant difference between the algorithms was noticeable on the multitemporal set
between the basic OLS model (RMSE = 87.413; R2 = 0.593) and the best SVM model (RMSE = 13.756;
R2 = 0.669). It should be noted that the basic OLS algorithm, due to a large number of predictors,
exhibited a problem with convergence and instability (high RMSE) and, therefore, was unsuitable for
the multitemporal set.

One of the observed shortcomings of the method is that it was less suitable for extrapolation
of COP outside the training area, i.e., lower prediction capabilities for COP mapping of the entire
FMU area. This was obvious from the obtained metric from the spatially remote validation dataset.
The accuracy achieved on the test set was significantly lower than the accuracy obtained using 10-fold
CV resampling on the training set. The best obtained RMSE and R2 on a single S-2 image were 15.09 and
0.42, while those on the multitemporal set were 14.900 and 0.445, respectively, significantly worse than
the 10-fold CV from the training data. Furthermore, more complex algorithms that were somewhat
superior on the training set did not validate their advantages on the independent set. The benefit of
using more complex ML algorithms is that they allow better adjustment to local conditions, while this
advantage is lost in cases of extrapolation to new conditions out of the training area. In other
words, complex ML algorithms generally overfitted the local condition, while, outside the training
area, they were comparable to simpler algorithms with greater robustness and generalization ability.
These results indicate the inadequate sampling design of the ground-truth UAV data acquisition used
for model creation and mapping of the whole FMU area in this study (the sampling design of UAV
locations was not considered preliminary). Poorer generalization capabilities of the model could be
remedied by the acquisition of UAV ground-truth images from a larger number of smaller training
areas across the FMU to incorporate the variety of conditions (stratified random sampling). The ML
model constructed in this way, in addition to encompassing a wider range of diversity, would be used
primarily for interpolation between the UAV survey locations rather than extrapolation as was the case
in this study. Moreover, the improved sampling design will enable much better performance of more
complex ML models (RF and boosting) which are superb for the representation of conditions that are
not beyond the range of data used for learning.

Precise and reliable delineation of the crown edge on UAV images presented one of the
most important factors affecting the reliability of the model. The problems observed in this
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study stemmed from the limited capabilities of UAV images only in the visible RGB channel to
accurately delineate the crown projection, which was then used as reference values for COP modeling.
According to our knowledge, research on the combined application of Sentinel-2 and UAV in similar,
highly heterogeneous forest types such as mixed beech–fir forests has not been conducted so far;
thus, a direct comparison of the obtained results is not possible. On the other hand, there are results
in which a somewhat similar approach was used but in somewhat different forest conditions. In a
similar study evaluating tree canopy cover [44], using combined Sentinel-2, Google Earth imagery,
and ML methods, significantly better prediction was achieved (R2 = 82.8%, RMSE = 8.68%) than in
our study. However, higher accuracy of the assessment was obtained in the semiarid Mediterranean
silvopastoral system (Quercus ilex, Quercus suber) with sparse tree density and very contrasting bare
soil with a distinctive color. In such conditions, it was possible to identify more clearly the crown
boundary and produce a more accurate canopy mask layer, which were the most likely reasons for
better assessment. In conditions of extremely complex canopy structure, as is the case with mixed
beech–fir forests, special attention should be paid when creating a canopy mask layer. Using images
only from the visible part of the spectrum, relying solely on differences in color between the canopy
and ground, is often very unreliable due to noise from shadows at gap edges, groups of fallen trees
after windthrows, etc. Discoloration and defoliation of individual, partially damaged trees, which are
falsely rejected from the canopy mask using an automatic classification based only on color indices
from the visible spectra, also represent an observed problem that probably affected the accuracy of
the method.

5. Conclusions

The development of new remote sensing methods such as UAV, as well as new satellite sensors and
the increasing amount and availability of high-quality and free-of-charge satellite data, opens up new
opportunities for improving decision-making support in operational forest management. Satellite data
have so far, through a large number of different examples, shown their distinct advantages for
the detection of changes in forests, but most often in large areas and in coarser spatial resolution,
where their robust nature comes to the fore. The use of satellite Earth observations to obtain more
accurate information of forest structure is most often hampered by the need for field collection of
ground-truth information required for better representation of forest characteristics, which is often very
slow and costly. The so-called change detection methods that have been used most often to quantify
differences caused by anthropogenic or natural changes in the forest structure provide only proxy,
indirect representations inherited from the properties of the used satellite index. On the other hand,
the development of unmanned aerial vehicles and their applications in forest photogrammetry have
made it possible to obtain very precise, near-real-time information on the forest structure in a very
cost-efficient way. The high precision of photogrammetric UAV methods, due to the immense amount
of information, and the limited flying range simultaneously represent constraints in the use of this
method over larger areas.

Sentinel-2 MSI, due to its advanced spectral characteristics, frequent revisit time, and free-of-charge
data availability, represents a highly usable system for various forestry applications. A prerequisite
for more efficient use of Sentinel-2 in operational forestry, as well as other optical sensors, is the
establishment of stochastic relationships between obtained reflectance in the various spectral bands on
multispectral images as surrogate information from forests and common measurable stand parameters
used in forest management.

In this study, we demonstrated the effectiveness but also emphasized detected weaknesses of the
combined approach to assessment of one of the basic silvicultural parameters such as canopy openings
percentage (inverse of the canopy density percentage) using a series of Sentinel-2 imagery and simple
UAV RGB images. With the combined approach, the existing limitations of each sensor were annulled:
the coarser spatial resolution of Sentinel 2 and the limited flying range of UAV. UAV imagery was
used for precise representation of the canopy cover, and Sentinel-2 was used as a scaling platform for
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transferring information from UAV to a wider spatial extent, while the connection was established using
an adequate ML algorithm. A fairly reliable estimate was obtained using a series of four consecutive
Sentinel-2 images collected over a period of just over 2 months, which overlapped in time with the
UAV recording. Using only one Sentinel-2 image to compare with UAV gave much poorer results.
Additionally, for extrapolation of information over the whole FMU, slightly better final results were
obtained by using a simpler and more robust linear regularization algorithm such as Elastic Net rather
than other more complex and robust ML methods (random forest, boosting, support vector machines,
neural networks).

Given its applicability in forestry, the method can be used for operational applications in support
of silvicultural planning and decision-making on an annual basis or any time when there is a need from
users for up-to-date information of the state of the forest canopy, such as in case of identified disturbances
(windthrows, ice breakage), as well as for control of silvicultural or other activities (forest clearings,
illegal loggings, etc.). Although the approach was demonstrated in very heterogeneous conditions
such as those prevalent in the uneven-aged mixed beech–fir forest, it is possible to extend it to various
other forest types and environmental conditions. Furthermore, this approach is suitable for combining
Sentinel-2 with other structural and functional parameters of stands that can be obtained directly from
UAV sensors (LiDAR, multispectral, hyperspectral) in which there is a stochastic relationship with
Sentinel-2 images.
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Abstract: The decreasing area of mangroves is an ongoing problem since, between 1980 and 2005,
one-third of the world’s mangroves were lost. Rehabilitation and restoration strategies are required
to address this situation. However, mangroves do not always respond well to these strategies
and have high mortality due to several growth limiting parameters. This study developed a land
suitability map for new mangrove plantations in different Southeast Asian countries for both
current and future climates at a 250-m resolution. Hydrodynamic, geomorphological, climatic,
and socio-economic parameters and three representative concentration pathway (RCP) scenarios
(RCP 2.6, 4.5, and 8.5) for 2050 and 2070 with two global climate model datasets (the Centre
National de Recherches Météorologiques Climate model version 5 [CNRM-CM5.1] and the Model for
Interdisciplinary Research on Climate [MIROC5]) were used to predict suitable areas for mangrove
planting. An analytical hierarchy process (AHP) was used to determine the level of importance
for each parameter. To test the accuracy of the results, the mangrove land suitability analysis were
further compared using different weights in every parameter. The sensitivity test using the Wilcoxon
test was also carried out to test which variables had changed with the first weight and the AHP
weight. The land suitability products from this study were compared with those from previous
studies. The differences in land suitability for each country in Southeast Asia in 2050 and 2070 to
analyze the differences in each RCP scenario and their effects on the mangrove land suitability were
also assessed. Currently, there is 398,000 ha of potentially suitable land for mangrove planting in
Southeast Asia, and this study shows that it will increase between now and 2070. Indonesia account
for 67.34% of the total land area in the “very suitable” and “suitable” class categories. The RCP 8.5
scenario in 2070, with both the MIROC5 and CNRM-CM5.1 models, resulted in the largest area of
a “very suitable” class category for mangrove planting. This study provides information for the
migration of mangrove forests to the land, alleviating many drawbacks, especially for ecosystems.

Keywords: mangrove; Southeast Asia; replanting; restoration; analytic hierarchy process
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1. Introduction

Mangroves are defined as the vegetation that grows along the intertidal zones in both tropical
and subtropical countries [1–4], and they are beneficial for humans and their surrounding ecosystems.
For example, they can protect people from natural hazards, such as storm surges and tsunamis [5–7],
act as water purifiers, and prevent coastal erosion and abrasion [5]. Furthermore, mangrove ecosystems
have an important functional role in determining the balance of biological and nutrient cycling [8–10]
since they are often used as nursery habitats [9,10]. Moreover, they play a significant role in preventing
climate change, as they sequester 1.023 Mg of carbon per hectare [5,8] and have five times the carbon
of tropical, boreal, and temperate forests [11].

In the 20th century, mangroves covered approximately 181,000 km2 globally [12], and almost half
of the world’s current mangroves are in Asia [12,13]. However, according to the Food and Agriculture
Organization (FAO; 14), approximately one-third of the global mangrove area was lost from 1980 to
2005, and, from this, the largest loss was in Asia [14]. In Southeast Asia, more than 110,000 ha of
mangroves have been deforested of which approximately 97,000 ha were lost from 2000 to 2012 [15].
Over half the known mangrove species (36 and 46 out of 70) are found in the Indo-Malay Philippine
Archipelago [16]. In these regions, less than 15% of the mangrove species are threatened [16].

Anthropogenic activities are one of the main factors leading to the decline of mangrove areas [8,15].
According to Richards and Friess (2016, [15]), the conversion of mangroves into aquaculture and
rice fields is the biggest cause of mangrove deforestation in Southeast Asia. Additionally, climate
change is also causing loss in some areas because of drought, sea level rise, and a drastic increase in
temperature and salinity, to which mangroves find it difficult to adapt [17–19]. For instance, during
the transition from El Niño to La Niña in 2016, the mortality rate of seedlings increased dramatically,
owing to an increase in the salinity levels and the tidal inundation on the Pacific coast of Columbia [20].
The loss of mangroves has many negative consequences, and, for some countries, results in economic
decline [5,21]. For example, the decrease of mangrove areas in the Gulf of California is predicted to
reduce the productivity of fish and crabs by approximately 37,500 USD per hectare [21]. Furthermore,
mangrove loss can also disrupt coastal ecosystems [5].

Rehabilitation and restoration strategies are required to address the global decreases in mangrove
areas [5,6,22]. However, some mangroves do not respond well to these strategies and have high
mortality rates, owing to several parameters that hinder their growth [23–30]. For example, in the
Philippines, during mangrove rehabilitation practices, seedlings experienced a mortality rate of
10%–20% because of unsuitability of the location selected [25]. This highlights one of the main reasons
for mangrove restoration failures, as unsuitable target areas often do not have the required tidal
inundation for mangrove growth [24,26]. The presence of high waves erodes the coastal area and can
result in the death of new mangrove plants [23,28]. According to previous investigations [31], the beach
slope and elevation affect the frequency of tidal inundation and the impact strength of the waves.
This indicates that the elevation and slope parameters are important when selecting suitable areas for
mangrove restoration. In addition, in Fujian and Zhejiang, the failure of mangrove rehabilitation was
partly due to their unsuitable climates [32].

Two of the important climatic parameters for mangrove growth are precipitation and air
temperature. Future climate models project that there will be extreme variations in precipitation [33,34].
Schewe and Levermann (2012, [35]) have predicted that an increase in temperature at the end of the
21st century and early 22nd, will cause changes in the distribution of rainy seasons to 70% below
normal. This will cause the rainy seasons in Southeast Asia to be delayed [36,37]. Changes in
precipitation can affect the growth, distribution, and area of mangroves [17]. According to Fischer and
Knutti [38], an increase in precipitation will result in the death of plants. Conversely, Eslami-Andargoli
et al. [39] found that an increase in precipitation could increase the number of mangrove areas due
to the expansion of mangrove forests inland. Increases in precipitation could also lead to decreases
in pore water salinity and sulfate concentrations, which could increase mangrove productivity [40].
In addition, future climate models also project that there will be an increase in air temperature of 10%
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◦C−1 in Southeast Asia [41,42]. According to the Intergovernmental Panel on Climate Change (IPCC)
(2013, [34]), with scenario representative concentration pathway 8.5 (RCP 8.5), global temperatures
are expected to increase by 4.8 ◦C from 2081–2100. An increase in temperature will affect the rate
of evaporation and transpiration, which adversely affects plants [43]. Furthermore, a decrease in
precipitation and an increase in evaporation will cause an increase in soil salinity. This will result in
decreased seedling survival and increase mangrove loss, as their current areas will become hypersaline
mud plains [19,44,45]. The occurrence of increased salinity and drought may also affect the species
diversity, size, and productivity of mangrove forests [46,47]. Research is, thus, required to identify
suitable areas for mangrove restoration in future climatic conditions using various RCP scenarios in
Southeast Asia. Moreover, social and economic factors also greatly influence the selection of land for
mangrove restoration. This is because coastal urban areas have grown at a faster rate than non-urban
coastal areas [48,49]. The coastal population growth and rate of urbanization, which have outpaced
demographic development in inland areas, have been driven by rapid economic growth and migration
to the coast [50,51]. Hence, the existence of rapid population growth and a coastal economy are
important parameters to consider when identifying suitable land for mangrove restoration.

Remote sensing techniques, such as mapping and monitoring, have been used extensively in
mangrove research. For example, Vo et al. and Zhen et al. [52,53] used remote sensing to map
mangrove forests, whereas Liu et al. and Fauzi et al. [54,55] used remote sensing to monitor the
changes in mangrove forests and analyze the cause of their deforestation. Once potential areas
have been identified using methods like remote sensing, their suitability needs to be ranked so the
optimal areas can be selected for rehabilitation and restoration [56,57]. There are several weighting
techniques for land suitability analysis, such as artificial neural networks [58,59], multivariate
applications [60], multi-criteria analysis outperforming competitors [61], boolean classification
methods [62], root quadratic and multilevel methods [63,64], productivity index [65], a pairwise
comparison matrix [66], and an analytical hierarchy process (AHP) [67–78]. This study utilized AHP as
its weighting method. AHP is a model that is widely used in decision-making processes, such as when
selecting potential land areas and calculating their risk and vulnerability [56–78].The large number of
recent investigations into mangroves makes the AHP model the most suitable for this investigation.
This is because this method uses the criteria suggested in previous studies and expert opinions to
decide the weight of each of its own criterion. In addition, AHP can consider the relative priority of
alternatives as well as represent the best alternative, as it determines the effects of certain weights
based on the comparison of paired parameters, according to relative importance [79]. AHP analysis
also calculates the consistency value of the index, so that the weights generated for each alternative are
consistent with one another [79].

The objective of this study was to assess the amount of land suitable for mangrove restoration
today and in the future, according to the different climate change scenarios for 2050 and 2070, using the
AHP method with remote sensing, model, and statistical data. The study areas were in Southeast
Asia and included Myanmar, Thailand, Cambodia, Vietnam, the Philippines, Malaysia, Singapore,
Brunei Darussalam, and Indonesia. To the best of our knowledge, this is the first study to combine
climate, hydrodynamic, geomorphological, and socio-economic data to determine the suitability of
mangrove land for mangroves in the regional areas using remote sensing, model, and statistical data.

2. Materials and Methods

To determine if the land now, and in the future, is suitable for planting mangroves, this study
used hydrodynamic, geomorphological, and climatic parameters. The geomorphological parameters
included elevation and slope sub-parameters. The hydrodynamic parameters included tidal inundation
sub-parameters, and the climatic parameters included air temperature and precipitation sub-parameters.
AHP was used as a method of weighting and determining the importance of each parameter and
sub-parameter. After identifying the land suitable for planting mangroves, this study analyzed the
socio-economic parameters of the area and their influences on the land’s suitability. The socio-economic
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parameters represented the human pressures that hinder mangrove restoration and included parameters
for land cover, population, gross domestic product (GDP), and night light. To understand the effects of
using the AHP method to weigh the selections for mangrove land suitability, the results were compared
with the results of the land selection using equal weights (i.e., without AHP). They were also compared
with the land suitability products of other studies to analyze the uncertainties in this study. The suitable
sites for mangrove growth in 2050 and 2070 were assessed using climate model data (precipitation
and average air temperature parameters) from the Centre National de Recherches Météorologiques
Climate model version 5 (CNRM-CM5.1) and the Model for Interdisciplinary Research on Climate
(MIROC). Three RCP scenarios (RCP 2.6, 4.5, and 8.5) were used for each climate parameter. This study
compared the results of the current land suitability with that in 2050 and 2070 for each RCP scenario
with the two climate models to determine the differences in each scenario for mangrove planting.

The methodology used in this study was divided into stages. The first stage was to determine the
parameters and build their hierarchy. The second stage was to create the base map. The third stage
was to classify both the parameters and the sub-parameters into several classes. The fourth stage was
to determine the weight of each parameter and sub-parameter using the AHP method. Finally, the fifth
stage was to create scenarios to determine the land’s suitability for mangroves. Figure 1 shows the
data-processing schemes for the land suitability analysis for mangrove planting.

Figure 1. Data-processing scheme of the land suitability analysis for mangrove planting. AHP: analytic
hierarchy process. MIROC5: Model for Interdisciplinary Research on Climate 5. CNRM-CM5.1: Centre
National de Recherches Météorologiques Climate model version 5.

2.1. Determination of Parameters and Hierarchy Building

The determination of the appropriate parameters was the most important step for identifying
land suitability. The parameters were first selected from a literature review and then the
parameters were divided into three categories. The first category included the hydrodynamic,
geomorphological, and climatic parameters that made the land suitable for planting mangroves.
Moreover, the sub-parameters used in this study were those that had the highest weight when
compared with the other sub-parameters, when weighted using the AHP method, and those with very
low weights were not used in this study. The second category included parameters that make a land
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unsuitable for planting mangroves, owing to intensive social and economic anthropogenic activities.
In this study, these parameters were classified as human pressure parameters. Finally, the third
category included climate prediction model parameters. These parameters were used to predict the
land suitability for the future growth of mangroves, while assuming that there would be no changes in
the hydrodynamic, geomorphological, and human pressure parameters.

2.1.1. Hydrodynamic

The seawater parameter had one sub-parameter, which was tidal inundation. The tidal inundation
data used in this study were obtained from tidal data models. The tidal data model was created
from TPXO 9.0 data. TPXO is a tidal model based on bathymetry, which assimilates various data
sources and is processed using OTIS software [80,81]. The tidal model was verified using tidal
station data across Indonesia, which are available from the Indonesian Geospatial Information
Agency. Subsequently, the tidal inundation was calculated by multiplying the amplitude value by two,
which results in a tidal inundation map of 2018 that had a spatial resolution of 1◦.

2.1.2. Geomorphology

The geomorphology parameter had two sub-parameters, elevation, and slope. The elevation
and slope sub-parameter data used in this study were obtained from the Multi Error Removed
Improved Terrain Digital Elevation Model (MERIT DEM). MERIT DEM is the result of the development
of DEM data from SRTM3 v2.1 and AW3D-30m v.1, which eliminated several error components,
including absolute bias, noise stripe, noise speckle, and height of the tree bias. These data had a spatial
resolution of 90 m [82].

2.1.3. Climate

The climatic parameters had two sub-parameters, namely, average air temperature and
precipitation. The average air temperature data used in this study were the 2 m air temperature
data obtained from the European Center for Medium-Range Weather Forecasts (ECMWF). These air
temperature data pertained to 2 m above the land, sea, or water surface. The 2-m air temperature was
calculated by interpolating between the lowest level model and the surface of the earth, while taking
atmospheric conditions into account. The unit of measurement for this parameter was kelvin (K).
The data used were monthly data derived from daily data accumulation with a spatial resolution of
0.125◦.

The precipitation data used in this study were obtained from the Climate Hazards Group InfraRed
Precipitation with Stations version 2.0 (CHIRPS v.2.0). The CHIRPS data were a combination of
pentadal rainfall data, global geostationary TIR satellite observations from Climate Prediction Center
(CPC) and the National Climatic Data Center (NCDC), rainfall atmospheric models from the NOAA
Climate Forecast System version 2 (CFSv2), and rainfall data collected from in situ observations at
each station [83,84]. This CHIRPS product had a 0.05◦ spatial resolution with pentadal, decadal,
and monthly temporal resolutions [85].

2.1.4. Human Pressure

Human pressure was the parameter that made an area unsuitable for planting mangroves owing
to over-population and development of urban areas. The human pressure parameter had four
sub-parameters, land cover, population, gross domestic product (GDP), and night light. The land cover
data used in this study were climate change land cover initiative (CCI-LC) data from the European
Space Agency (ESA). These data describe the surface of the earth in 37 classes of the original land cover
based on the United Nations Land Cover Classification System (UN-LCCS) with a spatial resolution of
300 m [86]. The population data used in this study were gridded populations sourced from the world
version 4 (GPWv4) data. These data provide information on the population density (number of people
per km2) with a 30” × 30” grid size [87].
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The GDP data used in this study were obtained from Kummu et al. [88]. They included USD GDP
data, obtained from the GDP per capita multiplied by the History Database of the Global Environment
(HYDE) population data 3.2, which had a grid size of 5′ × 5′ [88]. The night light data used in this
study were the black marble nighttime light (VNP46) data of the National Aeronautics and Space
Administration (NASA). These data had a spatial resolution of 500 m. NASA developed black marble
as a series of daily products that were calibrated, correlated, and validated, so that the night light data
could be used effectively for scientific observations [89].

2.1.5. Climate Prediction Model

The climate prediction data model had two sub-parameters, namely, average air temperature
and precipitation. These sub-parameters were obtained from the CNRM-CM5.1 and the MIROC5
models. CNRM-CM5.1 and MIROC5 are the earth system models designed to facilitate simulations that
contribute to phase five of the Coupled Model Intercomparison Project (CMIP5). CNRM-CM5.1 consists
of several models, namely, the atmospheric model from ARPEGE-Climat version 5.2 and the marine
model from The Nucleus for European Modelling of the Ocean version 3.2 (NEMO v3.2) and includes
the Interaction Sol-Biosphère-Atmosphère (ISBA) land surface and the sea ice model from Global
Experimental Leads and sea ice for Atmosphere and Ocean version 5 (GELATO v5). These models
were designed independently and combined through OASIS v.3 software [90]. The CNRM-CM5.1 data
had a spatial resolution of 1.4◦ × 1.4◦ and it is one of the best global climate models for temperature
and rainfall parameters data in Southeast Asia [91]. MIROC5 is a climate prediction model created by
the Japanese research community. It has 40 standard vertical resolution levels of up to 3 hPa with a
spatial resolution of 1.4◦ × 1.4◦. MIROC5 has better climatological features (precipitation, average
zonal atmospheric fields, equatorial subsurface fields, and El Niño-Southern Oscillation simulations)
than the previous version [92]. Both CNRM-CM5.1 and MIROC5 included three scenarios, namely,
RCP 2.6, 4.5, and 8.5. In RCP 2.6, the greenhouse gas concentration was very low, while RCP 4.5 meant
that the total radiative forcing was stabilized shortly. In RCP 8.5, the greenhouse gas emissions increase
over time, resulting in higher concentrations. In this study, the results of the mangrove suitability site
analyses were compared in the context of these RCPs to determine the scenarios that included the most
suitable sites for planting mangroves.

2.2. Creation of the Basemap

Before initiating the data processing, a base map was constructed from coastline data and
mangrove distributions and buffered 10 km inland. The mangrove distribution data used in this
study were obtained from Giri et al. [13]. The primary data for the mangrove distribution resulted
from a combination of the global land survey (GLS) data from 1997 to 2000, with a 30-m resolution,
and the Landsat imagery available from the United States Geological Survey (USGS). The secondary
data used were global mangrove data [14] and data from the national and local mangrove databases.
The mangrove distribution data were buffered 10 km inland. This base map was then used for land
selection and to analyze land suitability.

2.3. Classification of the Parameter

To select suitable land for planting mangroves, each parameter needed to be classified and scored.
The classification and scoring in this study involved two stages. The first stage was the division of
the classes of each land suitability parameter. Each parameter could be classified into four classes
(very suitable, suitable, moderate, and unsuitable). The classes were devised based on the results of a
literature review (Table 1). The second stage involved assigning a score to each class. Very suitable and
suitable classes were assigned scores of four and three, respectively, whereas moderate and unsuitable
classes were assigned scores of two and one, respectively. In addition, class divisions and scores were
applied to each human pressure parameter. The human pressure parameters could be categorized into
either of four classes (low, medium, high, and very high) except for the land cover parameter. The land
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cover parameter included two classes (urban and non-urban). Low, medium, high, and very high
classes were assigned scores of one, two, three, and four, respectively.

Table 1. Classification of the land suitability and human pressure parameters.

Parameter Sub-Parameter Class Value Class Reference

Land suitability
parameters

Climate

Air temperature (◦C) 28–30 Very suitable

[93]26–28, 30–32 Suitable
8–26, 32–42 Moderate
<8, >42 Unsuitable

Precipitation (mm) 1400–3750 Very suitable

[94]1200–1400, 3750–4500 Suitable
0–1200, 4500–7500 Moderate

>7500 Unsuitable

Geomorphology Elevation (m) (−0.25)–1.5 Very suitable

[95](−0.20)–(−0.25), 1.5–1.8 Suitable
(−0.20)–(−0.4), 1.8–2.8 Moderate
<(−0.4), >2.8 Unsuitable

Slope (%) 0–2 Very suitable

[96]2–2.15 Suitable
2.15–2.5 Moderate
>2.5 Unsuitable

Hydrodynamic Tidal inundation (m) ≤0.4 Very suitable

[97,98]0.4–0.3 Suitable
0.3–1.27 Moderate
>1.27 Unsuitable

Human
pressure

parameters

Land cover - 189–191 Very high -
10–189, 191–210 Low

Population - > 150 Very high

-50–150 High
10–50.0 Medium
<10 Low

GDP per capita (PPP) - >12.375 Very high

[99]3.996–12.375 High
1.026–3.996 Medium
<1.026 Low

Nightlight - 14–255 Very high

-10–14.0 High
7.0–10 Medium
2.0–7.0 Low

2.4. Determination of the Parameters Weight

The AHP method was used to determine the parameter weights in this study. AHP is a
decision-making technique developed by Saaty [79] and was carried out in three stages. First, a pairwise
comparison matrix was created by creating a scale with values from one to nine for the hydrodynamic,
geomorphological, and climate parameters (Table 2). The scale of importance between one parameter
and another was determined by expert judgment. Second, normalize the results of the pairwise
comparison matrix were normalized and a column vector created that had n units with n components,
so that the weight value and the total weight vector for each parameter could be obtained.
Third, the consistency ratios were estimated. To calculate the consistency ratio, the lambda (λ)
and consistency index (CI) parameters were required. The λ value was the average value of the
consistency vector values of all parameters. The consistency vector value was obtained by dividing the
number vector by the weight of each parameter with the following formula.

Vector of consistency
(
VCnth parameter

)
=

Number o f vectorsnth parameter

Weightnth parameter
(1)

Average consistency (λ) =
VC1st parameter + VC2nd parameter + VCnth parameter

Number o f parameters
(2)
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Table 2. Pairwise comparison matrix to determine the weights of the main parameters.

Parameter Hydrodynamic Geomorphology Climate

Hydrodynamic 1.000 1/3 2.000
Geomorphology 1.000 1.000 2.000

Climate 1.000 1/3 1.000

n = 3, λ = 2.91, CI = −0.046, RI = 0.58, CR = −0.01

The λ value was used to calculate the CI value, as described in Equation (3). The CI calculation was
based on the observation that λ is always greater than or equal to the number of the criteria considered
(n). If the paired comparison matrix is a consistent matrix, then it has a positive value, a reciprocal
matrix, and λ = n. Therefore, if λ-n, then it can be considered as a measure of the inconsistency level.
For more details, the CI formula can be written as follows.

CI =
λ− n
n− 1

(3)

The CI value in Equation (3) can be used to calculate the consistency ratio (CR), as described in
Equation (4) below.

CR =
CI
RI

(4)

where RI (random index) is the consistency index of a paired comparison matrix that is randomly
generated. If a CR value of less than 0.10 was obtained, it indicated a level of rational/reasonable
consistency in pairwise comparisons. However, if the CR value obtained was greater than 0.10, the ratio
values indicated inconsistent ratings. If the assessment was inconsistent, a correction needed to be
made to the scoring when the comparison matrix was paired. Table 2 shows the pairwise comparison
matrix of the main parameters and the value of the CR from this study. Moreover, pairwise comparison
matrixes for the sub-parameters are shown in Tables A1–A7. The results of the weighting method
using AHP for each parameter and sub-parameter are shown in Table 3.

Table 3. The weight of each parameter and sub-parameter.

Parameter Sub-Parameter

Parameter
Weight of
Parameter

Sub-Parameter
Weight of

Sub-Parameter
Class Value

Climate 0.25

Air temperature (◦C) 0.21

28–30
8–28, 30–42
6–8, 42–44
<6, >44

Precipitation (cm) 0.17

140–375
0–140, 375–750

750–850
>8500

Geomorphology 0.44

Elevation (m) 0.20

(−0.25)–1.5
(−0.4)–(−0.25), 1.5–2.8
(−1.5)–(−0.4), 2.9–3.5
<(−1.5), >3.5

Slope (%) 0.16

0–2
2–2.5
2.5–3

3.0–4.0

Hydrodynamic 0.31 Tidal inundation (m) 0.25

≤0.4
0.4–1.27
1.27–2
2.0–3.0
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2.5. Scenario Generation of Land Suitability

In this study, five scenarios were created to analyze the suitability of the land for mangrove
planting in Southeast Asia. In the first scenario, a land suitability map for mangrove planting was
created with the use of the AHP method. In the second scenario, the AHP method was utilized and the
influences of the human pressure parameters were also considered. In the third scenario, all parameters
were assumed to have the same level of importance, and the AHP method was not used. The influence
of the human pressure parameters was not considered, as described in Equation (5). In the fourth
scenario, all parameters were assumed to have the same level of importance, and the influence of
the human pressure parameters was considered. Finally, in the fifth scenario, a land suitability map
for mangrove planting in 2050 and 2070, using the data from the two models (CNRM-CM5.1 and
MIROC5) was constructed with the use of the AHP method and influence of the human pressure
parameters, as represented in Equations (6) and (7). The scenarios in which the human pressure
parameters were considered aimed to assess their influence and how essential it was to consider them
when selecting suitable areas for mangroves. The scenarios that did not utilize AHP were used to
determine the accuracy of the weight results obtained from the AHP method based on the subjectivity
of the experts’ judgment. To assess the differences between the AHP effects, the Wilcoxon test was
carried out as described previously by Chakraborty et al. [57]. The Wilcoxon test can also be used to
compare the mean values of a variable from two paired sample data [100,101], whereas the Wilcoxon
signed rank test is used only for interval or ratio type data that does not follow a normal distribution.
In addition, Equations (5)–(7), respectively, represent the calculations for the replanting suitability of
the mangroves’ sites.

Replanting suitability score = Land suitability score−Human pressure score (5)

Total score with AHP =
m∑

i=1

(wpi .
n∑

j=1

(wspij . wrij)) (6)

Total score without AHP =
m∑

i=1

(
1
m

.
n∑

j=1

(
1
n

. wspij . wrij)) (7)

where:
m = number of sub-parameters,
n = number of sub-parameters,
wpi =weight of parameter I,
wspij =weight of sub-parameter j in parameter I,
wrij = ranking weight of the pixel’s sub-parameter j class in parameter i.

3. Results

3.1. Land Suitability for Mangrove Planting as Determined with the AHP Method

This study produced a land suitability map for mangrove planting in Southeast Asia, using the
AHP technique, with a 250-m spatial resolution. The potential land suitability area were divided into
three classes (very suitable, suitable, and moderate). The detailed results are shown for a selected
region of Southeast Asia in Figure 2.
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Figure 2. Map of land suitability for mangrove planting based on the results of the analytic hierarchy
process (AHP) method.

According to the land suitability map for mangrove planting that was generated using the
AHP technique (Figure 2), approximately 3,960,000 ha of land have the potential to be very suitable
for mangrove planting in Southeast Asia. The land that was classified as suitable and moderate
for mangrove planting extended over 27,791,000 ha and 16,357,000 ha, respectively. The country
that had the greatest potential was Indonesia, as it accounted for 57.38% of the total land area,
including the very suitable and suitable categories (approximately 18,220,000 ha). Indonesia was
followed by the Philippines, Malaysia, Vietnam, Thailand, and Myanmar with areas of 4,483,000 ha
(14.12%), 2,725,000 ha (8.58%), 2,637,000 ha (8.31%), 1,679,000 ha (5.29%), and 1,530,000 ha (4.82%),
respectively. The countries with the least land potential for mangrove planting were Cambodia (1.06%),
Brunei Darussalam (0.29%), and Singapore (0.15%).

The inclusion of the human pressure parameters resulted in a significant change in the potential
land area that could be suitable for mangrove planting in Southeast Asia. Based on the land suitability
map for mangrove planting that was generated using the AHP technique combined with the human
pressure parameters (Figure 3), there were approximately 398,000 ha of land suitable for mangrove
planting in Southeast Asia. The land that was classified as suitable and moderate for mangrove
planting was 4,771,000 ha and 20,123,000 ha, respectively.

Additionally, the order of the countries with the highest land potential for mangrove planting
changed. The country with the largest potential land area was still Indonesia, which accounted for
67.34% of the total land area, including land in the very suitable and suitable categories, which was
approximately 2,926,000 ha. Indonesia was followed by Vietnam, the Philippines, Thailand, Malaysia,
and Cambodia with areas of 457,000 ha (10.52%), 287,000 ha (6.62%), 234,000 ha (5.38%), 182,000 ha
(4.18%), and 143,000 ha (3.29%), respectively. The countries with the smallest area of land for mangroves
planting were Myanmar (2.57%), Brunei Darussalam (0.09%), and Singapore (0.02%).
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Figure 3. Map of land suitability for mangrove planting based on the results of the analytic hierarchy
process (AHP) method and the application of the human pressure parameters.

3.2. Current Potential Land Suitability for Mangrove Planting without the AHP Method

The differences in the potentially suitable land for mangrove planting with and without the use
of the AHP technique (Figures 4 and 5), which was used to determine the weight of each parameter,
were compared. This comparative analysis aimed to determine the amount of influence the weighting
produced by the AHP technique exerted on the potential suitability of the land for mangrove planting.

Figure 4. Map of the current potential land suitability for mangrove planting without the use of the
analytic hierarchy process (AHP) method.
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Figure 5. Map of the current potential land suitability for mangrove planting without the use of the
analytic hierarchy process (AHP) method, but with the influence of human pressure.

Based on the map of the land suitability potential without the use of the AHP technique (Figure 4),
approximately 1,149,781 ha of land had the potential to be very suitable for planting mangroves
in Southeast Asia. The land that was very suitable and suitable extended over 9,648,900 ha and
23,320,444 ha, respectively. The country with the greatest land potential for mangrove planting
was Indonesia, as it accounted for 44.819% of the total land area, including very suitable and
suitable categories of approximately 4,840,000 ha. Indonesia was followed by Myanmar, Vietnam,
the Philippines, Thailand, and Malaysia with areas of 2,045,000 ha (18.940%), 1,331,000 ha (12.327%),
809,000 ha (7.494%), 781,000 ha (7.231%), and 753,000 ha (6.972%), respectively. Meanwhile, the countries
with the least land potential for mangrove planting were Cambodia (1.956%), Brunei Darussalam
(0.248%), and Singapore (0.014%).

In addition, this study mapped the potential land suitability for mangrove planting without
using AHP, but considering the influence of the human pressure parameters (Figure 5). The resultant
map of the land suitability potential showed that there appeared to be approximately 131,756 ha of
potentially very suitable land in Southeast Asia. The very suitable and suitable land areas for mangrove
planting were 939,231 ha and 6,988,350 ha, respectively. The country with the greatest land potential
for mangrove planting was Indonesia, as it accounted for 59.326% of the total land area, including
approximately 635,375 ha of land in the very suitable and suitable categories. The country with the
second greatest land area suitable for mangrove planting was the Philippines with 118,806 ha (11.093%).
The Philippines was followed by Vietnam, Thailand, Cambodia, and Malaysia with 104,063 ha (9.716%),
92,600 ha (8.646%), 55,025 ha (5.138%), and 36,488 ha (3.407%), respectively. The countries with the
least land potential for mangrove planting were Myanmar (2.652%), Singapore (0.015%), and Brunei
Darussalam (0.007%).

It is evident from the results that the analysis without the use of the AHP technique resulted in
smaller areas of suitable and very suitable land (Table 4). This was because each parameter had a
different weighed value, and these weight differences caused the higher-weighted parameters to be
more important than the lower-weighted parameters. The results of the AHP technique indicated
that the geomorphological parameters had the highest weight, accounting for approximately 38%
of the total weight, which were followed by the hydrodynamic parameters and accounted for 32%
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of the total weight. The parameter with the smallest weight was the climate, which accounted for
30% of the total weight. These results showed that the geomorphological parameters were more
important than the hydrodynamic and climate parameters. However, the weights of each of these
parameters added up to the weights of each sub-parameter, which means that an area that has a large
geomorphological parameter value may be no more suitable for mangrove planting than areas with
high hydrodynamic values. This proves that the weight of each sub-parameter can be influential on
the selection of potentially suitable lands for mangrove planting.

Table 4. Areas of land classified as very suitable, suitable, and moderate in terms of planting mangroves
in Southeast Asia both with and without the use of the analytic hierarchy process (AHP).

Weighting Technique Country Very Suitable (ha) Suitable (ha) Moderate (ha)

With AHP Brunei Darussalam 0 4.050 26.388
Indonesia 163.738 2762.350 12,741.319
Cambodia 20.106 122.694 180.519
Myanmar 1.006 110.638 1445.525
Malaysia 769 180.975 1332.781

Philippines 44.194 243.256 1752.450
Singapore 100 694 11.138
Thailand 60.538 173.075 662.563
Vietnam 1.750 455.238 872.931

Without AHP Brunei Darussalam 0 75 11.388
Indonesia 52.688 582.688 4826.194
Cambodia 4.488 50.538 152.625
Myanmar 0 28.400 378.800
Malaysia 13 36.475 428.294

Philippines 18.206 100.600 339.219
Singapore 0 156 1.100
Thailand 56.263 36.338 270.825
Vietnam 100 103.963 579.906

The results of the AHP technique analysis showed that the tidal inundation sub-parameter
had the greatest weight when compared with the other sub-parameters. This was approximately
four times the value of the smallest weight. The greater weight of this sub-parameter suggests that
an area with tidal inundation classified in the very suitable, suitable, or moderate categories for
mangrove planting will be preferred over areas in which other sub-parameters may have greater
weights, even if they are classified as very suitable. In addition to the tidal inundation sub-parameter,
the air temperature sub-parameter played an important role in the selection of potentially suitable
land for mangrove planting. The air temperature sub-parameter ranked second in terms of importance
after the tidal inundation sub-parameter and its weight was approximately three times that of the
smallest weight. This suggests that the air temperature sub-parameter should be prioritized over the
other three sub-parameters when selecting land that is potentially suitable for mangrove planting.
The elevation and precipitation sub-parameters had the same weight and were considered equally
important. However, when compared with the tidal inundation and air temperature, they were less
important. The sub-parameter with the smallest weight, according to the results of the AHP technique,
was slope.

The analysis of the potential land suitability for mangrove planting without the use of the AHP
technique considered all parameters and sub-parameters as equally important in the selection of
potentially suitable land for mangrove planting. The equalization of the parameter and sub-parameter
weights gave a less accurate selection of the potentially suitable land than when the AHP method
was used. Inaccurate land selection may result in the use of unsuitable land for mangrove planting
or growth.
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3.3. Land Suitability for Mangrove Planting Using the AHP Method and Climate Models

Two climate models were used to predict the potential land suitability for mangrove planting in
Southeast Asia in 2050 and 2070. These were the CNRM-CM5.1 and the MIROC5.

3.3.1. Land Suitability for Mangrove Planting in 2050 and 2070 Using the CNRM-CM5.1 Model and the
AHP Method

In the land suitability map for mangrove planting in 2050 constructed using the CNRM-CM5.1
model, the 2.6, 4.5, and 8.5 RCP scenarios were examined (Figure 6). There was a slight difference in
the areas of the suitable land for mangrove planting among these three scenarios. RCP 8.5 resulted
in the largest potential land area (324,125 ha), which was followed by RCP 4.5 (307,313 ha). RCP 2.6
resulted in the smallest suitable land area (264,906 ha). The difference in the land area of the very
suitable category between RCP 8.5 and 2.6 was 59,219 ha.

Figure 6. Maps of the land suitability for mangrove planting in 2050 and 2070 using the Centre National
de Recherches Météorologiques Climate model version 5 (CNRM-CM5.1) and the analytic hierarchy
process (AHP) method with the application of human pressure parameters. RCP: representative
concentration pathways.
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The results of the three RCPs were also different in terms of the area of the potential land area
that was very suitable for mangrove planting in each country (Figure 7). Once again, Indonesia had
the highest land suitability in all three RCPs. Additionally, Indonesia showed an increasing area of
very suitable land from RCP 2.6 to 8.5 (52,181 ha). This increase was also observed for several other
Southeast Asian countries, namely, the Philippines, Myanmar, and Malaysia, with increases of 6650 ha,
1331 ha, and 244 ha, respectively. However, Thailand, Vietnam, and Brunei Darussalam maintained
the same area of very suitable potential land with all three RCPs. Singapore had the same potential
land area with RCP 2.6 and 4.5, and it increased with RCP 8.5 by 13 ha. The suitable potential land area
in Cambodia increased by 156 ha from RCP 2.6 to RCP 4.5. However, there was a drastic reduction of
1200 ha with RCP 8.5.

Figure 7. Comparison of the suitable land area for mangrove plating with the RCP 2.6, 4.5, and 8.5
scenarios in (a) 2050 and; (b) 2070. The data for each country were normalized using the Centre
National de Recherches Météorologiques Climate model version 5 (CNRM-CM5.1) and by applying
human pressure parameters with the analytic hierarchy process (AHP) method. RCP: representative
concentration pathways.

In contrast to 2050, for the three RCPs in 2070 (Figures 8 and 9), the land area that was potentially
very suitable for mangrove planting remained relatively similar for each RCP in most countries
including Thailand, the Philippines, Vietnam, Malaysia, Brunei Darussalam, and Singapore. Indonesia
experienced a decrease of 1219 ha in the potential land area from RCP 2.6 to RCP 4.5. However, the land
area that was very suitable for mangrove planting in Indonesia increased by 3356 ha with RCP 8.5.
Like Indonesia, the potential land area that was very suitable in Myanmar decreased by 281 ha from
RCP 2.6 to RCP 4.5, and increased by 2519 ha with RCP 8.5. Conversely, in Cambodia, the very suitable
potential land area decreased by 3813 ha from RCP 2.6 to RCP 8.5.

3.3.2. Potential Land Suitability for Mangrove Planting in 2050 and 2070 Using the MIROC5 Model
and the AHP Method

In the land suitability map constructed using the MIROC5 model 2050, the 2.6, 4.5, and 8.5 RCP
scenarios were also assessed (Figure 8). There was a difference in the potential land area that was
very suitable for mangrove planting among the three scenarios. The largest potential land area for
mangrove planting in RCP 8.5 was 324,125 ha, whereas RCP 4.5 had a very suitable potential land
area of 307,313 ha. RCP 2.6 had the least very suitable potential land area (264,906 ha). Therefore,
the difference in the very suitable land area from RCP 8.5 to 2.6 was 82,838 ha.
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Figure 8. Map of land suitability for mangrove planting in 2050 and 2070 using the Model for
Interdisciplinary Research on the Climate (MIROC5) and the analytical hierarchy process (AHP) method
with the application of human pressure parameters. RCP: representative concentration pathways.

Figure 9. Comparison of the suitable land areas with RCP 2.6, 4.5, and 8.5 in (a) 2050 and; (b) 2070.
The data for each country were normalized using the Model for Interdisciplinary Research on the
Climate (MIROC5) and by applying human pressure parameters with the analytical hierarchy process
(AHP) method.
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The three RCPs also differed in terms of the potential land area that was very suitable in each
country (Figure 9). Indonesia had the largest potential land area suitable in all three RCPs, and it
increased by 75,800 ha from RCP 2.6 to 8.5. An increase also occurred in several other Southeast Asian
countries, namely, the Philippines, Myanmar, Malaysia, and Singapore. These experienced increases of
6413 ha, 1138 ha, 231 ha, and 13 ha, respectively. The area of the very suitable potential land in Vietnam
and Brunei Darussalam remained the same in the three RCPs. The very suitable potential land area in
Thailand decreased by 69 ha from RCP 2.6 to 4.5 and then increased by 3 ha with RCP 8.5. The suitable
potential land area in Cambodia decreased by 719 ha from RCP 2.6 to RCP 8.5.

There were differences in the potentially suitable land area for mangrove planting (Figure 8).
The largest area of potential very suitable land was found with RCP 2.6, which was 330,919 ha, whereas
RCP 8.5 had the largest area of potential land area in the suitable category (329,381 ha). RCP 4.5 had
the smallest land area in the very suitable category (321,506 ha) when compared with the other two
RCPs. Therefore, there was a difference of 9413 ha in the very suitable land area from RCP 2.6 to RCP
4.5. Apart from the differences in the area of the very suitable potential land, the results of the three
RCPs were relatively stable (Figure 8). The countries where the land area remained the same were
Thailand, the Philippines, Vietnam, Malaysia, Brunei Darussalam, and Singapore. In contrast to the
other countries, Indonesia experienced a drastic decrease of 5888 ha in a very suitable land area from
RCP 2.6 to RCP 4.5. However, it experienced an increase of 5813 ha in the very suitable land area in
RCP 8.5. Therefore, the decrease from RCP 2.6 to RCP 8.5 was 75 ha.

4. Discussion

4.1. Comparison of Our Results with Those of Other Studies

An additional feature of this study was the comparison of the results of the potential land
suitability for mangroves that were obtained (with or without the use of the AHP method) with the
results of Worthington and Spalding (2019, [102]) (Figure 10). The results of Worthington and Spalding
(2019, [102]) showed that the total area with restoration potential was 303,708 ha. According to our
results, the total area with the greatest potential (very suitable) to plant mangroves (with the use of
the AHP technique) was 398,000 ha. Without the use of the AHP technique, this area was reduced to
131,756 ha.

Figure 10. Total restorable mangrove area [102].

In addition, there were differences in the area of land that was determined to be very suitable for
mangrove planting in each country (Figure 11). The sequence of countries obtained in this investigation
that had the potential for mangrove planting is also different from the previously reported results of
Worthington and Spalding (2019, [102]). In this investigation, the sequence of countries, in order from
most suitable to least suitable, was Indonesia, Thailand, the Philippines, Cambodia, Vietnam, Myanmar,
Malaysia, Singapore, and Brunei Darussalam. The corresponding sequence of the countries obtained
without the use of the AHP technique was Thailand, Indonesia, the Philippines, Cambodia, Vietnam,

133



Remote Sens. 2020, 12, 3734

Malaysia, Myanmar, Brunei Darussalam, and Singapore. According to the results of Worthington
and Spalding (2019, [102]), the countries with the highest potentials for mangrove restoration were
Indonesia, Myanmar, Thailand, Vietnam, Malaysia, the Philippines, Cambodia, Brunei Darussalam,
and Singapore in order of potential. The differences were caused by the variations in the use of
environmental parameters during data processing.

Figure 11. Comparison of the results of the land suitability for mangrove planting in Southeast Asia
obtained from this study (with and without the use of the analytic hierarchy process (AHP) method)
and the potential restoration results obtained from Worthington and Spalding (2019, [102]).

In addition, in this study, human pressure parameters were included. Therefore, an area that
was classified as very suitable was selected not only because of the suitability of the environmental
parameters but also because of the low human pressure parameter values. A high human pressure
parameter value in a country was caused by high population growth and the GDP. In such a scenario,
a larger land area will be required for the construction of socio-economic facilities. The results of this
study showed that there were some countries with a smaller land area that were very suitable for
mangrove planting when compared with other countries, which may have had larger mangrove areas.

In this study, all parameters were derived from remote sensing data and included
environmental (hydrodynamic and geomorphology), climate, and human pressure parameters.
However, the parameters used by Worthington and Spalding (2019, [102]) were tidal range, sea level
rise, projected future sea level rise, sediment change, average size of mangrove loss, and proximity of
the lost area to the remaining mangrove forest.

4.2. Comparison RCPs Scenario in Terms of the Potential Land Suitability for Mangrove Planting in the Future

In this study, two global climate models were used (namely, the CNRM-CM5.1 and the MIROC5)
to predict the potential land suitability for mangrove planting in 2050 and 2070 with the RCP 2.6,
4.5, and 8.5. The different uses of the models created a number of different models of potential land
suitability for mangrove planting. As shown in Figure 12, RCP 8.5 had the most suitable potential land
area. This was due to the fact that its temperature increases were greater than those for the other RCPs
(from 18.5 ◦C to 30.5 ◦C). In RCP 2.6 and RCP 4.5, the temperature increase was slightly lesser than
that in RCP 8.5, from 18 ◦C to 29.9 ◦C, and 18.2 ◦C to 30.1 ◦C, respectively. Mangroves live and grow
optimally at temperatures of 28 ◦C to 30 ◦C. This means that most Southeast Asian countries will have
very suitable land area for the mangrove in RCP 8.5 in 2050. In contrast, mangrove land suitability
predictions for 2070 showed that the majority of Southeast Asian countries maintained the same area
across the three RCPs. This occurred because, in 2070, the lowest temperature was predicted to occur in
RCP 4.5 (18.5–30.4 ◦C). RCP 8.5 was predicted to have the highest temperature in 2070, which ranged
from 19.2 ◦C to 31.3 ◦C. On the other hand, RCP 2.6 had an intermediate temperature between RCP 4.5
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and RCP 8.5 (18.5–30.5 ◦C). The temperature increase from RCP 2.6 to RCP 8.5 both in 2050 and 2070
means that the majority of Southeast Asian countries would have the same pattern in terms of very
suitable land area for mangroves planting (Figure 13). Furthermore, the increased air temperature in
2050 and 2070 were not predicted across the temperature limits required for mangrove survival.

Figure 12. The total area included in the very suitable category for nine Southeast Asian countries in
2050 and 2070 predictions for three representative concentration pathways (RCP), according to the
Centre National de Recherches Météorologiques Climate model version 5 (CNRM-CM5.1) and the
Model for Interdisciplinary Research on Climate (MIROC5).

Figure 13. Comparison of the suitable land areas of RCP 2.6, 4.5, and 8.5 in 2050 and 2070. The data
of each country were normalized based on the analytic hierarchy process (AHP) method, and the
application of human pressure parameters with (a) the Centre National de Recherches Météorologiques
Climate model version 5 (CNRM-CM5.1), (b) the Model for Interdisciplinary Research on Climate
(MIROC5). RCP: representative concentration pathways.

According to Duke et al. [45], mangroves will thrive with precipitation levels of 1400 to 3750 mm
per year. According to the climate model data of MIROC5 and CNRM-CM5.1 in 2050 and 2070,
the amount of precipitation per year in Southeast Asia will range from 0–1257 mm. For RCP 8.5
in 2070, the MIROC5 and CNRM-CM5.1 models had the highest precipitation values (12.574 and
988 mm per year, respectively). The increase in precipitation will also increase the number of areas
suitable for planting mangroves in 2070, especially for RCP 8.5. This is consistent with the findings
of Eslami-Andargoli et al. (2009, [39]), which increased precipitation, would result in the migration
of mangrove forests in land and, consequently, increase the number of areas suitable for planting
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mangroves. However, the increasing number of inland mangrove areas with RCP 8.5 in 2070 can
result in changes to the zonation of mangrove species [17,44,45]. An increase in precipitation could
also reduce salinity [44,103,104]. Furthermore, each mangrove species has different hydrodynamic,
geomorphological, and climatic criteria. Thus, if there is an increase in precipitation and temperature,
some mangrove species would not survive and would eventually become extinct. At the same time,
several surviving mangrove species would increase peat production due to decreased salinity and
increased freshwater retention [105,106].

4.3. Uncertainties in Selecting Land Suitable for Mangrove Replanting

In this study, hydrodynamic, geomorphological, climatic, and socio-economic remote sensing
data were used to produce maps of mangrove land suitability. The use of remote sensing data creates
uncertainties related to the selection of the most suitable sites for mangrove planting and restoration.
This is due to several reasons. First, the data used had different spatial resolutions. This can affect
the interpretation of the suitability of the land for mangrove planting. Second, there were many
parameters that affected the suitability of the land in terms of mangrove planting. However, most of
these parameters have no available data. Some data were available, but their spatial resolutions were
so coarse that they could not be used in this study. Owing to the limitations in the availability of
these data, several other land suitability parameters were selected for this study. The parameters
chosen had a higher level of importance in terms of the suitability of the land for mangrove planting
than that of the other parameters. The AHP method was used to determine the importance level of
each parameter. The determination of the level of importance for each parameter in the context of
the AHP method resulted from expert judgment. However, some experts had conflicting opinions
even though the results of the experts’ consistency assessments were consistent among the parameters.
For example, expert A said that the tidal inundation parameter was the most influential parameter
for selecting land suitable for mangrove planting, whereas expert B said that the most important
parameter was slope. Both experts assigned values to each parameter consistently using the same
rationale. This situation can also affect the land suitability results. Finally, the maps that predict the
mangrove land suitability for 2050 and 2070 were created based on the assumption that hydrodynamic,
geomorphological, and socio-economic parameters had fixed values based on the current situation
even though this may not be the case. Furthermore, the sea-level rise parameters was not considered
in this study. However, the sea-level rise is the most pertinent from global warming because it can
change the duration of the swamps, their frequency, and salinity [46,107]. Therefore, the predicted
results for 2050 and 2070 may be less accurate.

Table A3 explains that the CI value of 0.034 meant that the value of the relationship for each
different variable had a fairly different similarity index and was also represented as having been
sampled from our domain. Then, the sensitivity test was used to test which variables had changed with
the first weight and the AHP weight. After the reduction, the differences in the tidal inundation (0.29),
slope (0.19), elevation (0.23), air temperature (0.24), and precipitation (0.21) were obtained. In line with
this, the slope parameter had the smallest difference in sensitivity with the total difference in sensitivity∑5

i=1(Si) = 1.16. It can then be interpreted that the use and employment of AHP here was appropriate,
as proven by the Wilcoxon Test, which is a non-parametric version of the Student’s t-test with value
(W = 25) and p-value = 0.007937 less than the significance level α = 5%. The true location shift is not
equal to 0. The weight is the most important aspect in determining model performance, after which it
is then necessary to pay attention to the parameters that are significant for model construction. If the
weight increases, it takes longer time for a model to reach the maximum solution or convergence.
Meanwhile, the Wilcoxon value also proved that the weight obtained was correct.

In addition, the results of this study were compared with several similar studies, namely,
by Chakraborty et al. (2019, [56]) and Worthington and Spalding (2019, [102]) (Figure 14). The land
suitability of the mangrove in the study by Worthington and Spalding [102] focused on areas lost since
1996. Factors such as tidal ranges, recent sea-level rises, projections of future sea-level rises, and recent
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sediment changes were added. The time since loss, mean size of patch lost, and proximity of the area
lost to the remaining mangrove forests were analyzed using the Delphi method. Meanwhile, the land
suitability of mangrove in another study [56] was made based on the climatic, geomorphic, edaphic,
and floral conditions and the human interface parameters that were analyzed using the AHP method
in the Northern and Central Andaman regions. Although there are some differences in the parameters
and the methods used, the results of the mangrove land suitability maps produced by the three studies
are very similar. For example, the results of the three studies in the Mayabunder area indicated that
this location was relatively unsuitable for mangrove planting, whereas, in the Shyamkund Rangat
area, all three studies indicated that most of the area was suitable for mangrove planting. Another
example is that all three studies indicated that the Sahari Rangat area was very suitable for planting
mangroves (Figure 14). This proves that some of the same parameters used in these three studies have
a significant role in selecting suitable locations for mangroves. In addition, there are similarities in
several locations suitable for mangrove planting.

Figure 14. Comparison of land suitability for mangrove restoration in North and Middle Andaman
obtained from: (A) this study, (B) [102], and (C) [56].

4.4. Possible Future Directions

The results of this study can be applied in future research both in the environmental and the
socio-economic sectors. One of the applications of this study could be to identify suitable land for
planting mangroves in Southeast Asia. The reference map of the mangrove land suitability can help
select areas that will be subjected to restoration before field surveys are conducted. However, to restore
these areas, consideration should be paid to other mangrove land suitability parameters that were
not included in this analysis. This will ultimately help minimize failures when planting mangroves.
Part of this application includes an effort to implement sustainable development goals (SDGs) 13 and
14 regarding climate change and protecting the marine ecosystem [108].

A range of other important parameters should be included in future studies that are related to
the suitability of land for mangrove planting. For example, determining mangrove species that are
suitable to plant in areas subjected to either restoration or rehabilitation is of importance. Sea-level rises
are also a restoration consideration in many areas. In addition, parameters for the future population
growth models can also be added as barriers for the suitability of the land for future mangrove planting.
Another research direction that could be followed is the examination of how much carbon will be
absorbed if a number of areas are subjected to restoration. The findings of these studies will help
elucidate how much greenhouse gas emissions will be reduced if mangrove restoration is carried out
in a number of areas. This can support the implementation of greenhouse gas emission reduction
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targets in accordance with the Paris agreement [109]. The prediction of future mangrove suitability
areas in 2050 and 2070 could also be improved by considering long-term changes in the anthropogenic
and naturogenic impact [110], such as in agriculture areas [111,112], urban areas [113], and aquaculture
practices [114]. These products could be integrated as one input data to make future analyses more
realistic. Improving pixel resolution should also be considered to improve future analyses. Several
techniques such as a spectral mixture model [115,116] and climate model interpolation [117,118] are
key for producing high resolution images of mangrove replanting sites.

5. Conclusions

A map of the land suitable for mangrove planting in Southeast Asia was produced with a spatial
resolution of 250 m, and was divided into four scenarios. The first scenario included the land suitability
map for mangrove planting with the use of the AHP method. The second scenario included the AHP
method and the influence of human pressure parameters. In the third scenario, all parameters were
assumed to have the same level of importance and did not use the AHP model. Finally, in the fourth
scenario, it was assumed that all parameters had the same level of importance, and the influence of
the human pressure parameters was considered, but the AHP method was not used. The first and
the second scenarios showed that approximately 3,960,000 ha and 398,000 ha of land, respectively,
appeared to have the potential to be very suitable for mangrove planting. In scenarios three and four,
approximately 1,149,781 ha and 131,756 ha of land, respectively, appeared to have the potential to be
suitable for mangrove planting. All four scenarios showed that the country with the largest land area
suitable for mangrove planting was Indonesia, which accounted for approximately 50%–60% of the total
land included in the very suitable category in Southeast Asia. Moreover, this study presented a potential
land suitability map for mangrove planting for 2050 and 2070 using two climate models (CNRM-CM5.1
and MIROC5) for each year. Each climate model had three RCP scenarios (2.6, 4.5, and 8.5). The results
from both models showed that RCP 8.5 resulted in the largest land area suitable for mangrove planting
in 2050 in the majority of the Southeast Asian countries. In 2070, almost all Southeast Asian countries
had the same land area suitable for mangrove planting with all three RCPs. Future research could use
feature selection in machine learning to overcome the shortcomings of the AHP method.
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Appendix A

Table A1. Pairwise comparison matrix for determination of the weight of hydrodynamic sub-parameters.

Sub-Parameter
Sea Water

Temperature
Energy from Sea Wave

and Sea Tide
Tidal

Inundation

Sea water temperature 1 1/3 1/3
Energy from sea wave and sea tide 3 1 1/3

Tidal inundation 3 2 1

n = 3; λ = 2.965; CI = −0.0177; RI = 0.58; CR = −0.031

Table A2. The weight of hydrodynamic sub-parameters.

Sub-Parameter Weight

Sea water temperature 0.15
Energy from sea wave and sea tide 0.31

Tidal inundation 0.54

Table A3. Pairwise comparison matrix for determination of the weight of geomorphology sub-parameters.

Sub-Parameter Slope Bathymetry Elevation

Slope 1.000 3.000 1/3
Bathymetry 1.000 1.000 1/4

Elevation 1.000 2.000 1.000

n = 3; λ = 3.067; CI = 0.034; RI = 0.58; CR = 0.058

Table A4. The weight of geomorphology sub-parameters.

Sub-Parameter Weight

Slope 0.35
Bathymetry 0.22

Elevation 0.43

Table A5. Pairwise comparison matrix for determination of the weight of climate sub-parameters.

Sub-Parameter Air Temperature Precipitation Evaporation

Air temperature 1.000 1.000 3.000
Precipitation 1/3 1.000 4.000
Evaporation 1/2 1/4 1.000

n = 3; λ = 3.016; CI = 0.008; RI = 0.58; CR = 0.014

Table A6. The weight of climate sub-parameters.

Sub-Parameter Weight

Air temperature 0.45
Precipitation 0.38
Evaporation 0.17
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Table A7. The weight of sub-parameters after normalized.

Sub-Parameter Weight New weight

Tidal inundation 0.54 0.25
Slope 0.35 0.16

Elevation 0.43 0.20
Air temperature 0.45 0.21

Precipitation 0.38 0.17
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Abstract: Over the last decades, climate change has triggered an increase in the frequency of spruce
bark beetle (Ips typographus L.) in Central Europe. More than 50% of forests in the Czech Republic are
seriously threatened by this pest, leading to high ecological and economic losses. The exponential
increase of bark beetle infestation hinders the implementation of costly field campaigns to prevent and
mitigate its effects. Remote sensing may help to overcome such limitations as it provides frequent and
spatially continuous data on vegetation condition. Using Sentinel-2 images as main input, two models
have been developed to test the ability of this data source to map bark beetle damage and severity.
All models were based on a change detection approach, and required the generation of previous forest
mask and dominant species maps. The first damage mapping model was developed for 2019 and
2020, and it was based on bi-temporal regressions in spruce areas to estimate forest vitality and bark
beetle damage. A second model was developed for 2020 considering all forest area, but excluding
clear-cuts and completely dead areas, in order to map only changes in stands dominated by alive
trees. The three products were validated with in situ data. All the maps showed high accuracies (acc >
0.80). Accuracy was higher than 0.95 and F1-score was higher than 0.88 for areas with high severity,
with omission errors under 0.09 in all cases. This confirmed the ability of all the models to detect
bark beetle attack at the last phases. Areas with no damage or low severity showed more complex
results. The no damage category yielded greater commission errors and relative bias (CEs = 0.30–0.42,
relB = 0.42–0.51). The similar results obtained for 2020 leaving out clear-cuts and dead trees proved
that the proposed methods could be used to help forest managers fight bark beetle pests. These biotic
damage products based on Sentinel-2 can be set up for any location to derive regular forest vitality
maps and inform of early damage.

Keywords: bark beetle; Ips typographus L.; pest; remote sensing; change detection; forest damage;
spruce; Sentinel-2; damage mapping; multi-temporal regression

1. Introduction

In the last three centuries, the forests in the Czech Republic have changed dramatically. Triggered
by economic reasons, natural mixed forests were replaced by even-aged spruce or pine monocultures.
The spruce currently accounts for 49.2% of stands and pine does for 15.9% [1]. These stands are less
stable and more threatened by abiotic factors (e.g., drought, wind, snow, glazed frost) and, more
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recently, by anthropogenic influences (e.g., air pollution) as well [2]. Over the last years, decrease of
forest vitality, growth under stress, and greater susceptibility to spruce bark beetle (Ips typographus L.)
infestation are being caused by global climate change, especially long-term droughts with extremely
high temperatures in the vegetative period [2]. The common harvested volume per year in the Czech
Republic is about 15 million m3 in total and around 1 million m3 of this amount is infested by insects.
However, in the last 5 years, a rapid increase in wood infested by insects (WII) has been registered:
2015—16.1 million m3 of harvested wood (2.3 million m3 of WII); 2016—17. 6 million m3 (4.4 million
m3 of WII); 2017—19.3 million m3 (5.8 million m3 of WII); 2018—25.6 million m3 (13 million m3 of WII);
and 2019—32.5 million m3 (22.8 million m3 of WII, and 66,000 ha of damaged forests) [3]. For 2020,
the estimate is ranking between 40 and 60 million m3 of WII [4].

Permanent monitoring, early identification, and harvesting of affected trees are essential in forest
protection. Although areas under bark beetle infestation can be easily determined through field work,
there are currently no standard field methods in the Czech Republic for early identification of areas
affected by outbreaks [5]. The situation becomes more serious as the infested area increases, hindering
the possibility of collecting enough data. Moreover, conventional ground methods are time consuming
and, in the case of large damaged area, they are usually expensive and not efficient, as they require the
assessment of individual trees (e.g., recording the concentration of red-brown dust in bark crevices,
holes or marks in the bark, and peeling the bark for more precise determination of infestation stage) in
large regions [6]. This lack of control can contribute to an increase in bark beetle population levels
with an increasingly negative impact on mortality and loss of forest yield. The increase of outbreaks
in periods of extreme drought predicted in the context of climate change [7] could translate into a
significant increase in the conditions for the spread of this pest [8–11]. Hence, more effective plans
to control the pests are urgently needed. More specifically, in Central Europe, the area prone to be
affected by pests such as bark beetle is growing [12–14]; therefore, the need for monitoring large areas
is steadily increasing, thus hindering the design and implementation of field campaigns.

Remote sensing data are useful for detecting and monitoring areas infested by bark beetles [15–17],
as they provide global, spatially continuous, and periodic data on vegetation condition [8]. Remote
sensing data can also contribute to reduce costs associated with field campaigns, as there are a large
number of freely available data sources with global coverage and regular revisit times (e.g., Landsat
and Sentinel programmes).

Trees infested by bark beetle (Figure 1) go through three phases: (1) the green attack stage, when
the tree needles remain green; (2) the red attack, when needles turn progressively from green to
yellow and reddish tones; and (3) the grey attack, when dead needles fall and the bare tree stands
grey [12,18]. Dead trees (i.e., in red or grey attack phases) are clearly visible using a wide range of
satellite images [15]. Most studies have used multispectral high resolution data as main input [19–22],
reaching accuracies around 90% for tree mortality (i.e., red and grey attack) detection associated with
bark beetle infestation [20,23]. The results have been similar in studies that used very high resolution
images (i.e., <1 m) [24,25]. Special interest has been given those studies based on very high resolution
hyperspectral images [5,26–29], which have yielded accuracies close to 90% for bark beetle detection at
red or grey attack phases. Synthetic Aperture Radar (SAR) data have also been tested to detect tree
mortality induced by bark beetle [17], reaching mapping accuracies between 55% and 88% [30].

While detection at red and grey phases is valuable for assessing environmental and economic
losses caused by bark beetles, it is not effective to stop the spread, as insects have already completed
their lifecycle. Early alert systems are needed to curb the spread as well as to help foresters know the
factors facilitating bark beetle attack [22]. The effects of bark beetle on leaf properties affect reflectance in
the near-infrared (NIR) and shortwave infrared (SWIR) spectral domains (i.e., 730–1370 nm) [18], which
are represented within Sentinel-2 and Landsat spectral bands. The use of satellite imagery to detect bark
beetle infestation at green attack phase has not yielded satisfactory results in most cases [5,19,22,28].
Nevertheless, some correlation between forest health and later bark beetle attack have been reported,
using both optical [5,19] and L-band SAR data [30]. Approaches based on multi-temporal vegetation
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indices have proven to be the most effective to detect bark beetle effects at the green attack phase.
The correlation between satellite-derived vegetation indices and areas affected by bark beetle at early
stages has been tested with Sentinel-2 and Landsat-8 [22] and Landsat-5 images [19]. These studies
have proven that changes in photosynthetic activity, vegetation water content, and leaf area index (LAI)
are correlated with bark beetle infestation at green attack phase, especially with Sentinel-2, yielding a
user’s accuracy of 67% for green attack mapping.

Figure 1. Trees infested by bark beetles (Ips typographus L.) in the study area. True colour orthophoto
with 6 cm spatial resolution captured on 17/05/2020.

Since 1986, a regular forest health assessment has been performed in the Czech Republic using
the systematic network of the International Cooperative Programme on Assessment and Monitoring
of Air Pollution Effects in Forests (ICP Forests). This network is based on core monitoring sites of
16 × 16 km and selected areas of 8 × 8 km, with a total of 306 areas. At altitudes from 150 m to 1100 m,
approximately 11,000 trees are evaluated every year, representing 28 species of trees in different age
classes. In addition to ground-based evaluation, Landsat-5 satellite images have been used since
the mid-1980s, allowing a uniform systematic evaluation unbiased by a subjective factor in ground
visual assessment [31]. Since 2016, satellite images from the Sentinel-2 satellites have been analysed
at one-year intervals. Only cloudless images of the Czech Republic are used, selected during the
phenological summer (i.e., June to August). Leaf area index (LAI) maps are derived from Sentinel-2
images, which have been validated with LAI ground surveys and defoliation values from ICP Forests
data. The health status of the stands is assessed on the basis of LAI changes, which significantly
correlate with defoliation in the selected time interval [32,33]. For more detailed mapping of bark
beetle outbreaks at higher spatial resolution and more frequent updating, a monitoring system to
detect salvage cutting and standing dead wood using Planet images has been used since 2018 in the
Czech Republic. The following main layers are used to build this system: (1) Areas dominated by
spruce and higher than 12 m. The forest tree map is created by the classification of Sentinel-2 images,
performed on the basis of the spectral response of tree species in different phenological phases using
training data collected during the National Forest Inventory (NFI) ground survey. The Planet system
also uses a digital surface model (DSM) derived from aerial images taken in 2016 and 2017. The DSM
is normalized using digital terrain model derived from airborne laser scanning to obtain a canopy
height model. (2) Map of LAI decrease, which detects either the clear-cuts or dead wood. Normalized
difference vegetation index (NDVI) images at 3 m spatial resolution and two additional categories are
detected: standing dead forest and newly established clear-cuts. These categories are distinguished
based on the Triangular Greenness Index (TGI) [34].
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Different Czech institutions are also conducting research into the use of multispectral and
hyperspectral cameras carried by unmanned aerial vehicles (UAVs) [25,35,36]. These systems can
provide images at local scales almost anytime with very high spatial resolution, which allows the
evaluation of health at the level of individual trees. The disadvantage of UAVs compared with high
resolution satellites such as Sentinel-2 or Landsat is the cost of data acquisition and the complexity of
data processing, although this disadvantage is gradually disappearing with the development of cloud
computing. Another shortcoming is that most multispectral cameras are used in UAV-based studies,
which allow the calculation of only a few vegetation indices (e.g., NDVI or Normalized Difference
Red Edge Index-NDRE) [37]. Hyperspectral cameras are more expensive, and data processing is
more complicated. In contrast, Sentinel-2 provides free, easy to process data with a short revisit time,
thus allowing more regular estimates about vegetation status.

In this study, a multi-temporal regression-based change detection method is proposed to map
areas affected by bark beetle with different degree of severity at 10 m spatial resolution. Moreover,
a comparison is carried out between forest vitality estimates and field records of forest damage caused
by Ips typographus L. infestation.

The aim of this study is to test a methodology for the automatic mapping of bark beetle-induced
damage using Sentinel-2 images. The specific objectives of this work are (a) to evaluate the performance
of the damage detection algorithm, (b) to study the feasibility of discriminating areas affected with
different intensity or level of mortality, and (c) to assess the influence of possible clear-cuts not related
to bark beetle in the final damage maps.

2. Study Area and Data

2.1. Study Area

The study site was located in a forest area owned by Mendel University in Brno and managed
by the University Forest Enterprise (UFE), in Křtiny, Czech Republic (49.170◦N, 16.440◦E. Figure 2).
This property covers around 10,000 ha of forest stands. Mixed forests are prevailing where the
proportion is 38% of conifers (19% spruce, 8% pine, 8% larch, and others) and 62% of broadleaves
(33% beech, 15% oak, 8% hornbeam, and others). Altitude ranges between 200 and 570 m. Mean
annual rainfall is 610 mm and mean annual temperature is 7.5 C. UFE forest management is focused
on close-to-nature methods, using minimum clear-cuts and a high share of natural regeneration.

Figure 2. Location of study area. Overview maps of the (a) national and (b) regional context. (c) Forest
area managed by University Forest Enterprise (UFE).
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In the Czech Republic, salvage cutting has increased dramatically in the last three years. Figure 3
shows the total wood production in millions of cubic meters. Table 1 shows salvage cutting volume at
the UFE forest.

Figure 3. Progress of the volume of timber harvesting in millions of cubic meters, divided into
coniferous and deciduous timber. Source: Ministry of Agriculture of the Czech Republic, 2020 [31].

Table 1. Summary of salvage cutting volumes (m3) per species and year (until 15 July 2020) at the
University Forest Enterprise (UFE) forest.

Species 2018 2019 2020 Total

Picea abies 30,564 59,958 33,897 124,419
Pinus sylvestris 2187 6735 4671 13,594
Larix decidua 4212 5711 1608 11,531

Fagus sylvatica 846 5167 1440 7452
Abies alba 1153 2563 503 4220

Quercus petraea 296 1020 471 1786
Fraxinus excelsior 93 377 473 943

Pseudotsuga menziesii 184 262 98 543
Abies grandis 35 191 8 234
Quercus robus 33 150 21 204

Carpinus betulus 64 116 23 203
Other 258 369 71 698

Total 39,925 82,619 43,284 165,828

A total of 32.58 million cubic meters of raw wood was harvested in the forests of the Czech
Republic in 2019, which means a further increase of 6.89 million m3 compared with the previous year.
The salvage cutting of 30.94 million m3 of wood contributed significantly to this volume. The share of
salvage cutting in 2019 was 95%. Thus, the initial conditions for planned forest management continued
to deteriorate. In terms of the composition of harvesting by tree species, the volume of coniferous wood
harvested increased by 7.1 million m3 compared with 2018 to a total of 31.31 million m3. The share of
coniferous wood harvesting in total harvesting was approximately 96%. The proportion of deciduous
and coniferous wood harvesting is due to salvage cutting, especially the wood infested by bark beetle
(Figure 4).

In 2019, 20.7 million m3 of harvested spruce wood infested by bark beetle was registered in
the Czech Republic, which represents an increase compared with 2018 by more than 70%, when
approximately 12 million m3 was recorded (2017—5.34 million m3) (Figure 5). Harvested wood in 2019
was practically exclusively infested with European spruce bark beetle (Ips typographus L.), which is
usually accompanied by six-toothed spruce bark beetle (Pityogenes chalcographus L.) and double-spined
bark beetle (Ips duplicatus Sahlberg), especially in northern and central Moravia and Silesia, but locally
often elsewhere.
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Figure 4. Progress of the volume of salvage cutting grouped by cause. Source: Ministry of Agriculture
of the Czech Republic, 2020 [31].

Figure 5. Recorded volume of infested spruce wood harvested in the years 2005 to 2019. Source:
Ministry of Agriculture of the Czech Republic, 2020 [31].

The massive spruce infestation with bark beetles has been triggered by higher average temperatures
and lower precipitation over the last five years compared with the long-term normal. Extreme drought
prevailed, especially in 2015 and 2018 (Figure 6).

Figure 6. Deviations from the mean temperatures and precipitation (1981–2010) in the period 2000–2020.
* Records for 2020 were acquired at the end of August. Source: Czech Hydrometeorological Institute,
2020 [38,39].
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2.2. Sentinel-2 Satellite Images

In this study, we used Sentinel-2 images provided by Copernicus Open Access Hub to detect bark
beetle damage. These images were acquired in format Level-2A (bottom of atmosphere reflectance).
Sentinel-2 L2A images are generated by applying atmospheric and topographic correction algorithms
to the Level-1C (top of atmosphere reflectance) images [40]. In order to focus the change detection in
areas prone to be attacked by the spruce bark beetle, forest/non-forest and dominant species maps
were produced for the study area (Figure 7). These first maps were also developed using Sentinel-2
images (Table 2).

Figure 7. General workflow to obtain bark beetle damage from Sentinel-2 images.

Table 2. Sentinel-2 images used to produce each classification map.

Product Timing Forest/Non-Forest Dominant Species Biotic Damage

Biotic damage A
2019

t0 2018-03-22 2018-03-22 2018-09-10
t1 2018-08-29 2018-08-29 2019-06-30

Biotic damage A
2020

t0 2019-04-01 2019-04-01 2019-06-30
t1 2019-06-30 2019-06-30 2020-07-01

Biotic damage B
2020

t0 2020-04-02 2020-04-02 2019-06-30
t1 2020-07-01 2020-07-01 2020-07-01

Different Sentinel-2 bands (Table 3), vegetation indices, and texture indices were used for each
process. The whole process, summarised in Figure 7, is explained in the subsequent sections.

Table 3. Sentinel-2 Level 2A bands. NIR, near-infrared; SWIR, shortwave infrared.

Sentinel-2 Bands Central Wavelength (nm) * Spatial Resolution (m)

Band 01-Coastal aerosol 442.7 60
Band 02-Blue 492.4 10

Band 03-Green 559.8 10
Band 04-Red 664.6 10

Band 05-Red Edge 1 704.1 20
Band 06-Red Edge 2 740.5 20
Band 07-Red Edge 3 782.8 20

Band 08-NIR 832.8 10
Band 8A-Narrow NIR 864.7 20
Band 09-Water vapour 945.1 60

Band 10-Cirrus 1373.5 60
Band 11-SWIR 1 1613.7 20
Band 12-SWIR 2 2202.4 20

* Central wavelength of Sentinel-2A MultiSpectral Instrument (MSI) bands.
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2.3. Ground Truth Data

Records of salvage cutting and records of clear-cuts were used to build the ground truth dataset,
together with a forest stand map derived from forest management plan (valid for the period 2013–2022).
The records were collected continuously by foresters for the needs of the forest enterprise and state
forest administration, and contained the ID of forest stands, month and year of the cutting, volume,
type of cutting, cause, and area. A detailed explanation of ground truth generation can be found in
Section 3.4.

3. Methods

Two algorithms were developed to map bark beetle damage: biotic damage A (BDA) and biotic
damage B (BDB), considering as damage any negative deviation from the standard development of the
forest (i.e., clear decrease of forest health). Both algorithms work by detecting changes between two
dates. The BDA algorithm included masking Sentinel-2 surface reflectance images to areas dominated
by spruce in the starting date of the pair. Hence, any area with dead trees or clear-cuts might be
detected as bark beetle damage. In the case of BDB, satellite images were masked to the whole forest
area in the final date of the pair (not in the initial one). Thus, all dead trees and clear-cuts could not
be classified as damaged areas by the BDB algorithm. The objective of the difference between BDA
and BDB was to test the ability of the algorithms to detect damage in non-cut areas and with most
of the trees still alive. This allowed us to assess the true performance of our approach to detect the
effects caused by bark beetle, as BDB leaves out possible over-detection caused by clear-cuts. Three
different layers were ultimately developed (Table 2, Figure 7 Step 4): (1) the BDA layer using 2019
imagery (BDA19), (2) the BDA layer using 2020 imagery (BDA20), and (3) the BDB layer using 2020
imagery (BDB20) to map only changes in stands dominated by alive trees. The algorithms for BDA19
and BDA20 were identical, the only difference being the dates of the input imagery (2018–2019 and
2019–2020, respectively). The common steps for producing all damage maps from Sentinel-2 images
are summarised in the flowchart (Figure 7) and explained in detail in the following subsections.

3.1. Forest/Non-Forest Classification

To derive any of the damage detection layers explained above (Figure 7, Step 4.), we first apply a
classification algorithm to discard all the pixels belonging to non-forest cover (Figure 7, Step 2.1.) [41,42].
To represent phenological variations in the forest canopy, two Sentinel-2 images were used, one for
winter and one for summer (Table 2). Green, red, NIR, and SWIR bands were selected. SWIR
bands, originally at 20 m spatial resolution, were resampled to the resolution of the other bands, 10 m.
Normalized difference vegetation index (NDVI, Equation (1)) [43] and modified soil adjusted vegetation
index (MSAVI, Equation (2)) [44,45] were computed together with two texture indices: homogeneity
(Equation (3)) and entropy (Equation (4)) [46]. A supervised classification method based on random
forest algorithm [47] was used to classify pixels in forest and non-forest categories with the selected
Sentinel-2 bands and the vegetation and texture indices as input. The output of the classification was
a binary forest/non-forest map of the study area at 10 m spatial resolution. A validation protocol
was specifically designed to carry out an independent validation of the forest mask [42], based on a
stratified random sampling strategy. According to this validation, the forest mask had an accuracy of
0.97 for the study area in 2018. This process was repeated to update the forest mask to 2019 and 2020.

NDVI =
(NIR−Red)
(NIR + Red)

(1)

MSAVI =

(
2·NIR + 1−

√
(2·NIR + 1)2 − 8 ·(NIR−Red)

)
2

(2)
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Homogeneity =
n−1∑

i = 0

n−1∑
j = 0

P(i, j)(i− j)2 (3)

Entropy =
n−1∑

i = 0

n−1∑
j = 0

P(i, j) log P(i, j) (4)

where n is the number of grey levels and P(i, j) defines the entries of the grey-level co-occurrence
matrix.

3.2. Species Identification

The next step (Figure 7, Step 2.2.) was to identify the areas dominated by spruce (i.e., those that
are prone to be attacked by the Ips typographus L.), for which a dominant tree species classification was
carried out [48]. The bi-temporal Sentinel-2 bands and indices used in previous steps were masked with
the forest/non-forest map, selecting only the forest pixels. A random forest model was trained with
polygons containing the main tree species present in the area, namely, Carpinus betulus L., Fagus sylvatica
L., Larix decidua Mill., Picea abies (L.) Karst., Pinus Sylvestris L., and Quercus robur L. Training samples
were obtained joining forest stands with information from the local forest management plan. For
each of the species considered, stands with an abundance of 70% or higher were pre-selected. Finally,
the smaller stands that actually contain the specific tree species were selected for training.

The species attacked by Ips typographus L. (i.e, Picea abies (L.) Karst) were classified with an accuracy
of 0.91 in 2018 according to the cross-validation performed during the model training. This dominant
species map was produced for 2018, 2019, and 2020, as it was made with the forest mask.

3.3. Anomaly Detection and Damage Detection

Once spruce areas were clearly delimited for each year, a new method (Figure 7, Step 3) was
proposed to map the bark beetle damage suffered by the spruce forests during a year (i.e., between a
pair of dates). The first step was to compute vegetation indices able to represent vegetation condition
for the two dates (t0 and t1 for each year, in Table 2). Based on the literature review about the effects of
bark beetle [49], the following vegetation indices were computed for each date: NDVI (Equation (1)),
MSAVI (Equation (2)), normalized difference moisture index (NDMI, Equation (5)), and green leaf area
index (LAIgreen, Equation (6)) [50,51].

NDMI =
(SWIR1−NIR)
(SWIR1 + NIR)

(5)

LAIgreen = 6.753 · (RE1−Red)
(RE1 + Red)

(6)

NDVI and SAVI are direct indicators of plant greenness and photosynthetic activity, NDMI is an
indicator of vegetation water content, and LAIgreen is an estimate of the proportion of green leaves per
area. As defoliation is one of the main effects caused by bark beetles [15], LAI has been considered as
one of the key variables in this study. Moreover, we proposed the use of Sentinel-2-derived LAIgreen,
as it considers only the area of green leaves, not only being an indicator of defoliation, but also of leaf
browning [50,51].

To derive the BDA19 and BDA20 products, vegetation indices were masked with the spruce
polygons identified in the dominant tree species map. For each index, a bi-temporal ordinary least
squares (OLS) regression was carried out in order to model the typical behaviour of spruce forest
patches between t0 and t1. The first index was used as the independent variable, and the second one
as the dependent variable in each regression. The results were images of estimated NDVI, MSAVI,
NDMI, and LAIgreen for t1 based on the average trend of spruce forests in the studied period. An error
image was computed for each index using the estimated and real values of the indices in t1. These
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images show the deviations from the expected condition of healthy spruce masses, as it was assumed
that regression would be adjusted to healthy forests and disturbed areas would appear as deviations
from that ideal status. Hence, these error images showed estimates of temporal decrease or increase of
photosynthetic activity, vegetation water content, and number of green leaves.

In order to obtain a single image of vegetation vitality changes (Figure 7, Step 4.1.), all error images
were standardised (i.e., pixel values expressing differences between real and estimated indices were
converted to z-scores). Z-scores (Equation (7)) represent the number of standard deviations between a
value and the population mean.

z =
x− μ
σ

(7)

where μ is the mean of the population and σ is the standard deviation of the population.
The mean of all the standardised images was computed to obtain a single image of average changes

in vegetation vitality. Pixel values in this image may be interpreted as mean standard deviations
from expected NDVI, MSAVI, NDMI, and LAIgreen of undisturbed spruce forest. Finally, these vitality
changes were reclassified (Figure 7, Step 4.2.) to obtain a categorical map of bark beetle damage
(Figure 7, final outputs, Step 4.3.), using the following rule based on z-scores: 0–1 no damage, 1–2 minor
damage, 2–3 moderate damage, and >3 severe damage.

3.4. Ground Truth Data and Validation

To validate the damage products, a ground truth dataset was generated through a field campaign.
An equalized stratified random sampling was used for data collection. As field works are costly, a limit
of 200 points per product was established. To stratify the samples, 50 random points were generated
per class and product, obtaining 200 points per product and 600 in total.

The collected records containing the ID of forest stands, month and year of the cutting, volume,
type of cutting, cause, and area were joined to the forest stand map using the forest stand ID. Different
classes of forest stands representing the degree and year of damage were created using the actual
vitality of the stands based on the information of the records. This modified forest stand map was used
to decide to which class each point belongs in terms of actual damage. This decision was made based
on the occurrence of damage in the given forest stand, not on the occurrence on the exact position
of the point, as the records were focused only at the level of the given forest stand. As dead trees
with inactive bark beetle are no longer harvested in 2019 and 2020, in the case of doubt (no record of
harvesting, but occurrence of damage detected), a field evaluation was also performed.

An accuracy assessment was carried out based on the analysis of the confusion matrix derived
from the damage maps and ground truth points. The overall accuracy was computed for each
product. In order to obtain performance metrics per class, each class was binarised against the rest,
considering as positive the category of interest and negative the sum of all other classes. The following
performance metrics were computed per product and damage category: accuracy (Equation (8)),
precision (Equation (9)), recall (Equation (10)), F1-score (Equation (11)), omission error (Equation (12)),
commission error (Equation (13)), and relative bias (Equation (14)) [42].

acc. =
True positive + True negative

sample size (n)
(8)

prec. =
True positive

True positive + False positive
(9)

rec. =
True positive

True positive + False negative
(10)

F1score =
2·True positive

2 ·True Positive + False positive + False negative
(11)
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OE =
False negative

True positive + False negative
(12)

CE =
False positive

True positive + False positive
(13)

relB =
(False positive− False negative)
True positive + False negative

(14)

As an additional exercise, each point of the ground truth dataset was characterised with the
vitality value of the corresponding year. The objective of this procedure was to study the statistical
robustness of each class and detect possible overlaps or other inconsistences across the categories
defined in the final maps.

4. Results

4.1. Bark Beetle Damage Maps

The BDA product was developed for 2019 (Figure 8) and 2020, while the BDB was produced only
for 2020. Each product had two outputs: (1) a continuous map representing changes in forest vitality
(Figure 8, left panel) and (2) a categorical map showing the areas of biotic damage (Figure 8, right
panel), excluding cut areas for the BDB20 map.

Figure 8. Maps of spruce vitality in 2019 (left), BDA19 (middle), and BDB20 (right). Images:
Sentinel-2 acquired on 2019-08-29 (Spruce vitality 2019 and BDA19) and 2020-07-01 (BDB0) in true color
composition (blue/green/red). BDA, biotic damage A; BDB, biotic damage B.

4.2. Validation Results

The three categorical maps were validated following the methods explained in Section 3.4.
Confusion matrices (Figure 9) show that the algorithm performed as expected, as errors were low
compared with the agreement between the classification maps and ground truth. Errors seemed to be
slightly higher for the BDB20 product.
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Figure 9. Confusion matrices of biotic damage (2019) (left), biotic damage (2020) (middle), and biotic
damage (2020) excluding pixels of dead trees (right).

Overall accuracies were higher than 0.80 for all products (accBDA19 = 0.90, accBDA20 = 0.85,
accBDB20 = 0.81). Metrics per class (Table 4) confirmed the good performance of the algorithms.
BDA products showed a similar performance for different years, with accuracies increasing with the
severity of the attack. Accuracy and F1-score were higher for the severe damage class (acc19 = 0.98,
F1-19 = 0.96, acc20 = 0.95, F1-20 = 0.88), thus confirming that most affected areas were easier to detect.
Nevertheless, cut areas might have influenced this result as they were classified into the severe damage
class. On the other hand, the no damage class yielded lower accuracy and F1-score (acc19 = 0.90,
F1-19 = 0.83, acc20 = 0.86, F1-20 = 0.76). The BDA20 product showed slightly worse results for all
classes (accno-damage = 0.81, F1no-damage = 0.70, accsevere-damage = 0.96, F1severe-damage = 0.90).

Table 4. Performance metrics by product and damage category. BDA, biotic damage A; BDB, biotic
damage B; acc., accuracy; prec., precision; rec., recall; CE, commission error; OE, omission error;
relB, relative bias.

Product Class acc. prec. rec. F1 CE OE relB

BDA19

No damage 0.90 1.00 0.70 0.83 0.00 0.30 0.42

Minor damage 0.95 0.80 1.00 0.89 0.20 0.00 −0.20

Moderate damage 0.97 0.86 1.00 0.93 0.14 0.00 −0.14

Severe damage 0.98 0.92 1.00 0.96 0.08 0.00 −0.08

BDA20

No damage 0.86 0.94 0.64 0.76 0.06 0.36 0.46

Minor damage 0.97 0.86 1.00 0.93 0.14 0.00 −0.14

Moderate damage 0.94 0.80 0.93 0.86 0.20 0.07 −0.14

Severe damage 0.95 0.80 0.98 0.88 0.20 0.02 −0.18

BDB20

No damage 0.81 0.90 0.58 0.70 0.10 0.42 0.56

Minor damage 0.93 0.74 0.95 0.83 0.26 0.05 −0.22

Moderate damage 0.92 0.74 0.93 0.82 0.26 0.08 −0.20

Severe damage 0.96 0.84 0.98 0.90 0.16 0.02 −0.14

Error metrics showed similar behaviour, being higher for BDB20 and lower for BDA19. Commission
errors ranged from 0.08 (BDA19, severe damage) to 0.26 (BDB20, minor and moderate damage) and
were higher than omission errors in all damage classes. The negative relative bias in these categories
confirmed that the algorithm tends to over-estimate damaged areas, although values are not greater
than 0.22. Omission errors were in general very low, between 0.00 and 0.08 for all damage classes in the
three maps. The high recall in these classes (0.93–1.00) confirmed that the algorithms are able to detect
affected areas, missing a small proportion of positive cases. On the other hand, omission errors were
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significantly higher than commission errors in the no damage class, leading to high positive relative
bias ranging from 0.46 to 0.56. This was another signal of over-estimation of damaged areas.

Box plots of forest vitality per class (Figure 10) confirmed the clear correlation between the actual
areas attacked by the bark beetle and the decrease of forest vitality, measured as a standardised mean
of changes in NDVI, MSAVI, NDMI, and LAIgreen. The interquartile range (IQR) represents the data
dispersion and is calculated with the difference between 75th and 25th percentiles. IQR is greater in no
damage (IQRBDA19 = 1.49, IQRBDA20 = 2.22, and IQRBDB20 = 2.63) than in the rest of the categories for
the three products analysed. The overlap between categories decreases with the increase of severity,
with moderate and severe damage not overlapping any other class in the three products. Outliers are
present in the no damage, minor damage, and moderate damage categories, with severe damage being
the only class without outliers in the three maps. This confirms that areas with severe damage are
easier to detect and identify than the other classes, as inferred from performance metrics (Table 4).

Figure 10. Box plots representing changes in vitality per ground truth class for each product.

Analysing the three products separately, some differences were noted. Overlap of no damage
and minor damage between the 25th and 75th percentiles was clearer in the BDB20 product. In this
product, there was also overlapping between no damage and moderate damage. However, the severe
damage class was clearly discriminated from no damage and minor damage. This behaviour might
suggest that a more precise discrimination could be achieved by reducing the number of classes.

5. Discussion

The results showed that the biotic damage algorithm worked consistently in different years.
However, accuracy decreased by 5% between BDA19 and BDA20, while in these years, the proportion
of spruce detected as damaged was very similar (7.2% and 7.4% of the total spruce area, respectively).
Hence, although the results for both years were similar regarding performance metrics, a longer time
series analysis would be needed to study the robustness of the method across time and quantify
typical inter-annual variations. In the case of BDB20 (i.e., similar to BDA20, but considering areas
dominated by alive trees of any species at the end of 2020, not only spruce areas), the lower accuracy
(accHD20 = 0.81) may be explained by two main factors. Firstly, this product considers only alive trees,
and minor and moderate changes have greater weight than severe changes compared with the other
products. Hence, the overall metrics tend to be lower in those products where complex intermediate
classes are more frequent than extremes that are easier to identify. Secondly, all species are considered
within the BDB product, and not only spruce, subtle changes in areas dominated by deciduous species,
which are also more sensitive to climate variations (e.g., drought), might have led to a greater confusion
between the no damage and damage classes, as shown in the confusion matrices (Figure 9). However,
the accuracy of the BDB map was high and, more importantly, it confirmed that the high accuracy
obtained for the first two products was not due to the detection of cut areas, thus damage caused by
bark beetle was clearly detected in most cases.
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The three models presented higher commission than omission and negative relative bias in all
damage classes, suggesting a certain degree of over-estimation of damaged areas, as confirmed by
higher recall and lower precision. Assuming that a precise balance between commission and omission
errors was hard to achieve, we prioritised the commission of damaged areas, as the aim of the products
is to help forest managers to optimise the control of the pest. Although this led to high positive bias in
the no damage class (i.e., there was a relatively high omission), accuracy and F1 were still high for
this category. For BDB20, the no damage class presented the worst results with a recall of 0.58 and
an omission error of 0.42. This confirmed that further improvements should be made to avoid the
confusion between bark beetle damage and minor changes in forest vitality caused by other factors
across the different forest types present in the study area. Different solutions might be applied in order
to balance the errors of the no damage category, such as adding more spectral indices or change the
temporal windows. Time series could allow carrying out the damage assessment using a combination
of shorter periods, thus minimising the possible influence of slow changes in vegetation cover.

The results clearly showed that the minor damage class was often confused with no damage,
as the limit between small regular changes in vegetation condition and small, but anomalous changes
is hard to define. This suggests that the models would improve significantly if the no damage category
was removed. Nevertheless, we decided to leave this class because it might be directly related to
green-attack detection [22], which would be essential to design an early detection system [52].

The approach proposed in this article may improve previous attempts to detect bark beetle
infestation with Sentinel-2 data. The ability of Sentinel-2 for this purpose has been tested by different
authors with variable results. Abdullah et al. [22] reported a user’s accuracy of 67% (i.e., agreement
between pixels detected as infestation and ground truth) and a producer’s accuracy of 71% for green
attack detection, while our user’s accuracies were not lower than 74% and our producer’s accuracies not
lower than 95% (CE = 0.26 and OE = 0.05 in the worst model, BDB20) for the minor damage category,
which, as stated before, might correspond to green attack. Moreover, our approach was validated with
field data, while Abdullah et al. [22] derived ground truth information from the visual analysis of aerial
photography, which might have added a certain level of uncertainty into the accuracy assessment. Both
studies coincide in the affirmation that changes in photosynthetic activity, green leaves, and humidity
triggered by bark beetle can be detected from early infestation stages using multispectral Sentinel-2
data. The relationship between LAI maps derived from Sentinel-2 and defoliation caused by bark
beetle infestation has also been confirmed by Barka et al. [33] (r2 = 0.58). An advantage of the
methods proposed in this study compared with the previously mentioned ones is that it does not
require training data to detect bark beetle infestation, as the algorithms used unsupervised methods
based on a statistical change detection approach. Zimmermann and Hoffmann [23] used a change
detection approach to detect areas affected by Ips typographus in Germany and Switzerland. Although
they obtained low commission errors for the positive class (CE = 0.03–0.12 versus CE = 0.08–0.26 of
our algorithm), omission errors were substantially higher than in our study (OE = 0.48–0.60 versus
OE = 0.00–0.08), leading to a high bias in the final results.

Regarding very high resolution, Worldview-2 showed potential to discriminate green attack from
healthy trees [53]. However, the spectral differences were so small that the accuracy of random forest
classification and logistic regression did not exceed 70%. RapidEye data have been used to map
green attack, nearly equivalent to our minor severity class, reaching a kappa coefficient of 0.51 [54].
In comparison with these studies, our performance metrics yielded higher values, with an accuracy of
93% for the worst model. Nevertheless, it must be noted that the spatial resolutions of multispectral
Worldview-2 (1.84 m at nadir) and RapidEye (6.5 m at nadir) allow the detection of smaller groups or
even individual trees when compared with Sentinel-2. Although bark beetle damage mapping has
been carried out using UAV very high resolution imagery with promising results [24,27–29], they rely
on planned flights, which usually require high costs and cannot be repeated frequently. The value of
using Sentinel-2 data is the free cost of imagery at relatively high spatial resolution (10 m), but mainly
the revisit time [15] of 2–3 days at mid-latitudes. Relatively high performance metrics have also been

160



Remote Sens. 2020, 12, 3634

reported using SAR data, with accuracies of 0.65–0.88 for L-band data [30] and kappa of 0.23 for green
attack detection using X-band [55]. However, SAR-based detections were highly dependent on local
environmental conditions [30]. The combination of very high resolution multispectral RapidEye and
TerraSAR-X data yielded a kappa coefficient of 0.74, considerably improving the results based solely
on optical and SAR data [55]. The results shown in this study are likely to improve if SAR data (e.g.,
Sentinel-1) are included in the models.

Using remote sensing products, we also need to consider that tree damage stages do not always
correspond to the colour changes in the crown. In extreme cases, it occurs that the tree bark is totally
peeled, the bark beetle has completed its development and flew out, while the crown is still green.
This fact complicates the damage assessment with remote sensing optically derived products.

The next point of discussion focused on the local expertise of how the products developed in
this study overcome some of the limitations of other datasets currently provided at the national level,
as is the case of Czech Republic. Czech Hydrometeorological Institute provides a map of the sums
of effective temperatures above 7.5 ◦C, knowing that the population dynamics of bark beetle are
significantly affected by the weather, especially air temperatures, which determine the swarming and
the number of generations. As the bark beetle swarms when temperatures above 7.5 ◦C sum up to
540 ◦C [56], this temperature map is intended to help forest managers in planning and prevention
activities by estimating swarming dates. Even when the temperatures map is somewhat useful for
managing spruce forests, there are other factors affecting the ecology of bark beetle that are not
considered within this map. Moreover, it does not have the intention of being used for damage
assessment purposes.

Next, also based on local expert knowledge, we assessed the monitoring system for the detection
of salvage cutting and standing dead wood using Planet images established in the Czech Republic since
2018 (see Section 1) in comparison with the products produced and validated here. The Planet-based
dataset is updated four times a year [57]. Although this product is useful to control dead trees and
subsequent clear-cuts caused by bark beetle, it does not provide any information about the status of
trees in intermediate infestation phases (i.e., it is equivalent to a binary classification detecting only
dead trees). Contrarily, our bark beetle damage maps provide insights on the level of affection of
different areas, even those dominated by trees that are still alive, as proven with BDB20. This suggests
that the proposed method is able to improve Planet-based very high resolution maps by providing
estimates of areas under red and green attack phase. Moreover, the costs of maps based on Sentinel-2 is
lower because of the free availability of imagery. Nevertheless, the methods proposed here are limited
to mapping relatively large areas, as the spatial resolution of 10 m does not allow detecting single
trees affected by bark beetles. Hence, it is necessary that several trees within the pixel present enough
spectral change to be detected as anomalous. The same limitation was found by other authors [23],
still making these kind of methods useful for intermediate landscape scales.

Further research is still to be made on the field of bark beetle attack forecasting models, which are
being highly demanded by forest managers [52]. Although the methods proposed here could be used
for short-term forecasting because of their ability to detect areas with minor damage that might be in the
first infestation stages, there is no evidence of a clear correlation between these areas and green attack
phase. Moreover, future models should include climate data as input in order to perform mid-term
forecasts allowing to mitigate the negative effects of this pest before its complete development.

6. Conclusions

In this study, a method was proposed to map bark beetle damage from satellite imagery. Using
Sentinel-2 images as input, two multi-temporal regression models were built to detect and map the
severity of bark beetle outbreaks on spruce forests in the Czech Republic at 10 m spatial resolution.
The first model (BDA) was applied to map the damage occurred in years 2019 and 2020. The second
model (BDB) was applied to map the bark beetle damage in 2020, in order to map only changes in
stands dominated by alive trees. Both products were validated using a ground truth dataset generated
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through a field campaign and forest management plans. Different performance metrics were computed
to assess the quality and errors of the three maps produced. Finally, forest vitality used to develop the
biotic damage layers was compared against ground truth to study the overlaps between classes.

All products showed good performance, with accuracies higher than 0.80. The severe damage class
yielded the best performance metrics in all products (acc > 0.95, F1 > 0.88), while the no damage yielded
the worse metrics (acc > 0.81, F1 > 0.70). Commission errors were higher than omission errors in all
positive damage classes, leading to a high relative bias in the no damage class (relB = 0.42–0.46). BDA
products showed slightly better results than BDB (accBDA19 = 0.90, accBDA20 = 0.85, accBDB20 = 0.81)
because of the easier identification of areas with clear-cuts or dominated by dead trees. However,
the performance metrics yielded by BDB proved that the algorithm was able to identify areas affected
with low severity unaffected by dead trees or clear-cuts, suggesting that some areas were correctly
mapped at red and green attack phases. Changes in forest vitality grouped by ground truth classes
confirmed that pixels were easier to classify in the correct class for the severe and moderate damage
classes. Contrarily, the existing overlap of vitality values between classes of no damage and minor
damage highlighted the difficulty of clearly discriminating infested areas with subtle signals of decay.

Comparing the proposed methods and outputs with the datasets currently used in the
Czech Republic for bark beetle damage mapping, the products presented several advantages. Firstly,
the cost is relatively low as it is based on freely available Sentinel-2 images. Secondly, the biotic
damage maps provide information about damage intensity, suggesting that it might be used not only
for damage assessment, but also to help forest managers in planning their prevention and mitigation
activities. Biotic damage products can be set up for any location to monitor the forest vitality to derive
regular maps as needed, for example, every month. Nevertheless, the presented methods are not
valid to identify individual affected trees given their spatial resolution. Future research should be
carried out to confirm the detection at the green attack phase and complement the existing studies
with forecasting products.
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32. Lukeš, P.; Strejček, R.; Křístek, Š.; Mlčoušek, M. Forest Health Assessment in Czech Republic Using Sentinel-2
Satellite Data. Certified Methodology; Forest Management Institute: Brandýs nad Labem, Czech Republic, 2018;
ISBN 978-80-88184-21-8.

33. Barka, I.; Lukeš, P.; Bucha, T.; Hlásny, T.; Strejček, R.; Mlčoušek, M.; Křístek, Š. Remote sensing-based forest
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Abstract: Forest growing stock volume (GSV) is an important parameter in the context of forest
resource management. National Forest Inventories (NFIs) are routinely used to estimate forest
parameters, including GSV, for national or international reporting. Remotely sensed data are
increasingly used as a source of auxiliary information for NFI data to improve the spatial precision
of forest parameter estimates. In this study, we combine data from the NFI in Poland with satellite
images of Landsat 7 and 3D point clouds collected with airborne laser scanning (ALS) technology to
develop predictive models of GSV. We applied an area-based approach using 13,323 sample plots
measured within the second cycle of the NFI in Poland (2010–2014) with poor positional accuracy
from several to 15 m. Four different predictive approaches were evaluated: multiple linear regression,
k-Nearest Neighbours, Random Forest and Deep Learning fully connected neural network. For each
of these predictive methods, three sets of predictors were tested: ALS-derived, Landsat-derived
and a combination of both. The developed models were validated at the stand level using field
measurements from 360 reference forest stands. The best accuracy (RMSE% = 24.2%) and lowest
systematic error (bias% = −2.2%) were obtained with a deep learning approach when both ALS- and
Landsat-derived predictors were used. However, the differences between the evaluated predictive
approaches were marginal when using the same set of predictor variables. Only a slight increase in
model performance was observed when adding the Landsat-derived predictors to the ALS-derived
ones. The obtained results showed that GSV can be predicted at the stand level with relatively
low bias and reasonable accuracy for coniferous species, even using field sample plots with poor
positional accuracy for model development. Our findings are especially important in the context of
GSV prediction in areas where NFI data are available but the collection of accurate positions of field
plots is not possible or justified because of economic reasons.

Keywords: airborne laser scanning; deep learning; Landsat; national forest inventory; stand volume
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1. Introduction

Information about forests is collected at many spatial scales and with many different methods to
deliver the information required for local, strategic and operational purposes. The forest growing stock
volume (GSV) is an important variable for forest resource management. GSV provides the foundation
for monitoring silvicultural treatments and changes in the forest ecosystem structure and functions.
GSV can be based on data collected in the field or based on remote sensing-derived information.
Ground-based National Forest Inventory (NFI) programs are usually carried out to obtain information
at the strategic level. Information gathered on NFI field sample plots is subsequently used for national
or regional forest management and planning, sustainability assessments or reporting to international
conventions [1]. At the national or regional scale, forest volume is most commonly estimated on
the basis of NFI data [2,3]. However, at the local scale, remote sensing data are increasingly used
to obtain information on the smallest parts of the forest, particularly forest stands [4,5]. At present,
remotely sensed data, especially Airborne Laser Scanning (ALS) point clouds, are used in forest
inventories, where they are designed to support short-term forest management decisions at the local
(stand) level related to harvest planning, the assessment of GSV and the planning of silvicultural
activities [6]. GSV is one of the forest parameters with the highest interest for forest inventory activities.
Detailed information about stand volume is crucial for making reasonable decisions concerning forest
management. Accurate estimates of GSV are very important in the context of planning silvicultural
activities and modelling forest productivity [7]. GSV is also the most important variable in carbon
budget modelling [8].

The most common method for the estimation of GSV based on remotely sensed data is the
area-based approach (ABA [9]). In this method, different remotely sensed data—most often ALS
point clouds—are used for calculating various metrics that are then used as predictors in models
developed using co-located ground plot measurements. This approach requires in situ data, such as field
sample plots, with accurate information about their localization [10]. Unfortunately, precisely accurate
measurements of sample plot positions require an expensive and time-consuming process because of
the necessity to use, for example, advanced Global Navigation Satellite System (GNSS) receivers and
perform post-processing procedures with data from the base-stations [11]. Only permanent sample plots
do not generate additional costs after their establishment. On the other hand, relaxing requirements
for the positioning accuracy of field plots may reduce the costs of the forest inventory but may also
decrease the accuracy of the biophysical parameter estimates [4]. Accurate measurements of the plot
coordinates and sizes of the sample plots are important factors that influence the accuracy of the forest
inventory based on ALS data [12]. To some extent, a larger plot size can compensate for inaccurate
measurements of sample plot coordinates [13,14] but the measurement costs will increase significantly.

The use of NFI field sample plots seems to be a reasonable logical compromise for optimizing
the costs of the RS data used in national scale inventories, which provide operational and strategic
information about the forest. The first attempts at integrating NFI plots with Landsat images began
30 years ago in Finland [15]. There are also other more recent positive experiences in the integration
of remotely sensed data and NFI for descriptions of forest characteristics [16], specifically using ALS
point clouds [17–19]. Hollaus et al. [18] used NFI plots and ALS point clouds for creating GSV model
based on ALS data in Austria. Nord-Larsen et al. [19] developed models for selected forest parameters
combing Danish NFI plots with ALS point clouds and the same was done for Sweden [17]. All these
studies assumed that accurate measurements of sample plot positions are required for creating GSV
predictive models. However, in some countries, such as Poland, NFI plots do not offer accurate
information about plot coordinates. The positions of Polish NFI plots were measured using low-class
GPS receivers; thus, their positional accuracy may vary from several to about 15 m. Socha et al. [7]
proposed a method for using NFI data together with ALS point clouds even without any information
about the plot coordinates. However, that method was concentrated on pure Scots pine-dominated
stands and was tested in only one forest district. In this research, we aimed to evaluate Polish NFI
plots as a source for the development of predictive models for GSV using ALS and Landsat data in
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varying types of stands located in different parts of Poland. We assessed whether the accuracy of GSV
determination at the stand scale based on Polish NFI plots is sufficient for forest management purposes.

The main objectives of this study were (i) to evaluate the possibility of predicting the growing stock
volume at the stand level using an area-based approach with NFI plots without accurate information
about the plot coordinates; (ii) to compare the performance of different predictive approaches; (iii) to
evaluate the possible differences in model performance using different types of predictor variables
(e.g., Landsat, ALS, Landsat and ALS metrics); and (iv) to evaluate the model performance within
stands dominated by different tree species (Scots pine, European beech, sessile oak and silver fir).

2. Materials and Methods

2.1. Study Area

Poland is located in Central Europe (Figure 1a) and covers a total area of 312,679 km2. According
to the Central Statistical Office [20], forest covers 29.6% of the country’s area, which corresponds to
92,420 km2. Poor and moderately rich forest habitats predominate and cover 57% of the forested area
which is reflected in the dominance of coniferous tree species, which dominate over 68% of the area of
Polish forests [21]. According to the National Forest Inventory [22], Scots pine (Pinus sylvestris L.) is
predominant in most Polish tree stands. Among the deciduous species, oaks (Quercus spp.), silver birch
(Betula pendula Roth.) and black alder (Alnus glutinosa Gaertn) are the species with the largest share.
In mountainous areas, the share of Norway spruce (Picea abies Karst.), silver fir (Abies alba Milland)
and European beech (Fagus sylvatica L.) is more significant. Forest ownership also has an impact on
its management. In Poland, public forests are predominant (80.7%), with most of them under the
administration of the State Forests. The age structure is mainly represented by III and IV age classes
(41–60 and 61–80 years old, respectively). As reported by the National Forest Inventory at the end
of 2016, the timber resources in Polish forests reached 2587 million m3 of gross merchantable timber,
out of which almost 80% is in the State Forests [21]. The mean growing stock volume of Polish forests
is 269 m3/ha, which is much higher than the average in European forests (163 m3/ha) [23].

Figure 1. Localization of Poland in Europe (a) with the distribution of the reference forest stands ((b);
black polygons) and the distribution of NFI (National Forest Inventory) plots in Poland ((c); black dots).
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2.2. Polish National Forest Inventory Data

The National Forest Inventory started in Poland in 2005. This system uses a systematic scheme
within a 4 km square grid of permanent sample plots. The 4 km grid is based on the pan-European
16 × 16 km forest monitoring network of the International Co-operative Programme on the Assessment
and Monitoring of Air Pollution Effects on Forests [24]. Measurements of the NFI plots are performed
in a 5-year inventory cycle measuring approximately 20% of the plots each year. In the first two cycles
of the NFI, the sample plots were circular with 7.98 m (200 m2), 11.28 m (400 m2) and 12.62 m (500 m2)
radii depending on the forest stand age. In the last recent cycle (2015–2019), a radius of 11.28 m (400 m2)
was used for all plots. At each NFI sample plot, many tree and stand characteristics were measured.
The diameter at breast height (DBH) was measured for all trees with a DBH ≥ 7 cm. The heights of
the selected trees were measured to estimate the height curve. To obtain the GSV for a sample plot,
first, the allometric models are used to predict individual tree volumes. Then, after aggregation from
single trees, the plot-level GSV is calculated [25,26]. In this research, measurements from the second
cycle of the NFI (2010–2014) were used since these measurements guaranteed the smallest difference
between the time of the field measurements and the time of the ALS point cloud acquisition. For the
analysis, 13,323 NFI sample plots were used, where the full area of the sample plot was located within
the borders of a single forest stand and for which the ALS point clouds were available. The basic
characteristics of the GSV at the plot level are presented in Table 1. The species share at the plot level
was calculated using the volume of single trees.

Table 1. Characteristics of NFI plots used for the development of the GSV (growing stock volume)
models (n = 13,323).

Dominant Tree
Species

Number
of Plots

Percentage of Plots
(%)

Minimum
GSV (m3/ha)

Mean GSV
(m3/ha)

Maximum
GSV (m3/ha)

Standard
Deviation of
GSV (m3/ha)

Scots pine 8334 62.6 0.2 300.7 935.1 139.6
silver birch 904 6.8 0.3 192.8 708.4 119.8

Norway spruce 731 5.5 0.4 309.3 1069.0 200.8
European beech 708 5.3 0.1 351.8 1452.8 220.6

sessile oak 680 5.1 0.2 296.0 1237.3 186.0
other species 663 5.0 0.2 243.4 1347.1 174.0

common alder 577 4.3 0.7 270.9 908.3 165.5
silver fir 459 3.4 2.7 368.0 1338.0 217.5

European larch 267 2.0 0.3 253.0 795.1 181.0

2.3. Landsat Images

After considering the possibility of using other forms of optical satellite imagery, we chose the
imagery of Landsat 7 ETM+ to cover the study area because the scenes are freely available at a moderate
resolution (30 × 30 m) compared to other types of satellite data that require a fee (e.g., Quickbirds and
Ikonos) or are not available for the years of interest (e.g., Sentinel-2). In total, Poland is covered by
37 Landsat scenes (Figure 2), so we used the Google Earth Engine Platform (GEE) to obtain a cloud-free
composite image. GEE provides a full repository of Landsat data and offers the possibility to select
and process images with a specific threshold of cloud cover and a specific time range, as well as
quickly obtain free cloud composite images that are produced combining different images of the same
scenes [27]. Based on the cloud cover thresholds (i.e., less than 10%), the solar zenith angle (i.e., less
than 76◦) and the specific acquisition period (i.e., 1 January 2010−31 December 2014), we found that
420 images were available for all of Poland’s area, with an average of 11 images for each Landsat scene
(Figure 2). Among the 420 images selected, 24 were acquired between November and February.

For all the selected images, we used the bottom of the atmosphere reflectance values
(BOA) calculated using the LEDAPS (Landsat ecosystem disturbance adaptive processing system)
algorithm [28]. The images were subsequently masked for clouds using the Fmask (Function of the
mask) algorithm [29]. Based on the processed images for reflectance and cloud masking, using GEE,
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we produced a cloud-free composite image for the whole of Poland. The spectral value of each pixel
of the composite image was calculated as the ‘median’ of all Landsat images available for the specific
pixel. More details on GEE and composite images can be found in Gorelick et al. [27].

Figure 2. Numbers of the images available for each of the Landsat Scenes (black dots represent the
available images).

2.4. Airborne Laser Scanning Point Clouds

The primary dataset for developing the GSV models in this research consisted of ALS point clouds
acquired during the country-wide projects aimed mainly at creating a detail Digital Terrain Model for
the whole of Poland. In the years 2011–2015, the Main Office of Geodesy and Cartography in Poland
commissioned the development of altitude data using ALS technology for an area encompassing 92%
of the country—i.e., 288,806 km2 of Poland. In the following years (2015–2017), data collection for other
areas of the country continued. ALS data were obtained in two standards: Standard I (mainly forest
and rural areas outside cities), where the point density is at least four pulses per square meter (ppsm)
and Standard II (94 cities in most without forests), with a density of at least 12 ppsm. The acquisition
of ALS point clouds took place from mid-October to April, that is, in the leaf-off period, which at
the transverse scan angle (allowed up to 25 degrees) guaranteed good penetration of the laser beams
through the stand hood to the ground. Since the second cycle of the NFI (2010–2014) took place at
nearly the same time as ALS data acquisition with the ISOK project (2011–2015), the absolute time
difference between the two datasets was, in most cases (90.4%), less than three years (Table 2).

The second set of ALS data used in this study included point clouds obtained in 2015 and 2016 for
the REMBIOFOR project. These data were used for validation of the developed predictive models on the
validation stands. The data acquisition area included 6 forest districts where the reference forest stands
were established (Figure 1b). Every single validation stand was scanned with the Riegl LiteMapper
LMSQ680i laser scanning system. The scanner’s operating frequencies were in the range of 300 to
400 kHz. The aircraft was flying at around 550 m above the mean ground level altitude, maintaining
30% tile-side overlap with a 60◦ FOV. The above mission parameters enabled the acquisition of spatially
homogeneous multi-echo point clouds with average densities in the range from 10 to 14 ppsm.
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Table 2. Maximum absolute time difference between the time of the field measurements at the NFI
plots and the time of the ALS (airborne laser scanning) point cloud acquisition.

Maximum Absolute Difference between NFI and ALS
(Years)

Number of Plots
Percentage of Plots

(%)

1 5209 39.1
2 4246 31.9
3 2588 19.4
4 1092 8.2
5 188 1.4

2.5. Extraction of Predictor Variables

Two different sets of predictor variables were extracted from the remote sensing data associated
with each NFI plot and each stand: optical metrics from Landsat cloud-free composites and ALS
normalized point cloud-derived metrics.

In particular, we extracted the median value of each band of the Landsat 7 ETM+ composite image
from the pixels associated with the area of each NFI plot and each reference forest stand. Based on
the normalized ALS point clouds, the sets of metrics were calculated using the lidR package for R
(Table 3 [30]).

Table 3. Predictor variables calculated for the NFI plots and used for the development of the GSV
(growing stock volume) models.

Description of Predictor Variables Acronyms

Bottom of atmosphere reflectance of Landsat 7 ETM+
spectral bands B1_30, B2_30, B_3_30, B4_30, B5_30, B6_30, B7_30

Mean value of point heights (m) zmean

Maximum value of point heights (m) zmax

Standard deviation of point heights (m) zsd

Skewness of point heights Zskew

Kurtosis of point heights Zkurt

Percentile values of point heights: 5th, 10th, 15th, . . . ,
95th (m) zq5, zq10, zq15, . . . , zq95

Entropy calculated as a normalized Shannon vertical
complexity index zentropy

Percentage of all returns above 2 m (%) pzabove2

Percentage of all returns above zmean (%) pzabovezmean

Cumulative percentage of returns from nine height layers.
The height measurements were divided into 10 equal

intervals according to Reference [31] (%)
zpcum1, zpcum2, zcum3, . . . , zpcum9

2.6. Validation Data

The 360 forest stands located in 6 forest districts across Poland with a mean area of 1.1 ha were
used as validation data (Figure 1b; Table 4). Field measurements were conducted in summer and
autumn 2015 (four districts) and 2016 (two districts). In each stand, only trees with a DBH of at
least 7 cm were measured. Moreover, in each stand, several heights for a dominant tree species were
measured (minimum 20 trees). The measured trees were distributed evenly across the DBH range and
forest stand layers. Height measurements were made using a Haglof Vertex IV ultrasonic hypsometer.
Then, the volume for single trees was calculated using the allometric models created for Poland [25].
To calculate the GSV, the volumes of individual trees in the stand were summed and divided by the
stand area. The ALS-derived metrics listed in Table 3 were calculated for each forest stand within a
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30 × 30 m raster grid corresponding to the Landsat pixel size. The predicted GSV for each stand was
calculated using GEE as the weighted mean from the raster cells overlapping with the stand borders.
The overlapping area was used as the weight. See the GEE documentation for more in-depth information
(https://developers.google.com/earth-engine/reducers_reduce_region#pixels-in-the-region).

Table 4. Characteristics of stands used for model validation (n = 360; mean stand area = 1.1 ha;
GSV—growing stock volume).

Dominant Tree
Species

Number
of Stands

Percentage of Stands
(%)

Minimum
GSV (m3/ha)

Mean GSV
(m3/ha)

Maximum
GSV (m3/ha)

Standard
Deviation of
GSV (m3/ha)

Scots pine 270 75.0 111.0 332.6 593.0 97.4
silver fir 29 8.1 223.0 387.7 629.0 97.4

European beech 22 6.1 158.0 336.0 590.0 116.3
sessile oak 20 5.6 174.0 348.0 473.0 86.8

other species 19 5.3 190.0 277.6 479.0 77.7

2.7. Predictive Methods

We evaluated four methods for predicting GSV: three nonparametric approaches—Random Forest
(RF), k-Nearest Neighbours (k-NN) and deep learning neural network (DL)—and one parametric
approach—the multiple linear regression (LM) model.

The training set for developing the predictive models consisted of the GSV values measured
in the field at the National Forest inventory plots (n = 13,323), while the validation set consisted of
360 stands with a mean area of 1.1 ha, ranging between 0.44 ha and 3.78 ha. For both the training set
and validation set, the predictor variables consist of (i) Landsat metrics and (ii) ALS metrics (Table 3).

The predictive approaches were tested using three different sets of predictor variables (i.e., Landsat;
ALS; and combined Landsat and ALS metrics) to compare the performance of each predictive approach
using different types of predictors. Therefore, each imputation-predictive approach was optimized
three times using the three different sets of predictors. In the following paragraphs, we detail how the
predictive models were parametrized.

For each set of predictors (i.e., Landsat, ALS and Landsat+ALS), we calculated the variables’
importance rankings using Random Forests and calculating the percentage increase in the mean square
error (IncMSE%) by removing all variables one at a time. We calculated the IncMSE% through a
5-fold-cross-validation procedure that associates the relative standard error (MSE) to each variable.

Among the 7 Landsat predictors, the 41 ALS predictors and the 48 predictors for both Landsat
and ALS, we identified the relevant and irrelevant predictors by iteratively removing the variables that
were identified as less important [32]. At the end of each 5-fold cross-validation, we selected the set
of predictor variables that had the lowest Mean Squared Error (MSE). Therefore, we selected a set of
predictor variables for Landsat, a set of predictor variables for ALS and a set of predictor variables
combining the Landsat and ALS variables. Then, the three sets of predictors were used to optimize the
four predictive approaches.

Each predictive approach (i.e., Random Forest, k-NN, Neural Network and Multiple Linear
Regression) was optimized three times using the three sets of predictor variables selected with the
procedure described above. In this section, we will describe the different predictive approaches used.

2.7.1. Random Forests

RF is a decision tree algorithm introduced by Breiman [33]. It is commonly used for the spatial
prediction of forest variables using remotely sensed data [34–38]. RF grows a set of regression trees (ntree)
with a certain depth (tdepth), using a randomly chosen subset of predictors for each one (mtry). To build
trees, the out-of-bag samples (OOB) procedure is applied, where each tree is built independently based
on bootstrap samples from the training dataset, while the remaining one-third of the samples are
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randomly left out. More details on the RF method can be found in the review of Belgiu and Drăgu [39]
and in the article of Li et al. [32].

The hyperparameter optimization was performed using a random search tuning approach,
through which we tested 50 randomly extracted combinations of ntree, mtry and tdepth (Table 5), searching
for the combination that minimizes the Root Mean Square Error:

RMSE =

√∑n
i=1(yi − ŷi)

2

n
, (1)

where yi and ŷi denote the reference and predicted values, respectively, for the i-th sample plot and n
is the number of plots.

Table 5. Set of tested parameters for each nonparametric predictive approach (KNN—k-nearest
neighbours, RF—random forests and DL—deep learning).

Model Hyperparameter Values Tuning Method

KNN
K 1–40

Random SearchMinkowski distance Euclidean distance, Manhattan distance
Distance metrics Unweighted, Weighted, Inverse, Reciprocal

RF
ntree 100–500

Random Searchmtry 2—number of predictors
tdepth 2–10

DL

Hidden layers

Trial-and-error

Nodes
Optimizer

Learning Rate
Dropout layers

Dropout percentage
Activation functions
Regularization layers

L1 regularization
L2 regularization

The RMSE was evaluated using k-fold cross-validation. For each hyperparameter combination,
we randomly divided the NFI plots into 5 reference set units and each one was deleted in sequence
and predicted using the remaining plots. Thus, each sample plot was never used for both training
and testing.

2.7.2. k-Nearest Neighbours

The k-NN imputation approach is well known method often used for developing predictive
models in context of applications of remote sensing data in forestry [40]. With the k-Nearest Neighbours
(k-NN) technique, predictions are calculated as linear combinations of observations for sample units
that are the nearest to the population units for which the predictions are desired with respect to a
selected distance metric in the space of the feature (auxiliary) variables. The optimization of k-NN
parameters was performed using the same procedure used for RF but optimizing k (the number of
nearest neighbours), the Minkowski distance parameter (among Euclidean or Manhattan distance) and
the distance metric. A full list of the tested hyperparameters is provided in Table 5.

2.7.3. Deep Learning Fully Connected Neural Network

The Deep Learning model (DL) consists of N stacked layers composed of M nodes that facilitate
learning through successive representations of the input data [41]. The DL model that we used was a
Fully Connected Neural Network (FCNN), in which all nodes or neurons, in one layer are connected
to the nodes in the next layer. The data are transformed in each layer using weights, which are specific
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parameters that link the nodes of subsequent layers [42]. During training, the optimum value of the
weight of each node was optimized based on the loss function, which measures the difference between
the observed and predicted values. In this study, modelling was done using the TensorFlow backend.

DL models require several hyperparameters to be set: (i) the number of hidden layers, (ii) the
number of nodes, (iii) the optimizer and relative Learning Rate, (iv) the number of dropout layers,
(v) the percentage of dropped out units in each layer, (vi) the different activation function configurations,
(vii) the different values of lambda for L1 and L2 regularization strategies, (viii) the number of epochs
and (ix) the activation function.

These hyperparameters are too numerous to use the same automatic random search optimization
procedure used for k-NN and RF. Therefore, we used a trial-and-error approach, which, compared to
random search, is more time consuming and requires more in-depth knowledge of the model and the
effects of the hyperparameters.

As for RF and k-NN, we chose the best model configuration by minimizing the RMSE resulting
from the 5-fold-cross validation procedure.

2.7.4. Multiple Linear Regression

Multiple linear regression (LM) method can be defined in the form of

yi = β0 + β1·x1i + ···+ βp·xpi + εi, (2)

where i indexes the sample units, yi represents the single response variable, p ≥ 1 denotes the number
of explanatory variables, j = {1, . . . , p} indexes the explanatory variables, βj is the respective regression

coefficient and εi denotes a random residual term with the distribution of N
(
0, σ2

i

)
. LM does not have

hyperparameters and does not require an optimization phase. However, we calculated the performance
of LM with the same 5-fold-cross validation procedure used for RF, k-NN and DL.

2.8. Models Training and Validation

As a result of the previous processes, we identified the model configurations that ensure the best
performance in terms of the RMSE. Then, we ultimately trained the k-NN, RF, DL and LM models with
the identified configuration using all 13,323 NFI plots. We tested the best twelve models (i.e., the four
predictive approaches using the three different sets of predictors) using a bootstrapping approach
based on the reference stands (n = 360) to evaluate the performance using an independent dataset
(never-seen-before data).

Resampling methods such as the bootstrap resampling technique can be applied to assess
uncertainty for predictive approaches such as parametric and nonparametric approaches [43,44].
Bootstrapping is based on the notion of a bootstrap sample and the bootstrapping pair approach
was used to construct bootstrap samples for this study [45]. We created 100,000 bootstrap samples
(nboot = 100,000) that were considered to be consistent [43,45]. Each sample consisted of a sample
drawn with a replacement from the original reference set with the same dimension of the original
stand dataset (n = 360).

Based on each 100,000 bootstrap sample, we applied the models and calculated the RMSE as
done in the optimization phase (Equation (1)). In this case, the n value was equal to the number of
stands (n = 360). Moreover, we calculated the relative RMSE% as the percentage of the average ground
reference value of the bootstrap samples.

For each model, at the end of the bootstrapping procedure, we calculated the mean RMSE (μ)
and the RMSE% (μ%) as the mean of the RMSE. The mean of the RMSE% achieved for each bootstrap
sample was calculated as

μ =

∑n
i=1 RMSEi

b

μ% =

∑n
i=1 RMSE%i

b
,
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where RMSEi and RMSE%i are the results achieved for the i-th bootstrap sample and b is the number
of bootstrap samples; in our case, b = 100,000. Using the same procedure, we calculated the R2, the bias
and the relative bias for the bootstrap samples.

Moreover, we calculated confidence intervals of 95% for each parameter of performance as

μ± t1−α/2 σ(μ)

μ% ± t1−α/2 σ(μ%),

where α is the significant value, t1−α/2 is the 1− α2 percentile of Student’s t-distribution (in our case
1.96) and σ is the standard deviation.

Additionally, the R2, RMSE% and bias% were calculated and analysed for the dominant tree
species with at least 20 validation stands available.

3. Results

3.1. Set of Predictor Variables

Importance ranking using Random Forests and calculation of the percentage increase in the mean
square error (IncMSE%) by removing all variables one at a time identified the best sets of predictor
variables for the three sets of predictors (i.e., Landsat, ALS and Landsat+ALS).

The sets of predictor variables for the Landsat predictors consisted of all the bands (except for
Band 6) being removed (Figure 3). However, for the ALS predictors, we removed zq10 and zq5
(Figure 3). For the set of a predictor that combined Landsat and ALS, we found that the same variables
removed from the other two sets were also excluded (i.e., B6, zq10 and zq5; Figure 3).

Figure 3. Importance ranking of Random Forests for each type of predictor: Landsat, ALS and Landsat
and ALS. The graph reports the percentage increase in the mean square error (IncMSE%) of each type
of predictor.
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3.2. Optimization Results

Each predictive approach was optimized using the three sets of predictors to search for the
hyperparameters that can achieve the lowest RMSE. The results of the calibration of the RF and KNN
models are reported in Table 6. Using the 5-fold-cross validation procedure, we found that under the
same approach, the configurations of the hyperparameters (Table 6) remain similar if different sets of
predictors are used.

Table 6. The best hyperparameter configurations selected for each predictive approach and each set of
predictors (RF—random forest, k-NN—k-nearest neighbours).

Predictive Approach Predictors Configurations

RF

mtry tdepth ntree
Landsat 2 9 500

ALS 2 6 500
Landsat+ALS 2 3 500

k-NN

kmax distance kernel
Landsat 36 Manhattan unweighted

ALS 37 Manhattan inverse
Landsat+ALS 35 Manhattan inverse

In case of the neural network configurations for the DL models we matched the number of nodes
in the input layer with the number of predictors. The number of hidden layers was two with 70 nodes
each and LeakyReLU activation functions [46]. Moreover, the number of dropout layers was two,
with the percentage of nodes randomly dropped out equal to 30%. The L1 and L2 regularization layers
were not necessary and the selected optimizer was rmsprop [47].

3.3. Performance Assessment

The results of the bootstrapping procedure were comparable among different predictive approaches
with the same sets of predictors. As shown in Figure 4, the results are consistent and comparable in
terms of the confidence interval and distribution of the errors. Using the Landsat predictors, we found
that all predictive approaches achieved results for an RMSE between 102.10 and 106.24 m3/ha and an
RMSE% between 30.45% and 31.69% with the RF that achieved the highest accuracy (Table 7). Using
the ALS predictors, we found that all the predictive methods achieved RMSE results between 81.43
and 83.90 m3/ha and RMSE% results between 24.30% and 25.03% with the DL that achieved the highest
accuracy. Using the Landsat and ALS predictors, the evaluated predictive approaches achieved results
for an RMSE between 80.98 and 84.41 m3/ha and an RMSE% between 24.16% and 25.18% with the RF
that achieved the lowest accuracy and the DL the highest accuracy.

Table 7. Performance of the developed growing stock volume models (DL—deep learning, KNN—k-nearest
neighbours, LM—multiple linear regression and RF—random forests) assessed at the stand level
(n = 360).

Model Predictors R2 RMSE (m3/ha) RMSE% Bias (m3/ha) Bias%

DL Landsat 0.01 106.24 31.69 40.39 12.03
DL ALS 0.39 81.43 24.30 −11.64 −3.48
DL Landsat+ALS 0.38 80.98 24.16 −7.31 −2.2

KNN Landsat 0.04 104.54 31.19 39.94 11.9
KNN ALS 0.38 83.24 24.85 −16.77 −5.02
KNN Landsat+ALS 0.38 83.19 24.83 −16.94 −5.06
LM Landsat 0.05 104.92 31.3 38 11.3
LM ALS 0.37 82.72 24.69 −11.7 −3.51
LM Landsat+ALS 0.37 82.57 24.64 −12.01 −3.6
RF Landsat 0.07 102.10 30.45 36.56 10.89
RF ALS 0.38 83.90 25.03 −16.51 −4.93
RF Landsat+ALS 0.39 84.41 25.18 −17.81 −5.32
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Figure 4. Results of the bootstrapping procedure for each considered approach (LM—multiple
linear regression, KNN—k-nearest neighbours, RF—random forests and DL—deep learning) using
different sets of predictor variables (Landsat, ALS and Landsat+ALS). The red line identifies the
confidence interval.

All predictive approaches have similar results for R2 (Figure 5). Using Landsat, only the R2 dropped
to 0.01. Similarly, using only Landsat, the bias was large, ranging between 40.39 and 36.56 m3/ha.
On the other hand, Landsat made an important contribution to DL when used together with the ALS.
Indeed, when using DL with just the ALS, the bias was −11.64 m3/ha but while using both the Landsat
and the ALS, the bias dropped to −7.31 m3/ha.

3.4. Performance Assessment per Dominant Tree Species

From the set of 360 validation stands, there were four dominant tree species for which at
least 20 stands were available: European beech, Scots pine, sessile oak and silver fir. The other
species were joined to one group of 19 stands. For these groups of stands, the performance of the
models developed based on Landsat- and ALS-derived predictors was analysed (Figure 6, Table 8).
The RMSE was relatively low for oak, pine and fir regardless of the predictive method, varying from
72.61 m3/ha (20.99%) for oak-dominated stands with the DL method to 80.00 m3/ha (24.06%) for
pine-dominated stands predicted with the RF model. A considerably larger RMSE was obtained for the
beech-dominated stand varying from 106.94 m3/ha (DL) to 110.19 m3/ha (LM). For beech-dominated
stands, large systematic errors (bias) were also observed for all evaluated predictive methods: from
−20.19% (−66.62 m3/ha) for the DL model up to −23.71% (−78.55 m3/ha) for LM. The relative bias
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for pine, oak and fir varied from 0.70% (fir; RF) to −6.73% (oak, LM). The R2 averaged through all
predictive methods was the highest for beech-dominated stands (0.50) and the lowest for fir-dominated
stands (0.30). The R2 was also low for the group of 19 stands dominated by “other species” (0.13).

Figure 5. Observed vs. predicted values of GSV (growing stock volume) for 360 validation stands for
each considered predictive approach (LM—multiple linear regression, KNN—k-nearest neighbours,
RF—random forests and DL—deep learning) for the best set of predictors (Landsat+ALS).
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Figure 6. Observed vs. predicted values of GSV (growing stock volume) for validation stands obtained
with the best set of predictors (Landsat+ALS) and grouped by dominant tree species and predictive
approach (DL—deep learning, KNN—k-nearest neighbours, LM—multiple linear regression and
RF—random forests).

Table 8. Performance of the developed growing stock volume models (DL—deep learning, KNN—k-nearest
neighbours, LM—multiple linear regression and RF—random forests) assessed at the stand level for
different dominant tree species (n = 360).

Species Number of Stands Method R2 RMSE (m3/ha) RMSE% Bias (m3/ha) Bias%

European beech 22

DL 0.46 106.94 32.13 −66.62 −20.19
KNN 0.51 108.39 32.59 −74.39 −22.5
LM 0.53 110.19 33.11 −78.55 −23.71
RF 0.49 109.92 33.03 −74.21 −22.45

Scots pine 270

DL 0.42 76.02 22.86 −2.80 −0.86
KNN 0.42 78.6 23.64 −12.08 −3.65
LM 0.40 77.79 23.40 −6.13 −1.86
RF 0.42 80.00 24.06 −13.18 −3.98

sessile oak 20

DL 0.33 72.61 20.99 −10.91 −3.32
KNN 0.31 77.22 22.34 −20.19 −5.99
LM 0.36 73.38 21.24 −22.78 −6.73
RF 0.32 77.62 22.45 −20.27 −6.01

silver fir 29

DL 0.28 87.74 22.63 18.01 4.53
KNN 0.3 83.32 21.49 6.78 1.63
LM 0.29 84.08 21.68 12.81 3.18
RF 0.32 84.53 21.82 3.15 0.70

other species 19

DL 0.13 103.23 37.11 −37.98 −14.17
KNN 0.12 109.53 39.45 −51.86 −19.19
LM 0.14 108.51 39.04 −45.55 −16.91
RF 0.12 109.09 39.27 −47.89 −17.74
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4. Discussion

In this article, four predictive approaches (LM, KNN, RF and DL) trained based on NFI plots
combined with ALS point clouds and Landsat images were evaluated for predicting GSV at the stand
level. Three sets of predictor variables were tested (ALS, Landsat and Landsat+ALS) for all methods.
Validation of the developed models was performed on 360 forest stands measured in the field.

When creating the Landsat mosaic, we did not divide the Landsat images into leaf-on (396 images)
and leaf-off (24 images) datasets. Although we are aware that mixing leaf-on and leaf-off images is not
a perfect approach, we assumed that since the final reflectance value was calculated as the median,
the rare leaf-off images would not affect the final image consistently. On the other hand, rare high
quality leaf-off images (cloud cover < 10% and solar zenith angle smaller than 76◦) selected in winter
can be informative for evergreen trees and areas when there are no images acquired during the leaf-on
season, which may occur when algorithms are applied over huge areas.

The obtained results showed that there are no considerable differences in accuracy between the
evaluated predictive approaches (Table 7, Figures 4 and 5). Generally, the DL method provided the
lowest RMSE and bias; however, the differences between models were minimal. Larger differences
between the predictive models were observed when validating within groups of dominant tree species.
The results show that multiple linear regression (LM) can provide satisfactory results but there are
no or only small, benefits from using more advanced methods, including machine learning (KNN
and RF) or deep learning (DL). The linear model was used by Nilsson et al. [17] for country-level
forest variables estimation in Sweden. The RMSE of 24.69% obtained in our study (LM) regardless
of tress species is larger than that obtained by Nilsson et al. ([17]; RMSE: 17.2%–22.0%); however,
this might be related to the higher species and structural variability of Polish forests. Parametric
and nonparametric methods each have their own pros and cons. Previous works [9,48] pointed to
the undoubted advantage of classic multiple linear regression, highlighting the ease of interpreting
the model. The advantage of LM is also its ability to extrapolate extreme values. The construction
of such models, however, requires more experience and more work for the selection of appropriate
predictors. This problem disappears with the nonparametric methods of KNN, RF and DL used in
this paper. These models can also provide good performance in the case of non-linear relationships
between variables. However, the possibility of more frequent model overfitting and poor results in the
case of overly small observation sets are potential disadvantages of these approaches [49,50].

The obtained results showed differences in the performance of the developed predictive models
between dominant tree species. Nilsson et al. [17] reported for Sweden that when the proportion of
broadleaved trees increased to 76%, the RMSE% of the GSV estimation increased to 27.9%. For our
study, a similar relationship was observed. The model performance was relatively good for pine and fir,
moderate for oak and the worst for beech. However, the obtained differences in RMSE% for coniferous
and broadleaved stands were not so obvious. For example, the RMSE% for oak-dominated stands
was even lower than that for pine-dominated stands. We observed that the systemic error (bias) is
higher for stands dominated by broadleaved trees. In the case of beech-dominated stands, the relative
bias increased to more than −20%, meaning that the developed models are not appropriate for these
kinds of stands. It can be expected that creating species-specific models will improve the accuracy and
reduce model bias [19]. However, the large overestimation of GSV for broadleaved stands is likely the
result of using the ALS point clouds of different characteristics for model validation, and for model
development. In cases when the ALS point clouds are collected with different pulse densities and
at different times throughout the year, the ALS metrics obtained for broadleaved trees might not be
comparable between two acquisitions. Our results suggest that such an approach can be acceptable for
the prediction of GSV in coniferous forests but not in areas dominated by broadleaved species. To deal
with this issue, predictive models for broadleaved trees could be developed based on metrics derived
from the Canopy Height Model instead of using the point cloud-derived metrics.

In our research, we tested a deep learning method as a fully connected neural network using
the same predictor variables applied in the other three predictive methods. When validating the
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results regardless of the dominant tree species, the best model accuracy among all tested predictive
approaches and sets of predictor variables was obtained with the DL utilizing Landsat+ALS variables
(RMSE% = 24.2; bias% = −2.2%) but this performance was only slightly better than that of the other
tested methods. However, to derive reliable conclusions about the performance of DL for GSV
predictions, different neural network architecture types must be evaluated, including the Convolutional
Neural Network (CNN). Deep learning with CNN architecture—especially 3D CNN—can interpret
raw data (e.g., ALS point clouds) without the need for human-derived explanatory variables such
as height percentiles or density metrics, which are usually used as predictor variables in other
imputation-predictive methods [51,52]. Ayrey et al. [51] showed that 3D CNN can considerably
outperform the random forest method in predicting forest parameters based on ALS and satellite data.

In similar studies on using NFI plots and ALS point clouds for GSV estimation [17–19], the detailed
selection of training plots and high accuracy measurements of the plot centres were used, while in
our study, accurate coordinates of the plot centres were not available. This is likely the main reason
for the relatively low R2 values that we obtained. Nevertheless, our study shows that for coniferous
species (Scots pine and silver fir), relatively low RMSE% (22%–23%) and bias% (1%) can be obtained
for stand-level GSV predictions when combining ALS point clouds and Landsat images with NFI
data, even when the positional errors of the field plots vary from several to about 15 m. It can be
assumed that collecting accurate information about the plot centre coordinates in the next cycles of the
Polish NFI may increase the accuracy of the predictive models of GSV. However, McRoberts et al. [53]
observed only a small decrease in the standard error of the mean aboveground biomass in ALS-assisted
estimates of aboveground biomass when using survey-grade GPS receivers with sub-meter accuracy
compared to field grade GPS receivers with a 5–10 m accuracy. The aforementioned authors concluded
that the high costs of acquiring a survey-grade GPS receiver are not justified in the case of ALS-assisted
estimates of aboveground biomass at the national scale level in the USA.

Notably, in our study, for some of the NFI plots, there was up to a 5-year difference between the
year of laser scanning and the year of the field survey. This difference may provide additional noise
in the data used for training the predictive models because of tree growth, thinning activities, clear
cutting or the occurrence of forest disturbances. As we are aware of these limitations, we assumed
that the influence of these imperfections (positional inaccuracy and time lag) in the NFI data might be
mitigated by using many training plots (13,323) through averaging the model parameters. We also
maintain that a few-year difference between field measurements on NFI plots and the available ALS
point clouds (or image-derived point clouds) may often be the case in real-world applications. Thus,
we decided to use all NFI plots for which ALS data were available. The influence of time lag on the
accuracy of GSV predictive models should be analysed in future studies.

When considering the forest management inventory at a local scale, an absolute bias of about
0%–3% (like that obtained for coniferous tree species) can be acceptable. However, this level of
systematic error might be problematic for large areas of ALS-assisted estimates with GSV. The obtained
bias might partially be the result of the abovementioned inaccuracies in the NFI data but it might also
be the result of resolution difference between the differently sized training field plots (200 m2, 400 m2

and 500 m2) and grids used for the model predictions (30 × 30 m; 900 m2). Nevertheless, we decided to
use a 30 × 30 m resolution grid for prediction to avoid resampling and average the Landsat-derived
predictors. Packalen et al. [54] reported that a resolution mismatch between the field plot size and grid
cell size used for predictions caused only a small increase of bias in ABA. The authors indicated that
a higher prediction resolution compared to training resolution caused an underestimation of AGB.
However, in our study, overestimation of GSV was observed in most cases, even though the prediction
grid was larger than the training sample size.

Future research should evaluate how the time lag between NFI and ALS data influences the
predictions of growing stock volume at the national level. It would also be valuable to evaluate more
complex DL models based on raw ALS point cloud data including convolutional layers. On the other
hand, simpler multiple regression models based on Canopy Height Models may be potentially more
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transferable compared to point cloud-based models, especially for stands dominated by broadleaved
trees. The use of predictors from Sentinel-2 +ALS instead of Landsat+ALS also seems worth exploring.

5. Conclusions

Several conclusions were drawn from this study. First, using Landsat-derived predictors together
with ALS only slightly increased the accuracy of GSV predictions compared to using only ALS-derived
predictors. Second, the deep learning method in the form of fully connected layers does not provide
considerably more accurate predictions of GSV compared to the LM, KNN and RF approaches.
To benefit more from the deep learning approach, larger datasets and network architectures including
convolutional layers are likely needed. Third, NFI plots with positional errors in the order of several to
about 15 m combined with ALS point clouds can be used for the development of relatively accurate
predictive models of the growing stock volume. In cases when a relatively large number of NFI plots is
available for model training, the influence of positional inaccuracies and the time lag of NFI plots is
likely mitigated partially by averaging the model parameters. The demonstrated approach is applicable
for coniferous stands even when the ALS point clouds of different pulse densities are used for model
training and prediction. However, when applied to forest stands dominated by broadleaved trees,
large systematic errors may occur. Further research aimed at improving the integration methods of
NFI data with remote sensing data is desirable, especially in the context of model transferability in
broadleaved forests. Integrating NFI with remotely sensed data could provide substantial cost savings
in the forest management inventory at a local scale.
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Springer International Publishing: Cham, Switzerland, 2020; pp. 343–352.
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Abstract: Eco-hydrological models can be used to support effective land management and planning
of forest resources. These models require a Digital Elevation Model (DEM), in order to accurately
represent the morphological surface and to simulate catchment responses. This is particularly
relevant on low altimetry catchments, where a high resolution DEM can result in a more accurate
representation of terrain morphology (e.g., slope, flow direction), and therefore a better prediction of
hydrological responses. This work intended to use Soil and Water Assessment Tool (SWAT) to assess
the influence of DEM resolutions (1 m, 10 m and 30 m) on the accuracy of catchment representations
and hydrological responses on a low relief forest catchment with a dry and hot summer Mediterranean
climate. The catchment responses were simulated using independent SWAT models built up using
three DEMs. These resolutions resulted in marked differences regarding the total number of channels,
their length as well as the hierarchy. Model performance was increasingly improved using fine
resolutions DEM, revealing a bR2 (0.87, 0.85 and 0.85), NSE (0.84, 0.67 and 0.60) and Pbias (−14.1,
−27.0 and −38.7), respectively, for 1 m, 10 m and 30 m resolutions. This translates into a better timing
of the flow, improved volume simulation and significantly less underestimation of the flow.

Keywords: forested catchment; forestry; hydrological modeling; SWAT model; DEM

1. Introduction

Forests play a significant role on the hydrological cycle and have a key importance on ecosystems
regulation. Planted forest productivity is highly dependent on water availability [1]. Therefore,
the evaluation of watersheds’ hydrological response is important especially in regions that, under
present day conditions, register water restrictions such as the Mediterranean bioclimatic zones [2,3].
In Portugal, forests cover about 36% of the total mainland area [4], holding an important role on the
environment and on the national economy.

In order to obtain insight on hydrological responses and on water availability at a catchment
scale, hydrological models may be used. These models require, as an input, a morphological surface
representation, and the digital elevation model (DEM) is one of the most common. DEM is a numeric
representation of a surface arranged in a set of regular grids each containing the three-dimensional
(3D) (x, y, z) coordinate records [5]. A DEM may be produced based on three arrangements: contour
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lines (x, y data on equal elevation lines); triangular irregular network (non-overlapped linked triplets
of nodes with x, y, z data); or mass points (x, y, z data regularly or irregularly distributed) [6].

DEM data sources are typically obtained by using: (i) remote sensing techniques on which the
sources may be Interferometric Synthetic Aperture Radar (IfSAR), either from the Shuttle Radar
Topography Mission (SRTM), Advanced Spaceborne Thermal Emission or Reflection Radiometer;
(ii) photogrammetry with stereo pairs of aerial imagery (e.g., satellite, airborne and Unmanned
Aerial Vehicles); (iii) laser scanning by Light Detection and Ranging (LiDAR); (iv) interpolated
global positioning system and total stations; and (v) cartographic digitalization on pre-existing
topographic (contour) maps [7,8]. Photogrammetry, IfSAR and LiDAR are preferential sources to
produce DEMs [9,10].

From the DEM it can be extracted geomorphological and hydrological data (e.g., aspect, slope,
stream network, watershed delineation, flow direction and accumulation patch) and, therefore,
the horizontal and vertical resolutions of the DEM will impact on the accuracy of the linked extract
products. As concluded by Sørensen et al. [11] and Vaze et al. [12], the input DEM (accuracy and
resolution) will impact the ranges of hydrological and topographic indices derived from the DEM.
Following Tan et al. [13,14] and Xu et al. [15], DEM uncertainties are linked with the input resolution
(provided by the data sources) and the applied resampling techniques.

Physically based semi-distributed and distributed hydrological models are powerful tools to
simulate catchment processes and linked responses. Moreover, hydrological models may be used to
support effective land management and planning of forest resources. They can be used as effective
decision support tools [16,17] to set site-specific forestry management practices.

The Soil and Water Assessment Tool (SWAT) is a continuous time, physical based and
semi-distributed ecohydrological model that simulates on a daily basis landscape processes and
watershed responses [18,19]. The model has been widely used for three decades and it has been
applied to assess different inputs and scenarios for multiple variety of catchments and objectives
(e.g., climate change impacts, land use and land cover changes, water quality and quantity, sediment
exportation, management practice effects) resulting in more than 3900 published research papers [20].
The SWAT model has been successfully used to address the impacts of different resolution input
data on catchments and hydrological responses [21–23] and some studies have focused on the use
of low to high resolution input DEM to assess SWAT performance and simulation results [24–27].
The links between different input DEM resolutions and the uncertainty on model predictions have
been discussed in other research studies [28–30].

SWAT procedures that are DEM-dependent (e.g., watershed delineation, stream network definition,
sub-basins) will be largely constrained by the DEM resolution and uncertainty. Additionally, as stressed
by Goulden et al. [31], the lack of knowledge on DEM uncertainty and the potential undefined
cascade impact on hydrological model simulations may result in inaccurate assumptions and under or
overestimated conclusions for the modeler. Wu et al. [32] applied the SWAT to 10 catchments and used
three DEM resolutions (250 m, 500 m and 1000 m) to assess the links between automatic watershed
extraction (from DEM), watershed parameters and area threshold values. They concluded that a DEM
resolution increase results in a more refined flow direction and accumulation calculation, meaning a
more realistic representation of the stream network.

Tan et al. [13] found that SWAT generated stream network was set to be more sensitive with regard
to the DEM resolution rather than DEM source or the applied resampling technique. Furthermore,
Tan et al. [14] obtained better streamflow simulations using 20 m and 60 m resolution DEMs as well as
improved DEM sensitivity analysis upon the integration of the smallest area threshold (1000 ha) value.

Camargos et al. [33] debated the use of fine (regional data) and coarse (global data) detail inputs
to improve the robustness of SWAT model simulations. Zhang et al. [29] and Xu et al. [15] analyzed
the influence of contrasting DEM resolutions on SWAT simulations for hydrological responses and
nutrient exports. Goulden et al. [24] presented a comprehensive analysis on DEM resolution and
sensitivity of the SWAT outputs, namely the increase of slope class with higher DEM resolutions and
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the linked increase of sediments loads as a consequence of the reduction on watershed areas using
higher resolutions.

The great majority of SWAT modeling studies explicitly fails to consider the simulations on forest
dominated catchments despite the relevance of these ecosystems and provided services. In addition,
there is also a gap on studies that focus on forest dominated catchments on water scarce regions under
the influence of Mediterranean-type climate.

This study focuses on the use of DEMs with different resolutions to improve the accuracy of
hydrological modeling in a forest dominated catchment in a water scarce region in Alentejo (Portugal).
To this end, the SWAT model was applied on relative flat catchment with three DEM cell sizes (1 m,
10 m and 30 m) in order to simulate the impacts of different DEMs on the representation of watershed
characteristics, processes and responses.

There are two major research questions that we intend to address: What is the impact of different
DEM resolutions on surface representation and watershed properties in a flat area? Is it worthwhile to
use very high resolution DEMs to simulate catchment processes and responses in a forest dominated
catchment under the influence of Mediterranean climate?

2. Material and Methods

2.1. The Study Area

The Caniceira catchment (is located in Alcolobre river basin (in the context of the wider Tagus
transboundary river basin), in the Alentejo region in mainland Portugal. The catchment is under the
influence of a Mediterranean climate and registers an average annual precipitation of about 720 mm
with a dry warm summer and a mild winter and it is characterized by a temperate with dry and
hot summer climate (Csa) according to the Köppen classification [34] (Figure 1). In addition, it is
categorized as a sub-humid mesothermal, registering a severe water-deficit, especially during summer
time (C2 B’2) [35,36]. The catchment is located in a relatively flatten area with elevations ranging from
99 to 164 m (above sea level) and covers an area of about 267 ha.

Regarding the geological background, the catchment is located in the context of the Lower Tagus
Tertiary basin, whose genesis is related to Pyrenean compression [37]. The catchment is dominated
by Miocene and Pliocene fluvial sedimentary deposits, conglomerates and reddish to yellowish clay
sandstones and some Quaternary sands and gravels beds. The Tertiary deposits overlay in discordance
with the gneiss and migmatite formations from Precambrian [38]. The hydrogeological context of the
area is associated with an extensive multilayered aquifer system, shaped by variable in depth layers of
sandstones alternating with impervious clay layers [39,40].

Following the Portuguese soil classification [41,42] and the FAO-UNESCO classification [43,44],
the catchment soils are mainly Arenic Endoleptic Regosols and Arenic Epileptic Regosols, with little or
no profile differentiation, on which bedrock is located between 25 cm and 50 cm (Epileptic) or between
50 cm and 100 cm (Endoleptic) with sandy or coarser texture.

This is a forest dominated catchment largely occupied by evergreen broadleaf species (Eucalyptus
globulus, Quercus suber—cork oak, Quercus faginea—green oak, Pinus pinaster—maritime pine; Table 1)
and by sclerophyllous vegetation (Mediterranean scrubland). The catchment is linked to a riparian
gallery of high nature conservation value, including alders and narrow-leaved ash as the most common
tree cover and otter, polecat and Eurasian sparrowhawk as faunistic representatives. The land use
and land cover data (1:10 scale) was obtained with field observation and detailed mapping survey
validated with pan-sharped World-View-2 orthoimage from 8 August 2019.
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Figure 1. Land cover and stream network (1 m resolution) at Caniceira catchment, in the context of the
Tagus transboundary river basin with the Köppen classification (top right map).

Table 1. Land use and land cover (LULC) distribution at Caniceira catchment.

LULC
Area Area

ha %

Eucalyptus 210.9 78.9
Unpaved roads and firebreaks 19.9 7.4

Cork oaks 16.4 6.1
Mediterranean scrubland 9.2 3.4

Mixed forest (maritime pine, green oak) 6.3 2.4
Maritime pine 3.7 1.4

Paved road 0.4 0.2
Urban (commercial) 0.2 0.1

Water bodies 0.1 0.0

2.2. DEM Input Data

The DEMs used as input in the SWAT model were obtained using: Synthetic Aperture Radar
interferometric data, GPS and digitalization surveys and Airborne Laser Scanning surveying data.

The SRTM from 2000 in combination with the United States Geological Survey’s GTOPO30 data
set, provided about 80% worldwide coverage of the SAR interferometric data, which were resampled
at 1 arc-second resolution (~30 m × ~30 m) [45]. The SRTM-DEM was validated for Portugal [46,47]
and is freely available. In addition, it has been used worldwide as an input DEM in the SWAT
model [28,48,49].

The 10 m resolution DEM was based on the contour lines data (National Cartography
Series—1:10,000 scale), produced by the Portuguese Geographical Institute and by the Geographical
Institute of the Military, with the European Terrestrial Reference System coordinated system
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(PT-TM06/ETRS89). This is the official data for Portugal and included, among others, the National
Geodetic Network and GPS Permanent Network to provide an expected vertical accuracy ranging from
1 to 1.5 m [46]. A triangulated irregular network surface was generated from contour lines through the
Delaunay triangulation and was converted to raster with a 10 m × 10 m cell size, in order to respect the
contour lines equidistance.

The 1 m resolution DEM was provided by a LiDAR survey (April 2019) with a flight performed at
approximately 2792 m with a 30% overlap between sweeps. The point clouds with an average point
density of 2 points m−2 were captured using Leica ALS80HP, a high performance airborne scanner
operating at a pulse rate 704 kHz and scan rate of 73.5 Hz. The airborne laser scanning point clouds
were processed and classified using CloudCompare and FUSION/LDV 3.80 software [50,51]. The 1 m
gridded surface model was interpolated using the GridSurfaceCreate tool in FUSION/LDV 3.60+.
Wooded areas may induce positional errors on DEMs. However, as the planted forest in the catchment
follow the same compartments (tree plantation plots) since the late 1950s, it is possible to get several
sectors with no vegetation, namely during the periods between clear cuts and new coppice cycle (each
12 years). The operations included regular management of the understory vegetation in-between
plantation lines. As a result, the airborne laser scan was able to get the surface information without
the canopy interference. Additionally, the canopy density on this planted forest, in association with
the unpaved roads and firebreaks networks account for several gaps of vegetation and therefore,
exposing the topographic surface, which results in an improved accuracy of the laser scan on the
actual surface. The official available input data for the 10 m DEM also benefits from this reducing the
eventual elevation errors provided on wooded areas.

The three DEMs represent the topographic surface for an almost 20-year period, as the data began
to be collected in the late 1990s (for the 10 m DEM), in the earlier 2000 (for the 30 m DEM) and in 2019
(for the 1 m DEM). As a result, there is a temporal gap in the actual representation of the topographic
surface. Nevertheless, no significant geomorphological changes are expected to have occurred in
the catchment.

2.3. SWAT Modeling Approach and Calibration Routines

The catchment responses were simulated using the SWAT model, through the ArcGIS interface
(ArcSWAT version 2012). In order to assess the influence of the DEMs at different resolutions (1 m,
10 m and 30 m), three independent SWAT models were built up, as each new input DEM requires a
single new SWAT model.

In the SWAT model, the stream network definition can be done via DEM by “forcing” the model
to define the stream network (DEM-based) or by using a pre-defined shapefile on which each line
represents a reach with a unique identification code as well as the flow direction in the sub-basins.
Similarly, the watershed delineation may be achieved based on the DEM or by using a pre-defined
polygon shapefile. The stream networks were calculated with a D8 hydrological algorithm [52],
within the Terrain Analysis Using Digital Elevation Models (TauDEM), which is a set of tools for the
analysis of terrain using DEMs. The pre-defined watershed limit was calculated with the D8 algorithm
based on the 1 m DEM.

To assess the accuracy of the stream network three metrics were used: drainage density
(Dd = average total stream length/catchment area; a higher value represents a more agglutination of
the channels, [53]); sinuosity (S = length of meandering/straight-line distance; ranging from one for a
straight line to zero for a curvy line, [54]); vertices index (Vi = number of vertices/total stream length,
wherein a close to zero value indicates lower geometry complexity, with no curvy sectors).

As the catchment presents little altimetry variation, the use of a pre-defined stream network and
watershed shapefiles were considered rather than using the DEM-based option in the SWAT model.

In addition, back in the early 2000s, a water management strategy was implemented in a flat sector
at the Caniceira catchment outlet, to prevent the occurrence of soil waterlogging during the raining
season and as to be used as water storage pond in the driest period. As a result, a small retention pond
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was created and two stream lines were merged, which only left one channel free flowing. On this flat
area, the unmistakable geomorphological evidence of the two parallel thalwegs was captured by the
fine detailed DEM (1 m resolution) and included in the extracted stream network. These channel lines
are linked to the topographic surface but present no relation with the actual flow direction and altered
the actual location of the catchment outlet. On the TauDEM-based stream network, there is a partial a
gap on the linkage to the man-made pond (oval marker on Figure 2) and a missed representation of
the actual stream lines nearby the catchment outlet (highlighted by the rectangle marker on Figure 2),
which impact the outlet location. As a consequence, the stream lines shapefile (.shp) was edited
using the ArcGIS Editing toolbox, and the polyline vertices rectified and some vertex deleted in
order eliminate these incongruences and to redefine the correct flow direction. Additionally, a field
survey was done with a Real Time Kinematic GNSS high-accuracy antenna, to provide a set of 225
ground survey-points in order to assess the positional accuracy of the 1 m DEM based stream network,
in particular z (elevation) values. The survey-points were acquired with a triple-frequency GNSS
receiver (Arrow Gold antenna) linked to the Portuguese active GNSS network (RENEP). The reference
ellipsoid is the GRS80, the coordinate reference system is the ETRS89/PT-TM06 (EPSG:3763) and the
vertical heights are based on the GeodPT08 geoid model.

This validation procedure insures a more realistic representation of the flow direction on this flat
terminal sector and the definition of a more precise location of the gauged catchment outlet, ultimately
leading to an accurate representation of the catchments responses and an improved robustness of the
SWAT model. It is worth stressing that the extracted stream network represents channel lines according
to the topographic surface, but does not necessarily mean free flow on all channels, as for present day
conditions the catchment is facing water scarcity constrains. Figure 2 presents the TauDEM based
stream network (dotted line) and the rectified (edited) stream network for the flat terminal sector of
the catchment.

 

Figure 2. Cont.
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Figure 2. TauDEM generated (a) and rectified stream network (b), on the flat terminal sector of the
catchment for the 1 m DEM resolution, with major differences highlighted in green.

SWAT defines sets of hydrological response units (HRUs) as a unique combination of overlaying
land use, soil type and slope for a sub-basin. In the SWAT+ (a revised SWAT version), it is possible
to separate water and other land areas per sub-basin (in contrary to the previous SWAT model) and,
from the landscape units (LSUs), it is possible to define the HRUs [55].

SWAT is mainly divided in two phases: land phase and routing (water) phase. Within the land
phase the amount of water and sediments is controlled, as well as nutrients loads in the main channel
for each sub-basin; on the routing phase the movement of water, sediments and nutrients in the stream
network throughout the watershed catchment is controlled [56].

To run the model, some input data are mandatory: soil, land cover and crop/plant parameters and
climate records.

Soil data resulted of a sampling survey of a minimum of five soil samples per hectare. All samples
were analyzed in the laboratory in order to define a comprehensive database of soil physical and
chemical characteristics (namely texture, pH, exchangeable cations).

Specific-site parameters for eucalyptus trees were provided by forest inventories, Scholander
pressure chamber, leaf area index surveys, sap flow sensors and dendrometers. Eco-physiological
data for the other land uses were adapted from the SWAT database and also following previous
research [57–60].

The meteorological sub-daily data (precipitation, air temperature, humidity, solar radiation and
wind), were provided by two automatic meteorological stations installed in the catchment area since
2012. Sub-daily hydrological records were provided by an automatic stream flow gauge installed in
2019 in a weir open channel at the catchment outlet.

The SWAT management operations database included information on several operations (e.g.,
soil tillage, planting and maintenance fertilizations, harvesting procedures) that may have influenced
the plant growing cycle and the catchment hydrological responses. Plant growth was calculated using a
modified version of the Environmental Policy Integrated Calculator (EPIC) crop model [61]. The model
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simulates the evolution of leaf area index, biomass accumulation as well as the yield for different plants.
A detailed operation schedule (for eucalyptus) was defined by date (adapted to local meteorological
conditions) rather than by heat units. In addition, refined SWAT parameters (e.g., plantation dates,
tillage operations, planting and maintenance fertilizations, weed control, plant growth cycle, leaf area
index) were included in the model database based on the long term (50 years) management operations
held at Caniceira and also following previous research [57–60]. The model was run on a daily basis
from 2012 to 2020 with a warm-up period of five years to minimize the effect of the initial systems
variables ensuring proper model dynamic equilibrium.

Calibration routines were performed with Calibration and Uncertainty Analysis Program
(SWAT-CUP [62,63]). SWAT-CUP is an iterative calibration procedure that allows the selection
of five optimization algorithms and different objective functions (10 in total) and on which multiple
variables (parameters) can be assumed and simultaneously calibrated, whether meant for a specific
HRU or a set of HRUs or sub-basins. For the Caniceira catchment, a total of 12 sub-basins were
considered. The Sequential Uncertainty Fitting algorithm (SUFI2) produces a set of good solutions
within the considered parameters and their ranges, and for each iteration, the arrays were gradually
narrowed through several iterations. The algorithm accounts for potential sources of uncertainty and
helps to determine the most impacting parameters. The calibration was performed for each SWAT
model (1 m, 10 m and 30 m resolution DEMs) on two iterations, each with 450 simulations.

Model performance (observed versus calibrated data) was evaluated using three indicators: (i) the
Coefficient of Determination (R2) multiplied by the coefficient of the regression line (bR2); (ii) the
Nash-Sutcliffe model efficiency index (NSE); (iii) the average percent model error (Pbias—percentage
of bias) [64–67] (Table 2). The calibration results are expressed from the unsatisfactory to the very good
performance rating, following the goodness-of-fit indicators proposed by Moriasi et al. [66].

Table 2. Ratings of the goodness-of-fit indicators for model performance (adapted from
Moriasi et al. [66].

Performance Rating bR2 NSE Pbias%

Very good 0.75 < bR2 ≤ 1.00 0.75 < NSE ≤ 1.00 Pbias < ±10
Good 0.65 < bR2 ≤ 0.75 0.65 < NSE ≤ 0.75 ±10 ≤ Pbias < ±15

Satisfactory 0.50 < bR2 ≤ 0.65 0.50 < NSE ≤ 0.65 ±15 ≤ Pbias < ±25
Unsatisfactory bR2 ≤ 0.50 NSE ≤ 0.50 Pbias ≥ ±25

3. Results and Discussion

3.1. Impacts of DEM Resolution on Surface Representation and Watershed Properties

The watershed limit was calculated in order to assess the impact of increasing resolution on
products extracted from different DEMs. The watershed delineation resulted in a total area value
ranging from 267 ha (1 m) to 224 ha (30 m). The watershed area on the 30 m DEM results from a
non-realistic generalization of watershed limit due to a super pixel cell size (30 m × 30 m) that accounts
for a higher area within the influence of each pixel. Charrier et al. [68] pointed out that the use of very
high resolution DEMs could better suit for more realistic watershed delineation, which is true for the
1 m and 10 m resolutions DEMs. In order to avoid these constrains imposed by the DEM resolution
on the watershed area, a pre-defined watershed shapefile (calculated with D8 algorithm based on
the 1 m DEM) was used in the model. Luo et al. [69] used a pre-defined set of watershed and stream
shapefiles for a plain study-area and obtained an improved representation of the actual surface and
also increased model accuracy, when compared with a DEM “forcing” procedure.

This resulted in a more realistic representation of the catchment (Figure 3), especially as it is
located on a relatively flatten area with low amplitude on elevation values, in line with Luo et al. [69].
A reduction in total watershed area and linked geometry can be substantial, especially on low to
medium size watersheds, as the proper representation of the surface and catchment responses is,
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therefore, affected. A closer analysis points to some incongruence whether due to the lack of detail
on catchment headwaters or due to erroneous flow patch and direction calculations on more flat
sectors. In addition, loss in detail from altimetry values for coarse resolutions DEMs resulted in an
underestimation of the maximum value and an overestimation of the lower catchment altimetry values
(Table 3), in line with results reported by Lin et al. [48], Zhang et al. [29] and Reddy et al. [25].

 

 

Figure 3. Cont.
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Figure 3. Pre-defined watershed, stream network and DEM-based sub-basins with (a) 30 m, (b) 10 m
and (c) 1 m DEM resolution.

Table 3. Caniceira watershed characteristics extracted from 30 m, 10 m and 1 m DEM resolutions.

Watershed Characteristics
DEM Resolution

30 m 10 m 1 m

Number of channels 312 735 16,321
Channels length 14,955 m 16,274 m 26,317 m

Strahler order 4 5 7
Elevation (minimum) 105 m 102 m 99 m
Elevation (maximum) 169 m 160 m 164 m

Elevation (Std. deviation) 13.7 11.3 12.8
Drainage density 0.55 mm−2 0.60 mm−2 0.98 mm−2

Sinuosity 0.45 0.12 0.06
Vertices index 0.04 0.09 1.24

Hydrological response units 263 297 402

The accurate three-dimensional representation of a surface is closely related to the resolutions of
the input data. In fact, all the 12 sub-basins registered a decrease (from the 1 m to the 30 m resolution)
on the number of channels and their length, the Strahler stream order numbers [70] and the slope class
values (Table 3).

The 1 m resolution DEM resulted in a significantly higher number of HRUs. The SWAT capability
to better simulate surface runoffwill be increased as curve numbers will be better adjusted to slope
values, based on HRUs slopes, although forest catchments may present a potential higher capability
for water storage, as mentioned by Pang et al. [71].

3.2. Impacts of DEM Resolution on Catchment Processes and Responses

The analyses prior to the model calibration intended to obtain insight on the SWAT
parameterization to highlight the impact of DEM resolutions, as the three models were built up
with the same parameters. The baseline simulation (uncalibrated) on the 1 m DEM embodied a
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more reduced gap between the observed and simulated data, providing therefore a more realistic
representation of the catchment response (bR2 = 0.74, NSE = 0.58 and Pbias = −40.7). Moreover,
observed, simulated (uncalibrated) and calibrated data presented a reduced difference, thus denoting a
good overall trend on the model performance (following Moriasi et al. [64]—Table 2), and improved the
goodness-of-fit indicators after calibration (bR2 = 0.87, NSE = 0.84 and Pbias = −14.1). This translates
into a better timing of the flow, improved volume simulation and significantly less underestimation of
the flow.

The baseline simulations from the 10 m and 30 m resolutions denoted a gradual increase on the
gap between observed and simulated. The overall model performance before calibration, based on the
bR2 (0.71 and 0.60, respectively) and NSE index (0.51 and 0.49, respectively) are nevertheless good
(Table 4). The Pbias for 10 m and 30 m DEMs indicates an overall flow underestimation (−44.1 and
−50.6, respectively) that may be related to the challenges of capturing the total rainfall amounts on
extreme precipitation events. As expected, after calibration these values improved.

Table 4. Goodness-of-fit indicators for daily discharge at the Caniceira catchment outlet considering
DEM at different resolutions before and after SWAT model calibration. bR2—ranging from the
optimal value (one) to zero; NSE—ranging from the optimal value (one) to zero (below zero indicates
unacceptable model simulation); —ranging from the optimal value (zero) to positive or negative values
representing model underestimation and overestimation, respectively.

bR2 NSE Pbias

DEM Resolution 30 m 10 m 1 m 30 m 10 m 1 m 30 m 10 m 1 m

Uncalibrated 0.60 0.71 0.74 0.49 0.51 0.58 −50.6 −44.1 −40.7
Calibrated 0.85 0.85 0.87 0.60 0.67 0.84 −38.7 −27.0 −14.1

Model simulations showed a gradual deterioration on model performance as DEM moved from
1 m, 10 m to 30 m resolution. This is translated in a gradual loss on accuracy for streamflow at
the watershed outlet (gauged) (Figure 4). This analysis was performed in two stages: upon model
parameterization (uncalibrated flow) and upon model calibration (calibrated flow). From 1 June to
30 September (2019), the catchment received a total of precipitation as little as 17.8 mm. Upon the first
rain events on mid-October, the responses are showed at the catchment outlet where the river gauge
and model outlet are located. The extreme precipitation event in December 2019 affecting Portugal
(“Elsa storm”) resulted in the highest flow peak visible on both stages hydrographs. The hydrological
response provided by the flow peak denotes a higher peak representation for the 1 m DEM and a
gradual decrease on peak representation for coarser resolutions. The catchment meteorological stations
registered 114.4 mm of rain, respectively, with 68.4 mm on the 19th of December and 46.0 mm on the
20th of December (2019).

On this forest dominated Mediterranean catchment with low elevation range, the SWAT modeling
of the responses to intense precipitation events have clearly showed a better fit using very high
resolution DEM, either uncalibrated or calibrated, and can, therefore, be considered a very good model
performance based on bR2 and NSE, and a satisfactory performance based on Pbias [66,67].

Reddy et al. [25] found similar relation with different resolution DEM and stressed that accuracy
of estimated runoff and sediment yield decreases with coarser resolutions. The rational for using
coarse DEM resolutions has been largely discussed by several authors [6,72]. They concluded that
despite poor accuracy, they present a reasonable compromise between available (freely) data and
low computation demands and a suitable representation of hydrological processes and catchment
responses, in the context of hydrological model simulations. The findings of the present work contrast
some previous studies [28–31,73] that showed that high resolutions DEM have a negligible effect on
streamflow reduction. As suggested by Tan el al. [13], such studies rely on coarser DEM resolutions.
In addition, most models are calibrated using monthly to yearly records, which may uncover some
short-term discharge tendencies, event-based responses and peak flow representations. Finally,
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fine DEM resolutions may not add any significant advantage in flow representation of large watersheds
and in mountain areas [29].

 

Figure 4. SWAT model performance for uncalibrated and calibrated flows for Caniceira catchment,
for the three DEM resolutions.
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A more detailed representation of the terrain supports the definition of site-specific forestry
operations, better planning of LULC, stands location site-indices and stocking and harvesting
operations. High resolution DEM can also be used in support the planning of forest roads and
drainage infrastructures, in order to prevent biotic, waterlogging and forest fire risks.

On one hand, future work must be conducted in order to assess the real value for forest planning
of modeling with fine resolution DEM, since fine detail DEM are often not freely available. On the other
hand, future research may consider the use of SWAT model to simulate adaptive land management
strategies to improve the resilience of stands to water scarcity, particularly in the context of climate
change scenarios.

4. Conclusions

The study looked into two major research questions: (i) What is the impact of different DEM
resolutions on surface representation and watershed properties in a flat area? (ii) Is it worthwhile to
use very high resolution DEMs to simulate catchment processes and responses in a forest dominated
catchment under the influence of Mediterranean climate?

In the low-relief Caniceira forest catchment with a low altimetry variation, the use of high
resolution DEM resulted in an improved representation of the surface with a more accurate report of
watershed characteristics, namely, the number and length of channels and the Strahler order. At the
flat end sector of the catchment, the high detail DEM (1 m) generated two parallel channels with
significance on the morphological representation but with no linkage to the actual water direction.
The 1 m DEM was able to capture water bodies (ponds) and the tree plantation lines. Moreover,
the coarse resolutions DEMs fail to capture these topographic evidences. The detailed input from 1 m
DEM is better suited to model the hydrological response of this catchment, located in a water scarce
region of Portugal (under the influence of Mediterranean climate). In fact, the model performance was
increasingly improved as fine resolutions DEMs were implemented allowing a better representation
of actual processes and events, such as better timing of the flow, improved volume simulation and
significantly less underestimation of the flow.
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Abstract: The spatial and temporal dynamics of the forest cover can be captured using remote
sensing data. Forest masks are a valuable tool to monitor forest characteristics, such as biomass,
deforestation, health condition and disturbances. This study was carried out under the umbrella of
the EC H2020 MySustainableForest (MSF) project. A key achievement has been the development
of supervised classification methods for delineating forest cover. The forest masks presented here
are binary forest/non-forest classification maps obtained using Sentinel-2 data for 16 study areas
across Europe with different forest types. Performance metrics can be selected to measure accuracy of
forest mask. However, large-scale reference datasets are scarce and typically cannot be considered as
ground truth. In this study, we implemented a stratified random sampling system and the generation
of a reference dataset based on visual interpretation of satellite images. This dataset was used for
validation of the forest masks, MSF and two other similar products: HRL by Copernicus and FNF by
the DLR. MSF forest masks showed a good performance (OAMSF = 96.3%; DCMSF = 96.5), with high
overall accuracy (88.7–99.5%) across all the areas, and omission and commission errors were low and
balanced (OEMSF = 2.4%; CEMSF = 4.5%; relBMSF = 2%), while the other products showed on average
lower accuracies (OAHRL = 89.2%; OAFNF = 76%). However, for all three products, the Mediterranean
areas were challenging to model, where the complexity of forest structure led to relatively high
omission errors (OEMSF = 9.5%; OEHRL = 59.5%; OEFNF = 71.4%). Comparing these results with
the vision from external local stakeholders highlighted the need of establishing clear large-scale
validation datasets and protocols for remote sensing-based forest products. Future research will
be done to test the MSF mask in forest types not present in Europe and compare new outputs to
available reference datasets.

Keywords: forest mask; validation; probability sampling; remote sensing; earth observations; forestry;
accuracy assessment; forest classification

1. Introduction

One of the main data challenges forest managers face is the lack of accurate and up-to-date data
to support specific activities in the silvicultural cycle, such as reporting and planning for commercial
forestry or recreational activities [1,2]. Forests are dynamic environments and information related to
its characterization and health condition is key [3–5]. In addition, some natural dynamics such as pest
and droughts are being exacerbated by recent changes in climate, causing more frequent damages and
costs [3,6–9]. Therefore, there is a need for reliable, precise and quality data which can cover large
areas and with frequent updates adapted to meet forest managers’ needs. Remote sensing, such as
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satellite [10–12] and LiDAR [13–15] sensors, offers data and added-value products to operational
solutions for silviculture. In this framework, the European Union Horizon-2020 MySustainableForest
(MSF) project provides a portfolio of geo-information products to support forest activities and
sustainable management from the afforestation to the forest products transformation markets [16].
These products are based on satellite data, LiDAR, non-invasive sonic measurements and statistical
data. The MSF project has demonstrated the advantage of incorporating remote sensing products
into the daily decision making, protocols and operations of the different stakeholders across the
silvicultural chain.

One of the most important variables to monitor regularly is the forest extension regularly.
This can be achieved using datasets commonly called forest masks. A forest mask is a spatial binary
forest/non-forest land classification which can be derived with different methods and datasets [17,18].
The information provided by forest masks helps to track changes related to forest characterization [19,20],
wood quality (e.g., forest types, site index and wood strength), forest monitoring (e.g., restoration,
degradation, deforestation [21] and biomass [22,23]) or vegetation stress monitoring (e.g., damage due
to pest [24], drought events, etc.). One of the key products of MSF is a forest mask, which is used as
baseline to produce other outputs related to forest characterization and health condition.

Maps derived from remote sensing data contain errors from different sources [25]. Validation is a
key requirement and step of the production of remote sensing datasets [25,26]. Products reliability
and accuracy is highly demanded by the broad range of forest stakeholders, which often claim the
quality of remote sensing-derived maps to be too low for operational use [27]. Feedback from forestry
end-users has been key to develop and improve MSF products during the project. Forestry experts
from seven European institutions, namely the Centre Nationale de la Propriété Forestière (CNPF),
the Croatian Forest Research Institute (CFRI), the Forest Owners Association of Lithuania (FOAL),
the Forest Owners Association of Navarra (FORESNA), Madera Plus Calidad Forestal (MADERA+),
the Instituto de Investigação da Floresta e Papel (RAIZ) and the University Forest Enterprise Masaryk
Forest Křtiny of Mendel University in Brno (UFE), have carried out a validation based on a combined
qualitative and quantitative analysis of the products. The qualitative analysis was based on the expert
knowledge from local stakeholders, while, for the quantitative analysis, local experts used their own
field measurements to compare them against MSF outputs. Nevertheless, this external validation
has several problems related to the sampling strategy and performance metrics for the quantitative
validation and to the subjective view of the operator in case of the qualitative validation. Sample size
was often too low to yield robust accuracy estimates. Hence, very diverse results were obtained for the
same product (e.g., forest mask) in areas with similar forest characteristics. This experience highlighted
the need of carrying out independent validation processes with a clear and homogeneous protocol.
The use of a probabilistic sampling strategy cancels out the above-mentioned problems as it produces
unbiased performance metrics with known associated errors [26,28–30].

Independent ground truth datasets must be used to obtain unbiased validation metrics [26,31].
There are several large scale, global or continental, forest mask datasets which may be compared to
MSF forest mask [32–34]. However, these existing datasets have associated levels of uncertainty and
thus should not be considered as ground truth. Validating new products with these existing datasets
would provide useful information but results would show a comparison between products (i.e., each
product might have errors from different sources) rather than a validation with real ground-truth
data [35]. Therefore, the performance metrics obtained would show the agreement/disagreement
between different products without any precise statistical meaning about product quality. Considering
the lack of accurate ground-truth data for forest/non-forest classification in Europe, another option is
the generation of a validation dataset based in visual interpretation by an independent expert [30,36]

The aim of this study was to establish a validation methodology suitable for operational forest
remote sensing products across different locations in Europe, assuming there is no homogeneous field
dataset available. The specific objectives of this study were: (1) to design an operational validation
protocol for large-scale forestry products; (2) to validate our forest masks across 16 locations and
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European forest types; and (3) to assess the skill of MSF Forest Masks in comparison to other large-scale
products available on those areas.

2. Study Areas and Data

2.1. Study Areas

The MSF forest mask layers used on this study were implemented on sixteen case demos in six
countries and include the most representative forest types across Europe (Figure 1). These Areas
of Interest (AOI) are managed by forest owners’ associations and forestry research institutes which
promote conservation and sustainable management values in over one million hectares in size.
For simplicity, each AOI has an acronym related to the country (e.g., Spain is ESP) and the number of
AOI present in each country.

 

Figure 1. Location of the 16 AOIs across Europe with their abbreviations. The forest type classes
showed are taken from the Joint Research Centre Forest Type Map (2006) [20,37].

Further details of each AOI can be found on the MySustainableForest demo cases website
section [16], including the details of the main forest systems present:

• Croatia: Continental lowland forests by heterogeneous stands and lowland Slavonian
pedunculated oak forests (HRV-1 and HRV-2).

• Czech Republic: Temperate Pannonian mixed forests: (i) conifers, namely spruces, pines and
larches; and (ii) broadleaf, namely beeches, oaks and hornbeams (CZE-1).

• France: Oceanic maritime pine forest (FRA-1) and temperate continental with pedunculated
oak (FRA-2).

• Lithuania: Boreal forest with forests dominated by scots pines, birches and Norway spruces
(LTU-1 and LTU-2).
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• Portugal: Plantations of Eucalyptus spp. on two climate subtypes: Atlantic-Mediterranean (PRT-1
and PRT-2) and typical Mediterranean combined with agroforestry areas (PRT-3 and PRT-4).

• Spain: Alpine forest dominated by beeches, oaks and pines (ESP-1) and Atlantic plantations of
Eucalyptus spp. where land ownership is highly fragmented (ESP-2, ESP-3, ESP-4 and ESP-5).

2.2. High Resolution Forest/Non-Forest MSF Classification Dataset

According to Food and Agriculture Organization (FAO), forest land is any surface of more than
0.5 ha with more than 10% of tree canopy and trees higher than 5 m, excluding land predominated by
agricultural or urban uses [38]. To calculate the MSF forest mask used in this study, we considered
as forest the area with more than 50% of tree stratum coverage (i.e., when more that 50% of the pixel
appears covered by tree canopy) [33]. We are aware that we are excluding areas with lower than 50%
tree coverage which per definition may cause some disagreement with ground truth data and other
forest mask datasets.

Within the MSF project, the forest mask products were derived using three different input datasets:
satellite high resolution and very high resolution imagery and LiDAR data. We present here the results
of developing forest masks layers based on Sentinel imagery for 2018, as well as satellite data from
the autumn/winter period of 2017 for some Spanish AOIs (Table 1). A first version of this product
was previously published [18], being this one an improved version based on the experiences learned
from the first one. Two images (i.e., summer and winter) were used and processed to capture different
phenological conditions, especially for deciduous/mixed forest discrimination. Sentinel-2 images
were acquired in format Level-2A (i.e., surface reflectance). Only bands in the visible NIR and SWIR
wavelengths were selected. Visible and NIR bands have a pixel size of 10 m. SWIR bands, originally at
20 m spatial resolution, were resampled to 10 m. The obtained forest masks had a spatial resolution of
10 m and Minimum Mapping Unit (MMU) of 0.1 ha (equivalent to 10 pixels/10 m pixel). A Random
Forest classifier [39] was trained using as input the original Sentinel-2 bands, several vegetation and
texture indices. Normalized Difference Vegetation Index (NDVI) [40], Enhanced Vegetation Index
(EVI) [41], Transformed Chlorophyll Absorption Reflectance Index (TCARI) [42], Bare Soil Index [43]
and Tasseled Cap (TC) Wetness [44] were added to the input data together with NDVI homogeneity
and entropy [45] The model was trained using 2500 forest/non-forest random points distributed
across Europe.

Table 1. Tile and acquisition date of Sentinel-2 imagery used to generate the validation dataset.

AOI Name Sentinel-2 Tile Date 1 Date 2

CZE-1 T33UXQ 22-03-2018 29-08-2018
ESP-1 T30TXN 26-10-2017 04-08-2018
ESP-2 T29TNJ 22-02-2018 11-08-2018
ESP-3 T29TPJ 21-12-2017 11-08-2018
ESP-4 T29TNH 22-02-2018 11-08-2018
ESP-5 T29TNG 24-02-2018 11-08-2018
FRA-1 T30TYP/T30TYQ 24-01-2018 19-08-2018
FRA-2 T31TDM 25-02-2018 19-08-2018
HRV-1 T33TWL 08-04-2018 01-08-2018
HRV-2 T33TYL/T34TCR/T34TCQ 11-03-2018 13-08-2018
LTU-1 T35ULB 18-03-2018 23-08-2018
LTU-2 T35ULA 18-03-2018 23-08-2018
PRT-1 T29TNF 26-03-2018 18-08-2018
PRT-2 T29TNF 26-03-2018 18-08-2018
PRT-3 T29SND 26-03-2018 18-08-2018
PRT-4 T29SND 26-03-2018 18-08-2018

208



Remote Sens. 2020, 12, 3159

2.3. High Resolution Forest/Non-Forest External Classification Datasets

There are many methodologies and providers of forest mask layers. However, the number of
forest/non-forest products available at large scale as in this case, across Europe, is limited. Two freely
available forest/non-forest classification datasets were selected to compare them against MSF forest
mask. The products chosen are comparable to MSF forest mask as they were produced close in time,
within 3 years of the Sentinel images used for the development of our layers, and have lower but still
comparable spatial resolution (20–50 m):

• Forests High-Resolution Layer (HRL) is provided by Copernicus Land Monitoring Service (CLMS)
and coordinated by the European Environment Agency (EEA) [32]. The Tree Cover Density (TCD)
product provides the level of tree coverage per pixel in a range of 0–100%. It is obtained through
a semi-automatic classification of multitemporal satellite images (Sentinel-2 and Landsat-8) for
the year 2015 (±1 year) [32], using a combination of supervised and unsupervised classification
techniques. The resulting product has 20 m spatial resolution. To make it comparable with
the MSF forest masks, the TCD product was pre-processed to obtain a binary forest/non-forest
classification, considering as forest all those pixels with a cover density of 50% or higher. A future
update of this dataset for 2018 reference year was announced in August 2002 by Copernicus, but it
was not available prior submission of this paper.

• TanDEM-X Forest/Non-Forest (FNF) is provided by Microwaves and Radar Institute of the German
Aerospace Center (DLR) [33,34]. It is a global forest/non-forest map generated from interferometric
synthetic aperture radar (InSAR) data from the TanDEM-X mission. The bistatic stripmap single
polarization (HH) InSAR data were acquired between 2011 and 2016, being 2015 the reference
year for the final product. FNF maps are produced with a final pixel size of 50 m.

2.4. Satellite Data Required to Build the Independent Validation Dataset

Two sources with different bands spatial resolutions were used to create the validation dataset:
(1) High Resolution imagery: Sentinel-2 L2A provided by Copernicus (Table 1); and (2) Very High
Resolution imagery: satellite data (GoogleEarth™ and Bing Aerial imagery), taking into consideration
the spatial and temporal resolution of the forest/non-forest classification datasets.

3. Methods

Validation and intercomparison of the results across different areas may not be straightforward if
not following a standard methodology. Considering the non-existence of homogenized forest/non-forest
ground truth datasets, there are different strategies that may be implemented to perform a quantitative
validation of forest masks:

• Cross validation or dataset split [46]. Commonly used for products developed using any
supervised classification approach. A training dataset is needed, either provided by the user or
built by the producer. The use of cross-validation techniques is widely accepted when there are not
independent training and testing sets. However, the statistical distribution of the training and test
samples are not independent, leading to an optimistic bias in the resulting metrics [46]. Note that
the final values of the metrics will be strongly determined by the quality of the input dataset.

• Using data from national forest inventories (NFI). Many methodologies used to perform forest
inventories as the selected method by each nation will depend of the purpose and the scale of the
inventory, leading to significant efforts to perform data search, normalization and data engineering.
In Europe, the European National Forest Inventory Network (ENFIN) [47] promotes NFIs and
harmonizes forest information. However, there are still different methods and plot sizes used.
Moreover, inventories contain errors from different sources, as they rely on sampling strategies
and the measuring protocols are not always clear, thus adding uncertainty to the metrics generated
through the validation process [4,48,49]. Hence, validation metrics might differ significantly
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across areas where the product has identical quality, due to the different inventory methods used,
which are in general heterogeneous.

• Building independent datasets based in visual interpretation of images [50]. This method is costly,
and the validation must be carried out by independent interpreters in order to build an unbiased
dataset trying to represent the variability of forest types within a determined area. The statistical
metrics obtained with this method may be close to the real quality of the product if sampling and
interpretation processes are carefully designed.

Considering the difficulties of using cross-validation and national forest inventories for our
objectives, a new reference forest/non-forest dataset was generated by an independent operator to
validate MSF forest masks and compare it with the other external products (e.g., HRL and FNF).
The validation strategy was divided into four phases: (1) sampling design; (2) generation of the reference
dataset through visual interpretation; (3) definition of performance metrics; and (4) intercomparison of
products. The methods explained in subsequent sections are summarized in the flowchart (Figure 2).

 
Figure 2. Methods used to validate the forest mask products.

3.1. Sampling Design

Pixels were the spatial unit selected as validation samples. Following the recommendations made
by Olofsson et al. [26], a probability sampling strategy was applied to select the samples of the reference
dataset. The two conditions defining a probability sample are: (1) the inclusion probability must be
known for each unit selected in the sample; and (2) the inclusion probability must be greater than zero
for all units in the AOI [29]. A stratified random sampling strategy was designed considering the two
strata forest and non-forest. This design allows increasing the sample size in classes that occupy a
small proportion of area to reduce the standard errors of the class-specific accuracy estimates for these
rare classes [26].

To obtain the number of points to be included in the reference dataset, the following equation was
used (Equation (1)) [51]:
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(
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(1)

where N represents the number of units in the AOI, S (Ô) is the standard error of the estimated overall
accuracy, Wi is the mapped proportion of area of stratum i and Si is the standard deviation of stratum i.
Si =

√
Ui(1−Ui), where Ui is the expected user’s accuracy.

With a pessimistic user’s accuracy estimate of 0.7 and a standard error of 0.01 for the overall
accuracy, the total number of points for the dataset was 2100.

To choose the optimal number of points per AOI, the recommendation [26] is to use an allocation
method that should meet two conditions. Firstly, the number of points per AOI should lay between
equal and proportional allocation (i.e., proportional to the area of the AOI relative to the total area of all
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the AOIs). Secondly, the final allocation should push the proportional distribution to the equal, in order
to have enough samples to robustly validate the poorer class, but without it becoming completely equal.

The specific equation (Equation (2)) used for sample allocation per AOI was:

nAOI =
p + 2e

3
(2)

where p is the distribution of n proportional to the area of each AOI and e is the equal distribution of n
for each AOI.

Once the sample size per AOI was computed, samples need to be allocated to strata
(i.e., forest/non-forest). It is important that the sample allocation allows precise estimates of accuracy
and area [52]. Having a fixed number of samples per AOI to allocate in two strata, proportional
allocation would increase the variances of the performance metrics for the rarer class, as it would be
poorly represented. Using equal allocation would allow a more robust validation of the poorer class
at the expense of increasing the variances of the bigger class. The optimal sample allocation should
minimize the variance of the desired target metric. Considering the overall accuracy (OA) as the metric
whose variance needs to be minimized, the variance of an estimated OA can be computed using the
following equation (Equation (3)) [26]:

V̂
(
Ô
)
=
∑q

i=1
W2

i Ûi
(
1− Ûi

)
/(ni − 1) (3)

Being ni the number of samples per stratum i in a specific AOI, the optimal sample allocation
(i.e., optimal value of ni per stratum) was computed through an iterative process estimating the variance
of a desired OA for all possible values of ni. The values of ni which yielded the minimum variance of
OA were selected as optimal sample allocation (Table 2 and Figure 3).

Table 2. Final distribution of points per AOI and stratum.

AOIs Total Points Forest Points Non-Forest Points

CZE-1 97 58 30
ESP-1 115 73 42
ESP-2 135 71 64
ESP-3 142 82 60
ESP-4 226 115 109
ESP-5 176 78 98
FRA-1 129 72 57
FRA-2 105 52 53
HRV-1 96 64 32
HRV-2 159 103 56
LTU-1 217 94 123
LTU-2 96 46 50
PRT-1 88 41 47
PRT-2 127 69 58
PRT-3 94 42 52
PRT-4 98 54 44

Total 2100 1114 984
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Figure 3. Changes in the variance of the overall accuracy (V(Ô)) depending on the number of samples
assigned to the forest class for the AOI ESP-1. The optimal number of forest samples to minimize the
variance was 73.

3.2. Dataset Generation

Once sampling size and allocation were computed, the validation dataset was created. In each
AOI, the random points were generated with a minimum distance of 100 m between them. Each point
was subsequently assigned to forest or non-forest via photointerpretation by an independent trained
consultant. Sentinel-2 and very high resolution images (see data, Section 2.4) were used as basis for the
visual interpretation.

For the Sentinel-2 images, the RGB composition used was NIR/SWIR/red, as it allows clear
vegetation discrimination due to the high reflectance of the vegetation in NIR wavelengths [53].
Forests were visualized in red tones for the coniferous species and as light reds or orange for deciduous
species. Non-forest areas, such as crops, roads or buildings, were visualized in green, blue or yellow.
High resolution images were visualized in true color (i.e., red/green/blue).

3.3. Performance Metrics

Confusion matrices (Table 3) were built for each area using the forest mask products and the
reference dataset. A total confusion matrix was computed pooling the samples of all the areas.

Table 3. Sample confusion matrix for a forest/non-forest classification.

Predicted Condition
True Condition

Forest Non-Forest Total

Forest True Positive (TP) False Positive (FP) Predicted Condition
Positive (PCP)

Non-Forest False Negative (FN) True Negative (TN) Predicted Condition
Negative (PCN)

Total Condition Positive (CP) Condition Negative (CN) sample size (n)

Different agreement and error metrics were computed from confusion matrices (Table 4) [35].
All metrics were multiplied by 100 to be expressed as percentage.

212



Remote Sens. 2020, 12, 3159

Table 4. Confusion matrix-derived agreement and errors metrics.

Definition Equation

Agreement metrics

Overall Accuracy (OA): Proportion of
pixels correctly classified. OA = TP+TN

n (1)

Precision (P): Proportion of correctly
predicted (i.e., classified) cases from all
those predicted as positive.

P = TP
TP+FP (2)

Recall (R): Proportion of correctly predicted
cases from all the real positives. R = TP

TP+FN (3)

Dice similarity Coefficient (DC) or F1-score:
Harmonic mean of precision and recall. DC = 2·TP

2 ·TP+FP+FN (4)

Error metrics

Commission Error (CE): Proportion of
misclassified pixels from all those predicted
as positive.

CE = FP
TP+FP (5)

Omission Error (OE): Proportion of
misclassified pixels from all the
real positives.

OE = FN
TP+FN (6)

Relative Bias (relB): It quantifies the
systematic error of the classification. relB =

(FP−FN)
TP+FN

(7)

4. Results

Performance metrics for each forest/non-forest mask layer (i.e., MSF, HRL and FNF) can be found
in Table 5. For the pooled set of AOIs, agreement metrics were high, the OA ranging from 88.7%
to 99.5% and the DC from 91.1% to 99.5%. Highest scores were always found for MSF, followed
by HRL and finally FNF. Errors and bias were low and balanced in the MSF product (OE = 2.4%;
CE = 4.5; relB = 2%), while HRL (OE = 14.4%; CE = 6.3; relB = −8.6 %) and FNF (OE = 27.3%; CE = 19.7;
relB = −9.5%) showed higher and imbalanced errors, which led to higher relative bias. HRL and FNF
products had higher omission than commission errors (negative relB). As a summary, the relative
bias of MSF product was lower and the commission error was slightly higher than the omission error,
thus confirming the good calibration and balance of MSF errors.

Table 5. Performance metrics of MSF, HRL and FNF products.

MSF HRL FNF

OA 96.3 89.2 76.0
DC 96.5 89.4 76.8
P 95.5 93.6 80.3
R 97.6 85.6 72.6

OE 2.4 14.4 27.3
CE 4.5 6.3 19.7

RelB 2.0 −8.6 −9.5

Analyzing the agreement metrics by AOIs (Table 6, Figure 4), we observed that results follow
the same trend in overall accuracy (OA) and Dice similarity Coefficient (DC). The Interquartile Range
(IQR, i.e. the difference between the first and third quartiles) was narrower in MSF (IQROA = 2.93 and
IQRDC = 2.25), followed by HRL (IQROA = 13.95 and IQRDC = 13.28) and FNF (IQROA = 16.85 and
IQRDC = 18.83). This confirmed a good performance of MSF forest mask across different European
forest types. MSF and HRL present median values higher than 90% in the OA and DC, while, in FNF,
these values are 76.05% and 78.55%. The high dispersion of agreement values in FNF also pointed out
a high variability of the product across different forest types.
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Table 6. Performance metrics of 16 AOIs grouped by product.
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OA 96.9 98.2 97.0 88.7 97.3 97.1 97.7 97.2 93.7 98.7 99.5 97.9 96.5 95.2 92.5 90.9

DC 97.4 98.6 97.2 91.1 97.4 96.8 97.9 97.0 95.5 99.0 99.5 97.8 96.3 95.6 91.6 92.4

P 98.2 98.6 97.2 83.7 97.4 95.0 98.6 100 91.4 99.0 100 100 95.2 97.0 92.7 85.9

R 96.5 98.6 97.2 100 97.4 98.7 97.2 94.2 100 99.0 98.9 95.6 97.6 94.2 90.5 100

OE 3.4 1.3 2.8 0.0 2.6 1.2 2.8 5.8 0.0 0.9 1.0 4.3 2.4 5.8 9.5 0.0

CE 1.7 1.3 2.8 16.3 2.6 4.9 1.4 0.9 8.6 0.9 0.0 0.0 4.7 3.0 7.3 14.0

relB −1.7 0.0 0.0 19.5 0.0 3.8 −1.4 −5.7 9.3 0.0 −1.0 −4.3 2.4 −3.0 −2.3 16.3

H
R

L

OA 96.9 96.5 92.6 88.7 89.7 98.3 82.9 99.0 88.5 96.2 97.2 94.8 77.3 81.9 68.1 56.6

DC 97.4 97.3 92.7 89.7 89.9 98.1 83.6 99.0 91.5 97.1 96.7 94.4 69.7 84.1 53.1 35.8

P 98.2 96.0 90.5 94.6 91.0 97.5 90.3 100 90.8 95.3 97.8 97.7 92.0 80.3 77.3 100

R 96.5 98.6 90.1 85.4 88.7 98.7 77.8 98.0 92.2 99.0 95.7 91.3 56.0 88.4 40.5 21.8

OE 3.4 1.3 9.8 14.6 11.3 1.2 22.2 1.9 7.81 0.9 4.2 8.7 43.9 11.6 59.5 78.2

CE 1.7 4.0 4.5 5.4 8.9 2.6 9.7 0.0 9.23 4.7 2.1 2.3 8.0 19.7 22.7 0.0

relB −1.7 2.7 −5.6 −9.7 −2.6 1.3 −13.9 −1.9 1.6 3.9 −2.1 −6.5 −39.0 10.1 −47.6 −78.2

F
N

F

OA 81.4 63.5 77.8 79.6 73.2 81.2 60.5 95.3 76.0 76.1 91.7 91.6 64.7 72.4 56.3 57.6

DC 85.0 65.0 77.6 81.0 72.7 79.5 59.8 95.2 82.4 82.2 90.0 90.9 63.5 75.8 36.9 44.7

P 82.3 82.9 82.5 87.3 76.2 77.1 69.1 94.3 80.6 79.3 94.2 95.2 61.3 72.4 52.2 80.9

R 87.9 53.4 73.2 75.6 69.6 82.0 52.8 96.1 84.4 85.4 86.2 87.0 65.8 79.7 28.6 30.9

OE 12.1 46.6 26.7 24.9 30.4 17.9 47.2 3.8 15.6 14.5 13.8 13.0 34.1 20.3 71.4 69.1

CE 17.7 17.0 17.4 12.7 23.8 22.9 30.9 5.6 19.4 20.7 5.8 4.7 39.6 27.6 47.8 19.0

relB 6.9 −35.6 −11.2 −13.4 −8.7 6.4 −23.6 1.9 4.7 7.7 −8.5 −8.7 7.3 10.1 −45.2 −61.8

Figure 4. Box plots of performance metrics across the 16 AOIs for the three forest mask products:
(a) overall accuracy; (b) Dice similarity coefficient; (c) omission errors; (d) commission errors,
and (e) relative bias.
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The IQROE (Table 6 and Figure 4) was higher in FNF (22.9%), followed by HRL (13.48%) and MSF
(2.65%). The IQRCE showed a similar behavior, being higher in FNF (8.83%) followed by HRL (6.73%)
and finally MSF (4.3%). It should be noted that forest omissions were much higher than commissions
in the case of HRL and FNF products. On the other hand, in MSF, the commission was greater than the
omission, even though they achieved a great balance. The medians were lower than 10% for the MSF
forest mask (OE = 2.5% and CE = 2.7%) and HRL (OE = 9.25% and CE = 4.6%), and it was around 20%
in the case of FNF (OE = 22.6% and CE = 19.2%). The relative bias was higher for FNF and HRL than for
MSF, highlighting more imbalanced errors. This fact was reinforced by the relatively high dispersion
of relB in FNF and HRL. While for MSF the range of relB is 16.3, with areas with relB = 0%, the range
of this metric reaches 88.3 for HRL and 71.9 for FNF. The low IQRs of MSF confirmed its consistent
performance in forests with different characteristics compared to the other products analyzed.

There were some relevant differences among the AOIs (Figure 5). Independently of the forest
mask used, the best metrics were obtained in Central and Northern Europe (CZE-1, FRA-2, LTU-1 and
LTU-2), where continental forest have in general a continuous and dense canopy. All the forest mask
products were less accurate for Portugal and Spain, especially for HRL and FNF, with OA and DC
around 20% lower than MSF. Regarding the outliers of agreement metrics, most of them were located in
the HRL product, mainly in Southern Portugal (PRT-4, OA; PRT-3 and PRT-4, DC). OE was up to 50%
higher in areas with Mediterranean influence (PRT-3 and PRT-4). The greater omission problems were
located in HRL and FNF datasets (PRT-3, OE = 71.4% and 59.5%, respectively) in areas dominated by
tree–grass ecosystems, where also relative bias reached the highest values. Finally, there is an evidence
that Eucalyptus plantations also presented some difficulties to be classified (CE and OE) by FNF.

Figure 5. Comparison between two forests in the three datasets: Boreal with high accuracy (left);
and Mediterranean with low accuracy (right).

5. Discussion

The validation of the MSF high resolution forest masks on average yielded high scores for the
agreement metrics and low for the error metrics. Nevertheless, we found some clear performance
differences between the AOIs mainly related to the dominant forest types in each area. The best
results were obtained for areas dominated by conifer, broadleaf or mixed forest in Central Europe.
These forests are generally characterized by homogenous tree masses and crops which are relatively
easy to discriminate using remote sensing data. The shrub stratum is common in these same areas
under a dense tree canopy. On the other hand, the metrics were generally worse in areas closer to
the Mediterranean climate, such as Portugal and Spain. The areas with the worst results (PRT-3 and
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PRT-4) are characterized by the high presence of tree–grass ecosystems, which are similar to savannas.
Tree–grass ecosystems are characterized by the co-existence of a sparse tree stratum and a grassland
matrix with large seasonal contrasts [54,55]. Hence, reflectance contribution to the pixel highly depends
on the behavior of the seasonal grass stratum, being this contribution variable depending on the
density of the sparse tree stratum [56,57]. The complexity of these ecosystems in Southern Portugal
(PRT-3 and PRT-4) led to relatively high omission errors compared to the other AOIs in all the products
analyzed. Nevertheless, MSF forest masks had a maximum OE of 9% in these areas, while the HRL
product obtained a maximum of 78.2% and FNF a maximum of 71.4%. This highlights the challenge of
accurately detecting sparse tree–grass ecosystem [58]. Determining an exact threshold to discriminate
pure cover types in transitional environments may lead to misinterpretation of natural landscapes,
while providing fuzzy values might be more interesting to perform further analysis [59]. In the case
of MSF forest mask, using a different threshold for assigning a pixel to forest (<50%) might change
significantly the binary forest mask obtained for Southern Europe. The good performance of the MSF
forest mask for this type of forest in comparison to the other products result from the great effort payed
on this project to adapt the algorithm to different forest types across Europe, with a strong focus in
Mediterranean tree–grass areas. Transitional woody shrublands are also present in some parts of AOIs
in Southern Europe, resulting in higher commission errors in Portugal and Spain. For the AOIs located
in Galicia (northwest of Spain; ESP-2, ESP-3, ESP-4 and ESP-5), the commission error was relatively
high due to the large areas dominated by degraded shrublands, which have a similar spectral response
as the dominant Eucalyptus plantations of these region. This effect seemed to be attenuated in HRL,
while MSF and FNF showed higher CE in these AOIs.

HRL showed more outliers than the other products when comparing the metrics across AOIs,
especially for the Dice coefficient (DC = 35.8%), commission error (CE = 78.2%) and relative bias
(relB = −78.2%). These three outliers were yielded by the validation of PRT-4. In this area, HRL did
not classify as non-forest any real forest pixel, but this happens at the cost of classifying misclassifying
78% of the predicted forest pixels. In this area, MSF also showed its highest relB but with opposite sign.
Therefore, all the pixels classified as forest were correctly predicted (CE = 0%), but many real forest
pixels are classified as non-forest (OE = 16.3%), which is common when working on sparse tree–grass
ecosystem. This highlights the importance of considering relative bias for a complete performance
vision even where the agreement metrics show high skill. Otherwise, it might lead to an optimistic
interpretation of the results while the bias indicates the possible lack of robustness of the products in
some areas.

The HRL official validation report [60] yielded a R2 = 0.84 for the Tree Cover Density (TCD)
product, with significantly lower values for the Mediterranean region, especially for Portugal (R2 = 0.66),
which coincides with the challenges found in this study. The HRL document also reports low R2 values
for Iceland, the Arctic and Anatolian regions, which are not represented in MSF test areas or in this
study. The best results in HRL report were found for Boreal, Pannonian and Continental bioregions
(R2 > 0.85), which also coincide with the outcomes of this study. However, the methodology and
results from both studies are not comparable since in the present work a pre-processing of the TCD
was carried out to obtain a binary product.

The official FNF validation [33] reported a mean agreement of 86% for Germany and Eastern
Europe. This is similar to the accuracy found for FNF in the present study in similar areas (CZE-1,
LTU-1 and LTU-2). Nevertheless, Martone et al. [33] validated the FNF product using as ground truth
the HRL product. Hence, this value of agreement should be taken with caution as the uncertainty of
this validation and the errors of HRL products are not quantified in the FNF validation report.

External validations were carried out by local stakeholders within MSF project. ESP-2, ESP-3,
ESP-4 and ESP-5, located in northwestern Spain, reported accuracies ranging between 93% and 100%.
However, these AOIs were validated with sets of 8, 14, 31 and 20 points, making the final accuracy not
significant enough. LTU-1 reported an overall accuracy of 90.4% and a kappa coefficient (k) [61] of 0.80
comparing MSF forest mask with information from the Lithuanian National Forest Inventory. The OA
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given by external stakeholders in this case is 10% lower than the OA achieved in this study. For LTU-2,
the difference was lower (external OA = 91.1%; external k = 0.82). FRA-1 and FRA-2 were validated
by stakeholders using non-systematic visual field control, reporting accuracies of 90% for both areas,
around 8% below the OA found in this work. Stakeholders from CZE-1 reported an accuracy of more
than 95% through visual inspection using high resolution ortophotos and cadaster data. In this last
case, the difference with our OA was under 2%. At the time of writing this article, local validation
from Portuguese and Croatian stakeholders is still pending, being the former particularly interesting to
compare as it was clearly the most problematic area. However, the results of these external validations
are hard to interpret and compare given the variability of methods and data sources used to carry
out the accuracy assessments. The differences between the independent validation here presented
and the external validation carried out by local stakeholders may be explained by two main points.
Firstly, local forestry institutions are not always used to deal with continuous remote sensing data
(i.e., based on pixels). Hence, these institutions may not have clearly defined validation protocols for
this type of products, leading to several problems such as under-sampling or not taking into account
the confidence level or standard error of the metrics computed for a certain area of interest. Secondly,
the main purpose of local institutions may differ. Within the MSF project consortium, some institutions
were centered in public forest management at national scale (e.g., CFRI), while others were associations
of private owners (e.g., FORESNA) or privately owned companies with specific objectives (e.g., RAIZ
is part of the pulp industry, while MADERA+ is focused on wood technological properties). This fact,
together with the different nationalities involved, led to different definition of forests depending on
national forest inventories or other sources. These considerations led to significantly different external
validation approaches, which highlighted the need of standard definitions and methods to validate
remote sensing-based forestry products, as the protocol proposed in this study.

There are several limitations of the validation exercise presented in this study and are explained
below. The characteristics of the AOIs, namely the size, locations and forest types, were defined on the
basis of local stakeholders within the MSF project consortium. Hence, while some forest types and
regions are well represented (e.g., Eucalyptus plantations in northern Spain or mixed and broadleaf
forests), other forest types, such as Northern European boreal forests, are poorly represented within
the AOIs. A more detailed analysis and validation could take into account a more proportional
representation of all forest types present in Europe. It is also important to bear in mind that, while the
MSF forest masks were specifically calibrated for the European continent, the other two datasets
analyzed (i.e., Copernicus HRL and Tandem-X FNF) are global datasets. This might explain the
apparent better quality of the MSF product in the selected AOIs, which is likely to decrease if the
algorithm is calibrated for other environments such as tropical forests or arid regions.

We are also aware that some of the products characteristics such as the date of the imagery used
and the spatial resolution may have an impact on the performance and comparison of the products
(MSF, HRL and FNF). As previously explained, the three products have different spatial resolutions
and were developed using satellite images from different years. The products were validated using
a reference dataset built using images from 2017–2018. As there is more consistency between the
satellite images used to build the MSF layers and those for the validation dataset, this might have had
a penalty of the results of the other two products. However, it is unlikely that difference between
the dates used on the reference dataset and product (maximum three years) would have had such a
high impact. We assume that the studied forests did not experience significant changes in the last five
years, as previously stated directly by local stakeholders. A multi-temporal dataset (i.e., with reference
samples for different years) would be needed to identify how much is the impact of difference between
products and reference datasets affecting the performance metrics. In the case of the different spatial
resolutions used, even when this may have had an effect on the final results, it is not likely to be the
main factor explaining such remarkable differences in performance metrics, as we confirmed by doing
a visual analysis of the most problematic areas (PRT-3 and PRT-4).
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6. Conclusions

In this study, a protocol was established to validate remote sensing derived forest/non-forest
classification maps across Europe. Based on a stratified random sampling, a reference dataset was
created using visual interpretation of satellite images in order to validate MSF forest mask. Performance
metrics were compared with two similar products: HRL and FNF.

The validation protocol allowed comparing the results of the accuracy assessment for different
areas across Europe and different forest mask products. Problems were found when trying to compare
the results of this assessment with the validation results provided by local experts. This was caused by
the high variability of techniques used by stakeholders and justified the need of clearly established
operational protocols for carrying out accuracy assessments of remote sensing-based products.

Accuracies were generally high for all forest mask products (OA = 76–96.3%), with MSF showing
a more precise calibration for different European forest types (MSF accuracy ranges from 89% to 99.5%,
while FNF accuracy ranges from 56% to 95%), which confirms its suitability as an adequate data source
for large scale forest mapping in this continent. The greatest problems to discriminate forest from
other land covers were found in areas with Mediterranean influence characterized by the presence
of tree–grass ecosystems. Large shrublands in degraded areas also hindered forest discrimination.
Performance metrics were significantly better for MSF in these areas compared to the other datasets
analyzed, while FNF performance seemed to yield worse results. Note that the reference dataset was
built with satellite imagery dates similar to the MSF masks, which also have higher spatial resolution
(10 m). The other products used imagery up to three years older and with slightly lower resolution
(20–50 m). This difference of dates and spatial resolutions might have slightly impacted the comparison
of products. The performance of MSF satellite forest mask in other continents was out of the scope in
this study but should be carried out in the near future.

The design of the accuracy assessment and selection of performance metrics highlight the need of
establishing clear validation protocols for remote sensing-based forestry products. Efforts should be
made in creating unified reference datasets at continental or global scales in order to clearly define
the advantages and limitations of incorporating remote sensing-derived forest data in operational
forestry processes.
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Abstract: Eucalyptus Longhorned Borers (ELB) are some of the most destructive pests in regions
with Mediterranean climate. Low rainfall and extended dry summers cause stress in eucalyptus trees
and facilitate ELB infestation. Due to the difficulty of monitoring the stands by traditional methods,
remote sensing arises as an invaluable tool. The main goal of this study was to demonstrate the
accuracy of unmanned aerial vehicle (UAV) multispectral imagery for detection and quantification
of ELB damages in eucalyptus stands. To detect spatial damage, Otsu thresholding analysis was
conducted with five imagery-derived vegetation indices (VIs) and classification accuracy was assessed.
Treetops were calculated using the local maxima filter of a sliding window algorithm. Subsequently,
large-scale mean-shift segmentation was performed to extract the crowns, and these were classified
with random forest (RF). Forest density maps were produced with data obtained from RF classification.
The normalized difference vegetation index (NDVI) presented the highest overall accuracy at 98.2%
and 0.96 Kappa value. Random forest classification resulted in 98.5% accuracy and 0.94 Kappa value.
The Otsu thresholding and random forest classification can be used by forest managers to assess the
infestation. The aggregation of data offered by forest density maps can be a simple tool for supporting
pest management.

Keywords: Phoracantha spp.; unmanned aerial vehicle (UAV); multispectral imagery; vegetation
index; thresholding analysis; Large Scale Mean-Shift Segmentation (LSMS); Random Forest (RF)

1. Introduction

Eucalyptus Longhorned Borers (ELB), Phoracantha semipunctata (Fabricius), and P. recurva
Newman (Coleoptera: Cerambycidae), are among the most destructive eucalypt pests in regions
with Mediterranean climate [1,2]. Eucalyptus globulus is one of the most planted eucalypt species in
these regions, and it is known to have low resistance to ELB [2,3].

ELB activity generally starts in late spring when adults emerge and start laying eggs. Upon
hatching, ELB larvae bore galleries along the phloem and cambium of trees, eventually preventing sap
from flowing, which leads to rapid tree death during summer and fall [1,4–6]. The ability of larvae to
successfully colonize the host plant depends on low bark moisture content, leaving water-stressed
trees particularly susceptible to attack by ELB [1,5,7].
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Under the Mediterranean climate, with low rainfall and extended dry summers periods, the attack
by ELB often result in significant tree mortality, despite long-lasting efforts to select for more resistant
E. globulus genotypes [8]. With droughts expected to increase due to climate change, ELB outbreaks
will likely become more frequent and more severe [9].

ELB control methods include biological control, selection of more resistant eucalypts, and various
cultural practices aimed at increasing tree adaptation and resilience, but the most effective curative
measure is felling all attacked trees and removing them from the stands [6,10]. Damage caused by
ELB is usually not detected using traditional surveillance techniques until significant mortality has
occurred [11]. Early detection is recognized as the first step to reduce the impact of ELB [1], hence new
approaches to monitoring, particularly through remote sensing, can provide an invaluable tool for
forest managers in terms of planning and executing control actions.

Traditional survey techniques are restricted by small area coverage and subjectivity [12] but
combined with remote-sensing technology can lead to expanded spatial coverage, minimize the
response time, and reduce the costs of monitoring forested areas [13]. Following Wulder et al. [14],
the appropriate sensor and resolution should be adopted according to the spatial scale which better
adjusts to the situation. To date, several studies have demonstrated successful pest and diseases
detection and monitoring in forests using different types of sensor and platform [15–17]. For instance,
in terms of spaceborne optical sensors for large areas, Meddens et al. [18] detected multiple levels of
coniferous tree mortality using multi-date and single-date Landsat imagery. Mortality in ash trees was
assessed by Waser et al. [19] using multispectral WorldView-2 imagery. In the eucalypt forest context,
to predict bronze bug damage Oumar and Mutanga [20] tested WorldView-2 imagery. The airborne
optical sensor Compact Air-Borne Spectrographic Imager 2 (CASI-2) has been tested by Stone et al. [21]
who conducted a study to assess damage caused by herbivorous insects in Australian eucalypt forests
and pine plantations.

In recent years the use of unmanned aerial vehicle (UAV) platforms has become widely employed
for pests and disease detection and monitoring [12,22–28]. The main attributes are very high resolution,
suitability for multitemporal analysis, lower operational costs compared with airplanes and satellites,
independence of cloud cover, and the ability to operate in specific phenological phases of plants
or pest/disease outbreaks [12]. In addition, a large number of passive and active sensors can be
assembled, such as RGB (red, green, blue), multispectral and hyperspectral cameras, LiDAR (laser
imaging detection and ranging), and RADAR (radio detection and ranging) [29,30]. On the other hand,
as stressed by Pádua et al. [29], the disadvantages include small area-coverage when compared with
satellites, sensitivity to bad weather, increasingly strict regulations that may restrict operations, and
the high volume of data generated.

The imagery classification approaches used in the more recently published UAV studies to detect
pests and diseases in forests are diverse. Lehmann et al. [22] used a modified normalized difference
vegetation index (NDVI) to discriminate between five classes of infestation by the oak splendor
beetle through OBIA (objected-based imagery analysis) classification with an overall Kappa index
of agreement of 0.81–0.77. Näsi et al. [23] investigated bark beetle damage at the tree level in South
Finland using a combination of RGB, near infrared (NIR), red-edge band and NDVI. Object-based
K-NN (K-nearest neighbor) classification was applied, and overall accuracy was 75%. In New Zealand,
Dash et al. [12] used NDVI and red-edge NDVI to study the discoloration classes of Pinus radiata
through the OBIA classification approach with a random forest (RF) algorithm. In Catalonia (Spain),
Otsu et al. [26] detected defoliation of pine trees affected by pine processionary and distinguished pine
species at a pixel level using four spectral indices and NIR band. The authors estimated the threshold
values using histogram analysis. For comparisons, another classification used was the OBIA with a
random forest algorithm and an overall accuracy of 93%. Finally, Iordache et al. [28] studied pine wild
disease in Portugal using OBIA and machine-learning random forest algorithm for multispectral and
hyperspectral imagery. The overall accuracy of both classifications was 95% and 91%, respectively.
To date, no published work has been developed with UAV imagery for ELB detection.
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This work arises from the necessity to find monitoring tools that could support pest management
decisions regarding ELB attacks in eucalypt stands. In the past, this has been hampered since the
identification of dead trees in the field is bothcostly and time-consuming. Furthermore, it is critical
that ELB attacks can be identified at early stages of infestation. Current surveying methods only detect
problems when large number of trees are infested.

The main objectives of this experimental work were: (1) to detect ELB attacks through UAV
imagery by using selected spectral indices and Otsu thresholding; (2) to map trees crown status using
large-scale mean-shift (LSMS) segmentation, as well as the machine-learning classification approach
with a RF algorithm; and (3) to map tree density using the hexagonal tessellations technique to support
phytosanitary interventions.

2. Materials and Methods

2.1. Study Area

A 30.56 ha E. globulus stand located in central Portugal close to Gavião locality (39◦27.909′ N,
7◦56.124′ W) was selected for this study (Figure 1). The study area is managed by The Navigator
Company (NVG), a Portuguese pulp and paper company, and was selected based on reports of severe
pest attacks provided by forest managers of the company.

 
Figure 1. Location of the study site. The main element shows the stand thought Pleiades-1A imagery
(image date = 11 December 2019).

The eucalypt plantation was established in 2014 with a mean stand density of 1250 plants per
hectare. Initial mortality caused by ELB was detected in early 2018. Due to the severe drought that
occurred in 2017, ELB attack increased over the course of a few months. This is supported by the
occurrence of low rainfall in 2017, especially during the summer months, as shown in Figure 2.
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Figure 2. Precipitation distribution (mm/month) observed between 2016 and 2018. Yellow boxes
indicate the summer months. Data collected from an own weather station located at 25 km of the
study area.

Annual average rainfall is low in this region (700–800 mm/year), so if there is a year drier than the
average, the following year’s mortality is likely to increase due to water stress and ELB attacks.

This area is characterized by sandstones both in valleys and hillsides. The soils are generally poor
and shallow. According to the Forest and Agriculture Organization (FAO)classification system [31],
soils are Leptosols or Plinthic Arenosols. The relief is slightly inclined, and the altitude of the site
varies between 160 and 250 m a.s.l. (above sea level). Southern aspects prevail in the study site.

2.2. Data Acquisition

Multispectral images were acquired through four flights on 21 January 2019 using a Parrot
SEQUOIA camera (Parrot S.A., Paris, France) on a remotely piloted fixed wing eBee SenseFly drone
(Parrot S.A., Paris, France). This single propeller drone allows more stable and longer flights, which in
turn reduces the cost and length of missions. Considering the frequency of cloudy days and strong
winds during winter season, this aerial vehicle has greater speed in the acquisition of data and efficiency
in the operation. The details of flight planning parameters are presented in Table 1.

Table 1. The flight’s planning parameters for the study area.

Flight Parameters Specifications

Flight altitude (m) 190
Area (ha) 55
Start time 12:03 (p.m.)
End time 13:56 (p.m.)

Local solar noon 12:47 (p.m.)
Cloud cover (%) 10

Frontal overlap (%) 80
Side overlap (%) 80

The Parrot SEQUOIA is a compact bundle with multispectral and sunshine sensors. The camera
collects four discrete and separated spectral bands with 1.2 megapixels (MP) resolution: green
(530–570 nm), red (640–680 nm), red-edge (730–740 nm), and near-infrared (770–810 nm). Additionally,
the RGB camera captures 16 MP of resolution [32,33].

To improve equal resolution and less likelihood of holes at higher elevation, terrain awareness
was used (Figure 3a,b). The mission planning application used was SenseFly eMotion (Parrot S.A.,
Paris, France). To refine vertical and horizontal accuracy, nine ground control points (GCP’s) were
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installed and measured with real-time kinematic (RTK) global navigation satellite systems (GNSS).
Then, the multispectral camera was calibrated in loco, to adjust the sunshine sensors to the local
lighting conditions at solar noon.

  
(a) (b) 

Figure 3. (a) Flight paths in the study area, (b) horizontal perspective of flight paths.

Regarding the imagery processing workflow, all discrete bands imagery and GCPs were imported
to Pix4Dmapper Pro software (Version 4.2, Pix4D S.A., Prilly, Switzerland), a photogrammetry and
drone mapping software broadly used for UAV imagery processing [34]. The agricultural (multispectral
photogrammetry workflow was chosen, which consists in alignment, geometric calibration based on
GCP’s, reflectance calibration, point cloud generation, and classification, raster digital surface model
(DSM) and orthomosaic generation based on the digital terrain model (DTM).

The next step was to analyze the vitality of the stand in the field. UAV multispectral imagery was
used to elaborate color composites in which matching of the tree canopies pixel were compared with
the real field status of trees. For this end, two different tree vitality status were assigned: healthy trees
(Figure 4a) and dead trees—crown completely dead (Figure 4b). Field data collection was carried out
through random sampling. Data collection was performed using Arrow Gold Antenna (Eos Positioning
Systems, Inc., Terrebonne, QC, Canada) with RTK sensor. The cause of death was verified by removing
the bark in order to find signs of ELB attack, namely galleries caused by larvae (Figure 4c).

Once the status of the trees was assigned in the field, spectral values were extracted for the training
and validation datasets.

2.3. Selected Vegetation Indices

Among the considerable number of vegetation indices (VIs) usually used as indicators of vegetation
status [35], there are a set of VIs that are generally applied to assess symptoms of stress [12,36,37].
Stressed eucalypt trees reveal chlorophyll content reduction, red discoloration produced by secondary
metabolites accumulation such as anthocyanins and carotenoids, or loss of photosynthetic tissues
due to defoliation or necrosis [38,39]. Commonly, NIR, red, red edge, and green bands are used
to assess vegetation status due to high sensitivity to changes in moisture content, pigment indices,
and vegetation health, respectively [20].

Based on their ability to reveal stress in eucalypts, a total of five vegetation indices were
calculated using the available spectral reflectance bands from UAV imagery (Table 2). The difference
vegetation index (DVI) and NDVI were estimated based on the evidence of correlation with plant
stress [40,41]. The green normalized difference vegetation index (GNDVI) and normalized difference
red-edge (NDRE) were also estimated, as both have shown high sensitivity to changes in chlorophyll
concentrations [20,42–44]. In addition, some studies have shown that GNDVI has higher sensitivity to
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pigment changes than NDVI [45,46]. The soil-adjusted vegetation index (SAVI) was also estimated to
reduce soil brightness influence [47].

 
(a) (b) (c) 

Figure 4. Status of the trees according to field evaluation. (a) healthy tree, (b) dead tree, cause of death
from Eucalyptus Longhorned Borers (ELB) was confirmed by the observation of galleries originated by
Longhorned Borer larvae (c).

The values of the spectral indices were extracted for all features collected in the field using the
zonal statistics tool provided by QGIS (Version 3.10) [48].

Table 2. Selected vegetation indices derived from unmanned aerial vehicle (UAV) imagery.

Vegetation Index Equation References

Difference Vegetation Index DVI = Near infrared (NIR) − Red [49]

Green Normalized Difference Vegetation
Index GNDVI = NIR − Green/NIR + Green [45]

Normalized Difference Red-Edge NDRE = (NIR − RedEdge)/(NIR+RedEdge) [50]

Normalized Difference Vegetation Index NDVI = NIR − Red/NIR + Red [51]

Soil Adjusted Vegetation Index SAVI = 1.5 × (NIR − Red)/(NIR + Red + 0.5) [47]

2.4. Pixel-Based Analysis

2.4.1. Otsu Thresholding Method

The Otsu thresholding method is an unsupervised method used to select a threshold automatically
from a gray level histogram [52]. This approach assumes that the image contains two classes of pixels
following a bimodal histogram, and estimates a threshold value which splits the foreground and the
background of an image [26,52–54]. The threshold value is calculated aiming to minimize intra-class
intensity variance [52]. Although this method is usually applied to images with bimodal histograms,
it might be also used for unimodal and multimodal histograms if the precision of the objects is not a
requirement [53]. As stressed by Otsu [52], when the histogram valley is flat and broad, it is difficult to
detect the threshold with precision. This phenomenon frequently occurs with real pictures and remote
sensing imagery.
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Generally, as eucalypt stands are aligned and understory vegetation is managed, tree and bare
soil reflectance can be easily discriminated. Hence, by splitting soil and vegetation, gaps of eucalypt
trees would be more visible. In this study, this method was applied in vegetation indices (VIs)to
separate healthy and dead eucalypt. Using the Scikit-image library [55] in Python (Version 3.6.9) [56],
the histogram threshold values were calculated.

2.4.2. Local Maxima of a Sliding Window

The extraction of tree location can be performed on high-resolution imagery by applying local
maxima filter, as stressed by Wulder et al. [57–59] and Wang et al. [60]. Therefore, this algorithm
enables the estimation of tree density, volume, basal area, and other important parameters used in forest
management and planning [57]. The case of pest management is of special interest since the algorithm
can be combined with other techniques in order to determine how many trees are infested or dead.
To find the number of trees in the multispectral image, the QGIS Tree density plugin (Ghent University,
Lieven P.C. Verbeke, Belgium) [61] was used on a brightness image calculated through the mean of the
four bands. According to Crabbé et al. [61] this algorithm uses a sliding window to move over the
image. The pixel is marked as a local maximum when the central pixel is the brightest of the window.
From Figure 5, highlighting of local maxima filtering using a sliding window can be observed.

 
Figure 5. Highlighting local maxima filter performed: (a) false color composite (near infrared (NIR),
red (R), green (G)), (b) local maxima points, and the yellow circle indicating false positives, (c) Local
maxima points selected by visual interpretation.

In the next step, all false positives (Figure 5b) were removed through the interpretation of the
false-color composite image (Figure 5c). The position of the trees will be used to estimate the number
of individual dead and healthy trees. Finally, local maxima points selected will be also used to extract
the crowns from the segmented image using spatial tools.

2.5. Object-Based Analysis and Classification

Geographic object-based image analysis (GEOBIA), as an extension of object-based analysis,
consists on dividing imagery into different meaningful image-objects that group neighboring pixels
with similar characteristics or semantic meanings such as spectral, shape (geometric), color, intensity,
texture, or contextual measures [62–64]. As a result of the GEOBIA procedure, a vector file with several
polygons or segments with similar properties is obtained instead of individual pixels. This approach is
convenient for individual tree classification [65,66], reducing the intra-class spectral variability caused
by crown textures, gaps, and shadows [67,68]. On the other hand, the main limitation of this method
is related to the over- and under-segmentation, which affect the subsequent classification process.
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These errors occur when the generated segments do not represent the real shape and area of the image
objects [69].

Image segmentation was performed by applying the LSMS algorithm with four spectral bands
stacked. The LSMS algorithm, developed by Fukunaga and Hostetler in 1975, is a non-parametric
and iterative process that groups pixels with similar meanings [70] by using the radiometric mean
and variance of each band [71]. The selection of the LSMS algorithm was motivated by three main
reasons: (1) LSMS can be used by the ORFEO ToolBox (OTB) (CNES, Paris, France), which is an easy
to use open-source project for remote-sensing imagery processing and analyses [72]; (2) LSMS has
been especially developed to be applied in large very high resolution (VHR) images processing [70];
and (3) previous work has shown good results when using UAV imagery [68].

The segmentation technique is not a fully automatized process since its procedure may not create
the desired “meaningful” segments. Hence, segmentation parameters are commonly “optimized” to
achieve the intended entities [63]. For this aim, different segmentation parameters were tested using
OTB version 7.1.0 and evaluated by visual observation. The chosen parameters were spatial radius
of 5 (default value), range radius of 10, and minimum segment size of 30. Subsequently the means
of bands and VI values in each segment were addressed. From Figure 6, visual comparison of the
segmentation parameters tested can be ascertained.

 
Figure 6. Highlighting some different segmentation parameters: (a) False color composite (near infrared
(NIR), red (R), green (G), (b) segmentation with selected parameters, (c) segmentation with all parameters
by default.

Given the most suitable segmentation result, one more step was undertaken to improve the
segments that correspond to tree canopies. This optimization consisted of obtaining tree position by
applying the local maxima algorithm included in the Tree density plugin of QGIS [61]. By using this
tool, bare soil and shadows were eliminated, as they might interfere with the identification of dead
trees, which had mostly already lost their leaves.

In order to classify tree canopies into two different classes, healthy and dead trees, supervised
machine-learning (ML) classification was used. Among the different object-oriented ML classifiers,
the RF algorithm was applied as its performance is one of the most accurate ML algorithms when
supervised classification for GEOBIA is conducted [27,28,68,73]. Presented by Breiman [74], RF is
an automatic ensemble method based on decision trees where each tree depends on a collection of
random variables [75]. RF consists of a large number of independent individual decision trees working
together and the final output is estimated based on the outputs of all decision trees involved. Thereby,
the return classification is the one that has been the most recurrent. Random selection of the variables
used in each decision tree is a keystone to avoid correlation among decision trees. For this purpose,
the so-called bootstrap is performed and a significant percentage of samples of the training areas with
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replacements are used to construct each decision tree. The remaining training areas, called out-of-bag
(OOB) data, are used to validate the classification accuracy of RF [74,76]. Therefore, all the decision
trees are always constructed using the same parameters but on different training sets.

To supervise RF classification, 1241 out of 25,911 segments were manually selected as training
areas based on field data and on-screen interpretation of different image color composites. A stratified
division of the training areas was carried out according to the preset classes being divided as 80% for
training and 20% for the model validation. As shown in previous studies [68,77], default values were
set in OTB when RF was performed, since OTB parameters for training and classification processes
worked optimally.

The summary of the performance of the machine-learning RF training model can be observed in
Table 3. For each canopy class, high precision and global model performance were obtained, as shown
by the Kappa value of 0.96.

Table 3. Summary of the performance of machine-learning random forest training model.

Tree Status Precision (%) Recall (%) F-Score Kappa Value

Dead 100.0 94.4 97.1
0.96Healthy 98.3 100.0 99.1

2.6. Accuracy Assessment

Since it is a very effective way to represent both global accuracy and individual class accuracy,
an error matrix was performed to determine the agreement between the classified image and the
ground truth data with regard to tree health status [78]. Field data collection through stratified
random sampling was conducted for validation purposes. From the error matrix, the overall accuracy,
commission error (CE), omission error (OE), producer’s accuracy (PA), and user’s accuracy (UA)
were established. CE describes the error associated with the aerial surveyors that classify objects into
a different category from the one they belong to, whereas OE represents the error associated with
the aerial surveyors that place objects outside of the category that they belong to [79]. In addition,
the Kappa (к) statistic was estimated to quantitatively assess the agreement in the error matrix and
the chance of an agreement, by determining the degree of association between the remotely sensed
classification and the reference data [78,80].

The accuracy assessment of the classifications obtained with Otsu’s method was validated with
the data collected in the field. The supervised classification with the random forest was validated
with 2% (517 samples) of randomly stratified selected segments using the research tools provided by
QGIS [48].

2.7. Density Forest Maps

The results of the classification were joined to the tree’s position layer due to the slightly touching
trees phenomenon described by Wang et al. [60]. Counting the number of trees using the classification
results could induce error because the tree crows are not always clearly separated.

Density maps were created by grouping the position of the trees with the hexagonal binning
technique for 0.1 ha. This strategy serves to minimize the irregular shape of the stand limits and to
group the trees into less than discrete groups. More importantly, hexagons are more similar to the
circle than squares or diamonds [81]. This technique was first described by Carr et al. [82]. According
to Carr [83] maps based on hexagon tessellations offer the opportunity to summarize point data and
show the patterns for a single variable, that in this case was made into two types of the canopy.
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3. Results

3.1. Spectra Details and Vegetation Indexes

Spectra details of tree canopies are shown in Figure 7a, with the mean reflectance values for
each band. NIR spectral region revealed the largest differences between the two tree classes, and
therefore the highest discriminating power when compared with red-edge and other bands. As shown
in Figure 7b, all indices have discriminative capability, although the NDRE index showed the smallest
interval difference.

  
(a) (b) 

Figure 7. Spectral signatures details of all tree canopies: (a) extracted mean values of bands, (b) extracted
mean values of vegetation indices (VIs) selected.

3.2. Pixel-Based Analysis

Otsu Thresholding Analysis

Imagery interval values and histogram threshold values obtained from the Otsu thresholding
method, as shown in Table 4 and Figure A1 (Appendix A). The DVI index imagery interval ranged
between 0.020 and 1.150, setting the threshold, value at 0.394. The GNDVI and NDVI indices showed a
similar histogram threshold with global minima of 0.703 and 0.712, respectively. Their imagery intervals
ranged between 0.150 and 0.930 for the NDVI index and between 0.248 and 0.890 for the GNDVI index.
The other two indexes, NDRE and SAVI, had imagery intervals between −0.339 and 0.660 and between
0.057 and 0.983, respectively, whereas their threshold values were 0.215 and 0.526, respectively.

Table 4. Summary of threshold values based on the Otsu method.

Vegetation Indices (VI) Imagery Interval Values Histogram Threshold

DVI 0.020–1.150 0.394
NDVI 0.150–0.930 0.712

GNDVI 0.248–0.890 0.703
NDRE −0.339–0.660 0.215
SAVI 0.057–0.983 0.526

Figure 8 highlights the threshold values of all spectral indices by applying the Otsu thresholding
method. If compared with the false-color composite in Figure 8a, where red corresponds to healthy trees
and blue-grey to dead trees mixed with bare soil, all indices showed good performance to discriminate
between healthy and dead trees. Hence, the application of Otsu methodology seemed to improve the
differentiation between classes, at least in planted stands where there is active silvicultural management.
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Figure 8. Contrast between healthy and dead trees for all spectral indices by applying the Otsu
thresholding method: (a) highlighting of false-color composite, (b) DVI highlighting dead and healthy
trees, (c) NDVI highlighting dead and healthy trees, (d) GNDVI highlighting dead and healthy trees,
(e) NDRE highlighting dead and healthy trees, (f) SAVI highlighting dead and healthy trees.

3.3. Object-Based Analysis and Classification

Discrimination of tree canopy status was performed through the classification of crown segments
extracted from the points generated with local maxima filtering by applying a machine-learning
random forest algorithm (Figure 9). The spectral indices and band information of each segment allowed
the identification of tree canopy status (Figure 9b). Large-scale mean-shift segmentation algorithm
performed through OTB had good performance, improving the ability to obtain meaningful segments,
which in turn resulted in improvements in RF classification capability (Figure 9c).

3.4. Accurracy Assessment

3.4.1. Otsu Thresholding

Histogram thresholding analysis and RF classifier were validated by estimating the confusion
matrix and Kappa statistic (Tables 5 and 6). The confusion matrix to classify tree status with NDVI
histogram analysis had the highest overall accuracy (98.2%) and Kappa value (0.96). On the other
hand, NDRE histogram analysis had the lowest performance, with 86.4% overall accuracy and a Kappa
value of 0.73. The other spectral indices histogram analyses had a similar performance.
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Figure 9. Discrimination of tree canopy status: (a) general overview of random forest (RF) classification,
(b) highlighting dead and healthy trees, (c) highlighting in detail dead trees in yellow and healthy trees
in green.

Table 5. Summary of the confusion matrix and Kappa statistics (K) of selected vegetation indices,
validated with field data collection.

Spectral
Indices

Tree Status
User’s

Accuracy (%)
Producer’s

Accuracy (%)
Overall

Accuracy (%)
Kappa Value

NDVI
Dead 100.00 96.74

98.2 0.96Healthy 96.13 100.00

NDRE
Dead 95.51 79.07

86.4 0.73Healthy 78.67 95.40

DIV
Dead 99.51 95.35

97.2 0.94Healthy 94.54 99.43

GNDVI
Dead 100.00 95.35

97.4 0.95Healthy 94.57 100.0

SAVI
Dead 99.50 93.49

96.1 0.92Healthy 92.51 99.43
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Table 6. Confusion matrix of the RF machine learning classification model, with 517 observations
selected by stratified random sampling.

Class
Predicted

Healthy Dead Total Producer’s Accuracy (%)

Observed

Healthy 430 7 437 98.4%
Dead 1 79 79 98.8%
Total 431 86 517 -

User’s Accuracy 99.8% 91.9% - 98.5%

3.4.2. Object-Based Analysis and Classification

To perform the error matrix for machine-learning RF, 517 predicted observations were used,
431 for healthy trees and 86 for dead trees. Predicted observations were selected by stratified random
sampling using QGIS tools (Table 6). Overall accuracy was 98.5%, which means that this model had
the highest accuracy of all the models tested, while the Kappa value was 0.94.

3.5. Density Forest Maps

After RF classification, tree canopy condition data (healthy and dead) was validated and two
different outputs were created by applying a hexagonal binning. Both products are representations of
the classified data in order to support management decisions. Prior to the density forest map creation,
the data was already validated so as no new data was generated, the validation procedures may not
be required.

Hexagonal binning was created to allow the aggregation of trees in small areas and, therefore,
identify hotspots and density of healthy trees (Figure 10). A total of 422 hexagons were produced
with an area of 0.1 ha each, which represents one-tenth of the hectare which is the standard measure.
The hexagon with the highest number of healthy trees had 130, while there was only one hexagon
where all the trees were dead. Considering the total number of trees classified, 16 hexagons did not
show any dead tree whereas a total of 18 hexagons had more than 40 dead trees (Figure 11). On average,
each hexagon was expected to have an initial density of 125 trees, since planting density per hectare
was 1250 trees.

 

Figure 10. The number of healthy trees in each hexagon (natural breaks classification).
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Figure 11. Percentage of mortality in each hexagon (natural breaks classification).

The total number of trees recorded in the studied stand was 28,271 of which 4507 were dead. Since
total stand area is 30.56 ha, initial stocking would be about 38,000 trees at plantation, representing a
25% difference. This discrepancy may be due the leafless canopies or missing trees from early mortality
events, which are common shortly after establishment.

Forest mortality maps for the plantation area (Figure 11) allow the identification of the most
critical spots and are important in the planning of dedicated surveying or sanitary fellings to remove
infested trees thus reducing ELB local populations and minimizing future outbreaks.

4. Discussion

This study explored the capability of multispectral images captured with a parrot sequoia camera
to detect the mortality caused by ELB on E. globulus plantations. Before establishing a flight plan,
the phenology of the trees and the life cycle of the insect must be known, in order to extract as much
information as possible. The spatial resolution of the images obtained was 17 cm, which allowed the
reduction of spatial scale to the individual tree level.

NIR bands had the greatest discriminating power of the all spectra analyzed and provided more
information about different tree canopies. As stressed by Otsu et al. [26], NIR band was more sensitive
to defoliation than the red-edge band, as observed in Figure 7b. Regarding the remaining bands,
the reflectance of the green band was generally higher than that of red band because of the high
absorption related to chlorophyll content [84]. Spectral indices, whose calculation includes bands
such as NDVI, also presented highly discriminating behavior. This VI is particularly used to assess
defoliation, and damage at high spatial resolutions using multispectral and RGB cameras mounted on
UAV [12,22,23,26,85,86].

Histogram analysis allowed the discrimination between healthy and dead trees. Although the
detection of the histogram valley in spectral indices was difficult to determine, this method may become
a valid alternative to split the two canopy types. NDVI was the most accurate index at 98.2% and
Kappa value of 0.96. The second most accurate was the GNDVI index, which had an overall accuracy of
97.4% and Kappa value of 0.95. NDRE was the less accurate index at 84.4% overall accuracy and Kappa
value of 0.73. Similar overall accuracy values were obtained by Otsu et al. [26] to detect defoliation of
pine needles by pine processionary in four different locations. However, in our study, the NIR band
was not used to remove shadows as Miura and Midokawa et al. [87] applied. To minimize the shadow
effect, the flight was undertaken at solar noon, so treetops could be easily captured, with shadows
present mostly along the plantation lines.
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The combination of segmentation and the maximum filtering location allowed the extraction of the
tops of trees and carrying out their classification. Applying this method, shadows were removed from
other vegetation and bare soil, which has a reflectance very close to that of dead trees. The RF learning
machine obtained 98.5% global accuracy and the Kappa value was 0.94. This precision is explained by the
great distance between reflectance values and the differences between the two classes. Iordache et al. [28]
applied RF classifier on the classification of Pinus pinaster canopy types (infected, suspicious, and healthy)
affected by pine wild and obtained an overall accuracy of 95%. Pourazar et al. [27], obtain as overall
accuracy 95.58% using five spectral bands and five indices to detect dead and diseased trees.

The forest density maps produced through hexagon tessellations aimed to group the position of
classified trees. The ease of reading allows the identification of the most critical areas with tree mortality
and to extract important metrics for forest management such as the total number of trees, the standard
deviation, and other landscape metrics. Barreto et al. [88] set a hexagonal grid to represent classes of
natural Cerrado vegetation in the the Northeast of Brazil, in an area of about 25,590 km2, to study the
remaining habitats through quantitative indices. More recently, Amaral et al. [89], used a hexagonal
grid subdivided into 1000 ha units to study the restinga (a type of coastal vegetation) in Northern Brazil.

The current strategy to control ELB relies mostly on the identification of dead trees and their
removal from plantations before a new generation of adults emerges in late spring. Traditional field
surveys are extremely labor-intensive, as they require visual assessment of large eucalypt plantations.
As a result, outbreaks are often only detected when large numbers of trees are already dead and
ELB populations are high. By allowing the identification of individual infested trees in a much more
efficient way, widespread application of the methods described in this study will allow forest managers
to detect ELB attacks at an early stage, thus reducing the cost and efficiency of sanitary fellings.

Future work will focus on adding additional classes to the survey in order to improve the
discrimination of tree health status. The integration of a UAS-derived canopy model at a 3D tree model
could be performed to automatically outline individual tree crowns. Another improvement is the
ambition to implement periodical flights at different attack stages to provide a multitemporal analysis.
Further research might focus on other remote-sensing platforms at different scales and considering
different bioclimatic and geographical settings.

5. Conclusions

In this experimental research, ELB attack detection and assessment were proposed at pixel and
object-based level using UAV multispectral imagery. The NIR band showed discriminative power for
two canopy classes. In general, all selected spectral indices were effective in discriminating healthy
from dead trees. Otsu thresholding analysis resulted in high overall accuracy and Kappa value for
most of the vegetation indices used, with the exception of NDRE. The RF machine-learning algorithm
applied also resulted in high overall accuracy (98.5%) and Kappa value (0.94). From an operational
point of view, these results can have important implications for forest managers and practitioners. In
particular, forest mortality and density maps using hexagonal tessellations allow a complete survey
and an accurate measure of the scale of the problem and where the most critical hotspots of mortality
are located. By carefully planning the time of the year when these surveys are carried out, timely
quantification of mortality rates is an important metric for ensuring phytosanitary fellings are conducted
as early and as thoroughly as possible.
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Appendix A. Histograms of Otsu Thresholding Analysis

(a) (b) 

(c) (d) 

(e) 

Figure A1. Histogram and Otsu thresholding values of (a) NDVI, (b) DVI, (c) GNDVI, (d) NDRE and
(e) SAVI.
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Abstract: This study investigated the drivers of degradation in Southeast Asian mangroves through
multi-source remote sensing data products. The degradation drivers that affect approximately half of
this area are unidentified; therefore, naturogenic and anthropogenic impacts on these mangroves
were studied. Various global land cover (GLC) products were harmonized and examined to identify
major anthropogenic changes affecting mangrove habitats. To investigate the naturogenic factors,
the impact of the water balance was evaluated using the Normalized Difference Vegetation Index
(NDVI), and evapotranspiration and precipitation data. Vegetation indices’ response in deforested
mangrove regions depends significantly on the type of drivers. A trend analysis and break point
detection of percentage of tree cover (PTC), percentage of non-tree vegetation (PNTV), and percentage
of non-vegetation (PNV) datasets can aid in measuring, estimating, and tracing the drivers of
change. The assimilation of GLC products suggests that agriculture and fisheries are the predominant
drivers of mangrove degradation. The relationship between water balance and degradation shows
that naturogenic drivers have a wider impact than anthropogenic drivers, and degradation in
particular regions is likely to be a result of the accumulation of various drivers. In large-scale studies,
remote sensing data products could be integrated as a remarkably powerful instrument in assisting
evidence-based policy making.
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1. Introduction

Mangroves are woody plants located in the intertidal areas of tropical and subtropical regions.
They typically thrive under harsh environmental conditions, such as high salinity, high temperature,
extreme tides, and high sedimentation [1,2]. These productive and biologically important ecosystems
provide crucial protection for coastal and marine systems, as well as humans, such as preventing
abrasion [3], reducing tsunami impacts [4], providing an ecosystem for flora and fauna [5], and acting
as a sink for carbon dioxide [6].

In Southeast Asia, mangrove forests cover an area of 63.2 × 105 ha, which constitutes 34.9% of the
area of the world’s mangrove forests (181.1 × 105 ha), with great species richness and structure [7,8].
The depletion rate of Southeast Asian mangroves from 2000 to 2012 was 4.73%, which amounts to an
annual global loss of 0.39% [9]. Because of this depletion, mangrove forests are facing considerable
risks [10,11]. This depletion is due to both anthropogenic and natural changes [12]. In terms of
anthropogenic drivers, a significant proportion of mangrove loss is caused by the direct destruction of
these forests for other land uses. These include overexploitation by coastal communities; conversion to
settlements, tourist resorts, and agricultural land for rice, coconut fields, salt bed, industrial activities,
and brackish-water aquaculture [13]. Natural drivers such as climate change, accelerated sea-level rise,
meteorological phenomena, a changing water balance, and other aspects of global change also affect
mangrove forests across the world [14]. Natural drivers of mangrove loss were frequently observed
and widely distributed across the globe [15–17]. However, natural drivers constitute a substantial
proportion of predicted future losses, primarily due to changes in meteorological phenomena [18,19],
which can reduce precipitation levels and increase evapotranspiration [20], affecting the water balance
that is vital for healthy mangrove forest growth.

Vegetation, soil, and water are interrelated factors that influence mangrove life. Soil has many
functions that are very important for mangrove growth; for instance, each mangrove species requires a
different type of soil texture to live [20–23]. Changes in soil characteristics can affect the capacity of
mangroves to capture carbon [24,25]. In addition, soil factors can also affect vegetation. For example,
changes in nutrient content in the soil can cause competition between mangroves and other vegetation,
resulting in changes in vegetation zone [26,27]. Another factor that greatly influences mangrove life is
water. Mangroves can only survive in tidal inundation with a range of 0.4–1.27 m [28,29]. Increases in
sea level due to climate change will cause mangroves to die and the surrounding area to be no longer
suitable for planting mangroves [30,31].

Changes in vegetation, water, and soil are often detected using indices such as the Normalized
Difference Vegetation Index (NDVI), the Normalized Difference Water Index (NDWI), and the Soil
Adjusted Vegetation Index (SAVI). A study by Gupta et al. [32] used NDVI and NDWI to distinguish
mangrove and non-mangrove forests by looking at the greenness index and water content of the
vegetation, which were then compared with SAVI and Simple Ratio (SR). Meanwhile, Ahmed et al. [33]
detected changes in land cover from mangrove areas to water areas in the southwestern coastal
areas of Bangladesh that were flooded using NDVI and NDWI. Another example is the study by
Pastor-Guzman, [34], in which the phenology of mangrove forests was investigated with the Enhanced
Vegetation Index (EVI), NDVI, the Green Normalized Vegetation Index (GNDVI), and NDWI.

Another developing research area, land use and land cover (LULC) change, has emphasized the
generation of global land cover (GLC) products from numerous observation satellites as primary data
for both global or national scale studies [35,36]. Presently, these accessible GLC products have been
widely utilized through an aggregation in several research topics, including estimating agricultural
enlargement into forests [37], monitoring cropland changes [38], and deriving user-specific maps [39].
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In the context of mangroves, Hamilton and Casey [9] successfully integrated MFW [40] as the basis
of mangrove area, world ecosystem, namely ecoregion layer, and GFC [41], namely annual forest
change data, to produce global mangrove forest cover data from 2000 to 2012. This proves that the
assimilation of global data products, mainly GLC products processed through robust and standardized
methodology, has great potential to be addressed in investigating mangroves drivers over a large region.

Future climate models consistently increased variability in temperature and extreme
precipitation [42]. According to Bathiany et al. [43], temperatures increased by 10% C−1 in Southeast Asia
with the mechanism of soil drying and shifting of atmospheric structures. An increase in temperature
will result in an increase in water loss during the evapotranspiration process [44], in turn impacting
water availability for plants. According to Maslin and Austin [45], changes in the predicted total
annual precipitation are very diverse and difficult to ascertain. However, according to Myhre et al. [46],
precipitation will continue to increase almost twofold for any further global warming. An increase in
rainfall will cause plants to die [47]. These studies indicate that an increase in temperature and extreme
precipitation could be one of the reasons for the occurrence of naturogenic deforestation. Therefore,
it is necessary for there to be a study related to water balance in order to determine the effect of climate
change on water content in mangrove vegetation.

Remote sensing has been widely used for forest monitoring, and such multi-temporal change
detection with high spatial and temporal resolution data can be used to monitor meteorological
phenomena that affect water balance [48,49]. An index of mangrove forests derived from satellite
imagery can be used to assess coastal impacts over large areas [50]. However, to diminish the
degradation of mangrove forests, coastal areas must also be constantly monitored. However,
this presents challenges to current remote sensing techniques [51]. Several studies have been
conducted to monitor deforestation and degradation in mangrove forests using remote sensing
and geographic information system (GIS) analysis [9–11,52]. Hamilton and Casey [9] used several
global database maps to estimate the annual global mangrove forest change from 2000 to 2012. Richards
and Friess [10] combined remote sensing and GIS techniques to quantify the proximate drivers of
mangrove deforestation in Southeast Asia by identifying the dominant land use and land cover area
that replaced the areas of deforested mangroves between 2000 and 2012, which they summarized in a
one-degree spatial resolution dataset. Those data products were then improved by Fauzi et al. [52],
who analyzed environmental and socio-economic data products to identify anthropogenic mangrove
forest deforestation drivers in a finer resolution of 10 km grid cells. However, the results of the study
show that the drivers in a high percentage of deforested mangrove areas were unidentified. This has
raised the question as to whether there are contributing factors to mangrove deforestation other than
land conversion, because none of the previous studies used remote sensing data products to identify
both anthropogenic and naturogenic drivers of mangrove deforestation in Southeast Asia.

The main objective of this study is to identify mangrove forest areas that have been degraded
and depleted due to anthropogenic and naturogenic factors. For the anthropogenic analysis, various
data products of global land cover (GLC) were compared and then integrated in order to monitor
mangrove deforestation in Southeast Asia. We also determined the spatiotemporal trends of remote
sensing vegetation indices over the land use and land cover (LULC) conversion of mangrove forests
in Southeast Asia, and characterized the relationship between vegetation indices and mangrove
deforestation drivers. For the analysis of natural drivers, the effects of water balance on mangrove
forests’ degradation and depletion were identified. Mangrove forests’ degradation and depletion must
also be affected by the water balance of each species of the mangrove itself. Therefore, this research
analyzed how the water balance in mangroves affected the degradation of the mangrove forests. Thus,
adaptation options to avoid and minimize mangrove depletion can be identified and implemented.
To the best of our knowledge, this is the first study to investigate both naturogenic and anthropogenic
impacts on mangrove deforestation in Southeast Asia, by integrating the available multi-source remote
sensing data products. We also attempted to develop a novel algorithm for the mangrove water balance
model. Moreover, the method applied in the consistency assessment step can be adopted to evaluate
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the accuracy of result involving similar topics. The remainder of this article is presented in four sections
detailing the materials and methods, results, discussion, and conclusion. In Section 2, we specified
the type, spatial and temporal resolution, source, and characteristics of the data we used to analyze
mangroves, land use, land cover, and remote sensing data products. In this section, we described
the general framework of this study and detailed the methods used to process the collected data.
In Section 3, we presented our findings by showing the MODIS vegetation indices’ response for
specific mangrove areas, the estimated land cover conversion of mangrove area based on GLC data
products integration, and the mangrove coefficient growth, and identified the water balance in the
mangrove areas. In Section 4, we reviewed the conformity of data products with Dominant Land
Use of Deforested Mangrove Patches (DLUDMP) and The Southeast Asian Mangroves Conversion
Types (SEAMCT) and the uncertainties associated with the mangrove variation data. We also present a
trend analysis and breakpoint detection in particular deforested mangrove areas and future research
directions. In Section 5, we summarized our findings, highlighted the strengths and limitations of this
study, and elaborated on areas of further research.

2. Materials and Methods

2.1. Data Used in This Study

2.1.1. Mangrove Data Product and Change

This study used several data products produced from previous studies regarding mangrove
distribution and deforestation to provide an improved spatiotemporal analysis (Table 1).

Table 1. Product specifications of mangrove data and their change.

Data Product Data Class Spatial Resolution Available Year Source

MFW-USGS Mangrove Distribution 30 m 1997–2000 [40]
CGMFC-21 Mangrove deforestation 30 m 2001, 2005, 2009, and 2012 [9]
DLUDMP Function of dominant land 1◦ 2012 [10]
SEAMCT Mangroves Conversion Types 10 km 2000 and 2012 [52]

The Global Distribution of Mangroves (MFW) [40] is the primary data produced from the Landsat
satellite image with a spatial resolution of 30 m obtained from 1997 to 2000, while the secondary data
are based on the database of global, national, and local mangrove forests.

The accuracy of this product was validated by dividing the whole area into 500 × 500 grids.
Each grid was qualitatively controlled in virtue of the local experts and very high-resolution images, i.e.,
QuickBird and IKONOS [40]. In addition to the mangrove’s maps existence, although some mangroves
distribution data are available, i.e., Spalding et al. [53], Saputro et al. [54], and Bunting et al. [55],
we decided to only use MFW owing to the year of the existence i.e., 2000, which is more appropriate in
performing long-term evaluation. Nonetheless, those mangrove datasets were processed in providing
the agreement level analysis.

The Global Database of Continuous Mangrove Forest Cover for the 21st Century (CGMFC-21) [9]
was produced by combining the Global Forest Change (GFC) [41], MFW [40], and the Terrestrial
Ecosystem of the World (TEOW) [56] databases, as well as other data, to produce annual global
mangrove forest cover maps from 2000 to 2012 with a spatial resolution of up to 30 m. The Dominant
Land Use of Deforested Mangrove Patches (DLUDMP) [10] data product, compiled in 2012, presents
information about the function of the dominant land in the area of deforested mangroves, with a
spatial resolution of one degree. The function of dominant land is determined by estimating the largest
land function range in the area of deforested mangroves, which is then indicated as the land function
causing mangrove conversion. The Southeast Asian Mangroves Conversion Types (SEAMCT) by
Fauzi et al. [52] was produced from environmental data products, i.e., MFW, CGMFC-21 [9], MODIS
Land Cover Type Product (MCD12Q1) [57], Global MODIS Water Maps Version 6 (MOD44W) [58],
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Global Human Settlement (GHS) [59], and History Database of the Global Environment Version 3.2
(HYDE 3.2) [60], and socio-economic data, i.e., Defense Meteorological Satellite Program–Operational
Linescan System (DMSP–OLS) [61], Gross Domestic Product (GDP) [62], and Gridded Population of
the World Version 4 (GPW) [63], to provide an enhanced mangrove forest deforestation driver map
from 2000 to 2012 with a 10 km spatial resolution. This data product presents detailed information
on anthropogenic deforestation drivers based on the dominant land cover changes, which were
classified as conversion to agriculture, aquaculture, infrastructure, or other human activity, as well as a
combination of these factors.

2.1.2. Land Use Land Cover Data Products

To identify land conversion from mangrove forest area to other land cover types, several GLC
data products were used (Table 2). These databases provide adequate spatiotemporal resolution
produced from various remote sensing data. The European Space Agency (ESA) CCI Land Cover [64]
product was compiled from 1992 to 2015 with a spatial resolution of approximately 300 m or lower
and produced through combined classification (guided and unguided) of multi-spectral data from
MERIS obtained from 2003 to 2012. Such data are processed using guided and unguided classification
algorithms combined automatically to obtain different land cover classes. The MODIS Land Cover Type
(MCD12Q1) [65] data product was produced using guided classification of Terra and Aqua MODIS
to produce annual GLC from 2001 to 2012 with a spatial resolution of 500 m. These data function as
early warning indicators of GLC change. The main classes of land cover are vegetation (11 classes),
land (3 classes), and non-vegetated land (3 classes). The GlobCover Global data product [66] is
produced through an annual mosaic obtained from the MERIS inventory with a resolution of 300 m
through the ENVISAT instrument [67]. The first product of GlobCover was produced in 2005 by the
ESA in collaboration with international networks, including the Environmental Agency (EEA), United
Nations Environment Program, Global Observation of Forest Cover and Land Dynamic (GOFC-GOLD),
Joint Research Centre, and International Geosphere-Biosphere Programme (IGBP). The Global Land
Cover by National Mapping Organizations (GLCNMO2008) [68,69] was produced through a global
mapping project conducted by an international steering committee on global mapping. Version 2 of
this dataset was based on 16 days of MODIS data (MCD43A4) from 2008, with a spatial resolution of
500 m due to the two directional reflectance distribution function (BDRF), with an overall accuracy
of 77.9%.

Table 2. Product specification of global land cover (GLC) datasets.

Data Product Data Class Spatial Resolution Data Acquisition Source

ESA CCI Land Cover Land cover 300 m 2001 and 2012 [64]
MCD12Q1 Land cover 500 m 2001 and 2012 [65]
GlobCover Land cover 300 m 2005 and 2009 [66]

GLCNMO2008 Land cover 500 m 2008 and 2012 [68,69]

2.1.3. Geophysical and Vegetation Parameter Products from Remotely Sensed Data

In addition to the processed data provided by the previous studies, other remote sensing datasets
were used to obtain temporal environmental information. The specifications of the remote sensing
datasets used in this study are summarized below in Table 3. The MOD13Q1 Version 6 product [70]
provides a vegetation index (VI) value per pixel basis at a 250 m spatial resolution. There are two
primary vegetation layers (NDVI and EVI). The MODIS Vegetation Indices (MOD13A1 v06) Version 6
product [70] provides VI values at a per pixel basis at a 500 m spatial resolution. The two primary
vegetation layers improved the sensitivity of the MODI3QI and the MOD13A1 datasets over high
biomass regions such as the equatorial area of Central Africa, South America, and Southeast Asia [71,72].
This improvement is important because the vegetation index is prone to saturation on high biomass
due to the optical signal not being able penetrate the highly dense canopy [73,74]. The MODIS
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Global Terrestrial Evapotranspiration (MOD16A2 v05) [75] is a monthly composite dataset produced
at a 5 km pixel resolution to estimate the global terrestrial evapotranspiration. The MOD16 global
evapotranspiration product can be used to calculate the water and energy balance and the soil water
status at a regional scale, providing key information for water resource management. The Climate
Hazards Group InfraRed Precipitation with Stations (CHIRPS v02) dataset [76] is a blended product
combining pentadal precipitation climatology and quasi-global geostationary thermal infrared satellite
observations from the Climate Prediction Center (CPC), and the National Climatic Data Center
(NCDC) [77] atmospheric model rainfall fields from the NOAA Climate Forecast System version 2
(CFSv2) [78] and in situ precipitation observations. These data are used because CHIRPS is an in situ
station dataset used to create a gridded rainfall time series for trend analysis and seasonal drought
monitoring [79]. The MOD44B Version 6 Vegetation Continuous Fields (MOD44B) [80] presents
sub-pixel information about the characteristics of worldwide vegetation cover classified into three
classes: percentage of tree cover (PTC), percentage of non-tree vegetation (PNTV), and percentage of
non-vegetation (PNV), with a 250 m spatial resolution.

Table 3. Product specification of remote sensing datasets.

Data Product Data Class Spatial Resolution Temporal Resolution Source

MOD13Q1 v006 VI and SR 250 m 2000 and 2012 [70]
MOD13A1 v006 Vegetation Indices 500 m 2002 and 2012 [71]
MOD16A2 v005 Evapotranspiration 500 m 2002 and 2012 [75]

CHIRPS v02 Precipitation ~5.3 km 2002 and 2012 [79]
MOD44B v6 PTC, PNTV, PNV 250 m 2000–2013 [80]

2.2. Methodology

This study was divided into three main parts: the investigation of degradation and deforestation,
anthropogenic drivers, and naturogenic drivers, as demonstrated in Figure 1. To investigate
anthropogenic drivers, we examined the ESA CCI, GlobCover, MCD12Q1, and GLCNMO data
products to estimate major LULC change in mangrove areas. Previous studies revealed LULC
changes as the dominant driver of mangroves deforestation [10,11,52]. In this research, we exploited
the available GLC products commonly used to identify human disturbances over Southeast Asian
mangroves. Although these data products were produced based on reliable procedures, we believe that
there is no perfect product. Therefore, we used all the available GLC products to improve the sensitivity
of the results that were then presented through the level of agreement. The level of agreement can also
help us understand how these data are related to each other. Since each product defines mangrove
forests differently and refers to a different classification system, the main challenges in comparing land
cover was the reconciliation of the type of land cover class [81,82]. This was done at the beginning of
the process, then the obtained results were compared with those of other studies.

When investigating deforestation and degradation, we employed MOD13Q1 and MOD44B to
analyze mangrove loss from 2000 to 2012. As mangrove ecosystems are inundated land that consist of
vegetation, water, and soil, we explored three types of commonly used vegetation indices in mangrove
studies that represent each component: NDVI, NDWI, and SAVI [32,83,84]. The derived and calculated
vegetation indices from the 16 day MOD13Q1 data, annual NDVI, NDWI, and SAVI were calculated to
highlight the differences of each index over the 12 years in specific regions. Other indices were identified
and traced by annual PTC, PNTV, and PNV (MOD44B) datasets from 2000 to 2013, using trend analysis
and breakpoint detection [85] to identify the dynamic patterns and the exact years of particular land
use expansion. The trendline slope was calculated by the least-squares-based linear regression method,
while the breakpoints were identified using the Bai and Perron method [86,87]. Then, we considered
using high resolution imagery to validate our findings.
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Figure 1. Research framework in this study.

To investigate the naturogenic drivers, we focused on the impact of water balance on the mangrove
ecosystem. For data analysis and synthesis, linear regression models that establish the relationship
between the vegetation index and mangrove coefficient growth were used as a proxy for the mangrove
growth coefficient. Since mangroves are highly sensitive to changes in their water supply, the water
balance model was used represent the natural drivers [88,89]. The water balance within an area can also
reflect primary climatic parameters, e.g., precipitation, evapotranspiration, and temperature analysis.
This model can also be used to identify the potential drought impact within mangrove ecosystems
due to ongoing global climate change. The mangroves’ water balance was quantified by multiplying
the mangrove growth coefficient, calculated using NDVI (MOD13A1) data, by the evapotranspiration
(MOD16A2) data, and then subtracting the precipitation (CHIRPS) data from it. The result of this
process has a 500 m grid size. The spatial resolution was decided by considering the most common
spatial resolution of the datasets and of the coverage of the study area. Specifically, we upscaled the
lower resolution datasets and downscaled the higher resolution ones through resampling based on the
bicubic interpolation method. To validate the results, the relationships between the mangrove’s water
balance and degradation and depletion were analyzed.

In this study, we tried to explore all available data products with various spatial resolution and time
acquisition to reach maximal outcome. In combining multi-resolution data products, the resampling
must be applied to uniform those datasets. Based on recent research articles, there are diverse
approaches used to decide the basis of the grids size for the resampling result including the coarser
spatial resolution among datasets [90], the modus or the most spatial resolution on the input data [91,92],
the mean spatial resolution [93], and the specific resolution based on other referred data [94,95]. In this
case, we assumed that there is no certain procedure to be adopted in achieving ideal spatial resolution
for assorted topics. Thus, in this study, we consider the most spatial resolution and characteristic of
parameters represented for each dataset (e.g., high spatial resolution is not necessary for precipitation)
as the basis of the resampling result, i.e., 500-m spatial resolution. On the other hand, considering
different time acquisition issues could affect the consistency of the product, we conducted agreement
level analysis in the discussion as carried out by a similar research approach [96–98]. This analysis
is commonly adopted by overlaying all datasets to assess the accuracy and inconsistency among
these data [96,99,100].
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2.2.1. Harmonization of Land Cover Data Product

In the first step, to harmonize the type of land cover data from various land cover products, the data
were separated into two new classes. The first class was considered mangrove forest (Table 4), and the
second class was considered the land cover causing mangrove deforestation (Table 5). The Forest and
Wetland classes from ESA, GlobCover, MODIS Land Cover products, and the mangrove class from
GLCNMO were all considered to be mangrove forest. In this part, we used MFW datasets to determine
the mangrove extent to be overlaid with the forests and wetland classes of ESA, GlobCover, and MODIS
Land Cover products. Thus, we believe that the forests and wetland classes within the MFW data
are mangrove forests, as illustrated in Figure 2. Then, since fishing, farming, and urbanization are
the major deforestation drivers, the urban, agriculture, wetland, and water classes in each land cover
product were considered the conversion class of mangrove forest [101–103].

Table 4. Classes of each land cover product defined in the “mangrove forest” class.

Land Cover Product Class Description Classification Reference

ESA CCI Land Cover
Forest

Trees with large and/or pointy greenish
and yellowish leaves, open or closed

alongside bush and grass, which have a
canopy cover of 15% and over.

Land Cover
Classification System

(LCCS)

Wetland Trees inundated with fresh water or sea
water, mixed in with the bush or grass

GlobCover
Forest

Trees with large leaves and/or pointy
greenish or yellowish leaves, open or
closed with a height of 5 m, mixed in

with other vegetation, such as bush and
grass, with a minimum canopy cover of

15–40%.

Land Cover
Classification System

(LCCS) from FAO

Wetland
Vegetation (Grass, Bush, Wood

Vegetation), open and closed, inundated
by fresh or sea water (>15%).

MODIS Land Cover

Forest

Trees with large or pointy leaves,
greenish or yellowish, with a height of
more than 2 m and a canopy cover of

more than 60%.

International
Geosphere-Biosphere

Programme (IGBP)
Legend and Class

Wetland

Land where 30–60% of its area is
permanently inundated with fresh

water or seawater, covered by at least
10% from other vegetation.

GLCNMO Mangrove -
Land Cover

Classification System
(LCCS) from FAO

Each data GLC product was integrated to estimate land cover changes in the mangrove forest as
explained in Table 4. In the early stages of data harmonization, a temporal comparison was carried
out by subtracting from the CGMFC-21 data for three different time periods: between 2001 and 2012
for the ESA CCI Land Cover and MODIS datasets, between 2005 and 2009 for the GlobCover data,
and between 2008 and 2012 for the GLCNMO dataset. The same process was used for each dataset of
GLC to ensure that the data of land cover change obtained from both the mangrove forest class and the
land cover conversion class had the same time range as the mangrove deforestation data. Furthermore,
we correlated the mangrove deforestation data with the land cover change data. The amount of
deforestation and land cover change of each product was estimated in a 10 × 10 grid cell to avoid
any bias in the spatial resolution among products. In the final stage, the distribution of land cover
conversion from mangrove deforestation was visualized by each land cover product, along with the
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unit amount of mangrove deforestation converted to the “other land cover” class with a 500 m grid
size as the lowest spatial resolution of the input data.

Table 5. Estimation of each type of land cover conversion in mangrove forest areas.

Land Cover Product
Early Land
Cover Class

Ultimate Land
Cover Class

Type of Conversion of Land Cover
from Mangrove Deforestation

ESA CCI Land Cover,
MODIS Land Cover, and

GlobCover

Forest

Agriculture Mangrove to farming
Wetlands Mangrove to fishery

Water Mangrove to fishery
Urban Mangrove to housing

Wetlands
Agriculture Mangrove to farming

Water Mangrove to fishery
Urban Mangrove to housing

GLCNMO Mangrove

Agriculture Mangrove to farming
Wetlands Mangrove to fishery

Water Mangrove to fishery
Urban Mangrove to housing

 

Figure 2. Illustration of how to define mangroves based on forest and wetland classes of ESA, GlobCover,
and MODIS Land Cover products. (A) Mangroves distribution across Southeast Asia generated from
MFW datasets [40]. (B) Mangrove patches in the northeast of Palembang, South Sumatra as sample
area. (C) MODIS Land Cover Products that will be reclassified into mangroves and non-mangroves
classes. (D) The result of reclassification scheme, i.e., forest and wetland classes defined as mangroves.

In this classification scheme, there are three scenarios that indicate fishery expansion, as shown in
Table 5. The first indicator is the transformation of the forest class into the wetland class. The second
indicator is the transformation of the forest class into the water class. The third indicator is the
transformation of the wetland class into the water class. These three classification scenarios represent
three levels of vegetation degradation and three levels of water increase within an area. Hence,
this classification scheme could provide more sensitive signs of fishery expansion over mangrove forests.
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2.2.2. MODIS Vegetation Indices

The NDVI is the most commonly used vegetation index derived from a combination of red and
near-infrared bands, that indicate the existence and greenness level of vegetation [104]. The NDVI
has already been widely applied in many ecological studies to observe vegetation phenology and
dynamics, monitor spatial trends of forest degradation, and detect abrupt changes in ecosystems,
as well as other studies. [105–107]. The SAVI is similar to the NDVI, but it suppresses the effects of soil
pixels. It uses a canopy background adjustment factor as a function of vegetation density and often
requires prior knowledge of vegetation amounts, as shown in Huete [108]. The NDWI is a reflectance
measurement that is sensitive to changes in the water content of plant canopies. The water content is
important because a higher water content indicates healthier vegetation that is likely to grow faster
and be more fire-resistant [109]. The NDWI uses a normalized difference formulation instead of a
simple ratio, and the index values increase with increasing water content. Applications include crop
agricultural management, forest canopy monitoring, and vegetation stress detection [110–112].

2.2.3. Mangrove’ Coefficient Growth

The crop coefficient (Kc) is one of the most commonly used methods for water management.
Similarities between the Kc curve and a satellite-derived vegetation index showed the potential for
modeling Kc as a function of the vegetation index [113]. Therefore, the possibility of directly estimating
the Kc from the satellite reflectance of a plant was investigated. The Kc data used in developing
the relationship with NDVI were derived from back-calculations of the FAO-56 dual Kc procedure,
using field data obtained during 2007 from AmeriFlux sites that are representative of US systems in
the High Plains covered by cropland area [114]. NDVI is an indicator of the density of vegetative cover
that captures most of the observed variation in Kc in the absence of water stress conditions. A simple
linear regression model was developed to establish a general relationship between the NDVI from
moderate resolution satellite data (MODIS Vegetation Indices/MOD13A1 v06) and the Kc calculated
from the flux data measured for a different plan by using AmeriFlux towers. Kc can be estimated by
quantifying the fluxes of trace gases between the land and the atmosphere, which has been derived in
various land cover types, e.g., cropland, mixed forests and evergreen needleleaf forests.

As reported by several previous studies, there is a flux tower that has existed since 2004
in a mangrove forest site, namely the Tower SRS-6 in Florida Everglades Shark River Slough,
which can measure CO2 and H2O (https://ameriflux.lbl.gov/sites/siteinfo/US-Skr) [115]. Although the
recorded data can be applied for either carbon or evapotranspiration studies, the preceding research
mainly discusses carbon balance issues [116] Thus, the flux tower has not been utilized to assist
evapotranspiration coefficient modelling. Besides In addition, according to the approach utilized by
Kamble et al. [113] approach in developing Kc-NDVI relationship, there were used two flux towers
used in the modelling process and the two others for validation purposes. On that account, at least
two flux stations are required both for each of those two functions. Since there was only one flux tower
available, the mangrove growth coefficient has not yet been determined.

The crop growth coefficient (Kc) can be applied to enhance potential evapotranspiration data
based on vegetation dynamic. In this case, it can be applied for cropland phenology where at the
seeding and transplanting phases, the evapotranspiration is much lower than at the ripening phase.
Moreover, the phenological characteristic of cropland is not significantly different with temperate
forest, where in winter the evapotranspiration is much lower than in the other seasons. Therefore,
the utilization of Kc for other ecosystems has potential, especially in the mangrove ecosystem.

Therefore, we employed Kc-NDVI model developed by Kamble et al. [113] to calibrate mangroves
phenology and variability of MODIS evapotranspiration data. Although the model was advanced
for cropland area, we were convinced that the deviation between the crop growth coefficient and
mangrove growth coefficient does not significantly affect the water balance. We tried to estimate the
mangrove growth coefficient using the crop coefficient developed by Kamble et al. [113]. The mangrove
growth coefficient was then multiplied by the potential evapotranspiration within mangroves area to
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obtain the actual mangrove evapotranspiration. The combined relationship between the NDVI and the
Kc is given as

Kc.NDVI = 1.457 NDVI − 0.1725 (1)

where 1.4571 and 0.1725 are the slope and intercept coefficients, respectively. The procedure for
quantifying coefficient growth from NDVI data should be useful in other regions of the globe for
understanding regional water management [113].

2.2.4. Mangrove Forests’ Water Balance

Many processes contribute to the ability of mangroves to maintain water uptake and limit water
loss under different meteorological conditions. The water balance of mangrove forests is calculated as
follows: (1) the Kc of the mangroves is calculated; (2) the effective precipitation (Peff ) of the mangrove
forest area is calculated, where Peff is the fraction of the total precipitation as rainfall and snowmelt
available that does not run off [117]; (3) the mangrove forests’ coefficient growth is multiplied with
potential evapotranspiration, and the effective precipitation is subtracted; and (4) the water balance
in mangrove forests is obtained by employing Equations 1, 2, and 3. Without detailed site-specific
information, Peff is very difficult to determine; in this case, a simple approximation by following the
U.S. Department of Agriculture Soil Conservation Method [117] is used.

Water Balance = (Green Water) − (Kc.NDVI. Epot) (2)

Peff (Green Water) = P (125 − 0.6P)/125 if P ≤ 250/3 mm
Peff (Green Water) = 1253 + 0.1P if P > 250/3 mm

(3)

where Peff is the effective precipitation, KcNDVI is the coefficient growth of NDVI, Epot is the potential
evapotranspiration, and P is the precipitation.

The relationship between the water balance of mangrove forests and mangrove forest degradation
is generated by overlaying pixels and dividing them into the four classifications shown in Table 6.
There are two classes based on water balance processing: surplus, where the water balance is positive,
and deficit, where the water balance is negative. Meanwhile, there are also two classes as the result of
mangrove deforestation processing, i.e., degraded and not degraded.

Table 6. Relationship classifications between mangrove forests’ water balance and mangrove degradation.

Criteria Classification

Water Balance Surplus and Mangroves Degraded Anthropogenic Drivers
Water Balance Deficit and Mangroves Degraded Naturogenic Driver

Water Balance Deficit and Mangroves Not Degraded Mangrove at Risk
Water Balance Surplus and Mangroves Not Degraded Sustainable Mangrove

3. Results

3.1. Spatiotemporal of MODIS Vegetation Indices in Mangrove Area

Figure 3 displays the NDVI difference images between 2000 and 2012. To achieve the most
accurate visualization of changes, the largest deforested areas that corresponded to the land cover
change drivers were selected. For urban conversion, the highlighted areas included Malaysia and
Singapore. North Kalimantan corresponds to aquaculture conversion, Thailand corresponds to rice field
conversion, South Sumatra corresponds to conversion to oil palm plantations, and mangrove regrowth
was found in Papua. Positive changes imply that the index value in 2000 increased, while negative
changes imply that the index value in 2000 decreased. The NDVI difference images provided more
insight into the drivers of mangrove deforestation. It can be clearly observed that the vegetation index
had different responses depending on the different drivers. In (A) Malaysia–Singapore and (B) North
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Kalimantan, the figure shows a slight decrease in vegetation in the mangrove sites. In (C) Thailand,
the figure shows a smaller decrease in vegetation. In (E) South Sumatra, the figure shows an increase
in NDVI. In (D) Papua, the NDVI increased in some areas, but most demonstrated no signs of change.
In terms of healthiness, no change in NDVI implies no vegetation damage, as the density of vegetation
is the same, indicating that there was no deforestation from 2000 to 2012.

 

Figure 3. NDVI change between 2000 and 2012 in mangrove area. (A) NDVI decrease in Singapore.
(B) NDVI decrease in North Kalimantan. (C) NDVI decrease in West Thailand. (D) NDVI increase in
West Papua. (E) NDVI increase in South Sumatra.

The NDWI difference images provide more insight into the mangrove moisture condition.
A decrease in the NDWI implies that the water content of mangroves is decreasing [109]. Figure 4
displays the NDWI difference between 2000 and 2012 with the highlighted areas representing the
NDVI difference images. It can be clearly observed that the water index had a different response to
each driver. In (A) Malaysia–Singapore and (B) North Kalimantan, which were deforested for urban
and aquaculture conversion, respectively, the figure shows a slight decrease in water content for the
mangrove sites. In (C) Thailand, the NDWI shows a smaller decrease. In (E) South Sumatra, there was
an increase in the NDWI. This trend is also displayed in (D) Papua, where the NDWI increased in
some areas, but overall, there was no relative change. As mangroves are considered an evergreen
vegetation, a higher or decreasing NDWI indicates that the mangrove’s condition is damaged.

The SAVI difference images provide more insight into the canopy height of the mangrove forests.
The higher the SAVI value, the higher the vegetation canopy [108]. In Figure 5, it can be clearly
observed that the SAVI has different responses to each driver. In (A) Malaysia–Singapore and (B)
North Kalimantan, the figure shows a severe decrease in canopy height. In (C) Thailand, there was
deforestation due to rice plantations; hence, the figure shows a lower decrease in canopy height. In (E)
South Sumatra, there was deforestation due to oil palm plantations, and the figure shows an increase
in SAVI. The same trend was observed in (D) Papua, where the SAVI increased for some areas but
most had no signs of change. From these results, the SAVI could be a potential index for detecting oil
palm expansion over mangrove area, as reported by previous research [118]. However, it could be
misinterpreted if no other information is available.
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Figure 4. NDWI change between 2000 and 2012 in mangrove area. (A) NDWI decrease in Singapore.
(B) NDWI decrease in North Kalimantan. (C) NDWI decrease in West Thailand. (D) NDWI increase in
West Papua. (E) NDWI increase in South Sumatra.

 

Figure 5. SAVI changes between 2000 and 2012 in mangrove areas. (A) SAVI decrease in Singapore.
(B) SAVI decrease in North Kalimantan. (C) SAVI decrease in West Thailand. (D) SAVI increase in West
Papua. (E) SAVI increase in South Sumatra.
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3.2. Results of Land Cover Conversion from Deforested Mangroves in Southeast Asia

From the ESA CCI Land Cover product, Figure 6a shows that the rate of deforestation in Myanmar
is large, where, averaged over one grid, more than 50 ha of mangroves were converted into the
farming class. This was followed by Indonesia, where fishery and farming in Kalimantan and Sulawesi
are the major contributors to mangrove deforestation, with the average over one grid cell being
5–25 ha. The product of MODIS Land Cover (Figure 6b) shows that Indonesia has the highest amount
of mangrove deforestation owing to the fishery class that has spread across Sumatra, Kalimantan,
Sulawesi, and Papua, averaging at 10–25 ha of deforested mangrove. Myanmar also has a high
deforestation level; approximately 25–50 ha of deforested mangroves averaged over one grid cell
were converted to the farming and fishery classes. From the GLCNMO results, Figure 6c shows that
Indonesia has the highest number of deforestation points due to the spread of the farming classes
from Sumatra to Papua, with an average deforested area of 50–100 ha. Meanwhile, Malaysia and the
Philippines have mangrove deforestation points due to changes in land cover, with an average of less
than 50 ha. As observed from the GlobCover product results (Figure 6d), Indonesia has the highest
deforestation point distribution as a consequence of the farming class spreading across Sumatra and
Kalimantan, with an average deforestation of less than 10 ha. Myanmar has a significant deforestation
point where one point of mangrove deforestation of more than 7.5 ha has been converted into the
farming class.

 

Figure 6. Distribution of land as the result of mangrove deforestation conversion and its quantity based
on (a) ESA CCI Land Cover 2001 and 2012, (b) MODIS Land Cover 2001 and 2012, (c) GLCNMO 2008
dan 2012 and (d) GlobCover 2005 and 2009.

Figure 7 is a map displaying the confidence levels in mangrove forest conversion obtained by
combining all GLC products with the same land cover conversion classes from mangrove forests
(farming, fishery, and housing) within a 1◦ grid cell. The confidence level is ranked from lowest
to highest; level 1 means that the land cover conversion class is recognized by one GLC product,
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while level 4 means that the land cover conversion class in that location is recognized by all GLC
products. This agreement level map (Figure 7) does not show the accuracy of each GLC product
while detecting deforestation classes or the mangrove land cover changes. However, the confidence
level illustrates the occurrence of spatial conversion from mangrove forests to land cover classes,
as recognized by the GLC products in this study. Figure 7 shows that the highest confidence levels
are in degraded mangrove areas, i.e., in Myanmar caused by farming, Indonesia caused by fisheries,
and Malaysia caused by housing.

 
Figure 7. Confidence levels for land cover class conversion of mangrove forest. (A) Agreement level of
mangroves to agriculture. (B) Agreement level of mangroves to aquaculture. (C) Agreement level of
mangroves to infrastructure.

3.3. Mangrove Coefficient Growth

The value of Kc in each country in Southeast Asia ranges from 0.01 to approximately 1.3. This value
indicates the growth rate of mangroves; a value close to 0 implies that the mangrove is not growing,
and a value close to 1.3 implies the opposite. Some mangrove forests in Southeast Asia follow the dry
rainy seasons, whereas others do not. The dry season usually occurs from April to September, and
the rainy season from October to March. As shown in Figure 8, the countries that follow the seasonal
pattern are Cambodia, Myanmar, and Thailand; other countries, such as Indonesia, Brunei Darussalam,
Malaysia, and the Philippines, do not follow this seasonal pattern.
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Figure 8. Mangrove coefficient growth (Kc) at Nunukan region, Indonesia, January to December 2000.

3.4. Mangrove Forests’ Water Balance for Degradation and Depletion Identification

The resulting values in the form of water balance deficits and surpluses are shown in Figure 9.
In Cambodia, Myanmar, and Thailand, the values of deficit and surplus followed the pattern of dry
and rainy seasons, respectively, while in Indonesia, Brunei Darussalam, Malaysia, and the Philippines,
they did not follow the seasonal patterns.

 
Figure 9. (A) Mangrove’s net water balance (in this study) and (B) mangrove’s net degradation between
2000 and 2012 in Southeast Asia.

As shown in Figure 10, this research shows that natural drivers have a larger effect on
mangrove forests’ degradation and depletion compared with anthropogenic drivers. In this study,
the determination of the effect of natural drivers focuses on evapotranspiration and precipitation
data, as well as other meteorological phenomena such as whether or not regional patterns follow
seasonal variation. The classification “mangroves at risk” refers to regions where the water balance is
in deficit but not yet degraded. This should encourage policy makers to enforce the necessary steps to
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prevent mangrove degradation, recognizing the many advantages mangroves bring to society and the
natural environment.

Figure 10. Relationship classifications between land use land cover and mangrove forests’ water
balance with the degradation and depletion condition of them.

4. Discussion

4.1. Mangrove Agreement Level

Agreement analysis is used to compare the similarity of various data with the same product
level [119]. In this study, agreement analysis was used to compare four mangrove distribution datasets
by making four levels of agreement. The first level indicates low agreement, level 2 indicates moderate
agreement, level 3 indicates high agreement, and level 4 indicates very high agreement. Mangrove
distribution data that will be compared are World Atlas of Mangroves v 1.1 for the period 1999–2003 [53],
Global Distribution of Mangrove USGS v 1.3 for the period 1997–2000 [40], Indonesia Mangrove Map
for the period 2006–2009 [54], and Global Mangrove Watch for the period 2010 [55]. Figure 11 shows
that the majority of the level 4 mangrove agreements are in the Bintuny Bay (Papua) area. In the area
of Sumatra, especially South Sumatra, the majority of mangrove agreements are level 3. Meanwhile,
the majority of mangrove agreements for level 1 and 2 are on the island of Kalimantan.

Figure 12 shows the percentage level of agreement for each mangrove distribution. The USGS
Global Distribution of Mangrove (v 1.3) has the highest percentage agreement among other products
at level 4 (47%), while level 3, level 2 and level 1 have a percentage of 31%, 13%, and 9%, respectively.
The mangrove distribution dataset that has the second highest value at level 4 is Global Mangrove
Watch at 45%, while level 3, level 2 and level 1 are 33%, 14%, and 8%, respectively. World Atlas
of Mangroves has a value of 43% for level 4, 16% for level 3, 14% for level 2, and 27% for level
1, while Indonesia Mangrove Map has a value of 25% for level 4, 21% for level 3, 16% for level 2,
and 38% for level 1. It can be seen that the USGS Global Distribution of Mangroves (v 1.3) has the
highest agreement value, so this study uses the USGS Global Distribution of Mangroves (v 1.3) as the
distribution of mangroves.

4.2. Conformity of Data Products with DLUDMP and SEAMCT

The consistency of each land cover product was evaluated with reference to DLUDMP [10] and
SEAMCT [52] in terms of the rate and the trigger of mangrove deforestation in Southeast Asia from
2000 to 2012. For this purpose, research related to the function of the dominant land in deforested
mangrove areas from 2001 to 2012 as well as Southeast Asian mangrove conversion types were used
for comparative data to assess the accuracy of the land cover conversion results obtained from each
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product of GLC. The calculation of the percentage of data products existing in one single land cover
class was carried out in a 1◦ × 1◦ grid.

 

Figure 11. Agreement level of mangrove distribution in Indonesia.

Figure 12. The percentage level of agreement for each mangrove distribution.

In the spatial context, this study illustrates that the points of mangrove forest conversion are similar
to those in DLUDMP and SEAMCT. Figure 13 shows the locations of mangrove forest conversion,
which is recognized by three to four GLC products, as mentioned previously. The results show that
the conversion of mangrove forests into the farming class mostly occurred in the Rakhine region,
Myanmar. The Myanmar government has strong policies that support national food security through
increased rice production. As a result, many mangrove forests have been converted into paddy
fields [120]. The conversion of mangrove forests into the fishery class mostly occurred in East
Kalimantan and Sulawesi, Indonesia. The expansion of fisheries was driven by Indonesia’s government
policies, which were aimed at making the country the largest fish producer in the world by 2015 [121].
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Meanwhile, mangrove forests were converted to land for the housing class in the peninsulas of Malaysia
and Singapore.

 

Figure 13. Comparison of mangrove forests converted to other classes at confidence levels of 3 and 4
with Dominant Land Use of Deforested Mangrove Patches (DLUDMP)-The Southeast Asian Mangroves
Conversion Types (SEAMCT) from a spatial context.

To the best of our knowledge, this research is the first to compare GLC products for monitoring
mangrove deforestation over large areas. The approach used in this study is accompanied by certain
assumptions to make the comparison of each GLC product easier (owing to the fact that these products
have different characteristics). These assumptions, therefore, limit the quantitative comparison among
different GLC products and increase the potential for bias in the results. In addition, the results cannot
represent an assessment of the overall quality of each GLC product. However, the study focuses on
drawing conclusions and finding policy recommendations for monitoring mangrove deforestation.

In general, based on the areas of mangrove forests converted into other land cover classes as shown
in Table 7, the similarity of each GLC product to DLUDMP-SEAMCT varies by different proportions,
from 40% to 60% to less than 2%. Among the global land cover products, GLCNMO shows the highest
conformity to DLUDMP, with an average difference of 3.81%. ESA CCI LC has the highest conformity
to SEAMCT, with a mean difference of approximately 1.21%.

Table 7. Conformity percentage between each data product with DLUDMP land use classes and
SEAMCT based on the area of deforested mangrove.

Mangrove Forest Conversion
Area Based on Global Land

Cover Data Products (GLCM)

Width
Percentage

(GLCM)

Width
Percentage
(DLUDMP)

Width
Percentage
(SEAMCT)

Difference
between

GLCM and
DLUDMP

Difference
between

GLCM and
SEAMCT

MODIS
(2001 dan 2012)

Farming 8.19% 52.70% 77.59% 44.52% 69.40%
Fishery 88.12% 41.47% 20.05% 46.65% 68.08%

Housing 3.69% 5.83% 2.36% 2.14% 1.33%

GlobCover
(2005 and 2009)

Farming 92.42% 52.70% 77.59% 39.71% 14.83%
Fishery 5.76% 41.47% 20.05% 35.71% 14.29%

Housing 1.83% 5.83% 2.36% 4.00% 0.54%

ESA CCI LC
(2001 and 2012)

Farming 77.07% 52.70% 77.59% 24.36% 0.52%
Fishery 21.85% 41.47% 20.05% 19.62% 1.81%

Housing 1.08% 5.83% 2.36% 4.75% 1.29%

GLCNMO
(2008 and 2012)

Farming 55.63% 52.70% 77.59% 2.92% 21.96%
Fishery 44.26% 41.47% 20.05% 2.79% 24.21%

Housing 0.12% 5.83% 2.36% 5.71% 2.25%
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4.3. Uncertainties in Mangrove Change Data

As shown in Figure 14, the number of pixels located in the mangrove pixel class produced by
MODIS Land Cover (2001 and 2012) reaches 4000 km2, with 1000 km2 of deforestation. In ESA CCI
LC (2001 and 2012), the total area of the mangrove forest class reached 37,500 km2, with a deforested
area of 6500 km2. In GlobCover (2005 and 2009), the total mangrove forest reached 28,000 km2 and
showed no signs of significant deforestation. Lastly, the area of mangrove forest class produced
by GLCNMO (2008 and 2012) from the global land cover products was very similar to the area of
mangrove owned by CGMFC-21. Hence, the assumptions made for the harmonization of the mangrove
forest classes can be considered correct. Furthermore, the area of the mangrove forest measured by all
products of GLC declined for several years, indicating widespread mangrove deforestation in that
time period. The variations in the total area of mangrove forest could be caused by different methods
of data acquisition, classification techniques, class definitions, and the production year of each land
cover product.

Figure 14. Total area of mangrove forest class of each GLC product.

4.4. Trend Analysis and Breakpoint Detection on Deforested and Degraded Mangrove Area

PTC, PNTV, and PNV data were applied to identify extreme deforestation events (e.g., agriculture
expansion in Myanmar, infrastructure expansion in Thailand, and aquaculture expansion in Indonesia)
using trend analysis and breakpoint detection as explained below. Figure 15 shows a sample of a
mangrove deforestation area driven by agriculture expansion in Rakhine State, Myanmar, as explained
in the PTC trend. Positive values indicate an increase in PTC, while negative values indicate a decrease.
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Figure 15. Mangrove deforestation driven by agriculture expansion in Rakhine State, Myanmar. The (a)
slope and (b) breakpoint maps are produced by annual percentage of tree cover (PTC) and percentage of
non-tree vegetation (PNTV) (MOD44B) data from 2000 to 2013 using the green-brown and bfast package
in R [85,87]. (c) shows the breakpoint detection processed by annual PTC and PNTV (MOD44B) data
from 2000 to 2013 using the bfast package in R [85] and a land cover comparison before deforestation in
1999 (left) and after deforestation in 2013 (right) using the Google Earth archives.

We detected 1269 grids with a 250 m spatial resolution that show the area converted for agriculture
use in Rakhine State, Myanmar. Using trend analysis, at least 911 or 71.79% of those grids showed
there was a negative trend in PTC and a positive trend in PNTV from 2000 to 2013. Using breakpoint
detection in a particular grid, we revealed that the expansion occurred in 2003 when the PTC dropped
and the PNTV jumped (Figure 15c). In Myanmar, especially in Rakhine State, nearly 70% of mangrove
forests have been degraded since 1983 due to the vast expansion of rice farming as a consequence of
the low productivity levels and competition [122,123].

Figure 16a portrays infrastructure expansion in Samut Sakhon State, Thailand. Trend analysis of
PTC and PNV data indicated that 18 out of the 21 grids (75%) showed a negative trend in PTC and a
positive trend in PNV. Meanwhile, the breakpoint detection discovered that the expansion happened
in 2007, when the PTC dropped and PNV jumped in the same year (Figure 16a). According to the
earlier studies, mangrove forests around the coastal areas of the Thailand Peninsula, which has a dense
urban population, e.g., Phuket, Songkhla, and Phang Nga, were converted to residential areas and
tourism facilities [124].

 

Figure 16. (a) Mangrove deforestation driven by infrastructure expansion in Samut Sakhon State,
Thailand; (b) mangrove deforestation driven by aquaculture expansion in Northern Sulawesi, Indonesia.
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In Northern Sulawesi, Indonesia, trend analysis of PTC and PNV data revealed that 291 out of 309
grids (94.14%) showed a negative trend in PTC and positive trend in PNV. Meanwhile, the breakpoint
detection identified that most of the mangrove forest conversion in this region occurred in 2009
(Figure 16b). As reported in previous research, the very rapid decline of mangrove forest in this area
was due to major brackish-water pond developments [121].

4.5. Future Possible Directions

To detect other drivers of mangrove deforestation, other satellite-derived indices should be studied.
For more information on the indices, higher spatial resolution datasets, such as Landsat and Sentinel,
are needed to better establish their utility beyond the initial findings of this study. Implementing trend
analysis and a break point detection algorithm to NDVI, NDWI, and SAVI for a time series analysis
could form the basis of future studies. Another potential direction is a deeper phenology analysis
based on water balance and remote sensing indices using long-term data. The continuous use of
remote sensing indices will help to detect spatial and temporal changes in mangrove deforestation;
thus, necessary steps toward mitigation can be planned and regulated.

The addition of other anthropogenic and naturogenic factors is crucial to the validation and
completion of this research. Moreover, the spatial resolution used in this study should be improved
and synchronized to increase the minimum level of detail and make it easily comparable. Notably,
the approach used in this study can be used as an alternative for conducting a spatiotemporal analysis
of a phenomenon on a regional or global scale. In addition, the method used in the consistency
test stage can also be adopted to test the accuracy of information on various remote sensing data
products involving similar topics. The combination of all available multi-temporal GLC products with
a robust methodology for investigating global forest change would be the next stage of this research.
Although this study has revealed that mangroves have been converted for various land uses, mangrove
rehabilitation is still being conducted. Many concerned players have already made collaborative efforts
in designing pilot projects for mangrove protection. Rehabilitation activities are abundant in Southeast
Asian countries [125]; however, these have been deployed in relatively small areas, and the results are
not noticeable because of the coarse spatial resolution of the data products. This research could be
useful for designing mangrove forest rehabilitation strategies by combining the results of this study
with supporting data [125].

Future applications that address environmental and socio-economic implications arising from
these findings could be explored. The impact of this mangrove forest change on the environment,
including on climate change [126], biodiversity [127], sea level rise, and coastal economies [128],
could also be explored. Further investigations are required to elucidate the reason for this degradation
change, such as the impact of long-term anthropogenic factors, that include cropland expansion and
intensification change [129], urban change models [130], and water surface change [131] would enhance
our ability to measure and improve future mangrove forest management [132,133].

5. Conclusions

The summary presented herein offers the primary points that will serve as the basis of future
investigations. First, the relationships between remote sensing indices and deforestation drivers
highly depend on the type of drivers. In future studies, exploring more satellite-derived indices
could allow us to expose more deforestation drivers. Second, by adopting a trend analysis and
break point detection in three difference sites, Rakhine State, Samut Sakhon, and North Sulawesi,
we confirmed that mangrove forests were converted for agriculture, infrastructure, and aquaculture in
2003, 2007, and 2009, respectively. Moreover, the aggregation of PTV, PNV, and PNTV datasets is a
highly recommended method of measuring the rate of changes, examining the degradation drivers,
and tracing the exact year of expansion. Thirdly, the assimilation of GLC products revealed that
agricultural and fishery classes are the predominant drivers in Southeast Asia, notably from 2001 to
2012. Although the study could not accurately describe the amount of mangrove conversion, the data
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processing and accuracy assessment method can be applied as an alternative method for conducting
spatiotemporal analysis of either regional or global scale studies. Fourth, by analyzing the connection
between the water balance and degradation of mangrove forests, we discovered that the natural drivers
have a greater effect than the anthropogenic drivers. This finding could be investigated further by
increasing the number of natural driver variables in the same spatial resolution, making the output
more robust and comparable with the data of anthropogenic drivers. We hope that longer-term studies
will be undertaken to determine how the water balance in Southeast Asian mangrove forests affect
their level of degradation and depletion. Fifth, this extensive investigation leads us to deduce that we
cannot easily determine a single factor as a sole driver of degradation in a particular mangrove patch.
The combination of both anthropogenic and naturogenic drivers greatly affects and perhaps accelerates
mangrove degradation. Finally, the abundance of remote sensing data and products recorded from
extraterrestrial sensors could reveal valuable information required to understand and protect our
terrestrial ecosystem, and it could be the foundation of important recommendations for creating
impactful policy making.
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Abstract: Forest roads are an essential facility for sustainable forest management and protection.
With advances in survey technology, such as Light Detection and Ranging, forest road maps with
greater accuracy and resolution can be produced. This study produced a 3D map for establishment
of a forest road inventory using a Mobile Laser Scanning (MLS) device mounted on a vehicle in
four study forest roads in Korea, in order to review its precision, accuracy and efficiency based on
comparisons with mapping using Total Station (TS) and Global Navigation Satellite System (GNSS).
We counted the points that consist of the cloud data of the maps to determine the degree of precision
density, and then compared this with 50 points at 20-m intervals on the centerlines bisecting the
widths of the study forest roads. Then, we evaluated the relative positional accuracy of the MLS
data based on three criteria: the total length of each forest road; the Root Mean Square Error (RMSE)
obtained from coordinate values of the MLS and TS surveys compared to the GNSS survey; and the
ratios of the centerlines extracted by the MLS and TS surveys overlaid to the buffer zone by the GNSS
survey. Finally, we estimated the time and cost per unit length for producing the map to examine the
efficiency of MLS mapping compared to the other two surveys. The results showed that the point
cloud data acquired by the MLS survey on the study forest roads had very high precision and so
is sufficient to produce a 3D forest road map with high-precision density and a low RMSE value.
Although the equipment rental cost is somewhat high, the fact that information targeting on all
spatial elements of forest roads can be obtained with a low cost of labor is a benefit when evaluating
the efficiency of MLS survey and mapping. Our findings are expected to provide a quantitative
assessment of both maintaining sustainable effectiveness and preventing potential environmental
damage of forest roads.

Keywords: forest road inventory; total station; global navigation satellite system; point cloud;
precision density; positional accuracy; efficiency

1. Introduction

Worldwide, forest roads are essential facilities for the sustainable management and conservation
of forests with economic and/or public value [1–4]. Forest roads, however, are low-volume roads
built not only on lowland areas but also on rough terrain in the forest, so they may have both steep
longitudinal lines and complex planar features [5]. They therefore need to be well-managed to maintain
their sustainable effectiveness and to prevent potential environmental damage. For the systematic
management of forest roads, the acquisition and inventory of spatial information of the roads should
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be prioritized. In addition, monitoring changes in the spatial information and follow-up treatments
based on these changes are required.

The acquisition of spatial information related to forest roads is drawing keen attention due to
the recent development of survey technology [6]. In particular, the development of technology for
processing and analyzing data obtained through laser and photographic measurements has enabled
efficient surveys and analysis of forest resources. Light Detection and Ranging (LiDAR) surveys using
Aerial Laser Scanning (ALS) and Terrestrial Laser Scanning (TLS) technologies can efficiently acquire
and visualize high-resolution forest spatial information, and thus are widely used for characterizing
forest resources and topography. Conceptually, aircraft-based ALS should be suitable for measurements
targeting a relatively wide range of forest spaces [3,7–9], and ground point-based TLS should be suitable
for measurements targeting a relatively narrow range of forest spaces [10–13]. However, LiDAR
surveys are limited to obtaining spatial information on forest roads in the form of lines. For example,
it is challenging if not impossible to use ALS for surveying cut- and fill-slopes that are shielded by
stand crowns; and it is difficult to survey long stretches of forest roads within a short timeframe by
using TLS. Unmanned Aerial Vehicles (UAVs) can be suggested as an alternative, but their low battery
charge greatly limits survey time [14]. As one of the ways to overcome these limitations, Mobile
Laser Scanning (MLS) is a highly advanced mapping technology that can acquire and visualize spatial
information on and around forest roads [15]. In particular, MLS equipped vehicles is a technology that
is accurate and efficient, and can help rational decision making for systematic forest road management
by obtaining the best spatial information for given spatiotemporal conditions.

Research on MLS dates back to the early 1970s when research on measurement technology using
film cameras was conducted. Later, the use of Global Positioning Systems (GPS) expanded and
the production and analysis techniques of images were developed, evolving into an image-based
mapping technique by the late 1980s [16]. In the 1990s, MLS techniques went through a technological
sophistication phase, and in the 2000s, high-performance MLS laser scanning sensors began to be
used [17]. As a representative study, Grejner-Brzeinska et al. [18] suggested ways to overcome the
effects of gravity, eliminate signal noise, and mitigate Inertial Measurement Unit (IMU) errors to
increase the positioning accuracy of GPS and Inertial Navigation Systems (INS), which are the basic
elements of MLS. During the 2010s, practical application and industrialization of MLS technology
became well-established. For example, De Agostino [13] obtained spatial information related to rock
walls adjacent to roads using vehicle MLS and then corrected that information with a Global Navigation
Satellite System (GNSS), thereby providing a reliable technique to manage areas vulnerable to rock
collapse and falls. In addition, Qin et al. [19] proposed a line-based model to improve accuracy by
combining Point Cloud Data acquired using MLS with images taken on the ground. Cui et al. [20] set
a line-based model for point cloud data and panoramic images acquired through MLS, applying a
multisensor in urban areas, and evaluated the accuracy of the converted model by Root Mean Square
Error (RMSE) analysis. Recently, MLS surveys are used to acquire and analyze on- and off-road
information inventory, including the detection and extraction of on-road objects (e.g., road surface,
road crack, and driving line) and off-road objects (e.g., traffic lights, signs, and utility poles), to use as
the basis of Advanced Driving Assistant Systems [21,22]. Nevertheless, few studies have dealt with
cases in which MLS has been applied to the field of forestry because that there are severe limitations on
using laser scanning systems due to vegetation in forested areas, unlike urban areas [15,21]. Exception
only includes several studies have mainly investigated the accuracy of measuring tree diameter by
handheld MLS system [23–25]. Upon considering the spatial peculiarity of forests, it may be very
labor-intensive to collect large quantities of high-quality spatial information. However, it is expected
that it will be relatively easy to obtain large quantities of high-quality spatial information on and
around the forest roads where the crown layer of forests is opened due to the tree cutting, which is
considered a great advantage in building an inventory for forest road management.

From this background, this study was aimed at using a MLS system to accurately and conveniently
acquire rich spatial information on and around forest roads, and thereby to provide precise data for
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efficient forest road management. The objectives of this study were: (i) to produce 3D forest road
maps using MLS system, including characterization of both on-road surface and cut- and fill-slopes,
and (ii) to evaluate MLS precision density, relative positional accuracy, and mapping efficiency by
comparing it to data obtained by GNSS and Total Station (TS) techniques. To achieve these objectives,
we conducted the study in the order shown in Figure 1.

 

Figure 1. Flowchart displaying an approach of the study.

2. Materials and Methods

2.1. Study Site Descriptions

In the study, four forest roads, one each from four forested areas in Gongju-si, Nonsan-si,
Hongseong-gun, and Geumsan-gun in Chungcheongnam-do, Republic of Korea, were selected as the
study sites for the 3D forest road mapping using MLS. These forests, covered with mixed pines and
oaks of approximately 40 years in age, are managed by the local government and on steep and rugged
terrain at an altitude of 100–500 m above sea level.

The four road routes selected for the study were unpaved with lengths approximately equal to
each other. Based on the GNSS survey, the Gongju route was 1022 m, the Nonsan route was 1015
m, and the Hongseong and Geumsan routes were 1019 m. The difference in altitude above sea level
within each road route was the largest in the Nonsan route with 62.7 m, the smallest in the Gongju
route with 11.7 m, and the Geumsan route (34.7 m) and Hongseong route (19.3 m) were intermediate.
The forest roads were newly built within the last two years on hillslopes with steep cross-sectional
gradient, and in a condition that both the cut-and-fill slope surfaces of the road routes were not yet
fully covered with even understory vegetation.

The locations and general characteristics of the sites subject to field investigation are shown in
Figure 2 and Table 1.
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Figure 2. Locations of the study sites.

Table 1. General characteristics of the study sites.

Index Study Area
Road Length
Surveyed (m)

Altitude above
Sea Level (m) Construction

Year
Forest Type

Minimum Maximum

A Gongju 1022 439.1 450.8 2017 Mixed forest

B Nonsan 1015 127.9 190.6 2017 Mixed forest

C Hongseoung 1019 135.4 154.7 2018 Mixed forest

D Geumsan 1019 424.5 459.2 2017 Mixed forest

2.2. Collection and Mapping of MLS Data

Field collection of point cloud data was conducted using a vehicle equipped with a model MX2
MLS instrument (Trimble Inc., Sunnyvale, CA, USA, Figure 3). The performance of the Trimble MX2
model is very accurate and efficient (Table 2). Each on the left and right sides of the model’s body has
one laser scanner, and therefore two data sets were collected as the vehicle moved forward, providing
an accurate and complete point cloud of the terrain along the road.

To secure the accuracy of the point cloud data acquired from not only the on-road and
cut-slope surfaces (with relatively large viewing angles while driving) but also the fill-slope surfaces
(with relatively small viewing angles while driving) of forest roads, we drove the MLS vehicle back and
forth. Here, we drove it close to the right edge of the road based on the direction of driving, especially
to survey the fill-slopes even at a sharp angle. We also maintained a speed of less than 20 km/h because
the MLS survey was conducted on rough unpaved roads, although the maximum design speed of
vehicles on forest roads in Korea is 40 km/h [26]. Consequently, we therefore acquired four sets of point
cloud data from two laser sensors for each study road.
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Figure 3. The vehicle equipped with Mobile Laser Scanner (MLS, Trimble MX2 model).

Table 2. Specifications of Trimble MX2 [27].

Mobile Laser Scanning (MLS) Trimble MX2

Type Single or dual SLM-250 Class 1 lasers

Range Up to 250 m

Accuracy ±1 cm at 50 m

Scanner FOV 360 degrees

Scan rate Dual laser head: 2 × 20 Hz (1200 rpm)

Maximum effective
measurement rate

Single laser head: 36,000 points per second
Dual laser head: 72,000 points per second

Pulse rate Dual laser head: 2 × 36 kHz

The coordinates of the acquired point cloud data were calibrated based on the national reference
points, and the 3D maps of the studied road routes were produced using the calibrated data in the
Trimble Realworks 10.4 software (Trimble Inc.). However, these maps include spatial information
relevant to not only topographic and structural features belonging to cut-slope, on-road, and fill-slope
surfaces, but also vegetation on those surfaces and outside the cut-and-fill slopes. We therefore
removed only the information relevant to vegetation from the maps, and finally extracted a 3D map
that visualized the topographic and structural features that actually constituted the forest roads.
To examine the change in the degree of precision density during these 3D mapping processes as well
as to evaluate quantitatively MLS survey with relatively high-precision, we counted the number of
points that consisted of the cloud data for both the initial and final 3D forest road maps.

On each final 3D map produced previously, we digitized the centerline bisecting the width of forest
road and extracted it as a polyline-type shape file. We then extracted coordinate values (i.e., x, y, z)
of 50 points with 20-m intervals on the centerline shape file of each forest road, and estimated the
distances between two consecutive points.

2.3. Collection and Mapping of TS and GNSS Data

TS and GNSS are instruments that are commonly used to survey the geographic position of any
given point. Using these instruments (i.e., NPL 352, Nikon, Tokyo, Japan, and Trimble R8, respectively;
Table 3), we surveyed the 50 points at 20 m intervals on the centerline that bisects the width of each
forest road route. The data obtained by the GNSS, which have absolute coordinates of the 50 points,
were used to make the reference map displaying the centerline, and those by TS, which have relative
coordinates of the exact same 50 points, were used to make the comparative one to the reference map
(Figure 4).
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Table 3. Specifications of Total Station (TS) [28] and Global Navigation Satellite System (GNSS) [27].

TS (Nikon NPL 352) GNSS (Trimble R8)

Operating temperature –40 to +60 ◦C –40 to +65 ◦C
Distance measurement 1.6 to 200 m -

Weight 5.5 kg 1.52 kg

Accuracy
x : 3 mm
y : 3 mm
z : 3 mm

x : 8 mm
y : 8 mm
z : 15 mm

 
Figure 4. Schematic diagram displaying the difference between (a) Total Station (TS) survey with relative
coordinates) and (b) Global Navigation Satellite System (GNSS) survey with absolute coordinates.

2.4. Comparison of the Relative Positional Accuracy on MLS, TS, and GNSS Data

The evaluation of the relative positional accuracy of the three types of survey data above was based
on three criteria. First, using the length of each 20 m section extracted previously on the centerline,
the length of the road route on the comparative map surveyed by the MLS or TS survey was compared
to the GNSS survey reference map. Second, the 50 coordinate values (i.e., x, y, z) determined from the
MLS or TS survey for each road route were applied to calculate the Root Mean Square Error (RMSE),
Equation (1) [29], based on a comparison to the same points established by the GNSS survey:

RMSE =

√∑
(Ci −Ct)

2

(n− 1)
(1)

where Ci are the coordinates from the GNSS survey, Ct are the coordinates from the MLS or TS survey
results, and n represents the total number of stations. Third, the ratio of the comparative map (polyline)
by the MLS or TS survey overlaid to the buffer zone (polygon) of the GNSS survey reference map for
each road route was calculated. Here, the radius of the buffer zone was increased by 0.1 m, and the
buffer diameters were compared with each other when 95% and 100% of the comparative maps by
the MLS and TS surveys were included within the buffer zone of the GNSS survey reference map.
All spatial analysis was performed using QGIS 2.18 (QGIS development team, Boston, MA, USA) to
compare the relative positional accuracy of the studied roads.

2.5. Comparison of the Mapping Time and Cost Using MLS, TS, and GNSS

The time and cost of mapping the survey results are typically expressed as the value per unit
area [30,31]. However, because this study targeted the linear object, i.e., forest road, the time per unit
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length (unit time, min/km) and the cost per unit length (unit cost, USD/km) required to produce the
map were estimated. Here, the mapping by the MLS survey generated a 3D spatial map displaying
on-road surfaces and cut-and-fill slopes of the forest road as the final output, while the mapping by TS
or GNSS surveys provided a 3D line map representing only the centerline of the forest road as the final
output. Although these outputs do not contain the same level of spatial information, the time and cost
spent obtaining the outputs were compared.

3. Results

3.1. 3D Forest Road Maps Created Using MLS and The Degree of Precision Density

The 3D forest road maps produced initially by the MLS survey in the four study roads are shown
in Figures 5a and 6a. By removing vegetation information from these maps, the 3D maps show only
the topography and structures (e.g., ditches and drainage facilities exposed to the ground) of the forest
roads (Figures 5b and 6b).

The results examining the number of point data comprising these two types of 3D maps (Table 4)
showed that the number of points lost in removing the vegetation information ranged from 54.4% to
75.1%, with a mean of 65.6%, based on the initial number of point data. In addition, the numbers of
point data per unit road surface area (unit point numbers), which were estimated in the final 3D maps,
ranged from 725.8 point/m2 to 1249.3 point/m2, with a mean of 878.2 point/m2.

 

Figure 5. The 3D maps created using point cloud data obtained from the Mobile Laser Scanner (MLS)
survey on the study forest roads. The map (a) before and (b) after removing point cloud data displaying
vegetation on the outsides of cut-and-fill slopes.
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Figure 6. An example of the close range view of the 3D map displaying forest roads using point cloud
data obtained from the Mobile Laser Scanner (MLS) survey. The view (a) before and (b) after removing
point cloud data displaying vegetation on the outsides of cut-and-fill slopes.

Table 4. Change in the number of point data by excluding vegetation information from the initial 3D
maps of the four forest roads studied.

Study
Road

Number of Point Data
(point/km)

Point Data Loss by
Excluding Vegetation

Information
(point/km, %)

Forest Road Area in
the Final 3D Map

(m2/km)

Unit Point Number in
the Final 3D Map

(point/m2)
Initial 3D Map Final 3D Map

Gongju 26,310,704 9,729,385 16,581,319 (63.0) 12,427.4 782.9

Nonsan 33,920,193 10,174,684 23,745,509 (70.0) 13,480.0 754.8

Hongseong 36,070,736 8,971,478 27,099,258 (75.1) 12,360.8 725.8

Geumsan 37,813,718 17,237,514 20,576,204 (54.4) 13,797.7 1249.3

Mean 33,528,838 11,528,265 22,000,573 (65.6) 13,016.5 878.2
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3.2. Relative Positional Accuracy Estimated from MLS, TS, and GNSS Data

The length of the road route surveyed was determined as the first criterion to compare the relative
positional accuracy of the MLS survey with other survey results. As noted in the site descriptions,
the length of each route was approximately 1 km. However, the lengths showed slight differences
according to the survey methods (Table 5); that is, difference in the road lengths (i.e., lengths of the
centerlines bisecting the widths of forest road routes) between GNSS and MLS surveys only ranged
from 0.1 to 0.7 m, while the difference between GNSS and TS surveys revealed a larger range, from 2.1
to 4.7 m.

Table 5. Lengths of road routes surveyed by Mobile Laser Scanner (MLS), Total Station (TS), and Global
Navigation Satellite System (GNSS) in the forest roads studied.

Study Road
Road Length (m)

GNSS MLS MLS–GNSS TS TS–GNSS

Gongju 1022.2 1022.3 0.1 1025.1 2.9

Nonsan 1015.1 1015.8 0.7 1019.8 4.7

Hongseong 1019.2 1019.7 0.5 1021.3 2.1

Geumsan 1019.4 1019.6 0.2 1023.2 3.8

Mean 0.4 3.4

Calculating the RMSEs of the MLS or TS survey to the GNSS survey for 50 corresponding points
for each road route, which is the second criterion to examine the relative positional accuracy of the
MLS survey, showed that there is no significant differences in the RMSEs between the MLS and the TS
at all study road routes (Table 6).

Table 6. RMSEs of the Mobile Laser Scanner (MLS) or Total Station (TS survey) to the Global Navigation
Satellite System (GNSS) survey for 50 corresponding points for each road route.

Survey
Method

Total
(n = 200)

Gongju
(n = 50)

Nonsan
(n = 50)

Hongseong
(n = 50)

Geumsan
(n = 50)

Mean SD Mean SD Mean SD Mean SD Mean SD

MLS 0.802 0.473 0.685 0.328 0.745 0.364 0.961 0.481 0.817 0.631

TS 0.716 0.593 0.553 0.401 0.815 0.642 0.868 0.724 0.625 0.501

t 1.778 1.801 –0.833 0.828 1.796

p 0.076 0.074 0.406 0.409 0.076

The SD denotes standard deviation.

Calculating the ratio of the comparative map by MLS or TS survey overlaid to the buffer zone
of the GNSS survey reference map for each road route, which is the third criterion to examine the
relative positional accuracy of the MLS survey, gave the results shown in Figure 7. The centerline
comparative maps produced with the MLS and TS surveys were nested by 95% within diameters of
1.88 m (0.94 m radius) and 1.90 m (0.95 m radius), respectively, and also were nested by 100% within
diameters of 2.6 m (1.3 m radius) and 4.4 m (2.2 m radius), respectively, from the centerline produced
by the GNSS survey.
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Figure 7. Changes in mean ratios of the comparative maps by Mobile Laser Scanner (MLS) and Total
Station (TS) surveys overlaid to the buffer zones of the Global Navigation Satellite System (GNSS)
survey reference maps for the four forest road routes.

3.3. Estimated Mapping Time and Cost Using MLS, TS, and GNSS

Table 7 shows that the unit mean time and cost spent for mapping the four forest road routes
were different with different surveying methods. The mapping starting with the MLS survey spent
the unit mean time of approximately 127 min/km (i.e., 31.7 min/km for field survey, 64 min/km for
mapping). In the mapping by the TS survey, the unit mean time spent was approximately 313 min/km
(i.e., 195 min/km for field survey, 118 min/km for mapping).

Table 7. Differences in the unit mean time and cost spent depending on the surveying methods in the
four forest road routes.

Survey
Method

Work Labor

Working
Time

(min/km)

Labor Cost Equipment
Cost *
(USD)

Total
Cost

(USD)
Unit

(USD/h)
Total

(USD)

MLS Field survey 1 professional
1 assistant

32 20.5
10.1

32.0 143.2 175.2

Mapping 1 technician 64 15.2

TS Field survey 1 professional
2 assistants

195 20.5
10.1

155.1 46.8 201.9

Mapping 1 technician 118 15.2

GNSS Field survey 1 professional 128 20.5 56.2 26.3 82.5

Mapping 1 technician 60 15.2

* Equipment rental price during the operation time.

The mapping by GNSS survey required a unit mean time spent of approximately 188 min/km
(i.e., 128 min/km for field survey, 60 min/km for mapping). Upon considering that three, four, and two
persons participated in the mapping by MLS, TS, and GNSS surveys, respectively, the unit mean cost
for mapping using the TS survey (201.9 USD/km) was the largest, followed by the MLS (175.2 USD/km)
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and GNSS (82.5 USD/km) surveys. Here, two assistants for prisms were employed in the TS survey to
shorten the expected long working time even if the relevant labor cost was to increase.

4. Discussion

4.1. Precision Density of Mapping by the MLS Survey

Numerous studies (e.g., [1–3,7]) indicate the need to establish a road inventory for maintenance of
forest roads. To accomplish this, surveys using TS and GNSS have been conducted worldwide [6].
In recent years, the interest and need for 3D data using high density point clouds using remote
exploration, such as LiDAR, has increased [6,10,11,32].

Mapping by MLS survey was shown to have a relatively high density of precision compared
to other survey methods (Table 4), and this is not based solely on the findings of this study, which
showed that the mean of unit point numbers on the MLS maps (removed vegetation information) is
arithmetically 230,565 times those of both GNSS and TS (with 50 point/km). Of the previous studies
regarding the establishment of a forest road inventory, Kim et al. [31] and Talebi et al. [2] conducted TS
and GNSS surveys, respectively, to acquire spatial information including locations and/or boundaries
of road centerlines, cut-and-fill slopes, and drainage and auxiliary facilities. Here, they acquired spatial
information from points of 251 point/km and 131 point/km, respectively, and these precision densities
are only approximately 0.002% and 0.001% compared to the mean of unit point numbers of the MLS
maps produced in this study. In addition, White et al. [3] and Kiss et al. [7] acquired spatial information
of the forest roads using an ALS survey, with precision densities of 0.8 point/m2 and 1.2 point/m2,
respectively, which were only approximately 0.09% and 0.14% of the MLS maps in this study. Based on
the results above, it is judged that the quality of point cloud data acquired through MLS survey in this
study has a very high precision. In particular, mapping by MLS survey is sufficient to be considered
very useful for creating a forest road inventory, in that it can visualize not only the centerline of the
road but also all the spatial elements making up the forest roads, such as the road surface, cut-and-fill
slope surfaces, and the ditches and drainage facilities exposed to the ground.

4.2. Relative Positional Accuracy of the MLS Map

The accuracy of the MLS survey was also seen in the RMSE values relative to the corresponding
points on the reference centerline maps created by the GNSS survey (Table 6). The RMSEs of the MLS
survey, which are not significantly different from those of the TS survey, averaged about 0.8 m. These
results are likely to be very accurate compared to those of previous studies, which examined positional
accuracy of topographical features using ALS (with RMSEs ranging between 1 and 3 m) (e.g., [3,7])
and GNSS (with RMSEs ranging between 1 and 88 m) (e.g., [1–3,6]) in forest roads and/or mountain
terrains. Conversely, Kim [22] reported that the RMSEs on the location accuracy of topographical
features in urbanized areas ranged between 0.09 and 0.293 m, which is more accurate than the results
of this study. This difference may be due to the lower reception rate of the GNSS signals on the forest
roads compared to that in urban areas.

For determining positional accuracy of linear objects, such as roads and railways, consistency of
the shape itself can also be used as one of the most important criteria [33]. In this study, whereas 95% of
both centerlines produced from MLS and TS surveys were nested at similar diameters (i.e., 1.90 m and
1.88 m, respectively) from that produced by the GNSS survey, the buffer diameter of the reference map
at which 100% were nested was found to be smaller in the MLS survey (i.e., 2.60 m) than the TS survey
(i.e., 4.40 m) (Figure 7). Although it may be difficult to attach a relative meaning to the quantitative
differences between these two methods (may be due to user error at turning points in TS survey and/or
difference in machine accuracy of two survey instruments), this also reflects the advantages of mapping
by MLS survey, as shown in the results of the RMSE analysis, in excluding potential user error during
field surveying and in ensuring the positional accuracy of forest roads with a long linear form.
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4.3. Efficiency of MLS Mapping for Forest Road Inventory

Numerous studies (e.g., [3,6,7,10,11,32,34]) have suggested that it is necessary to survey using
LiDAR (such as ALS, TLS, and MLS) on the basis of the efficiency in terms of working time and cost.
Although the high equipment rental price of MLS mapping with high precision and accuracy can be
pointed out as a drawback in the deployment of a forest road inventory, the advantage is that labor
costs incurred are only 57% and 21% of the GNSS and TS mappings, respectively, due to relatively
short working time (Table 7). In particular, as described previously, it may be assessed that the quality
and quantity of the point cloud data collected during a MLS survey are large enough to allow the
production of a 3D map, including all elements of the forest roads (such as roadbed, cut-and-fill slopes,
drainages, auxiliary facilities), and are superior in comparison with mapping by other survey methods.

5. Conclusions

By paying attention to both surveying methodologies and implementation of research results to
facilitate sustainable forest road management, this study produced a 3D map for the establishment of
a forest road inventory using MLS, and reviewed its precision, accuracy, and efficiency. As a result,
the point cloud data acquired by the MLS survey on the study forest roads has very high precision
and therefore is sufficient to produce a high-resolution 3D forest road map. Although the equipment
rental cost is somewhat high, the fact that information on all spatial elements of forest roads, which
are linear objects, can be obtained at a low cost of labor is expected to act as a positive contributor for
evaluating the efficiency of MLS survey and mapping. Our findings are likely to be meaningful in that
it can provide a quantitative assessment of both maintaining sustainable effectiveness and preventing
potential environmental damage of forest roads.

Nevertheless, several technical and academic challenges still remain in the establishment of a
forest road inventory through MLS survey and mapping. First, if it is inevitable for forest roads to be
constructed on forested area with steep slopes like Korea, spatial information on the fill-slope surfaces,
which is obtained at a sharp angle, may not be fully acquired, even if vehicles equipped with MLS drive
close to the right edge of the road based on the direction of driving. Thus, technical supplementation is
required to overcome this limitation. Second, the heavy canopy covering forest areas acts as a restricting
factor for MLS surveys [15,35,36], and thus further studies are needed to develop ways to reduce the
loss of point data due to this restriction and to improve the survey accuracy. Third, it is believed that
studies to automate or simplify digitization of spatial information during the MLS mapping process
will be needed, as forest roads are linear objects that have a slightly regular form (although not as
regular as general roads or railways). These studies may refer to recent studies conducted on general
roads and railways [21,35]. Fourth, in order to compensate for the disadvantages of a MLS survey with
high equipment rental costs, it is necessary to explore ways to diversify the use of spatial information
in the form of point clouds that can be obtained from limited spaces (i.e., forest roads). Here, we
should take note of the fact that we can effectively create 3D maps including longitudinally and
cross-sectionally detailed components of forest roads and their surroundings in a relatively short time
using MLS. Solving these four challenges is a necessary condition for enabling rational decision-making
for systematic forest road management, which will ultimately lead to the maintenance of the permanent
utility of and the prevention of potential environmental damage from forest roads.
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