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## Preface to "Design and Control of Power Converters 2020"

In terms of research, power electronics is one of the most prolific fields in the world of electronics. One of the main reasons for this is its relevance in present-day society, which is increasingly concerned with energy savings and greener energy production. This scenario constitutes a powerful catalyst for research, not only increasing the amount of interesting ideas, solutions, and studies, but also the number of topics that have emerged under the umbrella of power electronics. This can be observed in well-established research topics as varied as renewable energies, battery management, and electric traction coexisting, or even merging, with more recent topics, such as LED lighting or micro- and nano-grids. These topics can be considered as established compared to others like wide band-gap devices and electric vehicles, where research is still incipient. In all of the aforementioned topics, in addition to others, the design and control of power converters plays a key role. In this book, representative papers that focus on well-established topics, as well as more recent ones, can be found. This mixture will foster new ideas for readers and help researchers detect solutions that can be migrated from one topic to another, making this book a relevant milestone for any power electronics engineer.
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#### Abstract

In a high-power factor quasi-resonant Flyback, an ideal zero current detection (ZCD) circuit and control circuitry enable the power switch turn-on in the exact instant a zero ringing current is reached after demagnetization. A nonzero current at the turn-on instant affects the input current shape and; consequently, affects its Total Harmonic Distortion (THD). This paper firstly deeply analyzes the effect on the distortion due to a nonideal ZCD circuit. After, some typical implementations of the ZCD circuit and their effect on the THD are analyzed, identifying their pros and cons. Finally, some experimental results are obtained to validate the analytical investigation.
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## 1. Introduction

The Flyback topology circuit represents one of the most attractive dc-dc converters used for low and medium power applications. To date, the Flyback converters have been widely employed as USB chargers for cell phones, notebooks, LCD TVs, and LED drivers [1-6]. The key factors that make this solution very popular are related to the simple design of the conversion stage, high efficiency, inexpensive cost of the components, possible multiple isolated output stages, and high output voltage.

It is worth remembering that the Flyback topology has been widely studied in the literature, where several advantageous results with respect to other converter topologies have been pointed out. In this perspective, the authors in [7] have compared the performance between a flyback, a buck-boost, and a hybrid solution [8-14] in terms of some key factors (e.g., cost, efficiency, step-down ability, etc.). The comparison has highlighted the superior performance of the flyback converter, which makes it the preferred choice for countless dc-dc power applications.

The flyback converter can be summarized into two different operating modes. When the current in the secondary windings goes to zero before the OFF time of the power switch, the Flyback operates in discontinuous conduction mode (DCM). On the other hand, when the current in the primary windings is greater than zero before the OFF time is complete, the converter operates in the continuous conduction mode (CCM) [15].

In many applications, the flyback converter can be used with a feedback control loop, with the aim to sense the voltage and current variations of the output. Generally, an optocoupler is used to sense the output voltage and in addition, it provides electrical isolation (SSR-secondary side regulation). Nevertheless, the use of an optocoupler presents a few disadvantages [16]. Indeed, the current transfer ratio may be subjected to variation due to the temperature, and furthermore, the optocoupler introduces an undesired pole in the feedback loop, which may lead to an instability of the converter.

On the other hand, the adoption of the constant-current primary sensing regulation (CC-PSR) technique [3,4], the feedback loop at the output(secondary) side is not used and consequentially, the output voltage can be adjusted by using only the control method of the electrical quantities in the primary side. This leads to a save cost and the power losses are strongly reduced. More specifically, in this configuration, only the auxiliary winding is used to sense the output voltage. It is worth underlining that this approach brings greater safety and reliability. As a disadvantage, the primary-side control may result in less accuracy in comparison to the feedback conventional method.

The high-power-factor (Hi-PF) flyback converter is one of the most popular topologies used in low-medium power applications (e.g., LED drivers that feed from the ac power line [17-20]). It has been widely used due to its low input current distortion (low THD) and it guarantees high safety isolation. Furthermore, it is easily suitable for CC-PSR operation [21-23]. The Hi-PF flyback converters can be used with a fixed switching frequency and in the DCM mode (FF-DCM) $[24,25]$. This mode operation is theoretically able to obtain unity power factor and zero THD.

Furthermore, the Hi-PF flyback converters can also be used in the Quasi-Resonant ( QR ) mode, where the switching period depends on transformer demagnetization. It presents several advantages compared to FF-DCM such as valley-switching, (almost zero-voltage switching, ZVS) and low EMI emissions. However, its standard implementation guarantees a sinusoidal envelope of the peaks of the primary current. This cannot achieve a very low THD of the input current, as widely discussed in [22-27]. However, more recently, an enhanced QR control method [28] able to provide Hi-PF QR flyback converters with the ability to ideally get a sinusoidal input current has been disclosed.

In this paper, the contribution to the distortion of the input current in a Hi-PF Flyback converter due to a nonzero current at the turn-on instant of the power switch in a switching cycle has been discussed in depth.

Firstly, the general trend of the impact of a nonzero current at the turn-on instant on the input current shape and, ultimately, on its THD is analyzed with both the traditional (QR) method and the enhanced QR (EQR) method. Secondly, this impact is analyzed more in detail with reference to some typical implementations of the zero current detectors (ZCD) circuit responsible for determining the turn-on instant of the power switch.

It is worth underlining that both the quantitative and the qualitative effects of a nonzero initial current due to the implementation of the zero-current detection circuit have not been yet documented in the literature.

Finally, several experimental results showing the aforementioned contributions in a couple of prototypes of Hi-PF Flyback converter controlled with both the traditional QR method and the enhanced QR method are presented.

## 2. Review of the Hi-PF QR Flyback Converter and Its Control Methods

A flyback converter (whether Hi-PF or not) is said to be QR-operated when the turn-on of the power switch (usually a MOSFET) is synchronized to the instant when the transformer demagnetizes (i.e., as the secondary current becomes zero), normally after an appropriate delay. In this way, the turn-on can be commanded on the valley of the drain voltage ringing that follows the demagnetization, thus with minimum turn-on losses. For this reason, this operation is often termed "valley-switching".

A Hi-PF QR flyback converter, whose principle schematic and relevant key waveforms are shown in Figures 1 and 2 respectively, is powered from the ac power line with no energy reservoir capacitor after the input bridge rectifier ( $C_{i n}$ serves as a high-frequency smoothing filter). Thus, its input voltage is essentially a rectified sinusoid $\left(V_{I N}(\theta)=V_{P K}|\sin (\theta)|\right)$ and the current $I_{A C}(\theta)$ drawn from the power line is sinusoidal-like (the rectified input current $I_{I N}(\theta)$ downstream the bridge is $\left|I_{A C}(\theta)\right|$. In these expressions and in the following discussion, $V_{P K}$ is the peak line voltage, $\theta=2 \mathrm{p} f_{L} t$ is the instantaneous phase angle of the line voltage, $f_{L}$ is the line frequency. Note also that uppercase subscripts will refer to quantities considered on a line cycle time scale, lowercase subscripts to quantities
considered on a switching cycle time scale. Circuit parameters have a lowercase subscript, dc quantities do not have subscripts.


Figure 1. Principle schematic of a Hi-PF QR flyback converter.

a

b

Figure 2. Key waveforms of the circuit in Figure 1; switching cycle time scale (a), line cycle time scale (b). In the second diagram from top on the right-hand side, black and blue shapes are the envelopes of primary and secondary current with EQR control; light grey and dark grey shapes are the same with QR control.

With no loss of generality, whichever type of feedback -SSR or PSR- is used, it is possible to assume that the error signal is processed producing a control voltage $V c$ that controls the input-to-output power flow. Being a Hi-PF system, the open-loop bandwidth
of the overall control loop is very narrow-typically below 20 Hz -and under steady-state operation, $V c$ can be regarded as a dc level, at least to a first approximation.

Considering peak current mode control, the turn-off of the power switch is determined by the current sense signal reaching the value programmed by the control loop that regulates Vout or Iout via $V c$. This value is set by the reference $V \operatorname{cs}_{\text {REF }}(\theta)$ output by the "Current reference generator" block that receives at its inputs the control voltage $V c$, the voltage $V_{\text {MULT }}(\theta)$-a scaled-down image of the input voltage $V_{I N}(\theta)$ that serves as a sinusoidal template-and, in case, the output Q of the PWM latch.

In fact, $V_{c s_{R E F}}(\theta)$ is fed into the inverting input of the PWM comparator that receives the voltage $\operatorname{Vcs}(t, \theta)$ on the other input. $\operatorname{Vcs}(t, \theta)$ is sensed across the sense resistor $R_{s}$, which is proportional to the instantaneous current $I_{p}(t, \theta)$ flowing through the primary winding $L_{p}$ and the power switch M when this is in the on state. Assuming that the PWM latch is set (and M turned on) at $t=0$, the current $I_{p}(t, \theta)$ will be ramping up linearly and so will do $V c s(t, \theta)$; at the instant $t=T_{O N}$, when $\operatorname{Vcs}\left(T_{O N}, \theta\right)=\operatorname{Vcs}_{R E F}(\theta)$, i.e., $I_{p}\left(T_{O N}, \theta\right)=V c s_{R E F}(\theta) / R_{s}$, the PWM comparator resets the PWM latch, thus switching off M.

As M is switched off, most of the energy stored in $L_{p}$ is transferred to the secondary winding $L_{s}$ so that current starts flowing through $L_{s}$ and $D$, dumping this energy into the output capacitor $C_{\text {out }}$ and the load. As $L_{s}$ is completely demagnetized (i.e., the current through $L_{s}$ zeroes) the diode $D$ opens. The drain voltage $V_{d s}$, which was fixed at $V_{I N}(\theta)+V_{R}$ ( $V_{R}=n$ Vout) while $D$ was conducting, starts oscillating around the instantaneous line voltage $V_{I N}(\theta)$ due to the resonance of the parasitic capacitance of the drain node ( $C_{d s}$ ) with $L_{p}$. The quick drain voltage fall that marks the onset of this ringing is coupled to the ZCD block in the controller through the auxiliary winding $L_{a u x}$ and the resistor $R_{z c d}$. The ZCD block releases a pulse as it detects the negative-going edge and this pulse sets the PWM latch and turns on the power switch M , starting a new switching cycle.

Therefore, the shape of $\operatorname{VCs} s_{\text {REF }}(\theta)$ determines the shape of the envelope of the peak primary current $I_{p P K}(\theta)=I_{p}\left(T_{O N}, \theta\right)=V C s_{R E F}(\theta) / R_{s}$ and, in turn, that of the average inductor current, i.e., the rectified input current $I_{I N}(\theta)$ and ultimately the current $I_{A C}(\theta)$ drawn from the power line. The way the "Current reference generator" block combines the input signals $V c$ and $V_{M U L T}(\theta)$ (and, in case, Q ) to produce the reference $V \subset s_{R E F}(\theta)$ defines the control method.

With the traditional control method [27], which in the following discussion will be referred to as the " QR method", the reference $\operatorname{Vcs}_{R E F}(\theta)$ is defined by the relationship:

$$
\begin{equation*}
V c s_{R E F}(\theta)=K_{M} V c V_{M U L T}(\theta) \tag{1}
\end{equation*}
$$

where $K_{M}$ is a constant (multiplier gain, dimensionally $1 / \mathrm{V}$ ). Being $V c$ a dc level and $V_{M U L T}(\theta)$ a rectified sinusoid, the peaks of the primary current will be enveloped by a sinusoid:

$$
\begin{equation*}
I_{p P K}(\theta)=\frac{V c s_{R E F}(\theta)}{R s}=I_{P P K} \sin \theta \tag{2}
\end{equation*}
$$

where $I_{P P K}$ is the peak value of the envelope $I_{P P K}(\theta)$. With this method there is an inherent distortion in the input current because the input current flows only during the on-time $T_{\text {ON }}$ of the power switch M. Assuming that the turn-on of the power switch is commanded in the instant when the transformer demagnetizes (i.e., assuming $T_{V}=0$, see Figure 2 right-hand side), $T_{\text {ON }}$ is constant along a line cycle whereas the switching period $T$ is not [27]. The rectified input current is, therefore:

$$
\begin{equation*}
I_{I N}(\theta)=I_{P P K} \frac{T_{O N}}{T(\theta)} \sin \theta \tag{3}
\end{equation*}
$$

In [28] an enhanced control method was proposed that produces a reference $\operatorname{Vcs}_{R E F}(\theta)$ related to the input signals by the relationship:

$$
\begin{equation*}
V c s_{R E F}(\theta)=K_{M} V_{C} V_{M U L T}(\theta) \frac{T(\theta)}{T_{O N}(\theta)} \tag{4}
\end{equation*}
$$

In this way, the peak primary current envelope will not be sinusoidal:

$$
\begin{equation*}
I_{p P K}(\theta)=\frac{V s_{R E F}(\theta)}{R s}=I_{P P K} \frac{T(\theta)}{T_{O N}(\theta)} \sin \theta \tag{5}
\end{equation*}
$$

but, considering again the approximation $T_{V}=0$, the rectified input current will be:

$$
\begin{equation*}
I_{I N}(\theta)=I_{P P K} \sin \theta \tag{6}
\end{equation*}
$$

so that, in this case, $I_{P P K}$ coincides with the peak value $I_{P K}$ of both $I_{I N}(\theta)$ and $I_{A C}(\theta)$. As previously mentioned, we will refer to this enhanced method as the "EQR method".

## 3. Input Current Distortion Due to Power Processing: A Closer Look

The simplification $T_{V}=0$ used to determine the shape of the rectified input current $I_{i n}(\theta)$ described by (3) for the QR method and (6) for the EQR method leads to neglecting the contribution to $I_{I N}(\theta)$ provided by the negative inductor current that flows during this time interval.

The distortion caused by this negative current is discussed in [7], where the analysis has been carried out based on the equivalent circuit depicted in Figure 3. This has been done under the simplifying assumption that the primary current in the instant when M is turned on to start a new switching cycle is zero (Zero-current switching at turn-on, ZCS), as shown in the timing diagrams of Figure 4. Notice that this is equivalent to saying that M is turned on with ZVS (Zero-voltage switching) if $V_{I N} \leq V_{R}$ and with valley-switching if $V_{I N}>V_{R}$.


Figure 3. Simplified equivalent circuit of primary side after transformer's demagnetization.


Figure 4. Key waveforms of the circuit in Figure 2 with $V_{I N} \leq V_{R}$ and zero-current switching (left); with $V_{I N}>V_{R}$ and valley switching (right). DCM waveforms (dotted lines) are shown for reference.

Assuming that $t=0$ is the instant when the transformer demagnetizes (i.e., when secondary current zeroes and ringing starts) and $t_{O N}$ the instant when the power switch is turned on, this condition can be labeled as $t_{O N}=T_{\text {neg }}$. The results of the analysis, as well as the definition of the relevant timing and electrical quantities, are summarized in Table 1.

Table 1. Timings and primary current characteristics of Hi-PF QR flyback converters assuming that current in the turn-on instant of power switch M is zero $\left(t_{O N}=T_{\text {neg }}\right)$.

| Symbol | Definition |  | Expression |
| :---: | :---: | :---: | :---: |
| $T_{O N}$ | Duration of ON-time of power switch M |  | $\frac{L_{p} I_{p p k}}{V_{I N}}$ |
| $T_{F W}$ | Time needed for secondary current $I_{s}$ to ramp linearly from $I_{s p k}$ down to zero |  | $\frac{L_{s} I_{\text {spk }}}{V_{\text {out }}}=\frac{L_{p} I_{p p k}}{V_{R}}$ |
| T | Switching period |  | $T_{\text {pos }}+T_{F W}+T_{\text {neg }}$ |
| $T_{r}$ | Period of drain voltage ringing after demagnetization |  | $2 \pi \sqrt{L_{p} C_{d s}}$ |
| $T_{p o s}$ | Duration of positive portion of primary current $I_{p}$. |  | $T_{\text {ON }}$ |
| $T_{z}$ | Time needed for drain voltage $V_{d s}$ to fall to zero when $V_{I N} \leq V_{R}$ or to a minimum when $V_{I N}>V_{R}$ | $\left\{\begin{array}{l} V_{I N} \leq V_{R} \\ V_{I N}>V_{R} \end{array}\right.$ | $\begin{gathered} \frac{T_{r}}{2}\left(1-\frac{1}{\pi} \cos ^{-1} \frac{V_{I N}}{V_{R}}\right) \\ \frac{T_{r}}{2} \end{gathered}$ |
| $T_{z z}$ | Time needed for primary current $I_{p}$ to ramp linearly from $I_{p}\left(T_{z}\right)$ to zero when $V_{I N} \leq V_{R}$. To be considered equal to zero when $V_{I N}>V_{R}$ | $\left\{\begin{array}{l} V_{I N} \leq V_{R} \\ V_{I N}>V_{R} \end{array}\right.$ | $\frac{T_{r}}{2 \pi} \frac{V_{R}}{V_{I N}} \sqrt{1-\left(\frac{V_{I N}}{V_{R}}\right)^{2}}$ |
| $T_{\text {neg }}$ | Duration of negative portion of primary current $I_{p}$ | $\left\{\begin{array}{l} V_{I N} \leq V_{R} \\ V_{I N}>V_{R} \end{array}\right.$ | $\begin{gathered} T_{z}+T_{z z} \\ \frac{T_{r}}{2} \end{gathered}$ |
| $Q_{p o s}$ | Positive charge taken from input source during $T_{p o s}$ in a switching cycle |  | $\frac{I_{p k k} T_{\text {pos }}}{2}$ |
| $Q_{\text {neg }}$ | Negative charge returned to input source during $T_{\text {neg }}$ in a switching cycle |  | $-\frac{C_{d s}}{2} \frac{\left(V_{I N}+V_{R}\right)^{2}}{V_{I N}}$ |
| $\left\langle I_{p}\right\rangle^{*}$ | Average input current in a switching cycle |  | $\frac{Q_{\text {pos }}+Q_{n e g}}{T}$ |

The ZCS assumption is not always true in practice, because the control circuit that initiates a new switching cycle upon detecting the transformer's demagnetization (ZCD circuit) is not always realized in such a way that the power switch $M$ can be always turned on in the exact instant when the ringing current after demagnetization zeroes.

### 3.1. Effects of a Nonzero Current at the Turn-on Instant of the Power Switch M

A nonzero current at the turn-on instant will alter the $Q_{p o s}$ and/or the $Q_{n e g}$ contribution in a switching cycle and this, in turn, will have an impact on the input current shape and, ultimately, on its THD. Both the quantitative and the qualitative effects of this impact have not been analyzed in the existing literature and will be addressed in this section.

The impact is different depending on whether one analyzes the open-loop operation (i.e., with assigned input and output voltages and a profile of the peak primary current $I_{p P K}(\theta)$ having a fixed amplitude) or the closed-loop operation. In this second case, the input voltage is assigned but the amplitude of the profile of the peak primary current $I_{p P K}(\theta)$ is determined by the control loop to deliver the average power demanded by the load in a line cycle with a regulated output voltage or current.

The analysis carried out in this section refers to the open-loop operation.
In the following analysis, the definitions of the quantities considered in Table 1 do not change. To distinguish the quantities related to the $t_{O N} \neq T_{\text {neg }}$ case from those related to the $t_{O N}=T_{\text {neg }}$ case, the former ones will have an "*" superscript.

It is worth reminding that instantaneous values of all time-varying quantities are considered a function of the phase angle $\theta=2 \pi f_{L} t$ when considering their evolution on a line cycle time scale. Instantaneous values of those quantities that vary within a switching cycle as well are a function of both phase angle and time, being intended that time extends over a single switching cycle, during which the phase angle can be considered constant. To simplify the notation, these dependances will not be explicitly indicated.

We will consider two fundamental cases.

- Case I: $0<t_{O N}<T_{\text {neg }}$ (refer to Figure 5)

In this hypothesis, the initial current $I_{p}\left(t_{O N}\right)$ is negative and $T_{O N}>T_{p o s} . Q_{\text {neg }}$ may be affected by the $t_{O N}$ value; considering an open-loop operation, $Q_{p o s}$ and $T_{p o s}$ will not be affected, in closed-loop operation they will be: a different $Q_{\text {neg }}$ value due to a different $t_{O N}$ value needs to be compensated by an opposite change in $Q_{p o s}$ so that the input current to the converter is such that the average power delivered to the load in a line cycle does not change. $T_{p o s}$ will need to change accordingly.


Figure 5. Close-up of primary current with $t_{O N}<T_{\text {neg }}$. Dashed lines, which refer to the case $t_{O N}=T_{\text {neg }}$, are shown for reference. The diagonally striped area marks the interval where $T^{*}$ neg and $Q^{*}$ neg are not affected by $t_{O N}$ position (subsubcase I a2).

We need to distinguish two subcases.

- $\quad$ Subcase I(a): $V_{I N} \leq V_{R}$.

We need to distinguish two further subdivisions.

- Subsubcase I(a1): $0<t_{O N} \leq T_{z}$.

In this case, the sinusoidal portion of the negative current will be truncated by the turn-on of the power switch before the drain voltage touches zero. Turn-on will not be exactly ZVS (Zero-voltage switching). The duration of the negative portion of the primary current will be reduced ( $T^{*}$ neg $<T_{\text {neg }}$ ) and so will be $Q^{*}{ }_{n e g}$.

- $\quad$ Subsubcase I(a2): $T_{z}<t_{O N} \leq T_{\text {neg }}$.

In this case, the turn-on of the power switch occurs while the primary current, though negative, is already ramping up linearly as if the power switch were turned on at $t=T_{z}$. Turn-on will still be exactly ZVS. Both $T^{*}$ neg and $Q^{*}{ }_{n e g}$ will be unaffected ( $T^{*}{ }_{n e g}=T_{n e g}$, $\left.Q^{*}{ }_{\text {neg }}=Q_{\text {neg }}\right)$.

- $\quad$ Subcase I(b): $V_{I N}>V_{R}$.

The situation becomes similar to that when $V_{I N} \leq V_{R}$ : current is sinusoidal until $t=t_{O N}$, after that it is a linear ramp. Turn-on will occur before the drain voltage reaches the valley, so valley switching will be lost. Both $T^{*}{ }_{n e g}$ and $Q^{*}$ neg will be reduced.

The results of this analysis are summarized in Table 2, where $T_{z}$ is that defined in Table 1 (it is unaffected by $t_{O N}$ and is not shown).

The diagrams in Figure 6 show how $T^{*}$ neg and $Q^{*}{ }_{n e g}$ vary as a function of the ratio $V_{I N} / V_{R}$ for different values of $t_{O N}$. Values are normalized to those for $V_{I N}>V_{R}\left(T_{r} / 2\right.$ and $2 V_{R} C_{d s}$ respectively). The diagrams in Figure 7 show how $T^{*}{ }_{\text {neg }}$ and $Q^{*}$ neg vary with $t_{O N}$ for different values of the ratio $V_{I N} / V_{R}$. Values are normalized in the same manner.

- Case II: $T_{\text {neg }}<t_{O N}<T_{\text {neg }}+T_{r} / 2$ (refer to Figure 8)

In this case, the initial current $I_{p}\left(t_{O N}\right)$ is positive and $T_{O N}<T_{p o s}$. $Q_{p o s}$ and $T_{p o s}$ will be affected, whereas $Q_{\text {neg }}$ and $T_{\text {neg }}$ will not: $Q_{\text {neg }}$ depends on voltages only and not on the power circulating in the converter. Regardless of whether $V_{I N}$ is greater or less than $V_{R}$, turn-on occurs on the positive wave of the drain voltage ringing and with the positive current if $t_{O N}<T_{r}$. However, we need to distinguish two subcases.

- $\quad$ Subcase II(a): $V_{I N} \leq V_{R}$.

In this case, due to the charge not transferred from $L_{p}$ to $C_{d s}$ while the drain voltage is clamped in the interval $T_{z} \leq t \leq T_{\text {neg }}$, the ringing occurring after $T_{\text {neg }}$ has a peak amplitude reduced from $V_{R}$ to $V_{I N}$ in voltage and from $V_{R} Y_{L}$ to $V_{I N} Y_{L}$ in current:

$$
\begin{gather*}
V_{d s}(t)=V_{I N}\left[1-\cos \left(2 \pi \frac{t-T_{\text {neg }}}{T_{r}}\right)\right]  \tag{7}\\
I_{p}(t)=Y_{L} V_{I N} \sin \left(2 \pi \frac{t-T_{\text {neg }}}{T_{r}}\right)
\end{gather*}
$$

Table 2. Timings and input current characteristics of Hi-PF QR flyback converters assuming current in the turn-on instant of power switch M is negative ( $t_{O N}<T_{\text {neg }}$ ).




Figure 6. Normalized values of $T^{*}{ }_{n e g}$ and $Q^{*}{ }_{n e g}$ as a function of the $V_{I N} / V_{R}$ ratio for different turn-on instants $t_{O N}$, with $t_{O N} \leq T_{n e g}$.


Figure 7. Normalized values of $T^{*}{ }_{\text {neg }}$ and $Q^{*}{ }_{\text {neg }}$ as a function of the turn-on instant $t_{O N}$, with $t_{O N} \leq T_{\text {neg }}$, for different $V_{I N} / V_{R}$ ratios.


Figure 8. Close-up of primary current with $t_{O N}>T_{n e g}$. Dashed lines, which refer to the case $t_{O N}=T_{n e g}$, are shown for reference. Dotted lines show primary current ringing continuation.

- Subcase II(b): $V_{I N} \leq V_{R}$.

In this case, the exchange of electric charge between $L_{p}$ and $C_{d s}$ is unaffected, and there is no change in the ringing occurring after $T_{r} / 2$.

The results of this analysis are summarized in Table 3, where $T_{z}$ and $T_{z z}$ (which are those defined in Table 1) are not shown because not relevant and unaffected by $t_{O N}$.

The diagrams in Figure 9 show how $T^{*}{ }_{p o s}$ and $Q^{*}{ }_{p o s}$ vary as a function of the ratio $V_{I N} / V_{R}$ for different values of $t_{O N}$. Values are normalized to those of $T_{p o s}$ and $Q_{p o s}$ when $t_{O N}=T_{n e g}$. The diagrams in Figure 10 show how $T^{*}{ }_{n e g}$ and $Q^{*}{ }_{n e g}$ vary with $t_{O N}$ for different values of the ratio $V_{I N} / V_{R}$. Values are normalized in the same manner.


Figure 9. Normalized values of $T^{*} p_{p s}$ and $Q^{*}{ }_{p o s}$ as a function of the $V_{I N} / V_{R}$ ratio for different turn-on instants $t_{O N}$, with $t_{O N} \geq T_{n e g}$.


Figure 10. Normalized values of $T^{*}{ }_{p o s}$ and $Q^{*}{ }_{\text {pos }}$ as a function of the turn-on instant $t_{O N}$, with $t_{O N} \geq T_{\text {neg, }}$, for different $V_{I N} / V_{R}$ ratios.

Table 3. Timings and input current characteristics of Hi-PF QR flyback converters assuming current in the turn-on instant of power switch M is positive $\left(t_{O N}>T_{\text {neg }}\right)$.

| Symbol | Definition | Expression |
| :---: | :---: | :---: |
| $T_{\text {pos }}^{*}$ | Duration of positive portion of primary current $I_{p}$. | $T_{\text {ON }}^{*}+t_{\text {ON }}$ |
| $T_{\text {ON }}^{*}$ | Duration of ON-time of power switch M $\quad\left\{\begin{array}{c}V_{I N} \leq V_{R} \\ V_{I N}>V_{R}\end{array}\right.$ | $\begin{aligned} & \frac{L_{p}}{V_{I N}} I_{p p k}-\frac{1}{2 \pi} T_{r} \sin \left(2 \pi \frac{t_{O N}}{T_{r}}\right) \\ & \frac{L_{p}}{V_{I N}} I_{p p k}-\frac{1}{2 \pi} T_{r} \frac{V_{R}}{I_{I N}} \sin \left(2 \pi \frac{t_{O N}}{T_{r}}\right) \end{aligned}$ |
| $T_{F W}^{*}$ | Time needed for secondary current $I_{s}$ to ramp linearly from $I_{s p k}$ down to zero | $\frac{L_{s} I_{\text {spk }}}{V_{\text {out }}}=\frac{L_{p} I_{p p k}}{V_{R}}$ |
| $T^{*}$ | Switching period | $T_{\text {pos }}^{*}+T_{F W}^{*}+T_{\text {neg }}^{*}$ |
| $T_{\text {neg }}^{*}$ | Duration of negative portion of primary current $I_{p}$ | $T_{\text {neg }}$ |
| $Q_{\text {neg }}^{*}$ | Negative charge returned to input source during $T_{\text {neg }}^{*}$ in a switching cycle | $Q_{\text {neg }}$ |
| $Q_{\text {pos }}^{*}$ | $\begin{gathered} \text { Positive charge taken from input source during } T_{\text {pos }}^{*} \text { in } \\ \text { a switching cycle } \end{gathered} \quad\left\{\begin{array}{l} V_{I N} \leq V_{R} \\ V_{I N}>V_{R} \end{array}\right.$ | $\begin{aligned} & \frac{1}{2}\left[I_{p p k}+V_{I N} Y_{L} \sin \left(2 \pi \frac{t_{\theta_{0 N}}}{T_{r}}\right)\right] T_{O N}^{*} \\ & \frac{1}{2}\left[I_{p p k}+V_{R} Y_{L} \sin \left(2 \pi \frac{t_{O N}}{T_{r}}\right)\right] T_{O N}^{*} \end{aligned}$ |
| $I_{p}\left(t_{\text {ON }}\right)$ | Primary current at turn-on instant $\quad\left\{\begin{array}{l}V_{I N} \leq V_{R} \\ V_{I N}>V_{R}\end{array}\right.$ | $\begin{aligned} & Y_{L} V_{I N} \sin \left(2 \pi \frac{t_{Q N}}{T_{r}}\right) \\ & Y_{L} V_{R} \sin \left(2 \pi \frac{t_{O N}}{T_{r}}\right) \end{aligned}$ |
| $\left\langle I_{p}\right\rangle^{*}$ | Average input current in a switching cycle | $\frac{Q_{\text {pos }}^{*}+Q_{\text {neg }}^{*}}{T^{*}}$ |

### 3.2. Comments on Previous Analysis

It is worth reminding that this analysis contains simplifications that impact the quantitative aspect. Especially noteworthy is the one concerning the $C_{\text {oss }}$ of the power switch M, a strongly nonlinear capacitance that in the latest MOSFET generations increases dramatically (a hundred times or more) when the drain-source voltage falls below few ten volts. This capacitance has been considered constant or, at least, not significantly impacting the overall $C_{d s}$.

Another simplification is that the ringing has been assumed to be undamped. Actually, the ringing current flowing through the primary winding of the transformer encounters the ac resistance of that winding at the ringing frequency (typically, some hundred kHz ). Because of skin and proximity effects, and depending on the construction of the transformer, its value may be even significantly high and provide significant damping of the ringing. In the context of the present analysis, the most significant consequence of the damping is that the amplitude of the ringing, even considering the first valley, will be lower than $V_{R}$. Therefore, the valley of the drain voltage will touch zero at an input voltage lower than $V_{R}$.

Another simplification concerns what happens when the ac line voltage $V_{A C}(\theta)$ approaches zero.

The present analysis points out the existence of a time interval around zero crossings of $V_{A C}(\theta)$ (often termed dead zone) where the input current to the converter $I_{A C}(\theta)=0$, although $V_{A C}(\theta) \neq 0$, originating the so-called crossover distortion. This happens when the peak current in a switching cycle becomes so small that $Q_{\text {pos }}<\left|Q_{\text {neg }}\right|$ and the rectified input current $I_{I N}(\theta)$ becomes negative. The physical interpretation of being $I_{I N}(\theta)<0$ and
$I_{A C}(\theta)=0$ around the zero-crossings is: when $I_{I N}(\theta)<0$ it actually charges back the input capacitor ( $C_{i n}$ in Figure 1) so that $V_{I N}(\theta)$ becomes larger than $V_{A C}(\theta)$, the input bridge is reverse-biased and, consequently, $I_{A C}(\theta)$ is zero.

The situation is even more complicated because of the residual voltage across the input capacitance $C_{i n}$ and the possible interactions with the input EMI filter due to the drastic reduction of the switching frequency that occurs near the zero-crossings. Additionally, there is another dead zone around the line voltage zero-crossings where no primary-tosecondary energy transfer takes place that interacts with that determined by the average inductor current $I_{I N}(\theta)$ being negative. All these aspects are expanded in [7].

For the completeness of the analysis, it is worth mentioning another minor effect that makes the task of an accurate description of the behavior near the zero crossings even tougher.

As reported in [7], the previously mentioned region around the line voltage zero crossings where there is no input-to-output energy transfer occurs when the inductor peak current is so low that the energy stored in $L_{p}$ during the on-time $T_{O N}$ of the power switch M is not enough to charge $C_{d s}$ up to $V_{I N}(\theta)+V_{R}$ when the power switch turns off.

As illustrated in Figure 11, the drain waveform is a sinusoidal arc going from zero to a peak value $V_{Y}<V_{R}$ and then back to zero. The situation is significantly different as compared to that considered during the previous analysis and shown in Figure 4: $V_{Y}$ is not large enough for the voltage on the secondary side of the transformer to forward bias the rectifier and have current circulating, thus the $T_{F W}$ interval disappears and no energy is delivered to the output.

$V_{d s}(t)=\left\{\begin{array}{cc}V_{I N}+V_{Y} \cos \left(2 \pi \frac{t}{T_{r}}\right) & 0<t \leq T_{z} \\ 0 & T_{z}<t<T_{\text {neg }}\end{array}\right.$

$$
I_{p}(t)=\left\{\begin{array}{cc}
-Y_{L} V_{Y} \sin \left(2 \pi \frac{t}{T_{r}}\right) & 0<t \leq T_{z} \\
I_{p}\left(T_{z}\right)+\frac{V_{I N}}{L_{p}} t & T_{z}<t \leq T_{\text {neg }}
\end{array}\right.
$$

$$
Y_{L}=\sqrt{C_{d s} / L_{p}} ; \quad V_{Y}=\sqrt{V_{I N}^{2}+\left(I_{p p k} / Y_{L}\right)^{2}}<V_{R}
$$

$$
I_{p p k_{0}}=Y_{L} \sqrt{V_{R}^{2}-V_{I N}^{2}}
$$



Figure 11. Simplified equivalent circuit after power switch turn-off in the no input-to-output energy transfer region around the line voltage zero-crossings and relevant key waveforms.

Assuming as $t=0$ the instant when the drain voltage peaks, the interval $T_{z}$ needed for it to fall to zero is essentially the same as that needed to reach the peak after turn-off. Both the rise and fall times are then in the range of $T_{r} / 4$. The rise time of the drain voltage, which
has always been assumed to be negligible, in this case, is not so short but the duration of the switching period is largely dominated by the interval $T_{z z}+T_{p o s}$ because of the very low input voltage, then its effect on the switching frequency can still be neglected.

The equations shown in Figure 2 and that have been used to derive those in Tables 1-3 are no longer valid and should be modified by substituting $V_{R}$ with $V_{Y}$.

### 3.3. Quantitative Aspects of a Nonzero Current at the Turn-on Instant of the Power Switch M

To provide a quantitative idea of the impact of a nonzero current at the turn-on instant in the closed-loop operation, the analysis done so far will be applied to a pair of exemplary cases.

The first exemplary case is a Hi-PF QR flyback converter whose main electrical specification is detailed in Table 4 and that is controlled with the traditional QR method, where the peak primary current is enveloped by a rectified sinusoid as expressed by (2).

Table 4. Main characteristics of Hi-PF QR flyback converter with the QR control method used as a first reference.

| Parameter | Symbol | Value | Unit |
| :---: | :---: | :---: | :---: |
| Line voltage range | $V_{A C m i n}-V_{A C m a x}$ | $90-265$ | Vac |
| Line frequency range | $f_{L}$ | $47-63$ | Hz |
| Regulated output voltage | Vout | 48 | V |
| Rated dc output current | Iout | 730 | mA |
| Expected full-load efficiency | $\eta$ | 90 | $\%$ |
| Reflected voltage | $V_{R}$ | 180 | V |
| Transformer primary inductance | $L_{p}$ | 550 | $\mu \mathrm{H}$ |
| Output capacitance | $C_{\text {out }}$ | 2000 | $\mu \mathrm{~F}$ |
| Input capacitance | $C_{i n}$ | 220 | nF |
| Drain node total capacitance | $C_{d s}$ | 140 | pF |
| Switching frequency range (@ line voltage peaks) | $f_{\text {swmin }}-f_{\text {swmax }}$ | $\approx 64-150$ | kHz |

This control method provides a rectified input current to the converter, $I_{I N}(\theta)$, which is given by the sequence of $\left\langle I_{p}\right\rangle$ along each line half-cycle, that is expressed by:

$$
I_{I N}(\theta)=\left\{\begin{array}{cl}
\frac{1}{2} I_{P P K} \frac{T_{p o s}(\theta)}{T(\theta)} \sin \theta-\frac{2}{T(\theta)} V_{R} C_{d s} & V_{I N}(\theta)>V_{R}  \tag{8}\\
\frac{1}{2} I_{P P K} \frac{T_{p o s}(\theta)}{T(\theta)} \sin \theta-\frac{1}{2 T(\theta)} \frac{\left[V_{I N}(\theta)+V_{R}\right]^{2}}{V_{I N}(\theta)} C_{d s} & V_{I N}(\theta) \leq V_{R}
\end{array}\right.
$$

In this converter the turn-on instant $t_{O N}$ has been swept in the interval $0 \leq t_{O N} \leq T_{r}$, considering operation at low line voltage ( 115 Vac ) and high line voltage ( 230 Vac ) at full load. The results are shown in the diagram in Figure 12.


Figure 12. Total harmonic distortion (THD) of the input current $I_{A C}(\theta)$ of the converter specified in Table 4, controlled with the QR control method, upon varying the turn-on instant $t_{O N}$ of the power switch in the interval $0 \leq t_{O N} \leq T_{r}$.

Notice that in a large region around $t_{O N}=T_{r} / 2$, the one of greater practical interest, the distortion is nearly independent of $t_{O N}$, especially at the low line. Based on this observation, it is possible to conclude that with the QR control method the distortion of the input current is essentially insensitive to the way the ZCD circuit is realized and to the statistical spread of its parameters.

The second exemplary case is a Hi-PF QR flyback converter whose main electrical specification is detailed in Table 5 and that is controlled with the EQR method, where the envelope of the peak primary current is given by (5).

Table 5. Main characteristics of Hi-PF QR flyback converter with the EQR control method used as a second reference.

| Parameter | Symbol | Value | Unit |
| :---: | :---: | :---: | :---: |
| Line voltage range | $V_{A C m i n}-V_{A C m a x}$ | $90-265$ | Vac |
| Line frequency range | $f_{L}$ | $47-63$ | Hz |
| Rated output voltage (14 LED string @ 100\% load) | $V_{\text {out }}$ | 48 | V |
| Regulated dc output current | Iout | 730 | mA |
| Expected full-load efficiency | $\eta$ | 90 | $\%$ |
| Reflected voltage | $V_{R}$ | 120 | V |
| Transformer primary inductance | $L_{p}$ | 500 | $\mu \mathrm{H}$ |
| Output capacitance | $C_{\text {out }}$ | 1360 | $\mu \mathrm{~F}$ |
| Input capacitance | $C_{\text {in }}$ | 470 | nF |
| Drain node total capacitance | $C_{d s}$ | 220 | pF |
| Switching frequency range (@ line voltage peaks) | $f_{\text {swomin }}-f_{\text {swmax }}$ | $\approx 44-88$ | kHz |

This control method provides a rectified input current to the converter, $I_{I N}(\theta)$, expressed by:

$$
I_{I N}(\theta)=\left\{\begin{array}{cl}
\frac{1}{2} I_{P P K} \frac{T_{p o s}(\theta)}{T_{\text {ON }}(\theta)} \sin \theta-\frac{2}{T(\theta)} V_{R} C_{d s} & V_{I N}(\theta)>V_{R}  \tag{9}\\
\frac{1}{2} I_{P P K} \frac{T_{\text {pos }}(\theta)}{T_{O N}(\theta)} \sin \theta-\frac{1}{2 T(\theta)} \frac{\left[V_{I N}(\theta)+V_{R}\right]^{2}}{V_{I N}(\theta)} C_{d s} & V_{I N}(\theta) \leq V_{R}
\end{array}\right.
$$

In this converter too the turn-on instant $t_{\text {ON }}$ has been swept in the interval $0 \leq t_{O N} \leq T_{r}$ considering operation at 115 Vac and 230 Vac at full load. The results are shown in the diagram in Figure 13.


Figure 13. Total harmonic distortion (THD) of the input current $I_{A C}(\theta)$ of the converter specified in Table 5, controlled with the EQR control method, upon varying the turn-on instant $t_{O N}$ of the power switch in the interval $0 \leq t_{O N} \leq T_{r}$.

Notice that in this case in the region around $t_{O N}=T_{r} / 2$, at the low line the distortion is a little dependent on $t_{O N}$, whereas at the high line the dependence is significantly higher.

In both cases, the distortion becomes smaller as $t_{O N}$ is delayed. Based on this observation, it is possible to conclude that with the EQR control method the distortion of the input current, though lower as compared to the QR method, is more sensitive to $t_{O N}$ and, then, to the way the ZCD circuit is realized and to the statistical spread of its parameters.

Notice that in the positive terms in (5), the ratio $T_{p o s}(\theta) / T_{O N}(\theta)$ expresses the effect that the current in the turn-on instant of the power switch $M$ has on the shape of the input current. In fact, in the case $T_{p o s}(\theta) \neq T_{O N}(\theta)$, since in general, they are not proportional to one another, the positive term contains a distortion term that adds up to the distortion caused by the negative one. This explains why the EQR method is more sensitive to $t_{O N}$ and to the implementation of the ZCD circuit.

### 3.4. Notes on the THD Calculation Method

The THD of $I_{A C}(\theta)$ vs. $t_{O N}$ plots of Figures 12 and 13 have been derived determining the expressions of $I_{I N}(\theta)$, Equation (8) for the QR method and Equation (9) for the EQR method, and then extending them over the interval $(0,2 \pi)$. In these equations $I_{P P K}$, which is related to the power delivered by the converter, is the unknown parameter, $t_{O N}$ is the independent variable, the others are those in Tables 2 and 3.

Notice that the quantity $I_{P P K}$ in these tables is given by Equation (2) for the QR method and Equation (5) for the EQR method. To prevent the singularity when $V_{I N}=0$ in the expressions related to $V_{I N} \leq V_{R}$ where $V_{I N}$ appears at the denominator, a voltage drop $V_{F}=0.7 \mathrm{~V}$ across the body diode of the power switch has been assumed. Hence, in all formulas in Table 2 where $V_{I N} \leq V_{R}$ it is actually $V_{I N}=V_{P K} \sin \theta+V_{F}$.

In closed-loop operation, for a given $V_{A C}$, the average value of the product $V_{I N}(\theta) \cdot I_{I N}(\theta)$ over a line half-cycle (i.e., the integral of the product in $(0, \pi)$ divided by $\pi$ ) must be equal to the dc input power to the converter $\operatorname{Pin}=$ Vout Iout $/ \mathrm{h}$. This equation is solved by iteration for the unknown parameter $I_{P P K}$ with a given value of $t_{O N}$, thus completely defining Equations (8) and (9).

As previously said, the Fourier coefficients (i.e., the peak amplitudes of each harmonic) of $I_{A C}(\theta)$ are computed by extending Equations (8) and (9) over the interval ( $0,2 \pi$ ). Being $I_{A C}(\theta)$ an odd function, there are only sine terms. Because of its rotational symmetry $\left(I_{A C}(\theta+\mathrm{p})=-I_{A C}(\theta)\right)$ there are only odd harmonics.

The THD is computed as the ratio between the square root of the sum of squares of the peak amplitudes of the higher order harmonics (from 3rd up to 39th) and the peak amplitude of the fundamental one.

Finally, all these calculations are repeated sweeping $t_{O N}$ from 0 to $T_{r}$. This has been done with the help of Mathcad ${ }^{\circledR}$, engineering math software.

## 4. Impact of ZCD Circuit Operation on Input Current Shaping

The impact of a nonzero current as the power switch M turns on, causing $T_{p o s}(\theta) \neq T_{O N}(\theta)$, will be now analyzed more in detail with reference to some typical implementations of the ZCD circuit that determines the turn-on instant $t_{O N}$ of the power switch M. Some results, referred to the exemplary converter specified in Table 5 and controlled with the EQR method will be presented to provide the reader with some quantitative information. No investigation will be done on the converter specified in Table 4 and controlled with the QR method, since the previous analysis has shown its substantial insensitivity to the position of $t_{O N}$ and, then, to the operation of the ZCD circuit.

The calculation method used to obtain the results that are shown in the following sections is the same as that described in Section 3.4.

### 4.1. Optimal ZCD Circuit

An optimal ZCD circuit ensures that the turn-on of the power switch always occurs with zero initial current $\left(t_{O N}=T_{\text {neg }}\right)$, so that it is always $T_{p o s}=T_{O N}$ and, as stated by Equation (9), no distortion is introduced in the positive terms all over the $V_{I N}$ range:

$$
I_{I N}(\theta)=\left\{\begin{array}{cl}
\frac{1}{2} I_{P P K} \sin \theta-\frac{2}{T(\theta)} V_{R} C_{d s} & V_{I N}(\theta)>V_{R}  \tag{10}\\
\frac{1}{2} I_{P P K} \sin \theta-\frac{1}{2 T(\theta)} \frac{\left[V_{I N}(\theta)+V_{R}\right]^{2}}{V_{I N}(\theta)} C_{d s} & V_{I N}(\theta) \leq V_{R}
\end{array}\right.
$$

The principle circuit shown in Figure 14 along with its key waveforms may fulfill this task. The auxiliary winding $L_{a u x}$ is coupled to the primary winding of the transformer in such a way that its voltage $V_{a u x}$ and the drain voltage $V_{d s}$ are in-phase. More specifically, $V_{a u x}$ is a replica of the drain voltage $V_{d s}$ scaled down by the turn ratio and centered on zero.



Figure 14. Principle schematic of an optimal ZCD circuit and relevant key waveforms.
$V_{a u x}$, which is negative during the on-time of the power switch M, is positive during the off-time, as long as the current circulates on the secondary winding; when this current zeroes (demagnetization), $V_{d s}$ starts ringing with a negative-going sinusoidal arc and the same falling arc appears on $V_{a u x}$.
$L_{a u x}$ is coupled to the ZCD pin of the control IC via the resistor $R_{z c d}$ : since the voltage $V_{z c d}$ on the ZCD pin is top and bottom clamped, $R_{z c d}$ limits the current sunk/sourced by the clamps.

A comparator (ZCD comparator) with the noninverting input referred to a slightly positive threshold $V$ th (e.g., 100 mV ) senses $V_{z c d}$ on its inverting input. Another comparator (CS comparator), whose inverting input is referred to as a negative threshold $-V t_{1}$ very close to zero (e.g., -20 mV ) senses the voltage on the current sense input $V_{C S}$ on its noninverting input. The PWM latch is edge-sensitive and its set input $S$ is driven by the AND gate that receives the outputs of the two comparators. With this circuit arrangement, the output Q of the PWM latch goes high causing the power switch M to turn on both conditions, $V_{z c d}<V t h$ and $V_{C S}>-V t h_{1}$, are met.

When the secondary current zeroes, $V_{a u x}$ collapses and, as it goes below the upper clamp value, also $V_{z c d}$ starts collapsing. As $V_{z c d}$ falls below $V$ th the output of the ZCD comparator goes high. Being $V$ th close to zero, this occurs about $T_{r} / 4$ after the secondary current zeroes. The primary current $I_{p}$ is ringing too (in quadrature to $V_{a u x}$ ), so in that instant, $I_{p}$ is close to its negative peak, it is $V_{C S}<-V t h_{1}$ and the output of the CS comparator is low. As long as $I_{p}$ is negative and it is $V_{C S}<-V t h_{1}$, the output of the CS comparator stays low. Only when $V_{C S}$ exceeds $-V t h_{1}$ (either because of ringing when $V_{I N}>V_{R}$, or because $I_{p}$ is ramping up linearly when $V_{I N} \leq V_{R}$ ), the output of the CS comparator and the output of the AND gate go high too. The PWM latch is then set, its output Q goes high and turns on the gate driver and the power switch $M$, starting a new switching cycle.

The diagrams of Figure 15 provide some exemplary quantitative results for the converter specified in Table 5. The diagrams on the left-hand side show the shape of the input current to the converter $I_{A C}(\theta)$ (in red) along with a black sinusoid for reference and, below, its harmonic contents at full load and $V a c=115 \mathrm{~V}$. The diagrams on the right-hand side show the same at $V a c=230 \mathrm{~V}$.


Figure 15. Optimal ZCD circuit: input current shape ( $\mathbf{a}, \mathbf{b}$ ) and its harmonic content ( $\mathbf{c}, \mathbf{d}$ ) for converter specified in Table 5 at $115 \operatorname{Vac}(\mathbf{a}, \mathbf{c})$ and $230 \operatorname{Vac}(\mathbf{b}, \mathbf{d})$.

The horizontal red dotted lines in the upper diagrams mark the points where $\left|V_{I N}\right|=V_{R}$, i.e., the transition from the region $\left(\left|V_{I N}\right|>V_{R}\right)$, where the negative charge $Q_{n e g}$ depends on $V_{R}$ only, to the region $\left(\left|V_{I N}\right|<V_{R}\right)$ of $I_{I N}(\theta)$ and then, of $I_{A C}(\theta)$ where $Q_{\text {neg }}$ depends on $V_{\text {IN }}$ too.

Note that the shape of $I_{A C}(\theta)$ shows the crossover distortion, highlighted by the blue circle, i.e., the dead zone corresponding to a negative $I_{I N}(\theta)$ around the zero crossings of the instantaneous line voltage $V_{A C}(\theta)$, which makes $I_{A C}(\theta)=0$, although $V_{A C}(\theta) \neq 0$ as previously explained.

The dead zone in $I_{A C}(\theta)$ predicted by (10) lies in the interval $-3.2^{\circ}<\theta<3.2^{\circ}$ at 115 Vac and in the interval $-5.8^{\circ}<\theta<5.8^{\circ}$ at 230 Vac . As discussed in Section 3.2, the accuracy of the model Equation (10) around line voltage zero-crossings is impaired by the existence of other distortion causes (above all else the input capacitor $C_{i n}$ ). Therefore, these data on the dead zone amplitude are ballpark figures that can be used only for comparison with other ZCD circuits by isolating their contribution alone.

### 4.2. Differentiator-Based ZCD Circuit

The principle schematic of this circuit and its key waveforms are shown in Figure 16. Both the external circuit connected to the ZCD pin and its operation are exactly the same as with the optimal ZCD circuit, except that in this case the pin is directly connected to $L_{a u x}$.

Internally, the voltage on the ZCD pin is unclamped; as to the differentiator, it is assumed that it is $R_{d} C_{d} \ll T_{r} / 2$. The current $I_{d}$ (and, then, the voltage $V_{d}=I_{d} R_{d}$ ) is zero as long as $V_{a u x}$ is on either level and is nonzero when $V_{a u x}$ transitions from one level to the other. The voltage $V_{d}$ is sensed by a comparator whose inverting input is referred to a negative threshold $-V t h$ close to zero, e.g., -100 mV .

When the secondary current zeroes and the negative-going edge of $V_{a u x}$ starts, the voltage $V_{d}$ applied to the noninverting input of the comparator becomes much negative, thus its output goes low. When the negative-going edge ends $I_{d}$ zeroes and so does $V_{d}$ too: as it exceeds -Vth the output of the comparator has a low-to-high transition. The PWM
latch, edge-sensitive, is then set, its output $Q$ goes high turning on the gate driver and the power switch M and starting a new switching cycle.



Figure 16. Principle schematic of a differentiator-based ZCD circuit and relevant key waveforms.
With this circuit, if $V_{I N}>V_{R}$ the turn-on of the power switch M occurs on the valley of the $V_{d s}$ ringing ( $t_{O N}=T_{r} / 2$, when its derivative is zero): zero derivative means zero ringing currents and, then, zero initial current and $T_{p o s}=T_{O N}$. No distortion is associated with the corresponding positive term in Equation (9). When $V_{I N} \leq V_{R}$ the turn-on is commanded as the drain voltage touches zero, i.e., $t_{O N}=T_{z}$ given in Table 1 when the ringing current is still negative. In this case, based on Table $2, T_{O N}$ is expressed as:

$$
\begin{equation*}
T_{O N}=T_{p o s}+T_{z z} \tag{11}
\end{equation*}
$$

and (5), neglecting the contribution of the ringing current as previously stated, becomes:

$$
I_{I N}(\theta)=\left\{\begin{array}{cl}
\frac{1}{2} I_{P P K} \sin \theta-\frac{2}{T(\theta)} V_{R} C_{d s} & V_{I N}(\theta)>V_{R}  \tag{12}\\
\frac{1}{2} I_{P P K} \sin \theta-\frac{1}{2} I_{P P K} \frac{T_{z z}(\theta)}{T_{O N}(\theta)} \sin \theta-\frac{1}{2 T(\theta)} \frac{\left[V_{I N}(\theta)+V_{R}\right]^{2}}{V_{I N}(\theta)} C_{d s} & V_{I N}(\theta) \leq V_{R}
\end{array}\right.
$$

As a conclusion, the differentiator-based ZCD circuit does not introduce any distortion as long as $V_{I N}>V_{R}$ (condition fulfilled along most of the rectified sinusoid at the high line, e.g., with the European mains); conversely, it introduces a distortion term when $V_{I N} \leq V_{R}$, a condition that is fulfilled along most of the rectified sinusoid at the low line, i.e., with US or Japan mains). The amplitude of this distortion is related to the ratio $T_{z z} / T_{\text {ON }}$ and a Fourier analysis of Equation (12) shows that the distortion term creates a component at the fundamental frequency and odd harmonics, all in phase opposition to the fundamental component.

With reference again to the converter specified in Table 5, the diagrams of Figure 17 provide the same exemplary quantitative results as those shown in Figure 15 with the optimal ZCD circuit. Note that the harmonic contents have a distribution not too different from that provided by the optimal ZCD circuit, but with a slightly larger amplitude. This results in a slightly higher THD: $+1 \%$ at 115 Vac and $+1.3 \%$ at 230 Vac.

In this case the crossover distortion due to the positive term in Equation (12) becoming smaller than the negative term is slightly wider: the dead zone in $I_{A C}(\theta)$ occurs in the interval $-3.4^{\circ}<\theta<3.4^{\circ}$ at 115 Vac and in $-6.7^{\circ}<\theta<6.7^{\circ}$ at 230 Vac . The external circuit connected to the ZCD pin and its operation are the same as the optimal ZCD circuit. Internally, the voltage $V_{z c d}$ on the ZCD pin is top and bottom clamped and there is the same ZCD comparator with the noninverting input referred to as a slightly positive threshold $V t h\left(e . g ., 100 \mathrm{mV}\right.$ ) that senses $V_{z c d}$ on its inverting input as seen in the optimal ZCD circuit. The output X of the ZCD comparator goes through a delay block $T_{d}$, ideally tuned to slightly less than $T_{r} / 4$, after that it reaches the set input of the edge-sensitive PWM latch.


Figure 17. Differentiator-based ZCD circuit: input current shape (upper) and its harmonic content (lower) for converter specified in Table 1 at 115 Vac (left) and 230 Vac (right).

### 4.3. Comparator-plus-Delay ZCD Circuit

The principle schematic of this circuit and its key waveforms are shown in Figure 18.


Figure 18. Principle schematic of a comparator-plus-delay ZCD circuit and relevant key waveforms.
When the secondary current zeroes, $V_{a u x}$ collapses and, as it goes below the upper clamp value, $V_{z c d}$ also starts collapsing. As $V_{z c d}$ falls below $V$ th the output X of the comparator has a low-to-high transition. After a delay $T_{d}$ the $P W M$ latch is set, its output $Q$ goes high and turns on the gate driver and the power switch M , starting a new switching cycle.

Note that, being Vth close to zero, the negative edge is detected about $T_{r} / 4$ after the secondary current zeroes. Note also that the resistor $R_{z c d}$, along with the parasitic capacitance of the internal clamp plus some external stray contributors (which are anyhow well defined once the layout of the external circuit is defined), form an RC low-pass filter that delays $V_{z c d}$ with respect to $V_{\text {aux }}$. This delay adds up to $T_{d}$ and can be fine-tuned by adjusting $R_{z c d}$ (or even adding a small external capacitor between the ZCD pin and ground) so that the overall delay equals $T_{r} / 2$ and it is $t_{O N}=T_{r} / 2$ both with $V_{I N}>V_{R}$ and $V_{I N} \leq V_{R}$.

With this circuit, therefore, when $V_{I N}>V_{R}$ turn-on occurs on the valley of the $V_{d s}$ ringing, the initial current is zero, $T_{p o s}=T_{O N}$, and no distortion is introduced. When $V_{I N} \leq V_{R}$ the ringing current at $t=T_{r} / 2$ is ramping up linearly but is still negative. In this case, based on Table 2, $T_{\text {ON }}$ is given by:

$$
\begin{equation*}
T_{O N}=T_{p o s}+T_{\text {neg }}-\frac{T_{r}}{2} \tag{13}
\end{equation*}
$$

and (9) becomes:

$$
I_{I N}(\theta)=\left\{\begin{array}{cl}
\frac{1}{2} I_{P P K} \sin \theta-\frac{2}{T(\theta)} V_{R} C_{d s} & V_{I N}(\theta)>V_{R}  \tag{14}\\
\frac{1}{2} I_{P P K} \sin \theta-\frac{1}{2} I_{P P K} \frac{T_{n e g}(\theta)-\frac{T_{r}}{2}}{T_{O N}(\theta)} \sin \theta-\frac{1}{2 T(\theta)} \frac{\left[V_{I N}(\theta)+V_{R}\right]^{2}}{V_{I N}(\theta)} C_{d s} & V_{I N}(\theta) \leq V_{R}
\end{array}\right.
$$

Once more with reference to the converter specified in Table 5, the diagrams of Figure 19 provide the same results as those shown in Figures 15 and 17, with the comparator-plus-delay ZCD circuit. Note that the harmonic contents is lower in amplitude as compared to that of the differentiator-based ZCD circuit and quite close to that of the optimal ZCD circuit: the THD values are only $0.4 \%$ at 115 Vac and $0.3 \%$ at 230 Vac larger.


Figure 19. Comparator-plus-delay ZCD circuit: input current shape ( $\mathbf{a}, \mathbf{b}$ ) and its harmonic content ( $\mathbf{c}, \mathbf{d}$ ) for converter in Table 1 at $115 \operatorname{Vac}(\mathbf{a}, \mathbf{c})$ and $230 \operatorname{Vac}(\mathbf{b}, \mathbf{d})$.

Compared to the previous case, the dead zone in $I_{A C}(\theta)$ is slightly narrower at high line: it occurs in the interval $-3.4^{\circ}<\theta<3.4^{\circ}$ at 115 Vac and in $-6.2^{\circ}<\theta<6.2^{\circ}$ at 230 Vac . To summarize:

- The optimal ZCD circuit does not alter the shape of the input current determined by the control mechanism but its implementation in a control IC requires a high level of silicon use.
- The differentiator-based ZCD circuit provides the highest THD values and its implementation in a control IC, though simple, requires silicon consuming structures able to withstand relatively large positive and negative voltages.
- The comparator-plus-delay ZCD circuit performs only slightly worse than the optimal ZCD circuit, provides the fine-tuning capability, and compared to the other two solutions, is less silicon consuming.
It is worth noticing that all the three ZCD circuit implementation do not alter the shape of the input current in the region $V_{I N}>V_{R}$; their difference in THD performance comes from the different behavior in the $V_{I N} \leq V_{R}$ region. A significant portion of this
difference is in the amplitude of the dead-zone in $I_{A C}(\theta)$ that is generated. The diagram of Figure 20 shows how the total amplitude of the dead-zone changes as a function of the parameter $K v=V_{P K} / V_{R}$ for various implementations of the ZCD circuit.


Figure 20. Dead-zone amplitude with various types of ZCD circuit as a function of the $V_{P K} / V_{R}$ ratio.
It has been shown that the detrimental effect of the ZCD circuit on the input current shape is caused by a negative current in the turn-on instant of the power switch M that makes $T_{p o s}(\theta)<T_{\text {ON }}(\theta)$. If we artificially delay the turn-on instant beyond $T_{r} / 2$ after demagnetization, the initial current will be positive, thus making $T_{p o s}(\theta)>T_{O N}(\theta)$. This will create a positive term (increasing with the extra delay) that will partly compensate for the negative term due to the ringing current and is expected to result in a lower THD of the input current. Actually, this is shown in the diagram of Figure 13 and is consistent with the reduction of the dead-zone amplitude and the resulting crossover distortion shown in Figure 20 with an increasing delay.

In conclusion, the comparator-plus-delay ZCD circuit seems to be the best practical choice, due to its fine-tuning capability, good performance, and simplicity. The comparator-plus-delay ZCD circuit might even outperform the optimal ZCD circuit when $T_{p o s}(\theta)>T_{O N}(\theta)$. Anyway, any improvement in the THD attempted in this way should be traded off against the consequences of a long delay in restarting a new switching cycle: losing exact valley switching (higher turn-on losses and electromagnetic noise) and pushing the operation more deeply into DCM (worsening of current form factor, higher conduction losses).

## 5. Experimental Verifications

A pair of test benches have been set up to experimentally assess the impact of a nonzero current at turn-on on the THD of the input current to verify the theoretical predictions outlined in Section 4.

The first test bench was based on the reference Hi-PF QR flyback converter specified in Table 4 and whose picture is shown in Figure 21 on the left-hand side. The converter is an old design based on the L6562A, a PFC IC from STMicroelectronics primarily intended for boost-based PFC converters, that implements the QR control method.

The second test bench was based on the reference Hi-PF QR flyback converter specified in Table 5 and whose picture is shown in Figure 21 on the right-hand side. The converter is a newly developed design based on the HVLED007, a PFC IC from STMicroelectronics specific for flyback topology that implements the EQR control method.

The instrumentation used to set up the test benches included an ac source Chroma 61501 and an e-load Chroma 6314A + 63108A set in constant current mode (both converters provide a regulated output voltage); voltage waveforms acquisitions and time measurements were done with the oscilloscope Tektronix DPO 7054C; the THD was measured with a power meter Yokogawa WT210.


Figure 21. 35 W Hi-PF QR flyback controlled with QR method by the L6562A IC (a); 35 W Hi-PF QR flyback controlled with EQR method by the HVLED007 IC (b).

Both controllers have a comparator-plus-delay ZCD circuit onboard and in both cases, the delay from the transformer's demagnetization instant to the turn-on instant of the power switch M has been adjusted by acting on the external interface circuit between the auxiliary winding and the ZCD input pin, as shown in Figure 22.


Figure 22. External circuits are used to adjust the delay between the transformer's demagnetization instant to turn-on instant of the power switch M. Upper circuit delays turn-on, lower circuit brings it forward.

It is worth reminding that the experimental data will provide the total result of all the concurrent causes of distortion and it is not generally possible to isolate each of them. Additionally, they are interacting with each other, thus a change in one of them may affect the amount of distortion caused by another one in a way that may be either detrimental or ameliorative. The objective is, therefore, to possibly capture a trend.

Experiments have been carried out at full load, where the contribution of other distortion causes (primarily, $C_{i n}$ ) is expected to be at a minimum, at 115 Vac and 230 Vac .

Figure 23 shows a few key waveforms (drain-source voltage $V_{d s}$, auxiliary winding voltage $V_{a u x}$ and the gate-drive output $V_{g s}$ ) at the lower and upper ends of the adjustment
range in the converter specified in Table 4 and controlled by the L6562A control IC with the QR method.


Figure 23. Key waveforms at the ends of the adjustment range of the turn-on instant $t_{O N}$ for the converter specified in Table 4 and controlled by the L6562A control IC with the QR method.

The period of the ringing after demagnetization is $1.72 \mu \mathrm{~s}$, then $T_{r} / 2=860 \mathrm{~ns}$ and the explored range ( 730 ns to $1.16 \mu \mathrm{~s}$ ) includes both conditions $t_{O N}<T_{\text {neg }}$ and $t_{O N}>T_{\text {neg }}$ for $V_{I N}>V_{R}$.

Figure 24 shows (round markers connected by solid lines) the measured THD values of the input current $I_{A C}(\theta)$ as a function of different $t_{O N}$ instants, obtained by varying $C_{a d j}$, at both 115 Vac and 230 Vac and $100 \%$ load. For comparison, the plot shows also the corresponding values obtained by calculation (rhomboid markers connected by dotted lines) shown in the plot of Figure 12.


Figure 24. Plot of THD of the input current $I_{A C}$ for different values of the delay between transformer's demagnetization instant to the turn-on instant $t_{O N}$ of the power switch M for the converter specified in Table 4 and controlled by the L6562A control IC with the QR method. Theoretical values are shown for reference.

The experimental data confirm the "flat" trend of THD vs. $t_{O N}$ predicted by the theoretical analysis, even though there is some discrepancy, a sort of offset, in the predicted values. The reasons for this difference have not been investigated but they might be explained by the presence of other distortion causes (e.g., $C_{i n}$, or a negative input offset of the PWM comparator).

Figure 25 shows the same key waveforms ( $V_{d s}, V_{a u x}$, and $V_{g s}$ ) as in Figure 23 at the lower and upper ends of the adjustment range in the converter specified in Table 5 and controlled by the HVLED007 control IC with the EQR method.


Figure 25. Key waveforms at the ends of the adjustment range of the turn-on instant $t_{O N}$ for the converter specified in Table 5 and controlled by the HVLED007 control IC with the EQR method.

The period of the ringing after demagnetization is $2.07 \mu \mathrm{~s}$, then $T_{r} / 2=1.035 \mu \mathrm{~s}$ and the explored range ( 550 ns to $1.22 \mu \mathrm{~s}$ ) includes both conditions $t_{O N}<T_{\text {neg }}$ and $t_{O N}>T_{\text {neg }}$ for $V_{I N}>V_{R}$.

Figure 26 shows (round markers connected by solid lines) the measured THD values of the input current $I_{A C}(\theta)$ as a function of different $t_{O N}$ instants, obtained by varying $C_{\text {adj }}$, at both 115 Vac and 230 Vac and $100 \%$ load. For comparison, the plot shows also the corresponding values obtained by calculation (rhomboid markers connected by dotted lines) reported in the plot of Figure 13.


Figure 26. Plot of THD of the input current $I_{A C}$ for different values of the delay between transformer's demagnetization instant to the turn-on instant $t_{O N}$ of the power switch M for the converter specified in Table 5 and controlled by the HVLED007 control IC with the EQR method. Theoretical values are shown for reference.

The experimental data at low line are very well aligned to those calculated, except for the longest delay where the actual THD trend and the predicted one seem to diverge. At the high line, surprisingly, the measured values are lower than the calculated ones. However, the trend is the same except for the shortest delay, where the two values are much closer to one another. This difference is compatible with a positive offset of the PWM comparator, which increases the positive contribution of the per-cycle charge $Q_{p o s}$ and then, tends to reduce the THD.

To complete the experimental analysis, it is worth measuring the impact of $t_{O N}$ on converter's efficiency ( $\mathrm{h}=$ Pout $/$ Pin ). With valley switching ( $t_{O N}=\operatorname{Tr} / 2$ when $V_{I N}>V_{R}$ ) the per-cycle energy lost at turn-on is at a minimum and increases as $t_{O N}$ moves in either direction. However, with a shorter $t_{O N}$ the switching frequency increases slightly (so do capacitive and switching losses) but operation gets closer to transition and the current form factor improves slightly (so conduction losses are a bit lower). With a longer $t_{O N}$ there are
the opposite changes in power losses. Additionally, a positive initial current causes a small amount of switching losses at turn-on, as if the converter worked in slight CCM.

Figure 27 shows the measured efficiency values of the converter specified in Table 4 and controlled by the L6562A control IC with the QR method as a function of different $t_{O N}$ instants, the same as those considered in the plot of Figure 24, at 115 Vac and 230 Vac, 100\% and 50\% load.


Figure 27. Plot of the measured efficiency for different values of the delay between transformer's demagnetization instant to the turn-on instant $t_{O N}$ of the power switch M for the converter specified in Table 4 and controlled by the L6562A control IC with the QR method.

Figure 28 shows the measured efficiency values of the converter specified in Table 5 and controlled by the HVLED007 control IC with the EQR method as a function of different $t_{O N}$ instants, the same as those considered in the plot of Figure 26, at 115 Vac and 230 Vac, $100 \%$ and $50 \%$ load.


Figure 28. Plot of the measured efficiency for different values of the delay between transformer's demagnetization instant to the turn-on instant $t_{O N}$ of the power switch M for the converter specified in Table 5 and controlled by the HVLED007 control IC with the EQR method.

In both cases it is possible to observe that the efficiency at low line is essentially insensitive to $t_{O N}$, which is a benign characteristic: since at low line the full load efficiency is at a minimum, i.e., power losses are at a maximum, the thermal design of the converter will be unaffected by the ZCD circuit, its setting, and its tolerances. This makes sense since under these conditions, conduction losses dominate.

At high line, where capacitive and switching losses dominate, the efficiency has a peak in the neighborhood of $t_{O N}=T r / 2$, meaning that capacitive losses are actually dominant. At 50\% load this trend becomes more visible at low line as well.

These observations suggest a few system-level design guidelines. In converters controlled with the QR method, since $t_{O N}$ has essentially no impact on the THD of the input current, it makes sense to set the ZCD circuit to target $t_{O N}=T r / 2$ to optimize their efficiency.

In converters controlled with the EQR method one can aim to minimize the THD of the input current by setting the ZCD circuit to target $t_{O N}>\operatorname{Tr} / 2$ with no impact on the thermal design. However, by doing so the drop in efficiency at high line and/or lighter load will be more pronounced. This fact should be kept in mind in designs where the electrical specification sets efficiency targets at high line and/or light load as well.

## 6. Conclusions

Hi-PF QR Flyback is the preferred converter different application thanks to the related high benefit/cost ratio. Although, one can implement an optimal control there are some inherent causes of distortion due to the nonideality of the components. In this work, the distortion due to the actual ZCD circuit has been qualitatively and quantitatively investigated. Moreover, a comparison among three ZCD has been performed. An optimal ZCD circuit does not negatively affect the input current but requires much silicon for implementing the control IC. A differentiator-based ZCD is the worst in terms of THD and, similarly to the previous case, it is silicon consuming. The comparator-plus-delay ZCD circuit enables the best trade-off between performance (only slightly worse than the optimal ZCD circuit) and silicon consumption (the lowest one). Two test benches have been used to experimentally assess the impact of a nonzero current at turn-on on the THD of the input current and verify the aforesaid theoretical predictions, finding a good agreement especially as far as the trend is concerned. The impact of a nonzero current at turn-on on efficiency has been assessed too.

As a conclusion, it is possible to state that the impact of the ZCD circuit on the THD of the input current in Hi-PF QR flyback converters is essentially negligible with the traditional QR method and low with the enhanced QR method. In other words, the detection method, as well as the quality and the performance of the semiconductor components utilized for the ZCD circuit, only slightly affect the THD of the input current or the efficiency of the converter. Therefore, utilizing more sophisticated and/or costly detection circuits does not necessarily provide significant improvement. Rather, it appears that the low-cost comparator-plus-delay ZCD circuit in use in the control ICs considered for the experiments is all in all the best choice.

The experiments have shown also that with the traditional QR method it is possible to set the comparator-plus-delay ZCD circuit to target the maximum conversion efficiency with no impact on the THD of the input current by setting $t_{O N}=T r / 2$. With the enhanced QR method it is possible to have a slight improvement of the THD by setting the ZCD circuit so as to have $t_{O N}>\operatorname{Tr} / 2$, with no penalty on the thermal design but with a higher deterioration rate of the efficiency at high line and/or light load.
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#### Abstract

In the design of modern power electronics converters, especially DC-DC converters, circuitlevel computer simulations play an important role. This article analyses the accuracy of computations of the boost converter characteristics in the steady state using an electrothermal averaged model of a diode-transistor switch containing an Insulated Gate Bipolar Transistor (IGBT) and a rapid switching diode. This model has a form of a subcircuit for SPICE (Simulation Program with Integrated Circuit Emphasis). The influence of such factors as the switching frequency of the transistor, the duty cycle of the signal controlling the transistor, the input voltage, and the output current of the boost converter on the accuracy of computing the converter output voltage and junction temperature of the IGBT and the diode were analysed. The correctness of the computation results was verified experimentally. Based on the performed computations and measurements, the usefulness range of the model under consideration was determined, and a method of solving selected problems limiting the accuracy of computations of the characteristics of this converter was proposed.
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## 1. Introduction

DC-DC converters [1-3] are commonly used to supply power electronics devices. One of the most popular types of these converters is a boost converter. This converter allows obtaining the output voltage higher than the input voltage while maintaining high conversion efficiency [1-3]. The diagram of the considered converter is shown in Figure 1.


Figure 1. Diagram of a boost converter.
At the designing stage of all electronic systems, including DC-DC converters, computer simulations are necessary $[1,4,5]$. One of the most popular simulation programs used in electronics is SPICE (Simulation Program with Integrated Circuit Emphasis) [4,6]. One of its greatest advantages, compared to other popular simulation environments [7], is the ability to easily implement any compact model of an electronic component. Unfortunately, the models included in the SPICE program are isothermal, i.e., they do not
take into account thermal phenomena. In these models, the junction temperature of the component is constant and does not depend on the power dissipated in it. In order to take into account thermal phenomena in computations, the SPICE program formulates models called electrothermal in the form of subcircuits for this program. The second significant disadvantage of the models built into the SPICE program is their limited accuracy, resulting from the simplified modelling of some important physical phenomena occurring in the component, which for the Insulated Gate Bipolar Transistor (IGBT) was presented, among others, in the paper [8].

The methods of estimating the internal temperatures of semiconductor devices using the model-order reduction techniques are described in the paper [9]. In turn, the methods of behavioural electrothermal modelling of power devices are described in the paper [10], whereas the methods of electrothermal simulations of switch-mode power converters are considered in the paper [11].

Performing the transient analysis of DC-DC converters in SPICE using the built-in models of electronic components is time-consuming. As it results from the paper [9], the time required to perform the computations to an electrically steady state is equal to even 24 h . From the engineering point of view, this is an unacceptably long time. Therefore, for many years, scientists have been conducting research on new methods of analysis that will allow reducing this time to an acceptable value [10-16]. These methods consist of modifying the classic method of transient analyses of electronic networks [10,11,13]. They use special algorithms to predict values of voltages and currents at the steady state.

Yet, another way is to use the method of a DC analysis with the averaged models of semiconductor devices or the whole electronic systems [12-14,16,17]. Using this method, it is possible to achieve a significant reduction in the computation time while maintaining the accuracy of computations of static characteristics.

One of such methods is a method using the averaged model of the diode-transistor switch $[12,16,17]$, which is included in each single-inductor DC-DC converter, e.g., a boost converter, the diagram of which is shown in Figure 1. In such a model, the observation is used that at operation of the converter, the diode and the transistor contained in it conduct the current alternately, and for each of these devices associated with subcircuits, the equations describing the average values of voltages and currents of the converter in the steady state are formulated $[3,17]$. The following assumptions are made when formulating the equations constituting the average models used in the analysis of DC-DC converters:
(a) The formulated equations apply to the converter operation in the steady state,
(b) The equations take into account only DC components (average values) of voltages and currents,
(c) The switching times of semiconductor devices are negligibly short.

The equations of the model are obtained by equating to zero the dependences describing the average values of voltage on inductors and the average values of the capacitor currents occurring in the modelled network.

Averaged models of the diode-transistor switch have been described in the literature for many years, and the results of computations performed using such models are described for different DC-DC converters [3,12,17-26]. However, until recently, such models were formulated only for converters containing ideal switches [3,17-22] or Metal Oxide Semiconductor Field Effect Transistors (MOSFETs) [12,23-26], although IGBTs are not less popular in this application [27-30]. It is worth noting that when using models of ideal switches, it is impossible to compute the junction temperature of the diode and the transistor operating in the DC-DC converter. Meanwhile, the information about the values of these temperatures is important for the designer of the system and it allows verifying the correctness of the design. A diode-transistor switch with an IGBT requires a different approach than for MOSFET, e.g., for modelling the output characteristics, which results from their different shapes.

The main advantage of the averaged electrothermal model of a diode-transistor switch is short time of computations, which typically does not exceed 0.1 s . Nonetheless, this kind
of model has some drawbacks. These drawbacks include neglecting dynamic effects in the thermal behaviour, impossibility of monitoring voltage on the transistor gate to observe a possible dielectric breakdown, and omitting the parasitic capacitances of semiconductor devices. Therefore, the averaged models may be useful to designers who need a fast and accurate estimation of the converter characteristics and verification that the semiconductor devices operate within their safe operating area.

The papers $[31,32]$ propose a model of a diode-transistor switch for the analysis of DC-DC converters containing an IGBT. The model presented in [31] is a simplified model. In this model, a simplified method of describing the output characteristics of the transistor was used, and the influence of thermal phenomena is not taken into account. The main disadvantages of the model from [31] were removed in its next version, which are presented in [32]. However, this model does not take into account some important physical phenomena that may significantly affect the accuracy of computations using this model. The correctness of the cited model was verified only in a limited range of load current changes and at one value of the control signal frequency equal to 10 kHz .

This article analyses the influence of the accuracy of selected factors on the accuracy of the computations of the boost converter characteristics made with the use of the model from [32] under various operating conditions. Section 2 presents the model under consideration, Section 3 describes the measurement system used to verify the correctness of this model. Furthermore, in Section 4, the computed and measured characteristics of the boost converter in a wide range of changes in the load current and frequency of the control signal are presented. We also comment on the reasons for the discrepancies between the results of computations and measurements. A method of reducing these discrepancies is proposed, and their effectiveness is demonstrated in practice.

## 2. Considered Model

As it was mentioned above, in order to compute the DC characteristics of DC-DC converters, the averaged electrothermal models of a diode-transistor switch can be effectively used. The considered electrothermal model of the diode-transistor switch proposed in [32] is based on the known concept, which was previously presented for the MOSFET and the ideal lossless switch described, among others, in the papers [16,24]. This model allows determining the DC characteristics of any DC-DC converter containing a diode-transistor switch and junction temperature of the semiconductor devices contained therein. The diagram of this switch is shown in Figure 2.


Figure 2. Diagram of a diode-transistor switch with the IGBT and the diode.
The network representation of the considered electrothermal averaged model of a diode-transistor switch (AVG model) is shown in Figure 3. This switch contains an IGBT and a diode.

Terminals 1, 2, 3, and 4 of the AVG model correspond to the terminals of the IGBT and the diode visible in the diagram of the diode-transistor switch shown in Figure 2. The considered model is connected to other components of the analysed DC-DC converters,
using these terminals according to the respective diagrams. The frequency $f$ and the duty cycle d of the signal controlling a DC-DC converter are parameters of the AVG model. These parameters that are used occur in the formulas describing some controlled voltage and current sources in this model. Internal temperatures of the IGBT and the diode correspond to voltages on terminals $\mathrm{T}_{\mathrm{j} \mathrm{T}}$ and $\mathrm{T}_{\mathrm{j} \mathrm{D}}$, respectively.


Figure 3. Network representation of the AVG model including the IGBT and the diode [32].
The described model contains four blocks: main circuit, aided block, thermal model, and CCM/DCM.

The main circuit contains two controlled voltage sources $\mathrm{E}_{\mathrm{R}}$ and $\mathrm{E}_{\mathrm{T}}$ and the controlled current source $G_{D}$. These voltage sources model the average voltage between the collector and the emitter of the IGBT, whereas the current source models the average value of the diode current. V1 is the voltage source of zero value that monitors this current. $\mathrm{I}_{1 \text { av }}$ and $\mathrm{I}_{2 \mathrm{av}}$, as well as $\mathrm{V}_{1 \text { av }}$ and $\mathrm{V}_{2 \mathrm{av}}$ in the main circuit, denote the average values of voltages and currents of the semiconductor devices. The output values of the controlled voltage and current sources are described with the equations formulated using the idea presented in the papers $[12,24]$. According to this idea, at the steady state in each period T of the control signal, the current flows through one semiconductor device only. The transistor current flows for the time equal to $\mathrm{d} \cdot \mathrm{T}$, and the diode current-for the time $(1-\mathrm{d}) \cdot \mathrm{T}$ (in CCM (Continuous Conduction Mode) or less in DCM (Discontinuous Conduction Mode)). In the considered model, the current-voltage characteristics of both the semiconductor devices are described by piecewise linear functions. These functions use parameters depending on the internal temperatures of these semiconductor devices. Values of these parameters are computed in the aided block. In turn, internal temperatures of the diode and the IGBT are computed in the thermal model. The value of the equivalent duty cycle $\mathrm{V}_{\mathrm{eu}}$ is computed in the controlled voltage source $\mathrm{E}_{\mathrm{u}}$ included in the $\mathrm{CCM} / \mathrm{DCM}$ block. The output value of this source depends on the parameters control signal-the duty cycle $d$ and frequency f of the control signal, as well as inductance $L$ of the inductor contained in the analysed DC-DC converter and load resistance of this converter.

The internal temperature of the IGBT $\left(\mathrm{T}_{\mathrm{jT}}\right)$ and the diode $\left(\mathrm{T}_{\mathrm{j} \mathrm{D}}\right)$ are computed in the thermal model with self-heating phenomena taken into account. This model uses the electrical analogue of a DC compact thermal model $[1,33]$. In this analogue, voltages $\mathrm{T}_{\mathrm{j} T}$
and $\mathrm{T}_{\mathrm{jD}}$ correspond to internal temperatures of the IGBT and the diode, respectively. In turn, the average values of power dissipated in these semiconductor devices are represented by the controlled current sources $\mathrm{G}_{\mathrm{TT}}$ and $\mathrm{G}_{\mathrm{TD}}$. The output currents of these sources are described as follows [32].

$$
\begin{align*}
& \mathrm{G}_{\mathrm{TD}}=\left(\mathrm{V}_{\mathrm{D}}+\frac{\mathrm{R}_{\mathrm{D}} \cdot \mathrm{I}_{2 \mathrm{av}}}{1-\mathrm{V}_{\mathrm{eu}}}\right) \cdot \frac{\mathrm{I}_{2 \mathrm{av}}}{1-\mathrm{V}_{\mathrm{eu}}}  \tag{1}\\
& \mathrm{G}_{\mathrm{TT}}=\left(\mathrm{V}_{\mathrm{IGBT}}+\frac{\mathrm{R}_{\mathrm{IGBT}} \cdot \mathrm{I}_{1 \mathrm{av}}}{\mathrm{~V}_{\mathrm{eu}}}\right) \cdot \frac{\mathrm{I}_{1 \mathrm{av}}}{\mathrm{~V}_{\mathrm{eu}}} \tag{2}
\end{align*}
$$

where $\mathrm{V}_{\mathrm{IGBT}}, \mathrm{V}_{\mathrm{D}}, \mathrm{R}_{\mathrm{D}}$, and $\mathrm{R}_{\text {IGBT }}$ describe the parameters of piecewise linear models of the transistor and the diode characteristics.

The efficiency of the removal of heat generated in these devices is characterised by thermal resistance represented by resistors $\mathrm{R}_{\mathrm{thT}}$ and $\mathrm{R}_{\mathrm{thD}}$. The voltage source $\mathrm{V}_{\mathrm{Ta}}$ represents ambient temperature.

The other equations describing the controlled sources presented in Figure 3 are in [32].

## 3. Measurement Setup

In order to evaluate the usefulness of the considered model, the characteristics of the boost converter containing the considered semiconductor devices are measured and computed. The diagram of the investigated converter is presented in Figure 4.


Figure 4. Diagram of the tested boost converter.
In the considered converter, the input voltage $V_{C C}$ is supplied from the GWInstek PSB-2800L power supply. Appa 208 multimeters are used as ammeters and voltmeters. The inductance of coil $L_{1}$ is equal to $560 \mu \mathrm{H}$, and the capacitance of $C_{1}$ is 1 mF . The voltage controlling the IGBT $\mathrm{V}_{\text {ctrl }}$ is produced by the NDN C5603P function generator and connected to the gate of the IGBT via the driver IR2125. The prototype is mounted on the Printed Circuit Board (PCB). The diode of the type IDP08E65 is characterised by the maximum repetitive peak reverse voltage equal to 650 V and the maximum forward current equal to 16 A , and the IGBT of the type IGP06N60T is characterised by the maximum collector-emitter voltage equal to 600 V and the maximum DC collector current equal to 12 A . Based on the data given in the datasheet, the maximum switching frequency of this IGBT is estimated as equal to 500 kHz . Some waveforms of voltages and currents of the investigated DC-DC converter were measured using an oscilloscope Rigol MS05104 and a current probe Tektronix PCPA 300 for different values of load resistance and parameters of the control signal.

In order to determine the internal temperature $T_{j}$ of the $\operatorname{IGBT}\left(T_{j T}\right)$ or the diode $\left(T_{j D}\right)$, the case temperature $\mathrm{T}_{\mathrm{C}}$ of these semiconductor devices is measured using a pyrometer

PT-3S by Optex. Next, using the values of thermal resistances junction-ambient $\mathrm{R}_{\mathrm{thj}}$-a and junction-case $R_{t h j-c}$, the values of temperature $T_{j}$ are calculated using the following formula [7]

$$
\begin{equation*}
\mathrm{T}_{\mathrm{j}}=\mathrm{T}_{\mathrm{c}}+\left(\mathrm{T}_{\mathrm{c}}-\mathrm{T}_{\mathrm{a}}\right) \cdot \frac{\mathrm{R}_{\mathrm{thj}-\mathrm{c}}}{\mathrm{R}_{\mathrm{thj}-\mathrm{a}}-\mathrm{R}_{\mathrm{thj}-\mathrm{c}}} \tag{3}
\end{equation*}
$$

where $T_{a}$ denotes ambient temperature. Values of thermal resistance $R_{t h j-c}$ are given in the data provided by the manufacturer, whereas thermal resistance $R_{\text {thj }-\mathrm{a}}$ is measured with the use of indirect electrical methods described e.g., in the paper [34].

The investigated DC-DC converter operates without any feedback loop, which is typically used in switch-mode power supplies including such converters. Therefore, at the selected operating conditions, the influence of changes in the load resistance and parameters of the control signal are not compensated for by the feedback loop. For this reason, any disadvantages of the considered model can be clearly illustrated for the investigated circuit.

## 4. Investigation Results

In order to analyse the usefulness range of the model from [32], hereinafter referred to as the AVG model, computations and measurements of the characteristics of the boost converter in various operating conditions are performed. In particular, the change of the following operating parameters of the considered converter is taken into account: input voltage $V_{i n}$, load resistance $R_{L}$, frequency $f$, and the duty cycle $d$ of the IGBT control signal. The measurements are carried out for a transistor and a diode operating at different cooling conditions. The operation of the investigated converter in both the CCM (Continuous Conduction Mode) and the DCM (Discontinuous Conduction Mode) [2] is considered.

The computations were performed for parameters with values identical to those given in [32], with the stipulation that the values of the model parameters $R_{t h D}$ and $R_{\text {thT }}$ correspond to thermal resistances of the transistor and the diode. For the considered elements placed on heat sinks of the dimensions of $7.5 \mathrm{~cm} \times 5 \mathrm{~cm} \times 3.5 \mathrm{~cm}$, the values of these parameters were $6.2 \mathrm{~K} / \mathrm{W}$, and for the devices operating without a heat sink, it was $43.85 \mathrm{~K} / \mathrm{W}$.

Selected results of measurements and computations of the investigated DC-DC converter are illustrated in the successive figures. In all these figures, points denote the results of measurements, whereas solid lines denote the results of computations performed with the AVG model.

Figure 5 shows the output characteristics of a boost converter operating with low input voltage $\mathrm{V}_{\text {in }}=12 \mathrm{~V}$ under various cooling conditions, and Figure 6 shows the corresponding dependences of junction temperature of the transistor (a) and the diode (b) on the output current.

As it results from the data presented in Figures 5 and 6, the AVG model correctly reproduces the output characteristics of a boost converter operating in the CCM and the DCM, but only for the output current higher than 10 mA . For lower values of this current, there are significant discrepancies between the results of computations and measurements. The source of these discrepancies is losses resulting from switching off the IGBT omitted when formulating the considered model. The effect of these losses is an increase in the temperature of the transistor despite a decrease in the current value of the IGBT, as shown in Figure 6a. In order to improve the accuracy of modelling this characteristic, the heat generation model should take into account not only power losses related to the conduction of the IGBT but also power losses resulting from its switching. The method of modelling losses associated with the transistor switching for the needs of the averaged diode-transistor switch model is presented in [27] for the MOSFET transistor. In the range of very low values of the $I_{\text {out }}$ current, the cause of the discrepancy may also be the omission of leakage currents of the transistor and the diode at the stage of formulating the considered model.


Figure 5. Measured and computed output characteristics of the boost converter for semiconductor devices operating at different cooling conditions.


Figure 6. Measured and computed dependences of the IGBT junction temperature (a) and the diode junction temperature (b) on the output current of the investigated converter.

As shown in Figure 5, the cooling conditions do not significantly affect the shape of the $\mathrm{V}_{\text {out }}\left(\mathrm{I}_{\text {out }}\right)$ dependence for $\mathrm{I}_{\text {out }}>1 \mathrm{~mA}$. However, they significantly affect the efficiency of heat removal from the semiconductor devices contained in the considered converter. As shown in the range of very low values of $\mathrm{I}_{\text {out }}$ current, an increase in temperature $\mathrm{T}_{\mathrm{jT}}$ is visible, which proves that an average value of the dissipated power is as much as 0.5 W .

Figure 7 shows the output characteristics of the considered converter for four values of the IGBT switching frequency. Computations and measurements are performed for the transistor and the diode placed on heat sinks.

The results of computations and measurements presented in Figure 7 prove that for the collector currents below 10 mA and for switching frequencies higher than 10 kHz , the measurement results differ significantly from the results of computations made with the use of the AVG model. For the constant value of the output current, the discrepancy between
the computations and measurements results increases with the switching frequency of the IGBT. An increase in the discrepancy also results from the fact that with an increase of switching frequency, the value of the current switched off by the transistor decreases [2]. A measure of this discrepancy is the relative error in determining voltage $\delta \mathrm{V}_{\text {out }}$ calculated from the formula

$$
\begin{equation*}
\delta \mathrm{V}_{\text {out }}=\frac{\left|\mathrm{V}_{\text {outmeasured }}-\mathrm{V}_{\text {outcomputed }}\right|}{\mathrm{V}_{\text {outmeasured }}} \tag{4}
\end{equation*}
$$

where $\mathrm{V}_{\text {outmeasured }}$ denotes the measured value of the output voltage, whereas $\mathrm{V}_{\text {outcomputed }}$ is the value of this voltage computed with the use of the AVG model.


Figure 7. Measured and computed output characteristics of the boost converter for the transistor and the diode placed on heat sinks for selected values of switching frequency.

The computation error of the output voltage as a function of the output current is shown in Figure 8.

As it can be seen from the data presented in Figure 8, the relative error of determining the output voltage using the AVG model decreases with an increase of the output current of the boost converter and a decrease of frequency in the CCM . The error $\delta \mathrm{V}_{\text {out }}$ does not exceed a few percent. The graph has clear minima and maxima resulting from the modelling of the output characteristics of the turned-on IGBT using the piece-wise linear function. The smallest error values occur for a switching frequency equal to 10 kHz , and the highest error values occur for the highest among the considered frequencies, which is related to the AVG model not taking into account the influence of parasitic capacitances in the IGBT on the characteristics of the considered DC-DC converter.


Figure 8. Computed values of the relative error in determining the output voltage as the function of the converter output current.

Figure 9 shows the dependence of the output voltage of the boost converter on the duty cycle of the signal controlling the transistor contained in it. During the measurements, the considered converter operated with the input voltage of 48 V . The IGBT and the diode were placed on the heat sinks, and the measurements were made for two values of load resistance. Additionally, in Figure 10a, the dashed line marks the results of computations made in the SPICE program using the AVG model, to which are added the values of the junction temperature increase $\Delta \mathrm{T}_{\mathrm{j}}$ resulting from dynamic losses in the IGBT computed on the basis of the Equations (5) and (6).

$$
\begin{gather*}
\Delta \mathrm{T}_{\mathrm{j}}=\mathrm{T}_{\mathrm{jcond}}+\mathrm{R}_{\text {thj }-\mathrm{a}} \cdot \mathrm{P}_{\text {swt }}  \tag{5}\\
\mathrm{P}_{\text {swt }}=\left(\mathrm{E}_{\text {on }}\left(\mathrm{I}_{\text {on }}, \mathrm{T}_{\mathrm{j}}, \mathrm{~V}_{\mathrm{CE}}, \mathrm{R}_{\mathrm{G}}\right)+\mathrm{E}_{\text {off }}\left(\mathrm{I}_{\text {off }}, \mathrm{T}_{\mathrm{j}}, \mathrm{~V}_{\mathrm{CE}}, \mathrm{R}_{\mathrm{G}}\right)\right) \cdot \mathrm{f} \tag{6}
\end{gather*}
$$

where $T_{j \text { cond }}$ is the value of the IGBT junction temperature computed using the AVG model, $\mathrm{R}_{\mathrm{thj}-\mathrm{a}}$ is the IGBT thermal resistance junction-ambient, and $\mathrm{P}_{\text {swt }}$ is the mean value of the power dissipated in the IGBT resulting from switching losses.


Figure 9. Measured and computed dependences of the output voltage on the duty cycle of the boost converter for selected values of load resistances.

The values of $\mathrm{E}_{\text {on }}$ and $\mathrm{E}_{\text {off }}$ necessary for the computations were obtained by approximating with linear functions the dependencies presented in the datasheet of the considered IGBT [35]. Due to the sawtooth shape of the collector current of the IGBT operating in the boost converter, it was necessary to separately determine the value of the switched currents $\mathrm{I}_{\text {on }}$ and $\mathrm{I}_{\text {off }}$. The following formulas were used for this purpose [2].

$$
\begin{gather*}
\mathrm{I}_{\mathrm{on}}=\mathrm{I}_{\text {inavg }}-\frac{\Delta \mathrm{I}_{\mathrm{L}}}{2}  \tag{7}\\
\mathrm{I}_{\mathrm{off}}=\mathrm{I}_{\mathrm{inavg}}+\frac{\Delta \mathrm{I}_{\mathrm{L}}}{2}  \tag{8}\\
\Delta \mathrm{I}_{\mathrm{L}}=\frac{\left(\mathrm{V}_{\mathrm{out}}-\mathrm{V}_{\mathrm{in}}\right) \cdot \mathrm{d}}{\mathrm{~L} \cdot \mathrm{f}} . \tag{9}
\end{gather*}
$$

The results presented in Figure 10a prove that even with the correctly determined values of the converter output voltage, which are shown in Figure 9, the computations of the corresponding values of the IGBT junction temperature may be characterised by a big error. The reason for this error is the omission of switching losses in the heat generation AVG model. In the case of the IGBT operation with high switching frequency, switching power losses that are proportional to e.g., to frequency and the switched current, can be much higher than the conduction losses of the IGBT $[36,37]$. This is demonstrated by the computation results presented in Figure 11, which show the conduction losses (red line) computed using the AVG model and the switching losses averaged for one period that
are computed using the Formula (3)—blue line. The effect of frequency and the collector current on the average power dissipated in a transistor operating with resistive load is illustrated in Figure 11a,b, respectively.


Figure 10. Measured and computed dependences of the IGBT junction temperature (a) and the diode junction temperature (b) on the duty cycle of the control signal of the IGBT in the investigated converter.

The curves shown in Figure 11 show that both switching and conduction losses are an important component of the power dissipated in this device during its operation. It is particularly noteworthy that in Figure 11 in the considered operating conditions, switching losses of the transistor are equal in the value to conduction losses for the frequency of 35 kHz , and for the frequency of 100 kHz , switching losses are already four times higher. It is also worth noting that in Figure 11b, for the considered operating conditions, switching losses depend more strongly on the collector current than on conduction losses.

The discrepancy between the computation results taking into account the impact of the IGBT switching losses on its junction temperature and the measurement results shown in Figure 11a probably results from not taking into account the influence of overvoltages and overcurrents on the value of turn-on and turn-off energies. Examples of overvoltages and overcurrents are shown in the waveforms shown in Figure 12.


Figure 11. Computed dependences of the IGBT power losses caused by its switching (blue line) and conducting (red line) on frequency (a) and the collector current (b).


Figure 12. Measured waveforms of the collector-emitter voltage (blue solid line) and the collector current (red solid line) of the IGBT in the investigated boost converter.

In the case of a diode, in the considered frequency range, switching losses are much lower than conduction losses [38]. This is visible in Figure 10b, on the basis of which it can be stated that when using the diode model that does not take into account the effect of losses associated with its switching, the value of its junction temperature is computed with good accuracy.

Minor discrepancies between the results of computations and measurements, which are presented in Figure 9, result from inaccurate determination of the value of the duty cycle for the converter operating in the CCM. The problem of determining the value of the
duty cycle is due to the fact that the operation of the IGBT with high switching frequency differs significantly from the operation of an ideal switch. In the case of an ideal switch, the value of the duty cycle voltage between the output terminals is equal to the value of the transistor control signal coefficient subtracted from one.

The computation method presented above was used in the formulas in the considered model. However, in the case of an IGBT operating with high switching frequency, due to non-zero values of parasitic capacitances, the value of the duty cycle of the signal between the output terminals of the transistor may significantly differ from the value for an ideal switch. In Figure 13, the dependences of the relative error in determining the duty cycle on the frequency of the control signal and the duty cycle of the control signal for the considered IGBT resulting from omitting the non-ideality of this device in determining this factor are presented. The value of this error was determined according to the formula

$$
\begin{equation*}
\delta \mathrm{d}=\frac{\left|\mathrm{d}_{\mathrm{GG}}-\left(1-\mathrm{d}_{\mathrm{VCE}}\right)\right|}{1-\mathrm{d}_{\mathrm{VCE}}} \tag{10}
\end{equation*}
$$

where $\mathrm{d}_{\mathrm{GG}}$ is the value of the duty cycle of the signal at the output of the driver controlling the transistor, and $\mathrm{d}_{\mathrm{VCE}}$ is the value of the duty cycle between the output terminals of the IGBT.


Figure 13. Measured values of the relative error in determining the duty cycle of the signal between the IGBT output terminals as a function of the duty cycle of the control signal (a) and the frequency of the signal controlling this transistor (b).

As it is presented in Figure 10, for low control signal duty cycle values, the user has poor control over the actual voltage duty cycle value between the transistor output terminals. A similar effect can be observed with increasing frequency. This can lead to significant discrepancies between the computed value of the converter output voltage from the mathematical model and the one obtained during the measurements of the real converter.

Figure 14 shows the dependence of the output voltage of the DC-DC converter on the switching frequency of the IGBT contained therein. In the figure, the computation results for the duty cycle value consistent with the signal at the driver output are marked using the solid line, and the dashed line is used for the $\mathrm{V}_{\text {out }}$ voltage values computed for the converter operating in the CCM taking into account the error in determining the duty cycle described above. In these computations, the dependence of the form is used:

$$
\begin{equation*}
\mathrm{V}_{\mathrm{out}}=\mathrm{V}_{\mathrm{outc}}+\mathrm{V}_{\mathrm{in}} \cdot\left(\frac{1}{1-\mathrm{d}_{\mathrm{GG}}-\Delta \mathrm{d}}-\frac{1}{1-\mathrm{d}_{\mathrm{GG}}}\right) \tag{11}
\end{equation*}
$$

where $V_{\text {outc }}$ is the computed value of the output voltage using the model [33], and $\Delta \mathrm{d}$ is the absolute error in determining the duty cycle.

The converter output voltage dependencies presented in Figure 14 prove that neglecting the influence of electrical inertia related to the switching of the IGBT leads to a value of the duty cycle of the collector-emitter voltage different than for the ideal switch. This is the reason why the error in determining the output voltage increases with increasing frequency. At the same time, as the computations show, taking this into account in computations allows for a significant improvement of its accuracy.

As indicated in the papers [39,40], the omission of the nonlinear dependence of thermal resistance of the IGBT junction temperature significantly influences the accuracy of determining the transistor junction temperature. In order to check whether this problem also occurs for the transistor operating in the boost converter, the measurements and computations of its output characteristics and the correlation between the interior temperature of the IGBT operating without a heat sink were carried out. In order to emphasise the considered issue, Figure 15 presents only the measurement results for the converter operating in the CCM.


Figure 14. Measured and computed dependences of the output voltage on frequency.
The results presented in Figure 15 prove that even with the correct representation of electrical properties of the converter, i.e., losses related to switching the IGBT, the computed junction temperature value for high values of the output current is significantly overestimated due to the use of a linear thermal model in the AVG model. This problem could be solved relatively easily by averaging the nonlinear thermal model described in the paper [39]. In the modified model, the thermal capacitances will be omitted, and one nonlinear resistor describing the dependence $R_{\text {thj-a }}\left(T_{j}\right)$ will be used.


Figure 15. Measured and computed dependences of the output voltage (a) and the IGBT junction temperatures (b) on the output current of the investigated converter.

## 5. Conclusions

The paper presents the results of simulation and experimental studies illustrating the limitations of an electrothermal averaged model of a diode-transistor switch containing an IGBT and a rapid switching diode. The investigations were carried out for the boost converter in a wide range of changes of load current, frequency, and the duty cycle of the control signal. Various cooling conditions for the transistor and the diode contained in the tested converter were considered.

It was proved that for both the considered types of cooling conditions of semiconductor devices in the whole considered range of changes in the duty cycle and frequency of the control signal, good agreement was obtained between the computed and measured values of the output voltage of the boost converter operating in the CCM. On the other hand, in the DCM, the results of computations and measurements are convergent for the frequency $\mathrm{f}<20 \mathrm{kHz}$ and the load current $\mathrm{I}_{\mathrm{out}}>10 \mathrm{~mA}$.

The problem of determining the value of the control signal duty cycle in the highfrequency range is pointed out. In this regard, the transistor switching times are not negligible in relation to the pulse duration. It was shown that at high frequency values $\mathrm{f}>70 \mathrm{kHz}$, the error in determining the output voltage resulting from inaccuracy in determining the value of the duty cycle can reach even $10 \%$. It is shown that this error could be reduced if the value of duty cycle is estimated, taking into account values of switch-on and switch-off times of the used transistor.

It is indicated that switching losses in the IGBT are significant for characteristics of the boost converter. It was shown that omitting these losses in the considered model causes significant, even twofold lowering of the value of the IGBT junction temperature increase above the ambient temperature. A modification of the description of the thermal model of the transistor using Formulas (5) and (6) was proposed to allow taking into account the influence of switching losses in the transistor on its junction temperature. It was shown that this modification allows improving the computation accuracy.

The problem of nonlinearity of thermal phenomena in semiconductor devices, which causes the junction temperature value to be overestimated in the range of high output currents of a converter, is also highlighted. The manner of taking into account the nonlinearity of the thermal model of the used semiconductor devices is proposed.

The problem of the junction temperature in the range of very low $\mathrm{I}_{\text {out }}$ values is also indicated. Improvement of the model under consideration that enables obtaining high accuracy of computations in a wide range of frequency changes will be the subject of further research by the authors.

The presented research results may be useful for designers of DC-DC converters. The presented results of computations and measurements also allow assessing the influence of the control signal frequency and load current as well as the cooling conditions of semiconductor devices on the properties of the tested boost converter.
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#### Abstract

Modular multilevel converters (MMCs) play an important role in the power electronics industry due to their many advantages, such as modularity and reliability. In the current research, the simulation method is used to study the system. However, with the increasing number of sub-modules (SMs), it is difficult to model and simulate the system. In order to overcome these difficulties, this paper presents a universal mathematical model (UMM) of MMC using half-bridge cells as SMs. The UMM is a full-scale model with switching state, capacitance, inductance, and resistance characteristics. This method can calculate any number of SMs, and it does not need to build a simulation model (SIM) of physical MMC - in particular, parametric design can be realized. Compared with the SIM, the accuracy of the proposed UMM is verified, and the computational efficiency of the UMM is 8.7 times higher than the simulation method. Finally, by utilizing the proposed UMM method, the influence of the parameters of MMCs is studied, including the arm induction, SM capacitance, SM number, and output current/voltage total harmonic distortion (THD) based on the UMM in the paper. The results offer an engineering insight to optimize the design of MMCs.
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## 1. Introduction

With the rapid development of offshore wind farms, the demand for a high power, high-quality transmission system becomes more urgent. Modular multilevel converter (MMC)-based high voltage direct voltage (HVDC) technology provides a promising solution, due to its advantages of modularization, scalability, high efficiency, excellent harmonic performance, fault blocking ability, small filter size, high efficiency, and low redundancy cost [1-3]. MMC has been applied to many industries, such as energy storage systems, medium-voltage and high-power motor drive systems, distribution systems, etc. [4-8].

However, it is difficult to formulate an explicit expression of MMC, because it is a hybrid system of discrete and continuous models. The main feature of MMCs is the cascaded connection of a large number of sub-modules (SMs). These SMs are arranged in groups called arms or branches. The low-frequency voltage or current at the AC side is controlled by high-frequency switching values to manage SMs on/off. Therefore, the interaction between the arm and line quantities (variables) generates low- and high-frequency components on the AC and DC side of the SMs in an MMC [9]. In other words, MMC has strong coupling nonlinear multi-input and multi-output dynamic features [10]. The simulation studies were utilized to analyze the behavior of an MMC. However, the simulation process consumes time and computer resources to create a large number of SMs (up to 400 per arm) [11].

For example, a traditional detailed model (TDM) of MMC requires hundreds and thousands of Insulated Gate Bipolar Transistors(IGBTs) with antiparallel diodes and capacitors to be built and electrically connected in the simulation package's graphical user interface, resulting in a large admittance matrix.

To simplify the simulation model, the conventional switching models/detailed models with full capabilities of replicating the conduction of power electronic devices such as IGBTs and their anti-parallel diodes are inefficient for the modeling of MMC-HVDC, as the simulation time is prohibitively long [1]. To simplify the calculation, it was assumed that the SM capacitor voltages are well balanced at their reference values [12,13]. The SM terminal voltage in each arm was modeled as a single equivalent voltage source [14]. In [15], the equivalent model was used and a small-signal analysis was carried out. Alternatively, each arm of MMC was modeled as a nonlinear capacitor with a time-variant sinusoidal capacitance [16]. Moreover, to simplify the analysis, the average value models (AVMs) are presented in [17-20]. However, the methods above do not reflect the switching state and the transient process of the SM capacitor voltage.

To address this problem, an efficient model was proposed by Udana and Gole in [21], which is referred to as the detailed equivalent model (DEM) in this paper; yet, a drawback of the DEM is that the individual converter components are invisible to the user. A new model, referred to as the accelerated model (AM), was proposed by Xu et al. in [22], but a full and objective comparison could not be completed because different researchers built the models on different computers. In [23], an enhanced accelerated model (EAM) with improved simulation speed was proposed by Antony et al., which further improved the computational efficiency of one method. A new dynamic phasor (DP) model of an MMC with an extended frequency range for direct interfacing with an electromagnetic transient (EMT) simulator was presented in [24]. In reference [25], a method of MMC modeling and design based on parametric and model-form uncertainty quantification is proposed, which can establish confidence in modeling and simulation in the presence of manufacturing variability and modeling errors, and may eliminate the need for heuristic safety factors. However, the high-efficiency calculation of large-scale SMs is not involved. The internal dynamics of the MMC are modeled considering the dominant harmonic components of each variable. However, the improved simulation models introduced above are based on Power Systems Computer Aided Design/Electromagnetic Transients including DC(PSCAD/EMTDC) for electromagnetic transient simulation. It is inconvenient to set variable parameters or change the topology of the whole circuit. It cannot be satisfied by loop calculation to compare the changes of parameters.

In this paper, a universal mathematical model for MMC is proposed which can reflect the steady-state and dynamic process of MMC. The model is a detailed numerical model, including the capacitor voltage and switch function of SMs. It can be implemented by a computer for any number of SMs. The whole model is parametric programmed; by setting one or several parameters, the desired results can be quickly obtained. Compared with the simulation model, this algorithm can easily modify the circuit parameters by setting cycle statements, and automatically carry out repeated simulation and multi-state simulation, so it is convenient to observe the operation characteristics of the system under different parameter values. Using the proposed MMC, the output voltage and the current THDs of MMC have been analyzed under different parameters (such as module number, capacitor voltage, arm inductance). In addition, the change in the capacitance voltage has been studied as one capacitance value decayed.

Without losing generality, in this paper the research is based on MATLAB/Simulink because of its powerful numerical calculation ability and rich processing module (such as Pulse Width Modulation (PWM) generator, and various transformation and comparison modules), especially the demonstration of control strategy. Compared with Simulink, PLECS is more professional, but does not have as many toolboxes as Simulink. The LTSpice installation package is small, easy to operate, and fast, but most of the support is for the ADI company's own chip model. PSIM has the advantages of simple operation and fast simulation speed, and supports mainstream simulation mode analysis. However, due to the use of ideal switches, the simulation accuracy is limited.

This paper is organized as follows. Section 2 introduces the MMC topology, operation, and mathematical model. The algorithm of the universal mathematical model (UMM) is explained in Section 3. The correctness of the UMM is demonstrated in Section 4. A performance analysis under different conditions is shown in Section 5. The conclusions of the study are presented in Section 4.

## 2. Topology and Mathematical Model of the MMC

## Topology and Principles of Operation

The circuit structure of a three-phase MMC is shown in Figure 1. The single-phase consists of an upper and a lower arm. Each arm is composed of $N$ sub-modules (SM), and an inductor and equivalent resistance are connected in series. Each individual SM contains a capacitor and two complementary insulated gate bipolar transistor modules (i.e., $S_{j m, n}$ and $S_{j m, n}^{\prime}$ ). In this paper, the subscript $j=a, b, c$ means three-phase; $m=u, l$, where $u$ represents the upper arm and $l$ represents a lower arm; $n=1,2,3, \ldots, N$ represents the number of sub-modules. The rest of the symbols are as follows: $L$ (the arm inductance), $R$ (the arm equivalent resistance), $u_{j m}$ (the arm voltage), $i_{j m}$ (the arm current), $u_{j}$ (the AC side voltage), $i_{o j}$ (the output current), $i_{c j}$ (the circulating current), $L_{o j}$ (the load inductance), $R_{o j}$ (the load resistance), $\mathrm{U}_{d c}$ (the DC source voltage), $u_{j m, n}$ (the capacitor voltage).

$$
\begin{equation*}
\frac{d u_{j m, n}}{d t}=\frac{S_{j m, n} i_{j m}}{C} \tag{1}
\end{equation*}
$$

where $S_{j m, n}$ is the switch function of the $n$th SM in the $m$ arm of phase- $j$, and its value is 1 or $0 ; C$ is the SM capacitance.

The relationship between the arm voltage and the capacitor voltage in phase- $j$ and the switching function is:

$$
\begin{equation*}
u_{j m}=\sum_{n=1}^{N} S_{j m, n} u_{j m, n} \tag{2}
\end{equation*}
$$

Considering a fictitious midpoint in the DC side of Figure 1 and using Kirchhoff's circuit laws, the following mathematical equations that govern the dynamic behavior of the MMC in phase- $j$ can be obtained:

$$
\begin{gather*}
u_{j u}+R i_{j u}+L \frac{d i_{j u}}{d t}+R_{o j} i_{o j}+L_{o j} \frac{d i_{o j}}{d t}+u_{j}-\frac{\mathrm{U}_{d c}}{2}=0  \tag{3}\\
u_{j l}+R i_{j l}+L \frac{d i_{j l}}{d t}-R_{o j} i_{o j}-L_{o j} \frac{d i_{o j}}{d t}-u_{j}-\frac{\mathrm{U}_{d c}}{2}=0  \tag{4}\\
i_{o j}=i_{j u}-i_{j l} \tag{5}
\end{gather*}
$$

The arm currents can be expressed as:

$$
\begin{equation*}
i_{j u}=\frac{i_{o j}}{2}+i_{c j}, i_{j l}=-\frac{i_{o j}}{2}+i_{c j} \tag{6}
\end{equation*}
$$

where $i_{c j}$ is the circulating currents flowing through phase- $j$ of the MMC and can be calculated by Equation (7):

$$
\begin{equation*}
i_{c j}=\frac{i_{j u}+i_{j l}}{2} \tag{7}
\end{equation*}
$$

Substitute (3) and (5) into (4), and the dynamics of phase-j AC-side currents can be obtained as:

$$
\begin{equation*}
\frac{d i_{o j}}{d t}=-\frac{R+2 R_{o j}}{L+2 L_{o j}} i_{o j}-\frac{1}{L+2 L_{o j}} u_{j u}+\frac{1}{L+2 L_{o j}} u_{j l}-\frac{2}{L+2 L_{o j}} u_{j} \tag{8}
\end{equation*}
$$



Figure 1. Structure of a three-phase MMC-based inverter and its SM.
Similarly, the dynamic behavior of the circulating current in phase-j can be obtained by substituting (3) and (7) into (4):

$$
\begin{equation*}
\frac{d i_{c j}}{d t}=-\frac{R}{L} i_{c j}-\frac{1}{2 L} u_{j u}-\frac{1}{2 L} u_{j l}+\frac{1}{2 L} U_{d c} \tag{9}
\end{equation*}
$$

Based on (1), (2), (8), and (9), the state-space equation of the MMC in phase- $j$ can be described as:

$$
\begin{equation*}
\dot{x}(t)=\boldsymbol{A}(t) \boldsymbol{x}(t)+\boldsymbol{D d}(t) \tag{10}
\end{equation*}
$$

where $\boldsymbol{x}=\left[i_{o j}, i_{c j}, u_{j u, 1}, \ldots, u_{j u, N}, u_{j l, 1}, \ldots, u_{j l, N}\right]^{T} \in \mathbb{R}^{2 N+2}$ is the state vector; $\boldsymbol{d}=\left[u_{j}, \mathrm{U}_{d c}\right]^{T}$ is a perturbation vector; the desired value $\left(u_{j}^{*}\right)$ of $u_{j}$ is presented in Equation (11); $A \in \mathbb{R}^{(2 N+2) \times(2 N+2)}$ is a time-varying structure state matrix, presented in (12); and $D \in \mathbb{R}^{(2 N+2) \times 2}$ is the perturbation coefficient matrix, presented in (20).

$$
\begin{equation*}
u_{j}^{*}=\sqrt{2} U \sin \left(2 \pi f t+\varphi_{j}\right) \tag{11}
\end{equation*}
$$

where $U$ is the voltage effective value (RMS) on the AC side, $f$ is the AC system frequency, and $\varphi_{j}$ is the initial phase angle in phase- $j$.

$$
A(t)=\left[\begin{array}{cc}
A_{1} & A_{2}(t)  \tag{12}\\
A_{3}(t) & 0
\end{array}\right] \in \mathbb{R}^{(2 N+2) \times(2 N+2)}
$$

where $A_{1} \in \mathbb{R}^{2 \times 2}$ is a constant matrix in (13), and $A_{2} \in \mathbb{R}^{2 \times 2 N}$ and $A_{3} \in \mathbb{R}^{2 N \times 2}$ are time-varying matrixes in (14) and (18), respectively.

$$
\begin{gather*}
A_{1}=\left[\begin{array}{cc}
-\frac{R+2 R_{o j}}{L+2 L_{o j}} & 0 \\
0 & -\frac{R}{L}
\end{array}\right]  \tag{13}\\
\boldsymbol{A}_{2}(t)=\boldsymbol{A}_{2}^{\prime} \operatorname{diag}(\boldsymbol{u}(t)) \tag{14}
\end{gather*}
$$

where $A_{2}^{\prime}=\left[A_{21}^{\prime} A_{22}^{\prime}\right] \in \mathbb{R}^{2 \times 2 N} ; A_{21}^{\prime} \in \mathbb{R}^{2 \times N}$ is presented in (15); $A_{22}^{\prime} \in \mathbb{R}^{2 \times N}$ is presented in (16); and $\boldsymbol{u}(t)$ is the input control vector, presented in (17).

$$
\begin{gather*}
A_{21}^{\prime}=\left[\begin{array}{ccc}
\frac{-1}{L+2 L_{o j}} & \frac{-1}{L+2 L_{o j}} \cdots & \frac{-1}{L+2 L_{o j}} \\
-\frac{1}{2 L} & -\frac{1}{2 L} \cdots & -\frac{1}{2 L}
\end{array}\right]  \tag{15}\\
A_{22}^{\prime}=\left[\begin{array}{ccc}
\frac{1}{L+2 L_{o j}} & \frac{1}{L+2 L_{o j}} \cdots & \frac{1}{L+2 L_{o j}} \\
-\frac{1}{2 L} & -\frac{1}{2 L} \cdots & -\frac{1}{2 L}
\end{array}\right]  \tag{16}\\
\boldsymbol{u}(t)=\left[S_{j u, 1}, S_{j u, 2,} \cdots, S_{j u, N}, S_{j l, 1}, S_{j l, 2}, \cdots, S_{j l, N}\right]  \tag{17}\\
A_{3}(t)=\operatorname{diag}(\boldsymbol{u}(t)) A_{3}^{\prime} \tag{18}
\end{gather*}
$$

where $A_{3}^{\prime} \in \mathbb{R}^{2 N \times 2}$ is as follows:

$$
\begin{gather*}
A_{3}^{\prime}=\left[\begin{array}{cccccc}
\frac{1}{2 C_{j u, 1}} & \cdots & \frac{1}{2 C_{j u, N}} & \frac{-1}{2 C_{j l, 1}} & \cdots & \frac{-1}{2 C_{j l, N}} \\
\frac{1}{C_{j u, 1}} & \cdots & \frac{1}{C_{j u, N}} & \frac{1}{C_{j l, 1}} & \cdots & \frac{1}{C_{j l, N}}
\end{array}\right]^{T}  \tag{19}\\
\boldsymbol{D}=\left[\begin{array}{c}
D_{1} \\
0
\end{array}\right] \in \mathbb{R}^{(2 N+2) \times 2} \tag{20}
\end{gather*}
$$

where $D_{1}$ is as follows:

$$
\boldsymbol{D}_{1}=\left[\begin{array}{cc}
\frac{-2}{L+2 L_{o j}} & 0  \tag{21}\\
0 & \frac{1}{2 L}
\end{array}\right]
$$

The output voltage of the MMC, such as phase- $j$, is defined as the voltage difference from point $j$ to $N$.

$$
\begin{equation*}
v_{j N}=R_{o j} i_{o j}+L_{o j} \frac{d i_{o j}}{d t}+u_{j} \tag{22}
\end{equation*}
$$

In (10), the control of the system is to adjust the structure of matrix $A$ so that $u_{j} \rightarrow u_{j}^{*}$, $\mathrm{U}_{d c} \rightarrow \mathrm{U}_{d c}^{*}$ (or the active power and reactive power are close to their desired values). As the focus of the paper is the universal mathematical model of the controlled object, the control method is shown in reference [26], and will not be detailed here.

From Equation (8), we can get the formula of $u_{j}$ as follows (in active inverter, $u_{j} \neq 0, R_{o j}=0$; in passive inverter, $\left.u_{j}=0, R_{o j} \neq 0\right)$ :

$$
\begin{equation*}
u_{j}=-\frac{1}{2}\left(L+2 L_{o j}\right) \frac{d i_{o j}}{d t}-\frac{R}{2} i_{o j}-\frac{1}{2} u_{j u}+\frac{1}{2} u_{j l} \tag{23}
\end{equation*}
$$

## 3. Algorithm of the Universal Mathematical Model

Equation (10) shows that the MMC is a nonlinear multi input system where the nonlinearity consists of the products between the states and inputs. The direct solution is difficult to find; as a result, the discrete sampling method will be used. The algorithm of the universal model is shown in Figure 2.


Figure 2. Block diagram of the universal mathematical model algorithm for MMC. (a) Open-loop control system, (b) closed-loop control system.

### 3.1. Discrete-Time Model of the MMC

It is assumed that the switching of equations occurs at the sampling points. Based on (10) and assuming a sampling time of $T_{S}$, the discrete-time model of the MMC, based on a forward Euler approximation, is obtained as:

$$
\begin{equation*}
x(k+1)=\left(I+T_{s} A(k)\right) x(k)+T_{s} D d(k) \tag{24}
\end{equation*}
$$

The output current, $i_{o j}(k)$, can be calculated as:

$$
\begin{equation*}
i_{o j}(k)=x_{1}(k) \tag{25}
\end{equation*}
$$

The circulating current, $i_{c j}(k)$, is obtained by Equation (26):

$$
\begin{equation*}
i_{c j}(k)=x_{2}(k) \tag{26}
\end{equation*}
$$

The capacitance voltage, $u_{j m, n}(k)$, is obtained by the following Equation:

$$
\begin{equation*}
u_{j m, n}(k): x_{3}(k) \sim x_{2 N+2}(k) \tag{27}
\end{equation*}
$$

Based on Equations (6), (25), and (26), the arm currents can be calculated as:

$$
\begin{equation*}
i_{j u}(k)=\frac{x_{1}(k)}{2}+x_{2}(k), i_{j l}(k)=-\frac{x_{1}(k)}{2}+x_{2}(k) \tag{28}
\end{equation*}
$$

Based on Equation (22), the output voltage of the MMC can be expressed as:

$$
\begin{equation*}
v_{j N}(k)=R_{o j} x_{1}(k)+L_{o j} \frac{x_{1}(k+1)-x_{1}(k)}{T_{s}}+u_{j}(k) \tag{29}
\end{equation*}
$$

Based on Equation (23), the AC voltage of the MMC can be expressed as:

$$
\begin{equation*}
u_{j}(k)=-\frac{1}{2}\left(L+2 L_{o j}\right) \frac{x_{1}(k+1)-x_{1}(k)}{T_{s}}-\frac{R}{2} x_{1}(k)-\frac{1}{2} u_{j u}(k)+\frac{1}{2} u_{j l}(k) \tag{30}
\end{equation*}
$$

### 3.2. Nearest Level Modulation

The nearest level modulation (NLM), also known as the round method, is an approach that uses the nearest voltage level to estimate the desired output voltage. The three phases are controlled independently. Given a normalized voltage reference $v_{j, r e s}$, the nearest output voltage level $n_{j m}$ can be determined by:

$$
\left\{\begin{array}{l}
n_{j u}=\frac{N}{2}-\operatorname{round}\left(\frac{m N v_{j, r e s}}{2}\right)  \tag{31}\\
n_{j l}=\frac{N}{2}+\operatorname{round}\left(\frac{m N v_{j, r e s}}{2}\right)
\end{array}\right.
$$

where $m$ is the modulation coefficient, and $v_{j, \text { res }}$ is defined as:

$$
\begin{equation*}
v_{j, r e s}=\sin \left(2 \pi f t+\theta_{j}\right) \tag{32}
\end{equation*}
$$

where $\theta_{j}$ is the initial phase angle in phase- $j$. Normalized voltage references for the three phases can be presented as:

$$
\left\{\begin{array}{c}
v_{a, \text { res }}=\sin (2 \pi f t)  \tag{33}\\
v_{b, \text { res }}=\sin \left(2 \pi f t-\frac{2 \pi}{3}\right) \\
v_{c, \text { res }}=\sin \left(2 \pi f t+\frac{2 \pi}{3}\right)
\end{array}\right.
$$

### 3.3. Control Systems

In this paper, the control strategy applied in [26] is utilized to obtain the optimal value $u_{j u}^{*}$ and $u_{j l}^{*}$ through the tracking control of the AC voltage or DC voltage. Of course, not limited to this control strategy, other controls (such as the traditional PI control) are also applicable.

$$
\left\{\begin{align*}
n_{j u} & =\operatorname{round}\left(\frac{u_{j u}^{*}}{u_{C}}\right)  \tag{34}\\
n_{j l} & =\operatorname{round}\left(\frac{u_{j l}^{*}}{u_{C}}\right)
\end{align*}\right.
$$

where $u_{C}$ is the capacitor-rated voltage, $u_{C}=\mathrm{U}_{d c}^{*} / N$.
The MMC control diagram is shown in Figure 3, and a more detailed closed-loop control is shown in Figure 2b. Since this study focuses on the universality of the model controlled (UMM), only the system is considered as an open-loop system (in Figure 2a) in the early stage of the design, and the control system is designed after the system-controlled parameters are fixed.


Figure 3. MMC control diagram.

### 3.4. Voltage Sorting Algorithm

In this paper, the voltage sorting algorithm applied in [27] is utilized to equalize all the capacitor voltages of the MMC $u_{j m, n}$. The algorithm reads the insertion indices $n_{j u}$ and $n_{j l}$ and determines which SMs are connected or bypassed in each arm of the MMC according to the plus-minus of the arm current $i_{j m}$. For example, if $i_{j m}(k)>0$, the algorithm connects $n_{j m}$ SMs with the lowest voltages in the corresponding arm and bypasses all the others. Conversely, if $i_{j m}(k)<0$, the algorithm connects $n_{j m}$ SMs with the highest voltages and bypasses the others. Therefore, the switching signals $S_{j m, n}$ to be applied in the sampling time $k$ can be obtained. Finally, $u(k)$ is obtained based on (17).

## 4. Verification of Universal Mathematical Model

To evaluate the performance of the proposed UMM, a comparison between the results from the UMM and the nonlinear time-domain simulation model has been conducted. The nonlinear time-domain simulation model (SIM) is implemented in MATLAB/Simulink, and the UMM is performed using an m-file in MATLAB. The initial value is set as $x(0)=\left[0,0, u_{C}, u_{C}, \ldots, u_{C}\right]^{T} \in \mathbb{R}^{2 N+2}$. The comparison was conducted for a single-phase converter with 20 submodules. The main parameters of the MMC in the simulation are listed in Table 1. All the simulations were conducted using a Microsoft Windows 10 operating system with a 2.7 GHz Intel ${ }^{\circledR}$ core ${ }^{\mathrm{TM}}$ i7-7500U processor and 16 GB of RAM. The test results are given in the following sub-sections.

Table 1. Main parameters of the MMC (phase-a).

| Parameters | Value |
| :--- | :---: |
| AC system frequency $f(\mathrm{~Hz})$ | 50 |
| DC voltage $U_{d c}(\mathrm{kV})$ | 60 |
| Initial capacitor voltage $u_{C}(\mathrm{~V})$ | $U_{d c} / N$ |
| SM number in each arm $(N)$ | 20 (variable) |
| SM capacitance $C(\mathrm{mF})$ | 40 (variable) |
| Arm inductance $L(\mathrm{mH})$ | 3 (variable) |
| Arm equivalent resistance $R(\Omega)$ | 0.5 |
| Load inductance $L_{o a}(\mathrm{mH})$ | 400 |
| Load resistance $R_{o a}(\Omega)$ | 500 |
| Sampling time $T_{s}(\mu \mathrm{~s})$ | 50 |
| AC side voltage $v_{a} \mathrm{RMS}(\mathrm{V})$ | 0 (passive network) |

### 4.1. Accuracy Analysis

The waveforms calculated by the UMM were compared with those generated from the SIM to evaluate the accuracy of the proposed approach. The results are shown in Figures 4 and 5. In these figures, the solid line " I " represents the result of UMM, the dashed line "II" represents the result of SIM.

### 4.1.1. Dynamic Simulation under Normal Operation

Figure 4 displays the out current, $i_{o a}$, and output voltage, $v_{a N}$, versus time. It shows that within a 0.2 s time range, the results calculated via UMM are favorable compared with the result obtained from SIM. According to Table 2, the root mean square errors are within a reasonable range. These results demonstrate the accuracy of the UMM method at steady state.


Figure 4. Output current/voltage diagram of the MMC. "I" represents the result of UMM, "II" represents the result of SIM. (a) current $i_{o a}$, (b) voltage $v_{a N}$.

For example, Figure 5a shows the transient behaviors of the circulating current. Figure 5b shows a trend of capacitor voltages for the upper and lower arm from transient to steady state. The upper
arm current waveform is shown in Figure 5c. Before 0.06 s , the system was at a transient state, and the UMM and SIM results had shown similar behavior with a slight amplitude difference. After the transient state, the system tended to be stable and the two results were completely coincident.

The root mean square errors are shown in Table 2. From the numerical point of view, except for $v_{a N}$ the errors of other variables are small. In the meantime, the value of $v_{a N}$ is only less than $3 / 10,000$ relative to its RMS $(21,216 \mathrm{~V})$.

In short, the perfect coincidence of the above-mentioned various dynamic waveforms (output current $i_{o a} /$ voltage $v_{a N}$, circulating current $i_{c a}$, capacitive voltage $u_{a m, n}$, and upper arm current $i_{a u}$ ) has proved the accuracy and correctness of the proposed algorithm UMM.


Figure 5. Circulating current/capacitor voltage diagram of the MMC. "I" represents the result of UMM, "II" represents the result of SIM. (a) circulating current $i_{c a}$, (b) voltage $v_{a N}$. " 1 " represents the upper arm, " 2 " represents the lower arm, (c) upper arm current $i_{a u}$.

Table 2. Root mean square error of UMM and SIM.

| Parameters | Root Mean Square Error | Parameters | Root Mean Square Error |
| :---: | :---: | :---: | :---: |
| $i_{o a}$ | 0.0061 A | $i_{a u}$ | 0.0638 A |
| $v_{a N}$ | 6.4867 V | $v_{a u, 1}$ | 0.2855 V |
| $i_{c a}$ | 0.0668 A | $v_{a l, 1}$ | 0.6646 V |

### 4.1.2. Dynamic Simulation of SM Open Circuit Fault

The open circuit fault of SM was assumed to study the effect of the internal fault of sub module on the MMC system. The time interval of failure is given as [3, 3.04]-i.e., two cycles.

In Figure 6, it can be seen that in the transient process of fault, the waveforms of UMM and that of SIM also match well.


Figure 6. The waveform in case of open circuit fault. "I" represents the result of UMM, "II" represents the result of SIM. (a) output voltage, (b) circulating current, (c) capacitor voltage waveform in the case of open circuit fault.

### 4.2. Computational Efficiency

A 5 s period was tested with a $50 \mu \mathrm{~s}$ simulation time step. In this paper, we considered three groups of data (number of submodules, $N=8,12,20$ ) for calculation, and the calculation results are shown in Figure 7. For example, when $N=20$, the UMM took 7.1 s to get the result, while SIM consumed 62.2 s . The computational efficiency of UMM is significantly improved, which is about 8.7 times faster than that of SIM. However, the computational efficiency of the average value model (AVM) lies in the middle of the three.

Another advantage of UMM over SIM is that the SIM system took a large amount of time to build a system with many SMs.


Figure 7. CPU times for UMM and SIM.
Under different sampling times (10, 30,50 $\mu \mathrm{s}$ ), the Central Processing Unit (CPU) times for UMM have been shown in Figure 8 as a 0.1 s period. It can be seen in Figure 8 that at $N<150$, the three sampling times have little difference. However, with the increase in $N$, the time gap among them becomes larger. Especially when $N$ is 404, the CPU times of the three were 162.8, 44.0, and 25.5 s , respectively. However, in fact, only the sampling time $50 \mu \mathrm{~s}$ for the UMM system met the accuracy requirements.


Figure 8. CPU times for UMM under different sampling times.

## 5. Application Based on UMM

Section 4 had proved the accuracy and efficiency of UMM. However, in this section, UMM will be used to study the MMC system, which is also the biggest difference from most existing models. The quality of the output voltage and current is a criterion to judge the performance of an inverter. For a long time, it was believed that the output current and voltage quality would be improved with an increase in the SM quantity, but there is no definite conclusion and mathematical evidence for this.

It is time-consuming to build simulation models, so it is impossible to simulate and analyze a large number of SMs. The utilization of UMM can facilitate this analysis. In this section, the influence of the number $N$ of SMs on the output voltage and current THD under different conditions will be investigated. The dynamic performance of the MMC system was analyzed on the effects of different Ns.

### 5.1. Output Voltage/Current Harmonic Performance under Different $N$ Values

The calculation parameters are given with Table 1, except for the parameter $N$, where $N$ is an independent variable from 0 to 400. The simulation results are shown in Figure 9.


Figure 9. The oscillogram varying with the number of SM. (a) Output voltage THD, (b) output voltage fundamental amplitude, (c) output current THD, (d) output current fundamental amplitude.

In Figure 9, during the period when $N$ was increased from 4 to 50, both the THD and fundamental amplitude decreased rapidly. After that, as $N$ increased, the change rate tends to reduce. The optimal value was at (308, 0.352\%) in Figure 9a, and (92, 0.1335\%) in Figure 9c. The fundamental amplitude reached the minimum value at $N=28$, then increased slightly in Figure 9b,d. After $N>50$, it reached a stable state with small fluctuations.

In summary, the results show that the relationship between the quality of output voltage (or current) and the number $N$ of SMs is not proportional. It has an optimal solution; using UMM, it is possible to find the optimal solution. In practice, in the design of N should be also considered the cost of hardware, the voltage grade, and the complexity of control.

### 5.2. Output Voltage/Current Harmonic Performance under Different SM Capacitance C and $N$ Values

The influence of different SM capacitances, $C$, is studied in this section. The results are shown in Figure 10.


Figure 10. The THD diagram of the output current varying with $C$ and $N$. The $C$ value is shown in the legend.

Figure 10 displays the THD value of the output current and voltage changing with a different number $N$ of SMs and SM capacitance $C$, respectively. As illustrated, when the $N$ is small, less than 50, the THD basically coincides with different $C$ values. After $N>100$, the THD of the curve of $C=0.5 \mathrm{mF}$ rises rapidly and become unstable. This phenomenon indicates that, along with the increase in the SMs, the capacity should be increased accordingly to keep the system stable.

According to [28], the voltage fluctuation rate of the SM capacitor can be calculated in the following equation:

$$
\begin{equation*}
\varepsilon=\frac{1}{3} \frac{S_{\mathrm{vN}}}{N \omega C u_{\mathrm{C}}^{2}} \tag{35}
\end{equation*}
$$

where $S_{\mathrm{vN}}$ is the MMC nominal power, and $\omega=2 \pi f$.
Substitute $u_{C}=U_{d c} / N$ into (32), then:

$$
\begin{equation*}
\varepsilon=\frac{N S_{\mathrm{vN}}}{3 \omega C U_{d c}^{2}} \tag{36}
\end{equation*}
$$

Generally, $S_{\mathrm{vN}}, \omega$, and $U_{d c}$ are constants. As a result, $\varepsilon$ is directly proportional to $N$ and inversely proportional to $C$. When $N$ increases and $C$ is a fixed value, the system will diverge and become unstable after $\varepsilon$ exceeds the allowable value.

### 5.3. Output Voltage/Current Harmonic Performance under Different Arm Inductance L and N Values

The influence of different SM inductances, $L$, is studied in this section. The simulation results are shown in Figure 11.

In Figure 11, when $N$ is less than 110, the THD of the output voltage is basically the same for all the inductance values; after that, the THD decreases slowly as $N$ increases, but the larger the arm inductance value, the higher the THD. It shows a small mutation near $N=140$.


Figure 11. The THD diagram of the output voltage varying with $L$ and $N$. The $L$ value is shown in the legend.

Figure 12 shows the THD value of the output voltage changing with $N$ and $L$. When N is less than 40, the output current THD is around the same value. The inductance value has different effects on THD in different areas of $N$. For example, the areas with the smallest THD are as follows: $L=1 \mathrm{mF}, N \in[44,56] ; L=1.5 \mathrm{mF}, N \in[56,68] \cap[100,116] ; L=3 \mathrm{mF}$ in the interval $[68,80]$, $L=0.5 \mathrm{mF}, N \in[68,100] \cap[116,144]$ in the interval $[68,100]$. After $N$ increased to greater than 96, the THD increases significantly with the increase in $L$.

From the general trend, as $N$ becomes larger, the inductance value should become smaller. However, if the inductance value is too small, it will lose the effect of suppressing the arm current and fault tolerance. Therefore, the design should be selected based on the actual situation.

### 5.4. Dynamic Performance under SM Capacitance Decay Fault

In this test, the capacitance of the $\mathrm{SM}_{a u 1}$ was attenuated by 0.6 times. Shown as Figure 13, the failure occurred at 3 s and continued until the end. From the SM voltage waveform, the difference between the waveforms before and after 3 s is obvious. This means that, in addition to the IGBT open circuit fault mentioned above, the proposed model can also study the parameter fault.


Figure 12. The THD diagram of the output current varying with $L$ and $N$.


Figure 13. The SM1 capacitor voltage diagram under capacitance decay fault.

### 5.5. Object-Oriented Parametric Design

Through object-oriented programming in Figure 14, the program can realize human-computer interaction and reduce the workload of designers, so as to realize the universality, versatility, ease of use, and operation of MMC. Of course, this is only an example. See reference [28] for the calculation of relevant parameters, which will not be discussed here.


Figure 14. Design and verification interface for MMC.

## 6. Conclusions

A general mathematical model has been derived in detail from the circuit structure of MMC in this paper. The mathematical model includes the non-linear or linear characteristics of switching state, capacitance voltage, inductance, and resistance. Compared with the traditional MATLAB/Simulink (21-level MMC), the output voltage/current, circulating current, and capacitor voltage coincide, and the accuracy of the proposed model is fully proved. Additionally, this model is $8.7(N=20)$ times faster than the traditional simulation method. By changing the arm induction, SM capacitance, and the number of SMs to study the impact of each parameter on the output current/voltage THD, the optimal number of SMs has been found. In addition, the proposed model can also analyze the structure and parameter faults of MMC. The UMM proposed lays a solid foundation for further research into the dynamic performances of MMC with a large number of SMs.

The UMM mainly analyzes the static/dynamic system by discretizing the state equation of MMC. In essence, it belongs to the analytical analysis mathematical model. Its iterative calculation speed is much faster than that of the simulation model. At the same time, it also reduces the modeling time of the large-scale component modules and improves the universality. This is the reason that although the simulation model compared is only based on MATLAB/Simulink, it is not lost generality.
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## Abbreviations

| MMC | modular multilevel converter |
| :--- | :--- |
| THD | total harmonic distortion |
| UMM | universal mathematical model |
| SIM | simulation model |
| NLM | nearest level modulation |
| TDM | traditional detailed model |
| AM | accelerated model |
| DP | dynamic phasor |
| HVDC | High-voltage direct voltage |
| SM | sub-module |
| DC | direct current |
| AC | alternating current |
| IGBT | insulated gate bipolar transistor |
| AVM | average value model |
| EAM | enhanced accelerated model |
| EMT | electromagnetic transient |
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#### Abstract

This paper presents a complete mathematical design of the main components of 2 kW , 54 direct current (DC)-DC converter stage, which can be used as the second stage of the two stages of alternating current (AC)-DC telecom power supply. In this paper, a simple inrush current controlling circuit to eliminate the high inrush current, which is generated due to high input capacitor at the input side of the DC-DC converter, is proposed, designed, and briefly discussed. The proposed circuit is very easy to implement in the lab using a single metal-oxide-semiconductor field-effect transistor (MOSFET) switch and some small passive elements. PSIM simulation has been used to test the power supply performance using the value of the designed components. Furthermore, the experimental setup of the designed power supply with inrush current control is built in the lab to show the practical performance of the designed power supply and to test the reliability of the proposed inrush current mitigation circuit to eliminate the high inrush current at initial power application to the power supply circuit. DC-DC power supply with phase shift zero voltage switching (ZVS) technique is chosen and designed due to its availability to achieve ZVS over the full load range at the primary side of the power supply, which reduces switching losses and offers high conversion efficiency. High power density DC-DC converter stage with smooth current startup operation, full load efficiency over $95 \%$, and better voltage regulation is achieved in this work.


Keywords: DC-DC converter; phase shift PWM; ZVS; inrush current; MOSFET; telecom server

## 1. Introduction

The spread of 5G technology in communications and telecom systems making universal electronic devices makes 5G technology one of the largest sources of electrical energy consumption, including such electronic devices usually operated with DC power, so that the supply AC voltage needs to be rectified. Conventional AC-DC rectifiers can be used to supply these devices, but circuit performance and power efficiency at high power density applications limit the use of such rectifiers; therefore, their energy efficiency must be increased. Recently, highly efficient AC-DC power supply with a high power factor has been modified for this purpose. Figure 1 illustrates the general construction of the AC-DC telecom power supply, where the two stages power supply consists of the power factor correction (PFC) stage and where the DC-DC output converter stage is the best option to get high power performance and good energy quality [1-3].

The design of power supply with a high input power factor requires the modifying of the input AC current waveform to follow the input voltage waveform to reduce the phase shaft between them, and then the reduction of the harmonic contents of the input current [3]. The power supply first stage usually includes an electromagnetic interference (EMI) filter, bridge rectifying circuit, boost converter, and output bulk capacitor; by controlling the boost converter operation, the input power factor can approach to, or near to, unity [4]. Single switch, two switches or full bridge switching topology can
be used to implement PFC boost converter, but switching topology proper switches must be used to withstand the output voltage stress of this stage normally (320-400 V) DC [1]. Different techniques and topologies of the analog control PFC stage of the telecom power supply with power factor more than $99 \%$ are previously discussed in [5].


Figure 1. Block diagram of the complete AC-DC power supply for a telecom server.
The power supply second stage is the target of this paper and it is designed to regulate the PFC output voltage to the required load voltage (usually $45-63 \mathrm{~V}$ ) for the telecom applications. In this stage we must choose an appropriate technique to provide high power density conversion with high efficiency [6], DC-DC converter based on phase shifted ZVS technique is one of the most widely used techniques, because it has features to minimize the switching losses and offer better regulation over a wide load range [7]. Moreover, by using the ZVS technique, it is available to have high power density conversion with low voltage stress and small switching losses [8-10].

Switches on both sides of the high power density DC-DC converter must be designed to withstand the high voltage stress in the primary side and the high current stress in the secondary side [10]. So, one of the most important issue in designing DC-DC converter circuits is to choose the appropriate switching schematics for the converter to reduce the stress in the switches during the converter operation. Based on the phase shifted converter applications, phase shift pulse width modulation (PWM) converter can be implemented using different switching schematics (full bridge, half bridge, dual half bridge) in primary and secondary sides, and analysis of phase shifts isolated DC-DC converter different topologies previously given in [11]. Analysis and design of phase shift controller for a dual half bridge DC-DC converter is provided in [12]. Based on the application of DC-DC converter, it can be designed as an isolated or non-isolated converter; for the isolated DC-DC converter, transformer design and choice are a big challenge to have ZVS for the wide range of the load, which can reduce the switching and conduction losses [13]. Analysis of the phase shifted converter by using series connected transformers for low conduction losses are given in [14,15]. Design and implementation of the non-isolated phase shift ZVS converter is presented in [16].

DC-DC converter control circuits can be implemented using analog or digital control circuits, but analog control chip as compared with digital micro controller unit (MCU) has some demerits such as the temperature drift, fixed control parameters, and slow response speed; on the other hand the price of the MCU and the required analog digital interfacing sensors are expensive as compared with the analog control technique requirement. Optimization analysis and the design of different control techniques for the DC-DC converter have been previously presented in [17-21]. Design of 1 kW efficient phase shift telecom DC-DC converter based on the maximum duty cycle and optimal hold-up time is given in [22]. Controlling techniques to reduce the switching and conduction loss are presented in [23,24].

The bulk capacitor, which is introduced between the two stages of power supply as shown in Figure 1 for adjustment of the input voltage hold-up time and harmonic values of the input waveform,
causes high inrush current for a few cycles where a very high "dv/dt" occurred at the initial power application to the power supply; this high dv/dt cause spikes of short-duration and a high peak current, which value may be higher than the circuit component rating current and can seriously damage or destroy these components [25-27]. So appropriate inrush current controlling circuit must be designed to limit such this current. Usually, limiting and reducing of the high inrush current is done by using a large size inductor or resistors in series with the input capacitors [28], but by using these techniques, converter compact design, and weight and power losses cannot be optimally utilized.

In order to reduce the power dissipation on the series resistor, a parallel semiconductor switch or relay can be connected through the resistance. However, based on the converter operating current, size of the relay can be also excessive large. Moreover, by using of a semiconductor switch an appropriate controlling circuit must be designed to control the switch operation. Another technique used to control the inrush current is by handling a soft starter time at the beginning of the DC-DC converter operation; soft starter technique works to limit inrush current based on controlling the duty cycle of the converter switches in order to slowly charge the capacitors, and hence reduce the high $\mathrm{dv} / \mathrm{dt}$ for limiting the inrush current [29-31]; this technique is usually implemented to limit the inrush current inside the analog controller chips such as PWM controller integrated circuits (IC's) UCC256403 and UCC28950 from Texas Instruments, Dallas, Texas, United States, 2016 [32].

Recently, NTC thermistor is the most famous device used in reducing the inrush current generated in the telecom power supplies. An NTC thermistor has a compact size and a negative temperature coefficient, is connected in series with the input power supply, and when the current flows, its temperature will increase and the device resistance will decrease [33,34]. The shortcoming of this device is that it requires a cool off time after the stopping of the current flowing in order to return back the device high resistance.

Another more applicable and simple technique to limit the converter inrush current can be done using a single MOSFET switch connected with the input side of the DC-DC converter [35-37]. MOSFETs switches are usually considered as ideal devices because they are characterized by fast switching time due to majority carrier, lower switching losses due to fast rise and fall times, as well as very small on-state DC resistance, which helps to reduce the voltage drop through the switch at steady state operation [38]. Control of the inrush current to the required limit can be done by controlling the gate charge transfer characteristics of the MOSFET switch in order to control the slew rate of the input capacitance charging time [39]. This technique offers inrush current control with economic price, compact design, and simple implementation, without using any sophisticated control circuit for the MOSFET operation [38-40]. High reliability using this technique can be obtained with the appropriate choice of the MOSFET switch, as well as design of the biasing circuit schematic and the connection strategy to the input side of the DC-DC converter [41].

In this paper, complete design, analysis, and mathematical calculations of the circuit main components and control systems of $2 \mathrm{~kW}, 54 \mathrm{~V}$ telecom DC-DC converter stage with phase shift ZVS technique, using full bridge at primary and synchronous rectification at secondary side are presented. A sample inrush current controlling circuit based on using MOSFET switch is proposed and is inserted in the input side of the DC-DC converter, proposed controlling circuit schematics as well as design and choice of the circuit components are briefly discussed. The main advantages of the proposed circuit are that the controlling of the gate charge transfer characteristics of the MOSFET occurs without any contribution or connection with the DC-DC converter control circuit, which make the proposed circuit usable with analog and digital control converters, and has fast response and high reliability to control the inrush current to the required value as well as simple implementation for any converter with different input-output operation conditions. The designed main components and control system of the power supply circuit make the power supply output voltage performance follows the standard specifications IEC61000-3-3, which is required by telecom applications.

The result sections of this paper are organized as follow: first, simulation of the complete designed converter is performed using PSIM software to be sure that the reliability of the designed components
enhances the required power supply performance. Then, an experimental setup of the designed converter with the proposed inrush current mitigation circuit is inserted between the power supply two stages is performed in the lab, which shows that the designed DC-DC converter with proposed inrush control circuit can achieve smooth startup operation at the input side, where efficiency is more than $95.5 \%$, and with better voltage regulation at the output side of the converter.

## 2. Design Procedure of the DC-DC Stage of the Telecom Power Supply

Figure 2 shows the schematic circuit of the telecom DC-DC converter stage with the proposed inrush current control circuit connected at the input side of the DC-DC phase shift converter. In designing the high-power density power supply with high conversion efficiency, losses in this stage must be maintained at their lowest value; one of the highest efficiency conversion techniques at high power density is the full bridge phase shift converter, which can offer very small switching losses by means of the ZVS technique at the converter primary side, which leads to increase the conversion efficiency $[7,42]$.


Figure 2. Schematic diagram of DC-DC phase shift ZVS converter with the proposed inrush current control.

The most important components in the DC-DC converter stage to be designed in the next subsections are the input filter capacitor $\left(C_{i n}\right)$, inrush current control circuit, resonant inductor $\left(L_{r}\right)$, transformer ( $T_{R 1}$ ) turns ratio (a) and magnetizing reactance ( $L_{m}$ ), and load inductance and capacitance ( $L_{\text {load }}$ and $C_{\text {load }}$ ). Other important factors are the choice of appropriate switches for the full bridge rectifier at the primary side and synchronous rectifier at the secondary side, which can withstand the high voltage stress at transformer primary and high current rated at secondary side [42].

### 2.1. Input Capacitor Design

Input capacitor of the DC-DC converter is designed to meet the hold-up time ( $t_{\text {hold }}$ ) for the minimum input voltage ( $V_{\text {in min }}$ ) applied to the converter circuit [15,40], and can be calculated as

$$
\begin{equation*}
C_{i n} \geq \frac{2 P_{o} t_{\text {hold }}}{\eta\left(V_{i n}^{2}-V_{\text {in min }}^{2}\right)} \tag{1}
\end{equation*}
$$

where $P_{o}$ refers to the rated converter power, $V_{i n}$ refers to the Converter input voltage, and $\eta$ is the designed efficiency of the DC-DC converter.

### 2.2. Proposed Inrush Current Control Circuit

In this subsection the proposed inrush current control circuit based on the controlling of the gate charge characteristic of the MOSFET switch was designed to be used with any DC-DC converter topology (analog or digital); the proposed circuit was tested in PSIM software and also was implemented in the lab to show the power supply two stages (PFC and DC-DC converter) practical current characteristic with, and without, using this circuit.

The input of DC-DC converter stage usually contains filter to adjust the total harmonics distortion (THD) of the input voltage to the DC-DC converter. Input filters usually consist of passive elements such as capacitor and inductor; when power is initially applied to the DC-DC converter circuit, high inrush current will flow due to high dv/dt of the filter capacitor as illustrated in Figure 3, which shows the converter input current curves at initial power application to the converter circuit.


Figure 3. Inrush current at the startup operation of DC-DC converter.
Mathematical analysis, which briefly describes the startup response of the power supply operation and the phenomena of the inrush currents in DC-DC converters, are previously discussed in [26,27]. At the moment of applying the voltage to the DC-DC converter circuit, the current flowing through the input capacitor ( $C_{i n}$ ) can be expressed as

$$
\begin{equation*}
I_{C i n}=C_{i n} \frac{d V_{i n}}{d t} \tag{2}
\end{equation*}
$$

This current has a high amplitude with very small duration and can damage or destroy circuit components if it exceeding the rating of the designed components. Therefore, this current must be effectively managed to ensure system safety operation and stability.

MOSFET switches are charge controlled devices, so if a MOSFET device is connected between two stages of the power supply, as shown in Figure 4, inrush current due to high $d V_{\text {in }} / d t$, which is caused by the input capacitor $\left(C_{i n}\right)$ at the initial power application, can be controlled by controlling the initially high $d V_{\text {in }} / d t$ of the input capacitor by using the ability to control the constant linear slope of the drain voltage transition, which allows accurate control of the inrush current to the capacitive load. This is possible because the current flowing through the capacitor is dependent upon the transition of the voltage as shown in Equation (2). Reliability of this technique depends on the ability to control the MOSFET gate charge transfer curve illustrated in Figure 5 [29].


Figure 4. Proposed inrush current controlling circuit.


Figure 5. Gate charge transfer characteristics of MOSFET.
Figure 6 shows the equivalent representation of the MOSFET switch, where the gate charge curve is influenced by the MOSFET equivalent input capacitance [29].


Figure 6. Circuit of N-MOSFET.
Cgd and Cgs represents the gate-drain and gate-source capacitances, respectively; these two capacitance values represent the input capacitance of the MOSFET device. Usually for MOSFET, Cgd is greater than Cgs. So Cgd strongly influences the input capacitance of the MOSFET, this means that MOSFET input capacitance can control the inrush current value, if the value of Cgd is controlled. By inserting the appropriate design capacitance, $C_{\text {add }}$, between the drain and gate terminals of MOSFET, as shown in the proposed circuit in Figure 4, Cgd can be controlled, which then can control the slew
rate of the gate-source voltage, $V_{G S}$, which controls the slew rate of the input capacitance charging $(d V i n / d t)$, and consequently controls the inrush current of the circuit.

As shown in the characteristics in Figure 5, when MOSFET is turned on, the charging of the equivalent capacitance occurs at Region 1, and the charging time is determined by the equivalent input capacitance of MOSFET. The voltage $\left(V_{G S}\right)$ increases until the starting point of Region 2, where it reaches the threshold value $\left(V_{\text {th }}\right)$. At this time drain current starts to flow and the rate of increase of drain current given by

$$
\begin{equation*}
\frac{d I_{d r a i n}}{d t}=g_{f} \frac{d V_{G S}}{d t} \tag{3}
\end{equation*}
$$

where $g_{f}$ is the switch forward trans-conductance and can be easily know from the switch datasheet.
At the end of Region 2, charging and discharging of Cgs simultaneously occurs, which causes $V_{G S}$ to be maintained constant at Miller plat voltage $\left(V_{p l t}\right)$ as shown in Region 3. With $V_{p l t}$, the drain current is saturated at peak constant value dependent of $V_{G S}$ voltage value, and $V_{p l t}$ can be calculated as

$$
\begin{equation*}
V_{p l t}=V_{t h}+\frac{I_{d r a i n}}{g_{f}} \tag{4}
\end{equation*}
$$

The constant voltage of $V_{G S}$ causes the input gate current to flow through the additional capacitance $C_{\text {add }}$, and can be calculated as

$$
\begin{gather*}
I_{g}=\frac{V_{G G}-V_{p l t}}{R_{G}}=C_{\text {add }} \frac{d V_{D S}}{d t}  \tag{5}\\
V_{G G}=V_{\text {in }} \times \frac{R_{2}}{R_{1}+R_{2}} \tag{6}
\end{gather*}
$$

where $R_{G}$ is designed and connected in a series with the gate for controlling the gate current $I_{g}$. Finally, by controlling the value of $V_{G S}$ and $I_{g}$, it is possible to control the maximum drain current of the MOSFET and control the inrush current at the initial power application to the power supply circuit, when the drain terminal of the MOSFET is connected to the return path of the DC-DC converter, as shown in Figure 4. $R_{G D}$, a small value resistor, as compared with $R_{G}$, connected with the $C_{\text {add }}$ and prevents unwanted high frequency oscillation [29]. Using Equations (5) and (6) inrush peak current value is approximately given by

$$
\begin{equation*}
I_{\text {inrush }}=-I_{\text {drain }}=g_{f}\left(C_{\text {add }} \times R_{G} \times \frac{d V_{D S}}{d t}+V_{\text {th }}-V_{G G}\right) \tag{7}
\end{equation*}
$$

The value of this current must be less than the maximum permissible DC current (inrush peak) of the primary side of the DC-DC converter stage.

Figure 7 shows the flow chart for the complete design procedure for the proposed inrush current control circuit by using the method of the controlling in the gate charge transfer characteristics of the MOSFET.

In Region $4, V_{G S}$ still increases to higher values. If this voltage reaches a value higher than the gate source breakdown voltage $\left(B V_{G S}\right)$, MOSFET may be damaged; therefore, MOSFET must be protected at this region from the higher applied voltage; therefore, PFC output stage voltage (input voltage to the DC-DC converter) is divided using resistors R1 and R2 and only a small voltage is required to be applied to the MOSFET. Additionally, we can use one switch from the family of Zener-protected MOSFETs, such as switches from STMicroelectronics company [43]; in this protected switch, when the voltage applied to the switch is more than the breakdown voltage of the Zener (less than $\mathrm{B} V_{G S}$ ), the Zener diode breaks down and the voltage is saturated at the safe limit. The design result of the active inrush current control circuit, which used in simulation and experimental modeling is shown in Table 1.


Figure 7. Flow chart of design process of the proposed inrush current control circuit.
Table 1. Design Results for Active Inrush Current Control Circuit.

| Parameter | Value | Unit |
| :---: | :---: | :---: |
| Input capacitance $\left(C_{i n}\right)$ | 350 | uF |
| Chosen MOSFET | STW20NK50Z | - |
| $C_{\text {add }}$ | 0.1 | uF |
| $R_{G}$ | 30 | $\mathrm{k} \Omega$ |
| $R_{G D}$ | 500 | $\Omega$ |
| $R_{1}$ | 715 | $\mathrm{k} \Omega$ |
| $R_{2}$ | 84.5 | $\mathrm{k} \Omega$ |
| Allowable Inrush peak | 9 | A |
| Plat voltage $\left(V_{p l t}\right)$ | 4.35 | V |
| Gate current $\left(I_{g}\right)$ | 3.430 | mA |

### 2.3. Transformer ( $T_{R 1}$ ) Turns Ratio (a) and Magentizing Reactance (Lm) Calculation

Transformer turns ratio (a) is calculated based on maximum operating duty cycle $\left(D_{\max }\right)$ at the minimum input voltage rating of the converter $\left(V_{\text {in min }}\right)$ as follows:

$$
\begin{equation*}
a=\frac{N_{P}}{N_{S}}=\frac{V_{P}}{V_{S}} \tag{8}
\end{equation*}
$$

Let $D_{\max }$ be about $70 \%$ and $V_{\text {in } \min }$ about 320 V , and the transformer turns ratio is calculated as

$$
\begin{equation*}
a=\frac{V_{P}}{V_{S}}=\frac{\left(V_{\text {in } \min }-2 V D_{Q}\right) D_{\max }}{V_{\text {load }}+V D_{Q}}=4.1 \tag{9}
\end{equation*}
$$

where $V D_{Q}$ is the switch voltage drop and it is assumed to be 0.5 V in calculations.
Let $a=5$, the typical operating duty cycle ( $D$ ), is calculated as

$$
\begin{equation*}
D=\frac{\left(V_{\text {load }}+V D_{Q}\right) a}{\left(V_{\text {in }}-2 V D_{Q}\right)}=0.68 \tag{10}
\end{equation*}
$$

Transformer magnetizing inductance $\left(L_{m}\right)$ designed based on the maximum magnetizing inductance to realize ZVS as expressed in [13,18], and can be expressed as

$$
\begin{equation*}
L_{m}=\frac{T_{\text {dead }} a V_{\text {load min }}}{C_{H B} V_{\text {in min }}} \times\left(\frac{T_{\text {s min }}}{4}-\frac{T_{\text {dead }}}{2}\right) \tag{11}
\end{equation*}
$$

where $C_{H B}$ refers to the total equivalent capacitance of the primary H bridge, which can be known from the primary switch data sheet. $T_{\text {s min }}$ is the minimum switching time depends on the designed minimum switching frequency, also $T_{\text {dead }}$ is the PWM dead time which can be calculated according to the previously calculated duty ratio.

One more important issue is the choosing of a transformer with appropriate magnetizing inductance to minimize the output current ripple and to make sure that the converter works in the required control mode, where the smallest value of magnetizing inductance makes the converter work in voltage control mode instead of current control mode [10].

### 2.4. Resonant Inductor (Lr) Design

Resonant inductor tank is calculated based on the amount of energy required to achieve ZVS condition. The energy absorbed by the inductor values of the resonant inductance $\left(L_{r}\right)$ and the transformer leakage inductance ( $L_{l k}$ ) must be able to exhaust the energy supplied by the average parasitic capacitance of the primary switches $\left(C_{\text {ossavg }}\right)$, and also the energy from the transformer winding capacitance $\left(C_{w}\right)[42,44]$.

$$
\begin{equation*}
\frac{1}{2} I_{P}^{2}\left(L_{r}+L_{l k}\right) \geq \frac{4}{3} C_{\text {ossavg }} V_{i n}^{2}+\frac{1}{2} C_{w} V_{i n}^{2} \tag{12}
\end{equation*}
$$

where $I_{P}$ refers to the converter primary current (A).

### 2.5. Output Inductance and Capacitance ( $L_{\text {load }}$ and $C_{\text {load }}$ )

Output load inductor $\left(L_{\text {load }}\right)$ is designed based on $10 \%$ ripple value in the load DC current $\left(I_{\text {load }}\right)$, as follows:

$$
\begin{gather*}
\Delta I_{\text {load }}=\frac{P_{\text {load }} \times 0.10}{V_{\text {load }}}  \tag{13}\\
L_{\text {load }}=\frac{V_{\text {load }} \times(1-D)}{\Delta I_{\text {load }} \times F_{s}} \tag{14}
\end{gather*}
$$

Output load capacitor $\left(C_{\text {load }}\right)$ is selected based on hold-up time $\left(t_{h u}\right)$ and $20 \%(200 \mathrm{mV})$ of the allowable load transient voltage $\left(V_{\text {tran }}\right)$ as follow:

$$
\begin{equation*}
C_{\text {load }} \geq \frac{0.9 I_{\text {load }} \times t_{\text {hu }}}{0.2 V_{\text {tran }}} \tag{15}
\end{equation*}
$$

where hold-up time ( $t_{h u}$ ) is calculated as the time required for the inductor current to reach to $90 \%$ of the full load current [41].

$$
\begin{equation*}
t_{h u}=\frac{L_{\text {load }} \times 0.9 I_{\text {load }}}{V_{\text {load }}} \tag{16}
\end{equation*}
$$

### 2.6. DC-DC Converter Controller Design and Implmentation

Phase shift PWM technique is used to control the full-bridge in the primary side of the DC-DC converter by phase shifting the switching pulses of one half-bridge with respect to the other. High power density efficient conversion is available using ZVS technique at high switching frequency in this part. Voltage-mode or current-mode control techniques can be used in this part. Current-mode controlled DC-DC switching is popular and provides a more highly efficient power conversion than voltage mode control. However, the current-mode design can suffer from instability when the duty cycle of the PWM rises above $50 \%$ [45]. To overcome this instability, converter primary current slope compensation technique is used to restore reliability over the wide range of duty-cycle [19,46].

Figure 8 shows the schematic of control technique of DC-DC converter, implemented in PSIM software where the primary current and the output voltage are the feedback signals used in this control system. First, primary current is sensed using current transformer with turns ratio (100:1) and then sampled by a resistor to get a primary current signal (VIp); load voltage ( $V_{\text {load }}$ ) signal is also sensed. To overcome the instability in current waveforms at high duty cycles, value slope compensation technique with the ramp signal of 200 kHz is added to the VIp signal to generate the primary current (Iprim); output DC voltage signal is compared with the appropriate reference value and passed to the voltage PI controller to generate the primary current reference value (Iprim-ref), then the primary current (Iprim) is compared with reference value (Iprim-ref) to generate the duty cycle of the PWM generator for the primary and secondary switches $\mathrm{QA}, \mathrm{QB}, \mathrm{QC}, \mathrm{QD}, \mathrm{QA1}$, and QB1.


Figure 8. Technique of the phase shift PWM DC-DC converter controller.
Table 2 shows the input/output specifications and the results of the design converter main components of the DC-DC converter.

Table 2. DC-DC Converter Specifications and Design Results.

| Parameter | Value | Unit |
| :---: | :---: | :---: |
| Input voltage | $400(320-410)$ | V |
| Output voltage | $54(45-63)$ | V |
| Output voltage transient $\left(V_{\text {tran }}\right)$ | 1 | Vpp |
| Rated power | 2 | kW |
| Switching frequency | 100 | kHz |
| Designed efficiency | $95 \%$ | - |
| Input voltage hold up time $\left(t_{\text {hold }}\right)$ | 4 | ms |
| Input capacitor $\left(C_{\text {in }}\right)$ | 350 | uF |
| Transformer turns ratio | $20 / 4 / 4$ | $\mathrm{~Np} / \mathrm{Ns} / \mathrm{Nt}$ |
| Transformer reactance $\left(L_{\text {mag }}\right)$ | 2.8 | mH |
| Primary switches | IPW 60 R 070 CFD 7 | - |
| Secondary switches | IPP 110 N 20 N 3 | - |
| Output capacitor $\left(C_{\text {load }}\right)$ | 2750 | uF |
| Output Inductor $\left(L_{\text {load }}\right)$ | 22 | uH |
| Resonant inductor $\left(L_{r}\right)$ | 30 | uH |

## 3. Simulation Results and Discussions

Phase shift DC-DC converter with power density about 2 kW has been implemented in PSIM software using the designed components in the previous sections to show the system performance under different loading conditions and to test the reliability of inrush controlling circuit to limit the high inrush current at initial power application to the primary side of the power supply circuit.

With full load condition and DC input voltage about 400 V , Figure 9 shows the steady state simulation result of the DC output power curve of the DC-DC converter.


Figure 9. Converter output power curve at full load condition.
The designed power supply efficiency curve at loading condition from $10 \%$ to $100 \%$ of the rated output power $(2 \mathrm{~kW})$ with input voltage 400 V and switching frequency about 100 kHz is illustrated in Figure 10, which shows that the designed power supply offers full-load efficiency at about $95.1 \%$, half-load efficiency at about $95.3 \%$, and the maximum being three-quarter-load efficiency at about $95.6 \%$.


Figure 10. Converter efficiency curve with different loading condition at $V_{\text {in }}=400 \mathrm{~V}$.
As mentioned before in Section 2.2, the gate charge transfer characteristics of the MOSFET switch can be used to control the slew rate of the input capacitance charging in order to control and limit the inrush current to the required value. Figure 11 shows the bulk input capacitance charging voltage curves with, and without, using the proposed inrush current control circuit, where the black curve refers to the supply DC input voltage, the red curve is the voltage curve of the input capacitance without using the proposed control circuit, and the blue curve is the voltage curve of the input capacitance
using the proposed control circuit. From these curves, it is clearly observed that controlling the slew rate of VGS voltage by controlling the input capacitance of the MOSFET, leads to the reduction of the high $\mathrm{dv} / \mathrm{dt}$ of the input capacitance, which subsequently reduces the inrush current at initial power application.


Figure 11. Bulk input capacitance charging voltage with and without using the proposed control.
Waveforms of the average value of the converter input current at switching frequency of 100 kHz with, and without, using the inrush current control circuit are shown in Figures 12 and 13, respectively. From both cases, and as the result of controlling the voltage slew rate at the initial power application to the converter circuit based on the transition time, which is required to meet the required inrush current, we can notice that the proposed controlling circuit reduced the peak inrush current from 16.10 A to about 6.40 A , which is in the allowable range (given in Table 1) of the input DC current to the primary side of DC-DC converter; moreover, it is clear to observe that the peak value of the input current at steady state with full load condition is about 8.20 A in both cases.


Figure 12. Converter input current without inrush current mitigation circuit at full load and $V_{\text {in }}=400 \mathrm{~V}$.


Figure 13. Converter input current with inrush current control circuit at full load and $V_{i n}=400 \mathrm{~V}$.
Figure 14 shows the VGS and Idrain characteristics of the MOSFET in the inrush current control circuit. When the VGS voltage reached to Vth (about 3.75 V ) of the used MOSFET switch, the drain current starts to increase, at the point when VGS reaches $V_{p l t}$, and circuit inrush current tries to increase but based on the gate charge transfer characteristic depicted in Figure 5, drain current saturated at constant value about 6.40 A as shown in the simulation result. Additionally, from this figure it is clearly observed that the protection of the MOSFET switch, which occurred at Region 4 when the Zener diode circuit broke down before the voltage reached $30 \mathrm{~V}\left(B V_{G S}\right.$ of the used MOSFET) and the voltage was saturated at about 28.5 V .


Figure 14. Gate charge waveform of the MOSFET in inrush current mitigation circuit.
Phase shift PWM controlling circuit and the resonant inductor are designed to offer ZVS at the two legs of the bridge at the primary side of the DC-DC converter switches, as shown in current and voltage waveforms of the switches (QA and QC) in Figures 15 and 16.


Figure 15. Voltage and current waveforms of switch QA converter primary side at $P 0=2 \mathrm{~kW}$.


Figure 16. Voltage and current waveforms of switch $Q C$ in converter primary side at $P o=2 \mathrm{~kW}$.

## 4. Experimental Setup

The complete designed converter circuit and the proposed inrush current mitigation circuit are experimentally setup and tested with the available maximum DC electronic load in the lab ( 1000 W ), UCC28950 phase shift PWM controller IC from Texas Instruments, Dallas, Texas, United States, 2016 is used to control the DC-DC converter switches, UCC28950 IC provide 4-PWM signals with constant frequency ( 100 kHz ) for the primary side switches, and 2-PWM for the synchronous rectification at the secondary side switches with the availability of the primary current compensation to restore the current stability and the voltage loop control to adjust the output voltage at the specified value.

The proposed inrush current mitigation circuit was tested with the practical case of the telecom two stages AC-DC power supply, where the DC-DC converter was supplied by the PFC converter stage with output voltage of 400 V DC. In order to show the reliability of the proposed inrush current control circuit in mitigation of the high current overshot in the input current to the converter, soft starter of the analog UCC28950 IC is disabled through the (SS/EN) pin and only the proposed inrush current control circuit is connected to the input side of the DC-DC converter circuit.

Figure 17 shows the appearance of the experimental setup of the complete power supply consisting of PFC and DC-DC converter stages and with using the proposed inrush current control circuit connecting in between. 1000W KIKUSI PLZ1004WH, Japan, 2019 DC electronic load was connected at load side, and 2.5 kW PFC converter stage from Infineon with average efficiency more
than $95 \%$ [47], inrush current control circuit was connected between the two stages and the input AC voltage was applied to the input of the PFC stage so that the output voltage will be 400 V DC, input current to the both stages has been measured using high scale current probe FLUKE i1000s, USA, FLUKE company with scale choice of $(10: 1)$ A with, and without, connecting of the proposed inrush current mitigation circuit.


Figure 17. Experimental setup of DC-DC converter circuit with inrush current mitigation circuit.
Figures 18 and 19 show the DC-DC converter stage input current, from which we can investigated that with using inrush current control circuit, the inrush current at the startup of the converter is reduced from 20.32 A to about 4.06 A. Additionally, in both figures, differences in current shape and starting time of each waveform can be observed, this occurred due to changing in the slew rate of the input capacitance voltage, which leads to limit the inrush current at the safe limit using the inrush current controlling circuit, in Figure 19, with the current still increasing gradually until it reached to 4.06 A , at this moment, and as explained before in the controlling circuit characteristics in Figure 14, the drain current is saturated at the safe limit to prevent the inrush current from increasing to higher limits.

Figures 20 and 21 show the PFC converter stage AC input current, from which we can investigate that by connecting the proposed inrush current control circuit between the two stages of the power supply, the peak overshoot of the input current to the PFC stage will reduced from 33.55 A to 15.33 A. Additionally, the difference is noticed between starting time and waveform shapes, due to the controlling of the slew rate of the input voltage by using the proposed inrush current control circuit.


Figure 18. DC-DC converter stage input current without using of the proposed inrush current mitigation circuit.


Figure 19. DC-DC converter stage input current with using of the proposed inrush current mitigation circuit.


Figure 20. Power factor correction (PFC) converter stage AC input current without using of the proposed inrush current mitigation circuit.


Figure 21. PFC converter stage AC input current with using of the proposed inrush current mitigation circuit.

Figure 22 shows the converter output voltage and current waveforms at steady state operation using the inrush current control circuit, in which the converter DC output power was about 1085.25 W , where the output voltage was constant at about 54.02 V and current value was about 20.090 A .


Figure 22. DC-DC converter stage output voltage and current waveforms at $V_{\text {in }}=400 \mathrm{~V}$.
DC-DC converter output filter capacitor was designed to maintain the output voltage ripple to the specified value as explained previously in Section 3; in order to clearly observe the ripple component in the output voltage waveform, the vertical axis scale of the voltage was changed and the measurement set in scope was adjusted to measure the ripple peak to peak value and the mean value of the voltage waveform, as shown in Figure 23, which clearly shows that the peak to peak ripple voltage is about 34.4 mV (less than the designed value 200 mV ) and the mean output voltage value is about 54.094 V .


Figure 23. DC-DC converter stage output voltage ripple peak to peak measurement at $V_{\text {in }}=400 \mathrm{~V}$.
In case of designing the DC-DC converter stage for the telecom applications, voltage controller must be implemented in order to achieve different loading condition with good voltage regulation.

Figure 24 depicts the output voltage versus output power, which shows that the designed DC-DC converter with the proposed inrush current controlling circuit also provides different loading conditions with good voltage regulation, where the voltage drop is less than $1 \mathrm{~V}(1.85 \%)$ for changing loading conditions from 200 W to 1000 W , which is less than the IEC61000-3-3 standard limit for the limitation of the voltage changes (3.3\%) [48].


Figure 24. DC-DC converter load voltage-power characteristics at $V_{\text {in }}=400 \mathrm{~V}$.
The inrush current control circuit, designed and connected between the two stages of the power supply, to control the inrush current at the initial power application to the power supply, must not effect the performance of the PFC stage at steady state operation. To study the effect of the proposed inrush current control circuit on the PFC converter performance, power analysis of the input side of the PFC converter have been performed with, and without, using the inrush current control circuit with the same loading and input voltage conditions as shown in Figures 25 and 26, which clearly shows that the reduction in the inrush current of the input supply at initial power application leads to a reduction in the supply total reactive power from 103 VA to about 90 VA, and it can also clearly be observed that the power factor value of the power supply was not affected by the connection of the proposed circuit.


Figure 25. PFC converter stage power analysis with using of the proposed inrush current mitigation circuit.


Figure 26. PFC converter stage power analysis without using of the proposed inrush current mitigation circuit.

As shown in Figure 22 the total input power to the two stages with inrush current control circuit is about 1171 W, and as shown in Figure 25, the load power is about 1085.25 W, so the power supply includes about 85.75 W power losses, distributed as 39.5 W in the PFC stage with efficiency of about $96.62 \%$ and 46.25 W in DC-DC converter and inrush current control circuit, with efficiency of about $95.73 \%$, which is very close to the simulation results ( $95.40 \%$ ) at the same loading. Total losses distribution in the system different parts are performed and the result is depicted in Figure 27.


Figure 27. Losses distribution in different parts of the two stages power supply with inrush current control.

From the loss distribution of the power supply, it is noticed that the highest budget of the DC-DC converter losses was accounted by the primary side bridge and the resonant inductor with about 20 W ; this loss amount is due to primary side switches internal resistance and forward voltage drop, and also due to the internal DC resistance of the resonant inductor. The second highest budget of the power losses accounted in the secondary side synchronous switches with about 10.5 W. Power loss of about 6 W was dissipated in the converter transformer primary and secondary DC resistances. Internal DC resistance of the output filter inductor and the equivalent series resistance (ESR) of the output electrolytic capacitor introduce power loss about 3 W . The remaining converter power losses budget was accounted by the proposed inrush current control circuit and the ESR of the bulk input
electrolytic capacitor. One disadvantage of the proposed inrush current, is that it has an amount of about 5 W of the total supply power losses, but on the other hand, it has many advantages, which can be summarized in the following:

1. Compact design and easy implementation with cheap passive elements and single MOSFET.
2. Controllability and reliability of the circuit to limit the inrush current at the required value.
3. Reduce the current stress on the input side of the two stages of power supply at initial power application.
4. Improve the PFC stage performance by reducing the total reactive power consumption of the circuit.
5. Easy to disconnect and reconnect again between two stages of a faulty case as compared with the IC soft starter (in case where the IC soft starter function is damaged).
6. Ability to use with analog and digital control converter.

## 5. Conclusions

Complete design of a high power density efficient DC-DC converter stage of the telecom power supply has been discussed in this paper; a high inrush current, which is generated between two stages of power supply where the bulk input capacitor is controlled using the proposed simple inrush current control circuit designed by using single MOSFET switch and some passive elements. Simulation analysis as well as experimental setup of the practical two stages telecom power supply and inrush current control circuit is performed. Phase shifted PWM with ZVS technique is applied in DC-DC converter stage, which provided system experimentally overall efficiency about $95.73 \%$ at $50 \%$ loading condition. Furthermore, reliability of the converter designed components to achieve the performance of the telecom power supply was established; ability of the proposed inrush current control circuit to control the slew rate of the input capacitance voltage in order to reduce the high $\mathrm{dv} / \mathrm{dt}$ and to mitigate the inrush current of the input current of the two stages of power supply was also achieved, which ensures a safe and smooth startup operation of the power supply.
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#### Abstract

This paper discusses three methods of modulation for a single-phase isolated matrix converter. The matrix converter is combined with a transformer integration to perform power decoupling control in order to reduce the number of component and capacitor volumes. Due to the reason of (i) Alternating current (AC/AC) direct conversion and (ii) transformer integration, obtaining a clean sinusoidal grid current waveform in the modulation of matrix converter (MC) is important. Three methods of modulation are compared in terms of control complexity, quality waveform, and inductive-capacitive-inductive (LCL) filter sizing. The principal control of each method is described. Finally, a prototype was tested to verify the validity and the effectiveness of grid current control and power decoupling in the spoken circuit structure.
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## 1. Introduction

The rapidly expanding growth of battery storage system (BSS) has urged high demands for a single-phase power converter. Figure 1a shows the applications such as home energy management system (HEMS), uninterruptible power supply (UPS), and small-scale datacenter, which uses a single-phase power converter as an interface between BSS and grid (AC $80-240 \mathrm{~V} 50 / 60 \mathrm{~Hz}$ ). These applications require isolation and typically rate from $1-3 \mathrm{~kW}$ with a high voltage battery ( $100-300 \mathrm{~V}$ ). As the price of battery is expected to reach a new low in the near future, a low cost and small size single-phase power converter is highly demanded.


Figure 1. (a) Single-phase power converter for a grid-connected battery application. (b) Conventional circuit structure consists of a dual-active bridge (DAB) and a single-phase inverter (SPI).

Figure 1 b shows the conventional circuit for a single-phase power converter. The circuit is composed of a dual-active bridge (DAB), a single-phase inverter (SPI), and an LCL filter [1,2]. The size reduction of a single-phase power converter is challenging because of using many passive components.

Several studies have focused on reducing the size of inductive component such as inductor and transformer by using a high frequency technique [3-5]. However, the major size of the converter is occupied by the capacitors $C_{d c}$ that are used to absorb the single-phase power fluctuation. Due to the reason of current limitation in the electrolytic capacitor, capacitors are connected in parallel to form a big capacitor bank in order to absorb the single-phase power fluctuation.

The matrix converter (MC) shows a promising solution for size reduction because the capacitor can be removed [6,7]. Hence, MC can convert high frequency transformer voltage (i.e., 50 kHz ) to low frequency voltage (i.e., 50 Hz ), at the same time controlling the current flow bidirectional. However, for a single-phase application, a low frequency current that contains twice of the grid frequency occurrs in the battery side due to the direct AC/AC conversion. Depending on the type of battery, such as lithium battery, the single-phase fluctuation in the battery needs to be eliminated in order to protect the battery from overvoltage.

Single-phase active power decoupling techniques have been discussed and reported for compensating the single-phase power fluctuation [8,9]. A power decoupling circuit can be considered to add between the battery and full-bridge inverter (FBI) in order to compensate the single-phase low frequency current. Figure 2 shows a conventional circuit structure that consists of a power decoupling circuit, a FBI, and a MC. The power decoupling circuit consists of an inductor $L_{b}$, a capacitor $C_{b}$, a diode, and two switching devices. The single-phase power fluctuation is compensated by charging and discharging the capacitor $C_{b}$ according to the grid phase angle. As a result, the single-phase power fluctuation can be eliminated with a smaller capacitor than the conventional capacitor bank.


Figure 2. Circuit structure consists of a power decoupling circuit, a full-bridge inverter (FBI), and a matrix converter (MC).

The required capacitance in a single-phase converter can be defined by Equation (1).

$$
\begin{equation*}
c_{b} \geq \frac{p_{c a p}}{2 \times \pi \times 2 \times f_{g} \times \Delta v_{c b} \times v_{c b}} ; \Delta v_{c b}=v_{c b \max }-v_{c b m i n} \tag{1}
\end{equation*}
$$

where $v_{c b}$ is the average battery voltage, $\Delta v_{c b}$ is the capacitor voltage difference, and $f_{g}$ is grid frequency. Figure 2 shows that a 1 kW calculation (capacitor power ( $p_{\text {cap }}$ ) is half of the rated power), by using the power decoupling control to increase the capacitor voltage difference $\Delta v_{c b}$ to 50 V , the required capacitance can be reduced by $80 \%$ comparing that to the conventional circuit at the same rated power.

However, the major drawback is that this circuit requires extra switching devices and passive component. Here, an integration technique that utilized the center-tapped of a transformer has been discussed, as shown in Figure 3 [10,11]. The center-tapped of the transformer is utilized by connecting the passive components ( $L_{b}$ and $C_{b}$ ) in order to perform the power decoupling control. Then, the FBI controls the high frequency transformer voltage and the capacitor voltage at the same time, therefore the switching devices in the power decoupling circuit can be reduced.

Without the transformer integration, the power decoupling circuit can be individually controlled and the method of modulation for the matrix converter is rather simple. Literature reviews [12-14] have demonstrated several valid modulations for the MC, where a good quality waveform can be obtained without the need for concern for the power decoupling. However, when the transformer
integration is applied with MC, the modulation for MC has to be changed in order to synchronize with the FBI to obtain a proper voltage period. The failure of obtaining a clean sinusoidal waveform can distort the battery current inherently, because this capacitor cannot absorb the current fluctuation.


Figure 3. Circuit structure consists of a full-bridge inverter (FBI) with a transformer integration decoupling control and a matrix converter (MC).

This paper discusses three methods of modulation for the MC that is applied with the transformer integration. The first conventional method is a carrier comparison with a D-FF and the second conventional method is a delta-sigma conversion based on pulse density modulation (PDM) which have been addressed in [15-17]. This paper introduces a third method which is a carrier comparison with a zero-vector commutation, and further discusses the difference of each method. The details of each method is described individually. Then, the comparisons among these methods in term of (i) control complexity, (ii) waveform quality, and (iii) LCL sizing are discussed. Then, the validity of the modulation along with comparison results is shown. Finally, a 1 kW prototype was tested to show the validity of the power decoupling with a MC.

## 2. Control Scheme

### 2.1. System Control

The system control block diagram is shown in Figure 4. The control is divided into two parts: (i) Voltage and current closed-loop controls in FBI and (ii) grid voltage and current with a phase locked loop (PLL) in MC. The FBI is performed as a voltage source to control the high frequency transformer voltage $v_{t s}$ and capacitor voltage $v_{c b}$ at the same time. Then, the high frequency transformer voltage is fed into the MC, and therefore MC is performed as a current source converter to control the grid current.


Figure 4. System control block diagram, full-bridge inverter (FBI) controls the voltage level and matrix converter (MC) controls the current for the single-phase power converter.

In FBI, a low time response of automatic voltage regulator (AVR) is applied to control the capacitor voltage proportionally to half of the battery voltage. Then, the grid phase angle which is calculated from the PLL in the grid control is added to control the phase angle of the inductor current. Then, a high time response current control (automatic current regulator ACR) is applied into the inductor current control. Note that the input of phase angle in the FBI control is also used to enable or disable the power decoupling control (where 0 is disabled).

Since the MC is a current source controller, a normalized grid voltage command is feed-forwarded into the controller. Then, a high time response current control is applied into the grid inductor current, where a sinusoidal duty command $\left(D_{m c}\right)$ is used to generate the corresponding gate signals.

Figure 5 shows the principal control of the power decoupling. The relationship among the grid power $p_{g}$, battery power $p_{b a t}$, and capacitor power $p_{c b}$ is defined in Equation (2), where $p_{a v g}$ is the average power and $\mu_{0}$ is the grid phase angle. When subjected to the frequency of the grid power, the battery current contains twice the grid frequency.

$$
\begin{equation*}
p_{g}=p_{b a t}-p_{c b} ; p_{c b}=p_{a v g} \cos \left(2 \omega_{o} t\right) \tag{2}
\end{equation*}
$$



Figure 5. Principle control of power decoupling, charging and discharging states in the capacitor are used to compensate the single-phase current that occurs in the battery current.

In the power decoupling, the capacitor power is divided into a charging and discharging state. When the grid power is lower than the average power, this period is known as a charging state. During the charging state, the battery power is loaded into the capacitor by controlling the center-tapped inductor current. Then, the capacitor voltage difference $\Delta v_{c b}$ increases from $v_{c b m i n}$ to $v_{c b m a x}$ during this period.

When the grid power is higher than the average power, this period is known as a discharging state. During the discharging state, the previously charged power in the capacitor is discharged by the center-tapped inductor current. Then, the capacitor voltage difference $\Delta v_{c b}$ decreases from $v_{c b m a x}$ to $v_{c b m i n}$ during this period. Since no power delivery is needed from the battery, the battery current remains at its average value. By repeating these two cycles according to the grid phase angle, the capacitor voltage difference is controlled to compensate the single-phase current in the battery.

### 2.2. Switching Behaviors in FBI

The switching behavior and current relationships in FBI are described. Figure 6 shows the relationships between the two current components (DC and AC) in the FBI. The DC current component occurs when the DC/DC conversion is performed between the battery voltage and capacitor voltage. In this case, the FBI is equivalent to a buck converter with a 180 degree phase shift. Two DC currents, $i_{L b 1}$ and $i_{L b 2}$, are manipulated with the duty to control the center-tap connected inductor current and capacitor voltage, which can be defined in Equations (3) and (4).

$$
\begin{gather*}
v_{c b}=D_{f b i} \times v_{b a t} ;  \tag{3}\\
i_{L b}=i_{L b 1}+i_{L b 2} \tag{4}
\end{gather*}
$$

where $v_{c b}$ is the capacitor voltage, $v_{b a t}$ is the battery voltage, $D$ is the duty of FBI, and $i_{L b}$ is the inductor current.


Figure 6. Relationship between the two current components in FBI.
On the other hand, the AC current component occurs when the battery power delivers the grid via the transformer, which is the transformer current. The AC current component is controlled with corresponding to the modulation of MC , which is equivalent to the grid inductor current. Therefore, the relationship between the transformer current and grid inductor current can be expressed as Equation (5).

$$
\begin{equation*}
i_{t p} \times N=i_{t s}=i_{g l} \tag{5}
\end{equation*}
$$

where $i_{t p}$ is the primary side current ( FBI ), $i_{t s}$ is the secondary side current (MC), $N$ is the transformer ratio, and $i_{g l}$ is the grid inductor current.

According to the state of the capacitor (charging or discharging) and the amplitude of the battery current, the total of four switching behaviors can be summarized as shown in Figure 7. The zero-voltage periods of FBI (S1S3 or S2S4 are turned on) are utilized to discharge and charge the inductor current.

During the discharging state, the battery current needs to be reduced and therefore the charged energy in the capacitor $C_{b}$ discharges to the battery side. When S2S4 are turned on, the current circulates via S2 and S4 to keep the charged energy. When S1S3 are turned on, the charged energy in the inductor is released to the battery via S1 and S3. The current cancellation between the battery current and inductor current reduces the high peak of the battery current.

During the charging state, the battery current needs to be increased and therefore the low peak of the battery current charges into the capacitor $C_{b}$. Here, when S1S3 are turned on, the battery current flows via S1 and S3 to charge inductor $L b$. Then, when S2S4 are turned on, the charged energy in the inductor circulates via switching devices.


Figure 7. Switching behavior of full-bridge inverter (FBI) according to the state of capacitor and amplitude of the battery current.

### 2.3. Modulation in MC

In MC, a low frequency voltage pulse width is formed to control the grid inductor by accumulating from the high frequency transformer voltage $v_{t s}$. The high frequency transformer is controlled by FBI which is magnetized from the battery voltage. As shown in Figure 8, the switching sequence is divided into positive and negative voltage periods according to the polarity of the grid voltage. Then, each of these voltage periods is implemented with zero-vector periods in order to discharge the grid inductor current. As a result, the method of modulation is used to control the length of these voltage periods in order to control the 50 Hz grid inductor current sinusoidal.


Figure 8. Modulation in matrix converter (MC), zero-vector periods are implemented in both positive and negative voltage periods.

Figure 9a shows the switching behavior in MC, which can differ to normal switching states and zero-vector periods. When the gate signals S5S8 are turned on, the grid inductor is induced by the positive transformer voltage to charge the grid inductor. Otherwise, when the gate signals S6S7 are turned on, the grid inductor is then induced by the negative transformer voltage. On the other hand, when the gate signals S5S7 (or S6S8) are turned on, known as the zero-vector periods, a circulating loop is created inside the switching devices to allow the grid inductor current to circulate and discharge the energy in the grid inductor.


Figure 9. Switching behaviors in matrix converter (MC). (a) Normal switching states and zero-vector periods. (b) Zero-voltage switching (ZVS) relationship between full-bridge inverter (FBI) and matrix converter (MC).

Furthermore, Figure 9b illustrates the zero-voltage switching (ZVS) relationships between FBI and MC. Since the transformer voltage is magnetized from the battery voltage, a three-level high frequency transformer voltage can be produced. That is, when gate signals S1 S3 or S2 S4 in FBI are turned on, no voltage-product occurrs in the MC. These zero-voltage periods are utilized in the switching intervals of MC to reduce the switching loss. During the gate-off transition, the drain-source voltage of switching devices drops to zero before the gate signal is turned off. Then, during the gate-on transition, the gate signal is turned on before the voltage is applied to the switching devices. Therefore, both of the transitions can achieve ZVS.

However, the leakage inductance of the transformer needs to be taken into consideration during the switching intervals. The energy in the leakage inductance needs to be discharged while the transformer current changes the direction. Here, the approach is to use the grid inductor current to cancel out with the leakage inductance current during the switching intervals. Figure 10 explains and illustrates the phenomenon, where the positive transformer voltage is changed to the negative transformer voltage while the grid side produces a positive voltage.

As shown in Figure 10, the transformer voltage becomes zero before the switching intervals start. Then, following that the S6AB and S7AB are turned on in the next switching interval. During this state, the leakage inductance current is used to discharge the capacitance S5A and also charge the capacitance S6B. At the same time, the grid inductor current is flowing via S 6 AB in a reverse direction, as a result the leakage inductance current and grid inductor current cancel out each other. The same phenomenon applies to $S 7 A B$ and $S 8 A B$, capacitance $S 7 B$ is charged and capacitance $S 8 A$ is discharged by the leakage inductance current. Then, the grid inductor current is flowing via S7BA in an opposite direction to achieve the current canceling.

As a result, forming an accurate voltage period, achieving ZVS, and current cancelling at the same time is important in the method of modulation.


Figure 10. Current cancelling in matrix converter (MC) to discharge the leakage inductance current during switching intervals.

## 3. Methods of Modulation

### 3.1. Carrier Comparison with D-FF (D-FlipFlop)

The first method is to use a D-flipflop (D-FF) function, the control block diagram is shown in Figure 11. A carrier comparison with $D_{m c}$ is used to generate two sets of switching signals SPQ and SNQ. When SPQ and SNQ are both turned on zero-vector periods are formed. These two switching signals are inputted to a D-FF, where the D-FF is synchronized with the CLK, and a XNOR logic is applied to produce gate signals for S5-S8. The CLK is used to synchronize the switching intervals of MC with the zero-voltage periods of FBI in order to achieve ZVS.


Figure 11. Carrier comparison with the D-flip flop block diagram.
However, D-FF creates a voltage error due to the occurrence of improper time length. Figure 12 shows the relationships among switching signals SPQ SNQ, gate signals S5-S8, and voltage pulse width. First, SPQ and SNQ form the required voltage pulse width accordingly based on the carrier comparison. After the SPQ and SNQ are aligned with D-FF, the voltage pulse width applied to the grid inductor either becomes longer or shorter than the original voltage pulse width. These improper pulse widths create voltage errors and the average grid inductor current is misadjusted. As a result the grid current fluctuates irregularly.

### 3.2. Delta-Sigma Conversion with Pulse Density Modulation (PDM)

In order to eliminate the voltage error, a delta-sigma conversion which is based on pulse density was discussed. Figure 12 shows the control block diagram and Figure 13 shows the relationship between duty $D_{m c}$ and quantization error $Q_{r}$. The carrier comparison is not applied because the integral changes corresponding to the quantization error. One cycle of the quantization level is equivalent to one cycle of the CLK. The $Q_{r}$ is obtained based on the differential value between the $D_{m c}$ and $D_{m c}$. Note that the amplitude of $D_{m c}$ does not change according to the grid current command ( $i_{g}{ }^{*}$ ) but the
level of quantization error changes depending on the pulse density. As shown in Figure 14, the original middle point is $D_{m c}=0.5$. Then, the level of $Q_{r}$ changes depending on the pulse density that is used to form the grid current command, which is $Q_{r}>D_{m c}$ or $Q_{r}<D_{m c}$. The comparison between the $D_{m c}$ and $Q_{r}$ produces the corresponding voltage signals Sa and Sb in order to produce the desired voltage pulse width. EXOR logic is applied to Sa and Sb to synchronize with CLK in order to produce gate signals.

That is, when $i_{g}$ needs to increase, a longer voltage pulse width is required and therefore $Q_{r}$ gets higher than $D_{m c}$. On the other hand, when $i_{g}$ needs to decrease, a shorter voltage pulse is required and $Q_{r}$ gets lower than $D_{m c}$.

These phenomenon are illustrated in Figure 15, where (a) $Q_{r}<0.5$ and (b) $Q_{r}>0.5$. In Figure 15a, in order to decrease the grid current, most of the $Q_{r}$ periods are lower than $D_{m c}$, then Sa produces a short voltage signal only when $Q_{r}$ is higher than $D_{m c}$. On the other hand, in Figure 15b, in order to increase the grid current, a longer voltage pulse is required. Notice that the level of $Q_{r}$ increases, and most of the $Q_{r}$ periods are higher than $D_{m c}$ to produce the desired voltage pulse width. As a result, the grid current can be controlled sinusoidal without the voltage error, and ZVS can be achieved by synchronizing to CLK.


Figure 12. Relationship among $C L K, S P Q, S N Q, M C$ voltage, and the grid inductor current are shown to demonstrate the voltage error in D-flip flop.


Figure 13. Delta-sigma conversion block diagram.


Figure 14. Principle control of delta-sigma, where quantization error changes according to the power level in order to obtain the desired pulse width ( $Q_{r}>D_{m c}$ or $Q_{r}<D_{m c}$ ).


Figure 15. Relationship among CLK, $D_{m c}, Q_{r}$, MC voltage, and the grid inductor to demonstrate the control of delta-sigma. (a) $Q_{r}<0.5$. (b) $Q_{r}>0.5$.

However, without the carrier comparison the integral resets the value depending on the quantization level at a random frequency, as shown in Figure 16. As a result, the grid current ripple has an inconsistent frequency which causes a resonance problem during the low output power [18]. Furthermore, the resonance also occurs in the battery current due to the AC/AC direct conversion. Note that this resonance cannot be compensated in the single-phase power decoupling, therefore one approach is to decrease the cut-off frequency of the LCL; however, the size of LCL needs to increase as a drawback.

### 3.3. Carrier Comparison with Zero-Vector Commutation

The method of carrier comparison with zero-vector commutation is shown in Figure 17. This control is implemented with a constant frequency and a commutation to eliminate voltage error. A carrier comparison which is based on the pulse width modulation (PWM) is used and compared with $D_{m c}$ to generate a constant frequency voltage pulse width, similar to D-FF. Then, a zero-vector determination (FS-SYN) is used to distinguish between the normal switching states and zero-vector periods. During
the normal switching states, the CLK synchronizes the switching timing so that each of the switching intervals of MC can achieve ZVS.


Figure 16. Inconsistent frequency in the grid inductor current due to the quantization error.


Figure 17. Carrier comparison with zero-vector commutation is introduced to overcome the voltage error and the inconsistent frequency problem.

During the zero-vector periods, since the transformer voltage is applied on the switching devices, hard-switching will cause the voltage at the switching device. In order to prevent the short-circuit state, the transformer current first needs to be blocked before switching. Furthermore, a current circulating path must first be created in order to achieve current cancelling.

The zero-vector commutation is applied only to the first and last switching intervals of the zero-vector periods. A total of six categories are divided in the zero-vector commutation which depends on the polarity of the transformer voltage, as shown in Figure 18. That is, if the zero-vector period occurs from a positive transformer voltage and ends on a positive voltage or ends on a negative voltage, it is known as PV-to-Z, PVZ-to-PV or PVZ-to-NV, respectively. On the other hand, if the zero-vector period occurs from a negative transformer voltage and ends on a positive voltage or ends on a negative voltage, it is known as NV-to-Z, NVZ-to-PV or NVZ-to-NV, respectively. Then, a two-step commutation is performed to circulate and cancel out the leakage inductance current. The switching algorithms of normal switching states are summarized in Table 1, and the switching algorithms of zero-vector commutation are summarized in Table 2.


Figure 18. Categories of zero-vector commutation depending on the polarity of transformer voltage.
Table 1. Switching algorithms of normal switching states (ZVS).

| Symbols | Polarity $=\mathbf{1}$ |  |  | Polarity $=\mathbf{0}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SPQ | 1 | 1 | 1 | 0 | 0 | 0 |
| SNQ | 0 | 0 | 1 | 1 | 1 | 1 |
| Vts | + | - | $+/-$ | + | - | $+/-$ |
| S5 | 1 | 0 | 0 | 0 | 1 | 1 |
| S6 | 0 | 1 | 1 | 1 | 0 | 0 |
| S7 | 0 | 1 | 0 | 1 | 0 | 1 |
| S8 | 1 | 0 | 1 | 0 | 1 | 0 |
| $V m c$ | + | + | 0 | - | - | 0 |

Table 2. Switching algorithms of zero-vector commutation.

| Actions | PV-to-Z |  | PVZ-to-PV |  | PVZ-to-NV |  | NV-to-Z |  | NVZ-to-PV |  | NVZ-to-NV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sequence | 1 st | 2nd | 1 st | 2nd | 1st | 2nd | 1st | 2nd | 1st | 2nd | 1st |
| 2nd |  |  |  |  |  |  |  |  |  |  |  |
| S5A | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 |
| S5B | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| S6A | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 1 |
| S6B | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 1 |

Figure 19 shows the switching sequence of the zero-vector commutation for the case PV-to-Z. First, S7B is turned on and S8B is turned off, the transformer current continues to flow in the same direction via the S8A and S8B diode. Then, as S8A is turned off, the capacitance in S8A is charged by the leakage inductance current in order to build up the blocking voltage. Thus, the capacitance in S7A is discharged to reduce the blocking voltage. At the same time, the grid inductor current flows in the opposite direction via S7AB and therefore both currents are cancelled out with each other in $S 7 A B$. After S 8 is completely turned off the grid inductor current starts circulating via S 5 AB and $\mathrm{S7AB}$, the zero-vector period is created in the grid side.

Figure 20 shows the switching sequence of the zero-vector commutation for the case PVZ-to-NV. First, S6A is turned on and S5B is turned off, the circulating current continues to flow in the same direction via S5AB and S7AB. Then, as S6B is turned on, the capacitance in S5B is charged by the transformer current to build up the blocking voltage and capacitance in S6B is discharged. At the same time, the grid inductor current is cancelled out with the transformer current in S5AB. Since S5B is completely turned on, S5A is turned off at no loss and the transformer current starts to flow to the grid via S 6 AB and $\mathrm{S7AB}$.


Figure 19. Switching sequence for PV-to-Z, current cancelling in S7AB.


Figure 20. Switching sequence for PVZ-to-NZ, current cancelling in S5AB.
On one hand, for the case of PVZ-to-PV, current cancelling cannot be performed due to the polarity of transformer voltage. The differential current is creating a voltage surge but a short-circuit state is not created and therefore a breakdown of the device does not happen. Figure 21 explains the phenomenon of the switching sequence. First, S7A is turned off and S8B is turned on. Next, the capacitance in S8A needs to discharge in order to allow the current flows. Therefore, as S7B is turned off, the transformer current is charging the capacitance in S7A at the same time discharging the capacitance in S 8 A . Note that the only circulating path for the grid inductor current is via S 5 AB and S 8 AB and therefore the grid inductor current flows with the transformer current via S 8 AB in the same direction. As a result, the voltage surge occurs while turning on S8AB.


Figure 21. Switching sequence for PVZ-to-PV, current cancelling is not achieved.
Figures 22-24 illustrate the switching sequence for the case of negative transformer voltage. The principle control of current cancelling is similar, Figure 22 shows the switching sequence for NV-to-Z. While the transformer current is flowing via S6AB and S7AB, S8A is first turned on. Then, as S7B is turned off, the capacitance in S7B is charged and the capacitance S8B is discharged by the transformer current. At the same time, the grid inductor current flows via S 8 AB and current cancelling can be achieved in S8AB during this state.


Figure 22. Switching sequence of NV-to-Z, current cancelling in S8AB.


Figure 23. Switching sequence of NVZ-to-PV, current cancelling in S6AB.


Figure 24. Switching sequence of NVZ-to-NZ, current cancelling is not achieved.
Figure 23 shows the switching sequence for NVZ-to-PV. While the grid inductor current is circulating via S6AB and S8AB, S5B is turned on and S6A is turned off. Then, as S5A is turned on, the capacitance in S5A is discharged and the capacitance in S6A is discharged by the transformer current. The grid inductor current flows in an opposite direction in S6AB to achieve current cancelling. Since the S6A is completely turned on, the transformer current starts to flow via S5AB and S8AB. On the other hand, similar to PVZ-to-PV, current cancelling cannot be achieved in NVZ-to-NV. As shown in Figure 24, as S8B is turned on, the capacitance in S8B is charged and the capacitance in S7B is discharged by the transformer current. Due to this reason, the grid inductor current flows in the same direction with the transformer current in $\mathrm{S7AB}$, and the voltage surge occurs during this interval.

Note that this zero-vector commutation differs from the traditional commutation in MC [19,20]. The traditional commutation is applied to form the voltage pulse width, however the zero-vector commutation is applied during the zero-vector periods only (no voltage-product). Therefore, the voltage error that occurred in the traditional commutation is not a concern. The purpose of the zero-vector commutation is to cancel the current while charging and discharging the capacitance in the switching devices, which is simpler than the traditional commutation.

## 4. Simulation Results

The comparisons among the methods of modulation are demonstrated in the simulation results. The simulation parameters of each method are summarized in Table 3, which is similar to the experimental parameters. Moreover, the proportional-integral (PI) gain control for each method has been tuned to provide the best result. Figure 25 shows the relationships between transformer voltage, MC voltage, and grid inductor current based on the three modulations: (a) Carrier comparison with D-FF, (b) delta-sigma conversion with PDM, and (c) carrier comparison with zero-vector commutation, respectively.

Table 3. Simulation/experimental parameters.

| Names | Symbol | Value |
| :---: | :---: | :---: |
| Battery voltage | $v_{b a t}$ | $100-200 \mathrm{~V}$ |
| Grid voltage | $v_{a c}$ | 100 V 50 Hz |
| Transformer voltage ratio | $N_{f b}: N_{m c}$ | $1: 1.75$ |
| FBI switching frequency | $f s w \_f b i$ | 100 kHz |
| Capacitor | $C_{b}$ | $400 \mu \mathrm{~F}$ |
| Inductor | $L_{b}$ | $10 \mu \mathrm{H}$ |
| MC switching frequency | $f_{s} w_{m c} m$ | 10 kHz |
| Filter inductor | $L_{f}$ | $50 \mu \mathrm{H}$ |
| Filter capacitor | $C_{f}$ | $22 \mu \mathrm{~F}$ |
| Grid inductor | $L_{g}$ | $425 \mu \mathrm{H}$ |



Figure 25. Simulation results that demonstrate the relationship between the matrix converter (MC) voltage pulse width and grid inductor current with different modulation methods. (a) D-flip flop, (b) delta-sigma conversion, (c) zero-vector commutation.

In the D-FF, it can be noticed that due to the misalignment of pulse width, the average of the grid current cannot be constantly controlled. As a result, the fluctuation of grid inductor current is the largest among the three methods. In the delta-sigma conversion, the voltage error can be resolved and therefore the fluctuation of grid inductor current is smaller than D-FF. However, it can be confirmed from the voltage pulse width that it has an inconsistent frequency due to the level of quantization error. With the zero-vector commutation, the voltage error can be eliminated and the fluctuation of grid inductor current is removed due to containing a consistent frequency in the current ripple. Therefore, the waveform quality can be improved as compared to the other two methods.

Figure 26 shows the simulation results at a low output power ( 300 W ) that demonstrates the waveform of the battery current with all the three methods. Due to the direct AC/AC conversion, the distortion of grid current directly affects the waveform of the battery current. Notice that in Figure 26a, the battery current is heavily distorted in the D-FF because of the voltage error. In the case of delta-sigma conversion as shown in Figure 26b, the distortion in the battery current can be
greatly reduced because the voltage error has resolved. However, a resonant frequency of the LCL filter occurrs at the battery current because of inconsistent frequency in the grid inductor current. As shown in Figure 26c, the zero-vector commutation can solve the two above problems. The distortion and resonance frequency in the battery current can both be removed due to a clean sinusoidal waveform that can be achieved in the grid inductor current.


Figure 26. Low power ( 300 W ) simulation result to demonstrate the differences of each method of modulation. (a) D-flip flop, (b) delta-sigma conversion, (c) zero-vector commutation.

Figure 27 shows another operating waveform at larger power $(3.3 \mathrm{~kW})$ to demonstrate the waveform of battery current with all the three modulation methods. D-FF is shown to have the worst distortion in battery current among the three methods. On the other hand, delta-sigma can achieve a clean sinusoidal waveform in the grid current nearly to the zero-vector commutation. This is because the peak-peak current is limited by the cut-off frequency of LCL filter, as the amplitude of the grid current becomes larger, the ripple current that is caused by the resonant frequency has lesser effect compared to the low power.

 modulation. (a) D-flip flop, (b) delta-sigma conversion, (c) zero-vector commutation.

Figure 28 shows the comparison of grid current THD among these modulations at low and high output power, respectively. The LCL cut-off frequency is regulated from 3 to 7.5 kHz by adjusting inductor $L_{f}$ and the $C_{f}$ capacitor while keeping the same impedance percentage. The results in Figure 28a (low power) shows that D-FF has the highest THD, and only the zero-vector commutation can reach the THD below $5 \%$ at a cut-off frequency of 5 kHz . In Figure 28b (high power), both the delta-sigma
conversion and zero-vector commutation can reach the THD below $5 \%$ within the cut-off frequency from 3 to 7.5 kHz .


Figure 28. Comparison of grid current total harmonic distortion (THD) with the different inductive-capacitive-inductive (LCL) cut-off frequency between low power and high power. Zero-vector commutation achieves the lowest total harmonic distortion (THD) regardless of power level. (a) Low power ( 300 W ). (b) High power ( 3 k W ).

As a result, in order for the delta-sigma control to achieve 5\% THD at low output power, the cut-off frequency needs to be reduced with the penalty of a larger size in the LCL filter. Therefore, the zero-vector commutation can achieve the smallest size in the LCL filter and also achieve THD below $5 \%$ for both low and high output power, among the three methods.

## 5. Experimental Results

Figure 29 shows the layout of the 1 kW prototype ( $203 \times 113 \times 10 \mathrm{~mm}$ ). Switching devices are placed on both sides (left: MC; right: FBI), then a planer transformer is placed in the middle and the capacitor $C_{b}(400 \mu \mathrm{~F})$ and an inductor $L_{b}(10 \mu \mathrm{H})$ that is connected to the center point of transformer is placed on the top side of the prototype.


Figure 29. Layout of a 1 kW prototype.
Figure 30 shows the effectiveness of ZVS and zero-vector commutation. Figure 30a shows the result before applying zero-vector commutation. During the first (PV-to-Z) and last (PVZ-to-PV) switching intervals of zero-vector periods because hard-switching happens at a short-circuit state, therefore over-voltage occurrs at the transformer voltage. On the other hand, during the ZVS periods it can be confirmed that voltage spikes did not occur at the transformer voltage because switching devices are aligned to the zero-voltage of the transformer to achieve ZVS.

Figure 30b shows the result after applying the zero-vector commutation. As shown in the result, the voltage spike at the transformer voltage can be greatly reduced in PV-to-Z, comparing that to Figure 30a. The zero-vector commutation enables the switching state to go into the zero-vector periods to allow the current to circulate inside a loop and achieve current cancelling. As a result, the voltage
spike of the switching device during the zero-vector periods can be resolved. On one hand, current cancelling cannot be achieved in PVZ-to-PV and therefore the voltage surge occurs on the transformer voltage. Since the short-circuit state can be prevented, the voltage surge is smaller than that compared to Figure 30a.


Figure 30. Experimental result to demonstrate the effectiveness of the zero-voltage switching (ZVS) and zero-commutation. (a) Without the zero-vector commutation. (b) With the zero-vector commutation.

The comparison of experimental results at low output power ( 300 W ) between the delta-sigma and zero-commutation is shown in Figure 31a,b. In this result, the power decoupling was disabled in order to validate the effectiveness of the method of modulation. The capacitor voltage $v_{c b}$ is controlled at 90 V constantly with a battery voltage of 180 V . In Figure 31a, we noticed that the grid inductor current $i_{g l}$ has a huge current ripple due to the inconsistent frequency. As a result, the battery current fluctuates at a resonance frequency of 1.25 kHz . Figure 30b shows the results obtained by the zero-vector commutation, the distortion in the battery current can be nearly eliminated because a clean sinusoidal grid inductor current can be obtained.


Figure 31. Comparison of experimental results between delta-sigma and zero-vector commutation. (a) Delta-sigma shows fluctuation in the battery current at 1.25 kHz . (b) Zero-vector commutation shows a clean sinusoidal waveform that can be obtained in the grid inductor current and battery current.

Figure 32a,b shows the fast Fourier transform (FFT) analysis of the grid current between the delta-sigma and the zero-vector commutation, respectively. Even the number of harmonic components contains the battery current. Then, it can be noticed that the 4 th, 6 th, and 8 th harmonic components in the delta-sigma conversion is higher than that of the zero-vector commutation. The result can confirm that the zero-vector commutation could achieve better THD than the conventional ones.

Figure 33 shows the effectiveness of power decoupling with the zero-vector commutation. In Figure 33a, the power decoupling control was disabled and therefore the battery current contains a low frequency component. Then, after being applied to the power decoupling control as shown in

Figure 33b, the single-phase power fluctuation occurs in the capacitor voltage. The average capacitor voltage is constantly kept at half of the battery voltage, then $\Delta v_{c b}$ of approximately 30 V is controlled at 100 Hz sinusoidal waveform to compensate the single-phase power fluctuation. This is also identical to the theoretical calculation which is explained in Figure 3, where a $400 \mu \mathrm{~F}$ capacitor with 30 V voltage difference is designed for the power decoupling. As a result, the single-phase power fluctuation can be reduced in the battery current. Note that the low frequency fluctuation occurrs in the battery current because of the DC bias effect in the ceramic capacitor.


Figure 32. Comparison of the fast Fourier transform (FFT) analysis on grid current between delta-sigma and zero-vector commutation, the even harmonic component is lower in the zero-vector commutation. (a) Delta-sigma. (b) Zero-vector commutation.

(a)

(b)

Figure 33. Experimental results to demonstrate the effectiveness of power decoupling control with the zero-vector commutation. (a) Without the decoupling control; capacitor voltage is constantly controlled at the average of battery voltage. (b) With the decoupling control; the capacitor voltage difference is 30 V with the decoupling control to compensate the single-phase power fluctuation.

Figure 34 shows the experimental measurement efficiency of the prototype. The prototype achieves the highest efficiency $91.5 \%$ at 1 kW . Optimization of the losses will be considered in the future work to improve the efficiency.


Figure 34. Measurement of efficiency, the prototype achieves the highest efficiency of $91.5 \%$.

## 6. Conclusions

The comparisons among the three methods and along with other literature reviews are summarized in Table 4. Power decoupling is obviously not considered in the past studies due to the difference of circuit structure. The control also shows a difficult level due to complex commutation rules. This paper describes and compares three methods of modulation of MC for the power decoupling with the transformer integration. Zero-vector communication is introduced in this paper. The effectiveness of these modulations have been demonstrated in simulation and experimental.

Table 4. Comparison results among the three methods of modulation.

| Modulation Methods | Power Decoupling | Control Complexity | Quality Wave THD, Battery Low-Power | (Grid Current rrent Ripple) High-Power | LCL Filter Sizing |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SPWM synchronous rec. [12] | $\times$ | $\triangle$ | $\bigcirc$ | $\bigcirc$ | $\begin{gathered} 50 \mathrm{kHz} \\ L_{f}: 10 \mu \mathrm{H} \mathrm{C} \end{gathered} f_{f}: 1 \mu \mathrm{~F}$ |
| PWM four-step comm. [13] | $\times$ | $\times$ | $\bigcirc$ | $\bigcirc$ | $\begin{gathered} 5 \mathrm{kHz} \\ L_{f}: 300 \mu \mathrm{H} \mathrm{C} \\ f \end{gathered}: 4.7 \mu \mathrm{~F}$ |
| PWM comm. [14] | $\times$ | $\times$ | $\triangle$ | $\bigcirc$ | N/A |
| D-FF [15] | $\bigcirc$ | $\bigcirc$ | $\times$ | $\triangle$ | $\begin{gathered} \times \\ 3 \mathrm{kHz} \\ L_{f}: 100 \mu \mathrm{H} \mathrm{C} \end{gathered} \mathrm{f}: 22 \mu \mathrm{~F} .$ |
| Delta-sigma [16] | $\bigcirc$ | $\Delta$ | $\triangle$ | $\bigcirc$ | $\begin{gathered} \Delta \\ 2 \mathrm{kHz} \\ L_{f}: 100 \mu \mathrm{H} \mathrm{Cf}: 45 \mu \mathrm{~F} \\ \bigcirc \end{gathered}$ |
| Zero-vector commutation | $\bigcirc$ | $\Delta$ | $\bigcirc$ | $\bigcirc$ | $\begin{gathered} 5 \mathrm{kHz} \\ L_{f}: 50 \mu \mathrm{H} C_{f}: 22 \mu \mathrm{~F} \end{gathered}$ |

$\bigcirc=$ good, $\Delta=$ average, $x=$ poor.
Modulations that consider the power decoupling are summarized as follows. The D-FF is simple in terms of control but the quality waveform is poor due to the voltage error. Delta-sigma achieves average among the three, in order to improve the THD during low-power, a bigger size of LCL filter is required. The zero-vector commutation can produce a better quality waveform but the control complexity requires a high-bandwidth controller. If the design level is only concerned for high-power, delta-sigma with a lower bandwidth controller is another option of choice.
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#### Abstract

This paper proposes and develops a circuit-based model aiming to simulate variable magnetic power elements in power electronic converters. The derived model represents the magnetic element by a reluctance-based equivalent circuit. The model takes into consideration device core losses, with the main emphasis given to hysteresis losses, which are modeled using the Jiles-Atherton model. The core loss model is further validated on different ferromagnetic materials to prove its range of applicability. The winding losses of the magnetic device are also taken into consideration, which are obtained using Dowell empirical formulas. In addition, the frequency dependence of the device losses is also considered. The proposed modeling procedure has been applied to study and characterize a double E-core variable power inductor structure in a 1 kW SiC full bridge DC-DC converter. The procedure has been verified by comparing the simulation results to the experimental measurements, confirming the validity and accuracy of the full circuit-based model.


Keywords: magnetics modeling; variable inductor; hysteresis; eddy currents; saturable core

## 1. Introduction

Understanding the behavior of a magnetic device in a Power Electronic Converter (PEC) is essential to optimize the design and to foster the performance of the whole system. Variable magnetic elements allow for additional degrees of freedom in the design and control of PECs. This is particularly useful in resonant converters where the usual frequency control has some drawbacks due to Electro-Magnetic Interference (EMI) issues, synchronization, variable sampling time, etc., especially for a large range of variation. If variable magnetics are used, the same control margins can be obtained at a constant switching frequency, therefore allowing for an optimization of the EMI filters and sampling procedures. In other applications, such as the Dual-Active-Bridge (DAB) converter, in addition to adding a new degree of freedom to the control, the inclusion of variable magnetics can increase operation parameters, such as the soft switching margins [1-3].

The recent growing applications of variable magnetic elements have implied the need for developing accurate models to define the magnetic device behavior. The magnetic core as well as the device windings must be characterized to achieve an accurate device model.

Some models define the magnetic core material in terms of a relationship between magnetic flux density and field intensity referred to as a hysteresis curve. In [4], an initial survey has been conducted classifying the existing magnetic material models, according to different frequencies, bias conditions, and temperatures of interest. It aims to provide comparable information for models and their availability in some circuit simulators. More recently, a literature review on the fundamentals, modeling, and design of magnetic regulators has been comprehensively presented in [5]. After a careful review of these and other references, the modeling methods are confined to analytical and numerical methods. Specific
to variable magnetic devices, modeling strategies are confined to three directions: Finite Elements Analysis (FEA), gyrator-capacitor model [6], and reluctance equivalent circuit [7]. The FEA model is based on the numerical method, while the gyrator-capacitor model and the reluctance model are based on the analytical method.

As the complexity of magnetic devices increases, the analytical method becomes too complicated to predict the behavior of the device in a simple and practical manner. Therefore, incorporating those concepts in a computer-based simulation provides a good compromise between convenience, accuracy, and numerical efficiency. On the other hand, developing such simulations enables real-time applications on the modeling at the converter controller level, which can provide an on-line calculation of model parameters for real-time control [8]. Consequently, many efforts have been directed towards computer-based simulations, especially time-domain models [9,10]. Although the analytical methods of calculation are generally known and can be implemented in simulation models in a straight-forward manner, the selection of the suitable methods is critical from the circuit simulation perspective. The computation methods are expected to achieve good convergence with an acceptable compromise of accuracy to the time of processing the simulation results.

Henceforth, the aim of this work is to develop a circuit-based time-domain model of the variable magnetic element. The proposed model includes the device losses, mainly core and winding losses. Also, this circuital model is able to work in different platforms, for e.g., LTSpice (Linear Technology Corporation, Milpitas, CA, USA) [11], MATLAB-Simulink (MathWorks, Natick, MA, USA) [12], and PSIM (Powersim Inc., Rockville, MD, USA) [13], with equally valid accuracy. Thereby, the whole electromagnetic system design and simulation can be carried out using only one simulator environment. This provides an acceptable accuracy in compromise with the complication and time required for FEA models. Consequently, it allows the investigation of the overall PEC performance incorporating the variable magnetic device. Section 2 presents an overview of the variable magnetic device structure that will be used, together with the models of interest in the literature. In Section 3, the magnetic core losses are studied and the method used to model those losses is presented. This section also provides an idea on the implementation of the model equations, the validation of the model against experimental measurement, and the approach to estimate the model parameters as a function of the operation frequency. Later, in Section 4, the model of the winding losses is presented, and validated against experimental results. After that, Section 5 explains the use of the loss models to implement the full device model. In Section 6, the proposed simulation model is validated in comparison to the previous models that does not include losses, and experimental results are provided. Finally, Section 7 summarizes the conclusions of the work.

## 2. Modeling of Variable Magnetic Elements

From the study of the state of the art, the double E-core structure, depicted in Figure 1, is selected to be the most appropriate for the implementation of the variable inductor in this study and the most comprehended in literature [14]. The basic principle of operation of a double E-core variable inductor is described in this section.


Figure 1. Variable inductor based on a double E-core structure.

Due to the current $\left(I_{c}\right)$ flowing through the main winding $\left(N_{c}\right)$ of the inductor, as clarified in Figure 1, an AC flux ( $\phi_{C}$ ) circulates through the center arm of the typical E-core structure of the magnetic core and splits to the outer arms. Applying a relatively small DC current $\left(I_{b}\right)$ to the bias control windings ( $N_{b}$ ), a DC flux ( $\phi_{R}$ or $\phi_{L}$ ) is produced, which circulates mainly through the outer (ungapped) closed path of the core [14]. This DC flux can bias the operation of the magnetic material towards the nonlinear region on the $B(H)$ curve, thus causing the inductance seen from the main winding terminals to vary as a function of the DC bias current, Equation (1).

$$
\begin{equation*}
L=f\left(I_{b}\right), \tag{1}
\end{equation*}
$$

In order to model the variable magnetic device, the operation regions of the magnetic material on the $B(H)$ curve must be considered. These are divided into three areas: the linear region, the saturation knee, and the non-linear region [9].

In addition, to attain accurate results in the modeling procedure, the different involved device losses are included. There are two main types of losses associated to the magnetic device; core losses and winding losses. For MnZn-ferrite materials, the core losses are composed of three fractions. A fraction of the losses is related to the crystal composition, which is called hysteresis losses. Another fraction is related with the structural form of the core, which is called eddy current losses. As the frequency increases, the eddy currents dominate, and for a frequency range of approximately 1 MHz , those losses can contribute with more than $50 \%$ of the total power losses. There is also a third fraction known as resonance losses [15]. This fraction is related to the ferrimagnetic resonance of the material and is pertinent to both the crystal and microstructure.

On the other hand, the winding losses depend on the frequency of operation of the magnetic device. At DC operation, the winding losses are due to the resistance of the copper wire. However, as the frequency of operation increases, two effects take place, which are the skin and the proximity effects. Those effects cause the wire resistance to vary, and this modified resistance is referred to as the AC (or high-frequency) winding resistance.

Although ready-made modules are available in many circuit simulation environments [12,13], it is not considered comprehensive to study the magnetic device. The SPICE-based reluctance equivalent circuit provided by authors in [9] is, thus, found to be of more interest. Figure 2 shows the reluctance equivalent circuit for the double E-core variable inductor.


Figure 2. Reluctance equivalent circuit of the double E-core variable inductor shown in Figure 1.
The voltage sources in the circuit represent the magnetomotive forces due to the bias control windings $\left(N_{b} \cdot I_{b}\right)$, as well as the main winding $\left(N_{c} \cdot I_{c}\right) . \Re_{\text {gap }}$ is a constant reluctance that represents the air gap, while $\Re_{\text {sep }}$ is a constant reluctance that represents the air separation between the two E-cores due to non-idealities in the manufacturing process. The components $\Re_{L}, \Re_{C}$, and $\Re_{R}$ are the reluctances of the magnetic paths of the left, center, and right arms, respectively. These reluctance values are represented as a function of the permeability of the magnetic material ( $\mu$ ), and it must be noticed that, unlike the usual case, in variable magnetic elements, these permeability values can vary depending on the operation point of the magnetic core material on the characteristic $B(H)$ curve. Thus, for calculating
these reluctances, the referred model uses Brauer's equation [16], which defines the $B(H)$ characteristic curve of the magnetic material neglecting the hysteresis effect, as stated by Equation (2).

$$
\begin{equation*}
H(B)=\left(k_{1} e^{k_{2} B^{2}}+k_{3}\right) B \tag{2}
\end{equation*}
$$

where $k_{1}, k_{2}$, and $k_{3}$ are constants that depend on the considered magnetic material. For the present work, the afore-mentioned SPICE-based model has been replicated, specifically, in the MATLABSimulink platform. This has been carried out in order to take advantage of the feature of this environment to integrate MATLAB script with existing Simulink library tools, aiming to combine complex, accurate simulations with digital processing of information. This allows including the device design calculations into the overall model of the system in one integrated environment.

Two key limitations are found in this model, which restrict its applicability range and accuracy. Firstly, the hysteresis effect is not taken into consideration. Secondly, the model input quantities are dependent on the output ones, which introduces difficulty in the implementation of the computations. In particular, the latter issue implies the necessity for implementing system calculation delays, with an adequate initialization of parameters, especially when including the device in a switching converter simulation. This, furthermore, complicates the simulation in different test platforms. In Simulink, for instance, the solver applies a numerical method to solve the set of ordinary differential equations that represent the model; therefore, the model causality must be decided [17].

In this paper, the model of the variable inductor has been extended to include device losses. The main loss components that have been taken into consideration are the hysteresis losses of the magnetic core and the winding losses. The following sections will justify the studied loss components and discuss the implementation and validation of the full model [18].

It is worth noting that, throughout the discussion hereafter, the vectorial nature of the magnetic quantities are disregarded to reduce the analysis to a simple unidimensional statement of equations by assuming: (1) specific symmetrical magnetic core geometries, of which geometrical references and paths are well-defined, and (2) the homogeneous nature of typical magnetic core materials together with the uniform distribution of the magnetic core properties. Such assumptions are often used in the analysis and design of magnetic devices for power electronics converters.

## 3. Model of Core Losses

The core losses in a magnetic core are due to two phenomena: the hysteresis loss, and the eddy currents loss. The hysteresis loss is due to energy required to rotate the magnetic domains when aligning with the applied magnetic field. On the other hand, the eddy current losses are due to currents induced in the magnetic core, which opposes the changing flux in the core. Previous studies in literature [19] have shown that for a ferrite magnetic material operating in a range of frequency up to 100 kHz , the eddy current losses are a very small part of the total core losses. Therefore, for the range of frequencies under study herein, the hysteresis losses will always be dominant. For this reason, the eddy current losses in the magnetic core will be neglected in this study for the sake of simplicity.

There are several methods to calculate the hysteresis losses in a ferro-magnetic material, which were grouped by the authors in [20] to be three main approaches: hysteresis models, empirical equations, and loss separation. This paper undertakes the first approach, specifically the Jiles-Atherton (JA) hysteresis model [21]. The main strengths of the JA model compared to its counterpart approaches are: being the most suitable for development from a circuital simulation perspective, besides having good convergence and acceptable accuracy among a variety of materials and operation conditions [22].

This section is dedicated to explaining in detail the model of core losses. First, the JA equations are defined and implemented using block diagram modeling in Simulink. Second, a test setup is built for measuring the magnetic flux density and field intensity to validate the model in comparison to experimental measurements. Finally, to include the effect of the switching frequency on the core loss model, expressions are obtained for the JA parameters as a function of the switching frequency based on an empirical approach.

### 3.1. Model Implementation

The JA model separates the magnetization, $M$, into reversible, $M_{r e v}$, and irreversible magnetizations, $M_{i r r}$, which correspond to the reversible or irreversible phenomena, which take place within the magnetic material during the magnetization [22]. By computing the latter components, the total magnetization, $M$, is defined as the summation of both components as explained by Equation (3).

$$
\begin{equation*}
M=M_{i r r}+M_{r e v} \tag{3}
\end{equation*}
$$

The reversible component of magnetization is defined as a fraction, $c$, of the difference of the anhysteretic magnetization and the irreversible one, as explained by Equation (4).

$$
\begin{equation*}
\frac{d M_{r e v}}{d H}=c\left(\frac{d M_{a n}}{d H}-\frac{d M_{i r r}}{d H}\right) \tag{4}
\end{equation*}
$$

where $c$ is referred to as the reversibility coefficient. The irreversible component of magnetization is defined by the differential Equation (5).

$$
\begin{equation*}
\frac{d M_{i r r}}{d H}=\frac{M_{a n}-M_{i r r}}{\frac{\delta k}{\mu_{o}}-\alpha\left(M_{a n}-M_{i r r}\right)} \tag{5}
\end{equation*}
$$

where $k$ is the loss coefficient, and $\alpha$ is the interdomain coupling. $\delta$ indicates the direction of the magnetizing field $H$, such that $\delta=1$ for increasing field, and $\delta=-1$ for decreasing field, as defined by Equation (6).

$$
\delta= \begin{cases}1, & \frac{d H}{d t}>0  \tag{6}\\ -1, & \frac{d H}{d t}<0\end{cases}
$$

$M_{a n}$ is the anhysteretic magnetization. The anhysteretic magnetization describes the magnetization of an ideal ferromagnet that does not have a loss effect, and thus, its magnetization curve does not present hysteresis. Langevin's function [23] is used within the JA model for defining the anhysteretic magnetization, in which case, an effective field, $H_{e}$, replaces the magnetic field, $H$, as explained by Equation (7) [24].

$$
\begin{equation*}
M_{a n}=M_{s}\left(\operatorname{coth} \frac{H_{e}}{a}-\frac{a}{H_{e}}\right) \tag{7}
\end{equation*}
$$

where $M_{s}$ is the saturation magnetization, $a$ is the shape parameter for anhysteretic magnetization, and $H_{e}$ is defined by Equation (8).

$$
\begin{equation*}
H_{e}=H+\alpha M \tag{8}
\end{equation*}
$$

Consequently, the magnetic flux density can be calculated using Equation (9).

$$
\begin{equation*}
B=\mu_{0} H_{e} \tag{9}
\end{equation*}
$$

Table 1 summarizes the definition of the model parameters, $M_{s}, a, c, \alpha$ and $k$. The parameters are initially estimated by an iterative procedure to fit the model to the magnetic material $B(H)$ curve data provided by the manufacturer.

Table 1. Jiles-Atherton model parameters.

| $M_{s}$ | Saturation magnetization | $A / m$ |
| :---: | :---: | :---: |
| $a$ | Shape parameter for anhysteretic magnetization | $A / m$ |
| $k$ | Pinning (or loss) coefficient | $A / m$ |
| $c$ | Reversibility coefficient | - |
| $\alpha$ | Interdomain coupling | - |

Figure 3 shows a block diagram of the detailed implementation of the JA equations [22]. Following this block diagram, the model equations have been implemented in Simulink. Therefore, for a given core size and magnetic material, the instantaneous magnetic flux density ( $B$ ) can be estimated for a certain instantaneous magnetic field intensity $(H)$ applied to the magnetic core.


Figure 3. Schematic of the implementation of the Jiles-Atherton (JA) model.

### 3.2. Test Setup for Measuring Core Losses

In order to validate the implemented JA model and study the effect of frequency on the model parameters, a test setup is developed. The purpose of the experiments is to measure the hysteresis losses of the magnetic core and compare it to the one obtained by the implemented JA model. In literature, mainly two approaches for measuring core losses can be found [25]: electrical methods, and calorimeter-based methods. One of the former approaches has been selected, which is the $B(H)$ curve electrical measurement technique. Specific to the selected technique, the two-winding measurement method [26] is used since it is reported to be accurate for the frequency range under test in this study ( $<100 \mathrm{kHz}$ ) [27].

Figure 4 illustrates a schematic to clarify the test setup used for measuring the core losses, while Figure 5 shows the experimental platform developed.

The power stage used in the tests is a simple half-bridge converter suitable for low power levels. A square-waveform excitation voltage is sought to verify the loss study under non-sinusoidal conditions. The core used for the identification tests is a toroidal core with the design parameters listed in Table 2. This toroidal geometry is used in order to ensure that the model results are not only valid for the selected double E-core structure but also for other geometrical schemes.


Figure 4. Schematic diagram of the test setup used to measure the $B(H)$ curve.


Figure 5. Experimental setup used to measure the $B(H)$ curve.
Table 2. Specifications of the test setup developed to measure the $B(H)$ curves.

| Magnetic Core |  |  |
| :--- | :---: | :---: |
| Core material | N87 |  |
| Core type and size | Toroidal core: R16.0 $\times 9.60 \times 6.30$ |  |
| Main winding no. of turns $\left(N_{p}\right)$ | 5 turns |  |
| Sensing winding no. of turns $\left(N_{s}\right)$ | 5 turns |  |
| Power Stage Ratings |  |  |
| Power level | 100 W |  |
| Input voltage | 30 V |  |
| Peak current | 3 A |  |
| Frequency $(f)$ | 50 kHz |  |

In addition to the main excitation winding $\left(N_{p}\right)$, a secondary sensing winding $\left(N_{s}\right)$ is added to sense the induced voltage due to the flux in the main one. The advantage of a separate winding is to exclude the voltage drop due to the resistance of the main winding. Therefore, the magnetic flux density can be computed using Equation (10).

$$
\begin{equation*}
B=\frac{1}{N_{s} A} \int_{0}^{T} V_{s} d t \tag{10}
\end{equation*}
$$

where $A$ is the cross-section area of the toroid, and $V_{s}$ is the open-circuit secondary winding voltage. The integration is performed over one switching period, $T$. The field intensity can, thus, be computed using Equation (11).

$$
\begin{equation*}
H=\frac{N_{p} I_{p}}{l} \tag{11}
\end{equation*}
$$

where $I_{p}$ is the current flowing through the main winding, and $l$ is the effective length of the core. The measured voltage $\left(V_{s}\right)$ and current $\left(I_{p}\right)$ are illustrated in Figure 6a,b, respectively. By applying these measurements to Equations (10) and (11), the $B$ and $H$ quantities can be calculated. In this manner, the measured $B(H)$ curve of the N87 magnetic material is compared to the $B(H)$ curve obtained from the implemented JA model simulation under the same operation conditions. To apply the JA model, the model parameters are estimated by iterative fitting as mentioned previously, the obtained parameters for N87 magnetic material at 50 kHz are stated in Table 3. The resulting comparison is shown in Figure 7. It can be observed that the JA simulation model predicts the $B(H)$ curve of the N87 magnetic material with an error of less than $5 \%$. It can, thus, be concluded that the model is valid and provides acceptable accuracy. Furthermore, the model has been tested under different magnetic materials. The previous measurements were repeated at the exact same operation conditions while using a similar toroidal core from 3C90 magnetic material, the JA parameters of which are stated in Table 3. The $B$ and $H$ quantities were again measured, and the $B(H)$ curves were compared together with the modeled ones, as illustrated in Figure 7. Similar to the previous results, the model shows a clear coincidence with the experimental measurements.


Figure 6. Experimental measurements. (a) Voltage applied to the toroid, and (b) current flowing through the main winding.

Table 3. Estimated Jiles-Atherton parameters for N87 and 3C90 magnetic materials at 50 kHz .

| JA Parameter | $\mathbf{N 8 7}$ | 3C90 |
| :---: | :---: | :---: |
| $M_{s}$ | $4.0481 e^{5}$ | $3.7547 e^{5}$ |
| $a$ | 17.7019 | 19.5349 |
| $k$ | 12.5883 | 12.8057 |
| $c$ | 0.3210 | 0.3210 |
| $\alpha$ | $2.0000 e^{-5}$ | $2.0000 e^{-5}$ |



Figure 7. Model (dotted line) versus experimental (solid line) $B(H)$ curves for two different magnetic materials: N87 (blue) and 3C90 (green).

The hysteresis losses are estimated in terms of the area enclosed by the $B(H)$ loop and, therefore, can be expressed as shown by Equation (12).

$$
\begin{equation*}
P_{\text {core }}=V_{e} f \oint B(H) d H \tag{12}
\end{equation*}
$$

where $V_{e}$ is the core volume, and $f$ is the switching frequency. The integral is performed over a complete cycle of the magnetic field intensity.

### 3.3. Frequency Dependence of JA Parameters

Since the behavior of the magnetic core material depends on the excitation frequency, different voltage waveforms in the magnetic element imply notable variations in the associated trajectories on the $B(H)$ characteristic of the material. Specifically, it changes the area enclosed in the hysteresis loop, which is directly related to the core losses. This variation of the trajectory in itself implies a variation of the parameters of the JA model parameters. It is, thus, of interest to develop a model that can be used for any frequency without having to readjust the parameters each time different operating conditions are considered.

A practical approach has been taken by conducting a few experiments to characterize the variation of the JA model parameters as a function of the frequency. For the same core size and material, a number of independent tests were carried out, each test for a given frequency of operation. Then, a simple procedure is followed to obtain the parameters, as listed below:

1. The instantaneous waveforms of the voltage $\left(V_{s}\right)$ and the current $\left(I_{p}\right)$, as explained in the previous section, are captured.
2. Fast Fourier Transform (FFT) is applied to these waveforms in order to identify the waveform frequency.
3. For each switching frequency test, the $B(H)$ curve is measured using Equations (10) and (11). Then the measured $B(H)$ curve is fitted to the modeled one by using iterative trial-and-error steps in the JA parameters.
4. For each test, the set of obtained JA model parameters is collected.
5. Using curve fitting techniques (specifically the Curve Fitting Toolbox from Matlab), an expression is obtained for each of the JA model parameters $M_{s}(f), a(f)$, and $k(f)$ as a function of switching frequency. The parameters $c$ and $\alpha$ show insignificant variation with frequency.

The obtained expressions for the JA parameters are stated by Equations (13)-(15).

$$
\begin{gather*}
M_{s}(f)=5.189 e^{-8} f^{2.334}+4 e^{5}  \tag{13}\\
a(f)=6.004 e^{-15} f^{3.002}+16.935  \tag{14}\\
k(f)=-3.398 e^{-7} f^{1.458}+15 \tag{15}
\end{gather*}
$$

The expressions are intrinsic to a certain magnetic material. In this case, the procedure has been implemented for the N87 material; however, the same procedure can be followed for extracting a set of expressions for the JA parameters of any other ferrite material.

To test the validity of the obtained expressions for the JA parameters as a function of frequency, several experiments were carried out using the N87 toroidal core described in Table 2. The switching frequency of the converter was changed and the $B(H)$ curves corresponding to different frequency values were measured and compared to the modeled ones, as illustrated in Figure 8. The results of the comparison show that the modeled $B(H)$ curves match the obtained experimental measured curves at a wide range of the operation frequency with acceptable accuracy.


Figure 8. $B(H)$ curves for the prototype under different operation frequencies. Model (dotted line) versus experimental results (solid line).

## 4. Model of Winding Losses

### 4.1. Winding Eddy Current Losses

The winding losses are due to the resistance of the copper wire. At DC operation currents or relatively low operation frequencies, this resistance component is constant and calculated using Equation (16).

$$
\begin{equation*}
R_{d c}=\rho_{c u} \frac{l_{\text {wire }}}{A_{\text {wire }}} \tag{16}
\end{equation*}
$$

where $\rho_{c u}$ is the resistivity of copper material at $20^{\circ} \mathrm{C}$, which is equal to $1.68 \times 10^{-8} \Omega \mathrm{~m}, l_{\text {wire }}$ is the total length of the winding wire, and $A_{\text {wire }}$ is the cross-section area of the wire.

However, as the switching frequency increases, two effects start to appear, which are the skin effect and proximity effect. These effects induce eddy currents in the winding conductors, altering the resistance of the winding, and significantly contributing to the overall winding losses. It is necessary in this case to calculate the AC resistance of the winding. Dowell provided a method that computes the equivalent winding resistance using a one-dimensional analytical approach [28]. Initially, this method was intended to describe high-frequency loss in foil windings; however, it has been extended to multilayer windings with round conductors by introducing the porosity factor [28,29]. Dowell's method uses a sinusoidal approach, and the calculations are limited to non-gapped cores [30]. On the other hand, the method presents a great advantage of simplicity and a fast computation of the AC winding resistance; thus, it can be easily integrated into the magnetic device model without extra complexity. Dowell estimates the AC resistance $\left(R_{a c}\right)$ by scaling the DC winding resistance by a factor, as shown in Equation (17).

$$
\begin{equation*}
R_{a c}=R_{d c}\left(M^{\prime}+\frac{\left(m^{2}-1\right) D^{\prime}}{3}\right) \tag{17}
\end{equation*}
$$

where $M^{\prime}$ and $D^{\prime}$ are coefficients defined based on the geometrical dimensions of the winding, material characteristics, and frequency of operation, and $m$ is the number of layers. The accuracy of the full winding model will be provided in the following sections to assess the validity of using Dowell's method for the application herein.

### 4.2. Winding Stray Capacitance

As the operation frequency increases, the parasitic capacitance of the inductor winding becomes more significant, causing the impedance of the inductor to change and introduce the resonant frequencies. In order to attain a full comprehensive model of the device, the stray capacitance of the windings is added to the model. The calculation of the stray capacitance is based on an analytical approach previously presented in literature [31]. This method is valid for multi-layer inductors with
ferromagnetic cores, as well as being simple and reliable for simulation purposes. Briefly, the inductor winding is divided into partitions, and the turn-to-turn and turn-to-core capacitances of the winding are predicted as a function of a few geometrical parameters of the device. Accordingly, the overall stray capacitance of the coil $\left(C_{S}\right)$ converges to the expression stated in Equation (18).

$$
\begin{equation*}
C_{s} \cong 1.366 C_{t t} \tag{18}
\end{equation*}
$$

where $C_{t t}$ is the turn-to-turn capacitance of the coil and is defined by Equation (19).

$$
\begin{equation*}
C_{t t}=\varepsilon_{0} l_{t}\left(\frac{\varepsilon_{r} \theta^{*}}{\ln \frac{D_{o}}{D_{c}}}+\cot \left(\frac{\theta^{*}}{2}\right)-\cot \left(\frac{\pi}{12}\right)\right) \tag{19}
\end{equation*}
$$

where $l_{t}$ is the turn length, $\theta^{*}$ is the angular coordinate, $\varepsilon_{0}$ and $\varepsilon_{r}$ are the permittivity of air and relative permittivity of the insulation medium, respectively, and $D_{o}$ and $D_{c}$ are the diameters of the wire with and without the insulation coating, respectively, as clarified by Figure 9.


Figure 9. Two adjacent turns of the winding.

### 4.3. Full Winding Model

The full model of the inductor winding is expressed by the circuit diagram in Figure 10. Therefore, the total impedance of the winding is calculated by Equation (20).

$$
\begin{equation*}
Z_{T}=\frac{\left(s L+R_{a c}+R_{d c}\right) \frac{1}{s C_{s}}}{s L+R_{a c}+R_{d c}+\frac{1}{s C_{s}}} \tag{20}
\end{equation*}
$$

An inductor prototype was implemented based on the specifications summarized in Table 4. The inductance value is not of specific importance in the design; however, it is interesting to distribute the winding on several layers to emphasize the proximity effect. Figure 11 illustrates the total winding impedance as a function of frequency to compare the developed winding model against the experimental measurements. As it can be observed, the error between the measured and modeled impedances is less than $1 \%$, which represents a quite high accuracy for the study in context.


Figure 10. Full winding model.

Table 4. Specifications of the inductor prototype developed to validate the winding model.

| Magnetic Core | N87 |
| :--- | :---: |
| Core shape and size | ETD49 |
| Main winding no. of turns | 80 turns |
| No. of winding layers, $m$ | 4 layers |
| Diameter of wire, $D_{\text {wire }}$ | 1 mm |


(a)

(b)

Figure 11. Total winding impedance as a function of frequency. (a) Magnitude, and (b) argument of modeled impedance compared to experimental measurements.

## 5. Applications of Loss Models to Simulate the Variable Inductor

After the verification of the loss models, the study is applied to model the double E-core variable inductor shown in Figure 1. The full model is implemented based on the reluctance circuit concept previously stated. However, the two issues associated with the previous reluctance model have been tackled. To avoid algebraic loops due to model causality, the magnetic core has been partitioned according to its operation, as mentioned previously, in Section 2, thus defining each partition in terms of electrical inputs and outputs as explained below.

The middle arm has the main winding, and to model this arm, the input will be the excitation voltage, and the output should be the main inductor current. On the other hand, the lateral arms have the control windings, so for these coils, the input will be the control current, and the output should be the induced voltages in the control windings.

Figure 12a illustrates the magnetic system, which is represented by the reluctance equivalent circuit of the device. The reluctance equivalent circuit is composed of three branches. The left and right branches represent the magnetic circuits of the control arms of the device. The voltage source ( $N_{b} \cdot I_{b}$ ) models the magnetomotive force created by each control winding. The voltage sources $\left(\phi_{R} \cdot \Re_{R}\right)$ and ( $\phi_{L} \cdot \Re_{L}$ ) model the variable reluctance of the magnetic path of the right and left arms, respectively. Using the control current as the input quantity, the values of the variable voltage sources are calculated
based on the JA hysteresis model. The middle branch represents the magnetic circuit of the main arm, the variable reluctance of the magnetic path is similarly represented by the voltage source ( $\phi_{C} \cdot \Re_{C}$ ), while in this case, the magnetomotive force is the output quantity and is represented by a current source. The current in the main winding $\left(I_{c}\right)$ can, thus, be calculated by measuring the voltage across this current source and dividing by the number of turns of the winding $\left(N_{c}\right)$.


Figure 12. Schematic of the variable inductor model based on the reluctance circuit. (a) Magnetic circuit, and (b) electric circuit.

On the other hand, Figure 12b illustrates the electrical system, which includes the electrical model of the winding, as well as the input voltage and the output current source. The electrical part of the three windings is represented by Equation (21).

$$
\begin{equation*}
V_{w}=N_{w} \frac{d \phi_{w}}{d t}, \quad w \in L, R, C \tag{21}
\end{equation*}
$$

where $V_{w}$ is the voltage at winding $w, \phi_{w}$ is the magnetic flux created by the winding $w$, and $N_{w}$ is the number of turns of the winding $w$. The winding $w$ refers to the left $(L)$, right $(R)$, or center $(C)$ windings. In order to account for the main winding DC losses, a constant resistor, $R_{d c}$, is added to the electrical circuit of the main winding in series with the current-controlled current source, which represents the main winding current. Also, to represent the AC winding losses, a variable frequency-dependent resistor, $R_{a c}(f)$, is added in series to $R_{d c}$.

## 6. Model Validation Using Simulations and Experimental Results

In order to compare the initial lossless equivalent circuit with the proposed model, which includes core and winding losses, detailed simulations have been carried out. Furthermore, those two simulation models have been compared against experimental measurements obtained from the variable inductor prototype shown in Figure 13. The device has been developed based on the double E-core structure with the design specifications indicated in Table 5, and the models have been adjusted correspondingly.


Figure 13. Variable inductor prototype based on double the E-core structure.
Table 5. Specifications of the test setup developed to validate the full VI model.

| Magnetic Core |  |
| :--- | :---: |
| Core material | N 87 |
| Core shape and size | ETD49/25/16 |
| Main winding no. of turns | 23 turns |
| Control winding no. of turns | 55 turns |
| Power Stage Ratings |  |
| Power level | 1 kW |
| Input voltage | 200 V |
| Peak current | 5 A |
| Frequency $(f)$ | 50 kHz |

Figure 14a shows a circuit diagram of the developed test platform. It consists of a SiC full-bridge DC-AC converter to apply a square waveform excitation voltage on the inductor main winding. As mentioned previously, the square waveform voltage allows testing the device model under non-sinusoidal conditions, thus assure the validation of the loss study under a general condition of excitation voltage. The converter is controlled using a TMS320F28335 Texas Instruments peripheral board. Additionally, a variable DC voltage source is connected in series with a resistor to provide a DC control current of maximum 1 A to the control winding of the variable inductor. The constructed test platform is illustrated in Figure 14b.


Figure 14. Experimental setup used to test the variable inductor under small and large-signal analyses. (a) Circuit diagram, and (b) test platform.

### 6.1. Small-Signal Analysis

To validate the proposed model under small-signal analysis, the control current was increased from 0 to 1 A in steps of 0.05 A , while keeping zero excitation voltage on the main winding. The equivalent inductance seen from the main winding was measured using the impedance analyzer. Figure 15a illustrates the measurement of the equivalent inductance as a function of the bias control
current. Also, the figure illustrates the simulated inductance obtained from the developed models, the initial lossless equivalent circuit, as well as the proposed model, which includes losses. Figure 15b shows the error of each model compared to the experimental results, as calculated by Equation (22). It can be observed that the proposed model that includes losses predicts the inductance within an acceptable error $(<6 \%)$. On the other hand, the inductance predicted by the initial lossless model shows a clear deviation from the experimental one as the control current increases. It reaches an error of $30 \%$ at maximum control current.

$$
\begin{equation*}
\operatorname{Error}(\%)=\frac{\left(L_{\text {Experiment }}-L_{\text {Model }}\right)}{L_{\text {Experiment }}} \times 100 \tag{22}
\end{equation*}
$$



Figure 15. Small-signal characterization of the variable inductor prototype comparing simulation models with experimental results. (a) Inductance value, and (b) percentage error as a function of control current.

### 6.2. Large-Signal Analysis

The prototype has also been characterized under large-signal analysis. Similar to the small-signal analysis, a DC control current is applied to the control windings and varied from 0 to 1 A . However, in this case, a square waveform voltage of 30 V is applied to the main winding of the inductor. The inductance is calculated by two different methods using the experimental measurements of the voltage and current through the main winding. The first method calculates the inductance using the RMS values of the waveforms over each cycle at a steady state. On the other hand, the second method uses the instantaneous values of the waveforms. The two methods were then compared to verify the accuracy of the measured inductance value, as explained hereafter.

### 6.2.1. Impedance Calculation

A simplification applied by considering the RMS value of the first harmonic component of the voltage and current measurements, so the resulting inductance is calculated by Equation (23).

$$
\begin{equation*}
L=\frac{X_{L}}{\omega}=\frac{V_{C}}{I_{C}} \cdot \frac{\pi / 4}{2 \pi f} \tag{23}
\end{equation*}
$$

where $V_{C}$ is the voltage applied to the main winding of the variable inductor, and $I_{C}$ is the current flowing through it.

### 6.2.2. System Identification Tools

The System Identification Toolbox from Matlab is used, which requires a set of data that represent the input and output variables of a system; in this case, $V_{C}$ is the input to the system, and $I_{C}$ is the output. Using these variables, the tool defines the transfer function of the system based on the user selection of the number of poles and zeros of the system. In the case of an inductor, the system is defined as a 1st order system (1 pole, no zeros), and the transfer function is stated by Equation (24).

$$
\begin{equation*}
\frac{I_{C}(s)}{V_{C}(s)}=\frac{1}{s L+R_{d c}} \tag{24}
\end{equation*}
$$

Figure 16 compares both methods of inductance calculation to verify the accuracy of the measured inductance and then uses it to assess the proposed model. It shows that the inductance calculated based on RMS values is in very close agreement with the inductance obtained by the Matlab identification tool. This conclusion justifies the use of RMS measurements for calculating the inductance in the large-signal analysis in order to simplify the computations.


Figure 16. Inductance calculation from experimental measurement.
Similar to the previous small-signal analysis, Figure 17a illustrates the equivalent inductance as a function of the bias control current for the large-signal analysis case. Figure 17b clarifies the trend of deviation or convergence of the models as a function of the control current, compared to the measured results. The results are quite consistent with the previous small-signal analysis; the inductance calculated by the proposed model still approaches the experimental measurements, while the one calculated by the lossless model shows a clear dispersion.


Figure 17. Large-signal characterization of the variable inductor prototype comparing simulation models with experimental results. (a) Inductance value, and (b) percentage error as a function of control current.

## 7. Conclusions and Future Developments

In this paper, a full accurate circuit-based time-domain model for a variable magnetic device has been developed, demonstrated, and experimentally validated. The model can predict the inductance variation as a function of the control current in a variable magnetic element. The main contribution of this work is the development of a model that can be used in several simulation platforms, and, moreover, the inclusion of core losses as well as winding eddy current losses in the magnetic device. Additionally, it solves the causality issues, which are present in previous approaches.

A double E-core variable inductor prototype has been characterized under small-signal as well as large-signal analyses in order to assess the accuracy of the model. The proposed approach is considered an autonomous tool that can analyze any given set of data (simulated or experimental) for a magnetic core, detect the operation frequency, and correspondingly, adjust the magnetic core model with the core and winding loss parameters, and finally predict the inductance as a function of the control current, along with other electric and magnetic quantities that characterize the magnetic core operation. Consequently, only one simulator environment is used for the design and simulation of the electromagnetic system.

The test results validate the model under operation frequencies of hundreds of $\mathrm{kHz}(<200 \mathrm{kHz}$ ). Accordingly, the future developments of this work include the extension of the model's validity to frequency ranges of $1-1.5 \mathrm{MHz}$. Also, the employment of the developed electromagnetic model to study the behavior of the variable inductor in a power electronic converter, specifically a DAB converter. The proposed model will allow for several studies using time-domain simulations, such as the control of the converter power transfer using the variable inductor, the possibility of the linearization of the system transfer function, and finally, the boost of the efficiency over critical operation ranges, for example, light load and heavy load operation ranges.
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## Abbreviations

The following abbreviations are used in this manuscript:

| PEC | Power Electronic Converter |
| :--- | :--- |
| EMI | Electro-Magnetic Interference |
| DAB | Dual-Active-Bridge |
| FEA | Finite Elements Analysis |
| JA | Jiles-Atherton |
| FFT | Fast Fourier Transform |
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#### Abstract

In recent times, multilevel inverters are used as a high priority in many sizeable industrial drive applications. However, the reliability and performance of multilevel inverters are affected by the failure of power electronic switches. In this paper, the failure of power electronic switches of multilevel inverters is identified with the help of a high-performance diagnostic system during the open switch and low condition. Experimental and simulation analysis was carried out on five levels cascaded h-bridge multilevel inverter, and its output voltage waveforms were synthesized at different switch fault cases and different modulation index parameter values. Salient frequency-domain features of the output voltage signal were extracted using a Fast Fourier Transform decomposition technique. The real-time work of the proposed fault diagnostic system was implemented through the LabVIEW software. The Offline Artificial neural network was trained using the MATLAB software, and the overall system parameters were transferred to the LabVIEW real-time system. With the proposed method, it is possible to identify the individual faulty switch of multilevel inverters successfully.


Keywords: Artificial Neural Networks (ANN); fault diagnosis; Fast Fourier Transform (FFT); Multilevel Inverter (MLI); LabVIEW

## 1. Introduction

In recent years, multilevel inverters are drawing intense interest in the research of solid industrial electric drives organizes in the direction of attaining the high power demands necessary with them. The foremost merits of Multilevel Inverters (MLIs) are minimization of harmonic deformation of the output voltage waveform by way of raising incapacity of levels as well as litheness for the usage of battery sets or fuel for in-between periods [1-3].

Although MLIs are effectively used in engineering applications employing a confirmed technology, the collapse of power electronic switches and its fault investigation is until now a recent research issue for researchers. In engineering applications, it is implemented to examine the state of power switches which is available in inverters. The extent of levels in the inverter changes, the number of power also switches varied, which can raise the chance of collapse of any one of the switches; hence, any such fault should be acknowledged at the initial stage so that the process of drive and motor during anomalous conditions is not affected [4-10]. The different modes of the collapse of power semiconductor switches, an open-switch as well as the short-switch fault, directs to current harmonics and generates troubles
in the gate driving circuits. Therefore, it reduces the system's concert. Several researchers used the inverter output current and voltage for constructing that fault identification arrangement [11,12]. Surin Khomfoi et al. [13], created an open-switch fault analytic coordination of an MLI created based on that output voltage with Fast Fourier Transform (FFT) model as well as five parallel neural networks employing 40 contribution neurons for every system. While the range of that neural network is extremely complex because of 40 input neurons, inside of a new paper, Surin Khomfoi et al. projected a different method that contains a mixture of FFT principal constituent analysis, genetic algorithm as well as neural network technology for identifying the fault category as well as fault location in an inverter [14].

Recognition of faulty switches of MLIs is still an emerging research area, and numerous researchers are steadily working on the way to identify the faults precisely. On the other hand, information about the actual instance implementation of high concert fault investigation system for cascaded H-bridge multilevel inverter is inadequate. With that consideration, Multilevel Inverter (MLI) output voltages are measured as a significant constraint to identifying faulty switches. Real-time implementation of overall fault analytic schemes has been executed in National Instruments (NI)—LabVIEW software with a version of DAQmx 19.1; it has been a complicated apparatus designed for rising as well as operating actual instant submission. LabVIEW makes use of graphical encoding language formed by National Instruments and is also successfully applied for data attaining, instrumentation control, as well as in automotive industries. ANN is a useful tool in the classification of patterns in the course of learning as well as nonlinear mapping. Together, LabVIEW and ANN are arranged to measure. It is essential as an additional test for obtaining research work. Therefore, the actual instant fault detection method is programmed at some stage in LabVIEW with the help of ANN [15-17].

## 2. Structure of H-Bridge Multilevel Inverter

The H-Bridge inverter modules with separate DC sources are connected in series to form a cascaded multilevel inverter. Figure 1 illustrates a typical three-phase cascaded MLI using 3 H -bridge modules within every phase associated with a three-phase asynchronous motor load. The number of output voltage levels can be calculated with the formula $2 \mathrm{~S}+1$; here, ' S ' is the number of H -Bridge modules utilized for it. The 3 phase MLI structure is generally used for industrialized applications. In current work, the single-phase MLI is used because that projected fault analytic scheme has the capability of expanding in favour of three-phase applications.


Figure 1. Representation of a three-phase H-bridge cascaded multilevel inverter fed induction motor.

Figure 2 illustrates the representation of the single-phase five levels cascaded H -bridge inverter utilized; it contains 2 H -Bridge modules, as well as 8 number of powers, switches Insulated-Gate Bipolar Transistors (IGBTs). Every IGBT switch is named following its module location like S1A, S2A, S3B, S4B, etc. The cascaded inverter has been linked along with a dynamic load like $1 \psi, 0.5 \mathrm{HP}$, 50 Hz asynchronous motor. The Sinusoidal Pulse Width Modulation (SPWM) technique has been applied for generating the necessary switching signals for IGBTs. In this SPWM, higher frequency contained triangular carrier waves are used along with a sinusoidal reference wave. Figure 3 shows that production of switching sequence corresponding to module $A$ at a carrier wave frequency value $(\mathrm{fc})$ of 3 kHz as well as a modulation index value (m) of sinusoidal wave 0.85 . Now in this work, the modulation index is deferred in-between sort of values 0.8 to 0.95 .


Figure 2. Simulink model of 1- $\Phi$ cascaded H-Bridge 5-level inverter fed with Induction Motor load.


Figure 3. Sinusoidal Pulse Width Modulation cell A switching patterns created with a carrier wave frequency of 3 kHz and modulation index value of 0.85 .

## 3. Fault Analysis of Output Voltage and Current

Simulation fault analysis was carried out with the help of Matlab/Simulink (R2019b) to realize the output load voltage, as well as output, load current waveform earlier than as well as later than the fault commencement of the MLI. Foremost, the open circuit fault occurs at 1 s on switch S1A of module A. Figure 4 shows the actual load voltage of the inverter, its exaggerated outlook as well as current wave earlier and later of that faulty condition of single-phase cascaded H-Bridge MLI associated employing
the induction motor load. The voltage, as well as current patterns, were exampled for 20 kHz . Likewise, Figure 5 shows the output load voltage, as well as the output, load current waveforms later than the fault creation of open-circuit fault in switch S2A of Module A.


Figure 4. Load current and voltage waveform analysis of Bridge-A of S1A during an open-circuit fault.


Figure 5. Load current and voltage waveform analysis of Bridge-A of S2A during an open-circuit fault.

## 4. Concept of Fast Fourier Transform and Feature Extraction Process

In the Fast Fourier Transform method, the output voltage waveform features are extracted. In order to generate a powerful fault analysis method, it is essential on the way to execute frequency domain analyses for the output load voltage patterns. The FFT method has been used for pulling out different parameters of the output voltage signal. As seen, signals of output parameters are not easy to be measured as a significant attribute to categorizing a faulty assumption. Consequently, the signal conversion method is required. A proper choice of that characteristic extractor is to give sufficient important information about the neural network in the example set; thus, that was the maximum amount of precision within that neural network concert that was attained. Single probable method of execution with Digital Signal Processing (DSP) microchip is executed with the help of FFT [9]. Initiating
through Discrete Fourier Transform in Equation (1), after that FFT technique is with a combination of decimation within time decomposition algorithm has been represented in Equations (2) and (3):

$$
\begin{equation*}
F_{k}=\sum_{n=0}^{N-1} f_{n} W_{N}^{n k} \text { for } k=0, \ldots, N-1 \tag{1}
\end{equation*}
$$

where $W_{N}=e^{-j \frac{2 \pi}{N}}$

$$
\begin{gather*}
F_{k}=G_{k}+W_{N}^{k} H_{k} \text { for } k=0, \frac{N}{2}-1  \tag{2}\\
F_{k+\frac{N}{2}}=G_{k}-W_{N}^{k} H_{k} \text { for } k=0, \frac{N}{2}-1 \tag{3}
\end{gather*}
$$

$G_{k}$ is to be on behalf of even-numbered essentials of $f_{n}$, while $H_{k}$ is to be on behalf of odd-number essentials of fn. $G_{k}, \mathrm{Z}$ as well as Hk , are to be evaluated as exposed in Equations (4) and (5).

$$
\begin{gather*}
G_{k}=\sum_{n=0}^{\frac{N}{2}-1} f_{2 n} W_{\frac{N}{2}}^{n k}  \tag{4}\\
H_{k}=\sum_{n=0}^{\frac{N}{2}-1} f_{2 n+1} W_{\frac{N}{2}}^{n k} \tag{5}
\end{gather*}
$$

Figure 6 shows the schematic diagram representation of that fault analysis system implemented on behalf of the recognition of the failures in power electronic switches using those features extracted from the FFT technique. The inverter load voltage wave has been deliberated and using FFT technique, essential functions of the voltage signal, i.e., Total Harmonic Distortion (THD) (\%), harmonic/fundamental ratio (\%) values up to 11th harmonics are extracted. Hence, the RMS value analysis is also simultaneously carried out in the output voltage signal, and the extracted 12 features are specified as input for that the Artificial Neural Network. Figure 6 illustrates the feature 100/50 representing the ratio of the second harmonic to fundamental; feature 150/50 represents the ratio of third harmonic/fundamental and so on. The output of the trained patterns of the ANN with LabVIEW software identifies the faulty switch of the multilevel inverter. Therefore, the FFT method is useful for every load voltage waveform underneath the open circuit fault condition as well as short circuit fault conditions with corresponding harmonic level variations, Vrms, and THD values. Figure 7 illustrates the FFT frequency plot of output voltage during a healthy and open-circuit fault condition. Figure 8 illustrates different features of the load voltage wave obtained from the FFT technique on various open switch faulty cases from second harmonic ratios to 11th Harmonic ratios. Figure 9 illustrates the features of the load voltage wave obtained from the FFT technique on various short switch faulty cases for different harmonic ratio values. Figure 10 shows THD of the output voltage waveform obtained from the FFT technique on various faulty cases as well as on various values of modulation index at different switches. Figure 11 illustrates the RMS values of the output voltage waveform obtained on various faulty cases as well as on various values of modulation index at different switches. Extracting the distinct features from the waveform of load voltage will automate the fault analysis process.


Figure 6. LabVIEW based fault investigative system using FFT features.


Figure 7. Frequency plot of the output voltage. (a) Normal condition; (b) S1B open circuit fault.


Figure 8. Cont.


Figure 8. Features of the output voltage waveform acquired from FFT technique at distinct open switch fault cases from 2 nd harmonic ratios to 11th harmonic ratios.


Figure 9. Features of the voltage waveform acquired from the FFT technique at distinct short switch fault cases (a) 4th harmonic ratio, (b) 5th harmonic ratio, (c) 11th harmonic ratio.


Figure 10. THD value of the output voltage waveform obtained from the FFT technique at different fault cases and different modulation index values.


Figure 11. Output voltage waveforms attained at distinct modulation index values at various fault conditions.

## 5. Structure of Fault Diagnostic System

Figure 12 shows the schematic diagram of the overall fault diagnosis scheme built to recognize the power electronic switch failure in MLI. The hardware arrangement contains a DC Source, MLI, Induction Motor, as well as A-Data Fetching System.


Figure 12. Implementation of the overall fault analytical system.
Primarily, extracting the voltage wave features as well as various modulation index values using FFT harmonic analysis in Matlab/Simulink (R2019b), the various fault conditions have been created in both practical setting and simulation. The obtained features were given to ANN offline training with Matlab. This trained model contains both weight values, as well as bias values of ANN, are fed on the way to graphical programming language LabVIEW used for fault analysis. For actual instant
submission, outputs of voltage sensors are specified toward NI Universal Serial Bus data acquisition system that has been attached with PC. Voltage information is operated in LabVIEW FFT attribute, taking out an examination as well as compared by way of that offline trained example. After that, the LabVIEW GUI indicates fault switches in the MLI that helps maintain the system's reliability.

Figure 13 shows the laboratory experiment arrangement worn to gather load voltage waveforms of MLI on behalf of various switch faulty situation. To obtain five-level output voltages, the cascaded arrangement of PWM modules triggered 2 H -bridge inverters must be created. IGBTs having the specifications of $600 \mathrm{~V}, 25 \mathrm{~A}$ are chosen as switches. PWM module containing the reference as well as carrier signal selecting, modulation index as well as switching frequency modification are worn for sending necessary gate signals to IGBTs.


Figure 13. Laboratory experimental arrangement.
Figure 14a,b show the data acquisition system interfacing to LabVIEW software in the computer on behalf of actual instant submissions. National Instruments (NI) USB-6251 (1.25 MSa/Sec) are worn as data fetching arrangement that are interfaced with the computer to record as well as facilitate the new process for obtaining signals.


Figure 14. (a) Data acquisition system interfaced with LabVIEW software in PC (b) NI USB-6251 hardware.

The total arrangement can measure the 16 analogue signals as well as 16 bits. The Digital Storage Oscilloscope (DSO) and Agilent ( $1 \mathrm{GSa} / \mathrm{Sec}$ ), are worn as well for visualizing load voltage waves. Open
circuit and short circuit faulty conditions are formed on every switching device, and consequent output voltage waves are stored. A voltage sensor has been utilized for collecting the signals at the output and is directly interfaced to NI USB-6251. The output signals are extracted from inverter for variety of indexed modularity values, and FFT harmonic analysis is also conceded. A significant characteristic of that voltage sensor is to extract the energy substance of that signal at various levels of dissolution.

### 5.1. Simulation Results at open circuit Fault

Firstly, an open circuit faulty condition is subjected to switch S1A, and then the resulting load voltage waveform recorded. Likewise, open circuit faulty condition is formed on the remaining switches of H-Bridge A as well as H-Bridge B. The resulting output voltage waveforms are recorded for an advanced characteristic of pulling out progression. Figure 15 shows the distinctive output waveforms attained when open circuit switch faulty condition on H-Bridge A. For assessment, that output voltage waveform when in the no-fault situation has also been included in Figure 15. These output voltage waveform patterns illustrate to find variations between healthy as well as faulty conditions effortlessly.


Figure 15. Fault condition output voltage waveforms.

### 5.2. Simulation Results at short circuit Fault

During this condition, short circuit fault has been formed on every one switch of H-Bridge A and H -Bridge B , one after one as well as that resulting output voltage waveforms are also recorded on behalf of supplementary characteristic pulling out method. Figure 16 shows that characteristic output voltage waves attained when normal conditions as well as short- switch faulty circumstances of H-Bridge B. by observing that the countable dissimilarity has been there in every output voltage waves of short circuit unsatisfactory situation while comparing with the reasonable condition. FFT method has been used for every output voltage wave underneath short circuit fault circumstance, and then consequent FFT harmonic analysis is evaluated.


Figure 16. Short Circuit fault condition output voltage waveforms.

## 6. Experimental Validation

### 6.1. Feature Extraction Analysis Using LabVIEW

The whole faulty diagnosis system has implemented with National Instruments (NI) - LabVIEW software with a version of DAQmx 19.1. Figure 17 shows the implemented LabVIEW frontage panels containing the output voltage imprison as well as examination unit before identifying the fault switch. It shows the initial Data Acquisition capture settings in terms of max and min value, sampling frequency, number of samples per channel, multi-factor value, the magnitude of RMS voltage in max and min and time scale parameters. The GUI improved within LabVIEW displayed the fetched output waveform of voltage have frontage on the side panel of that programming algorithm. Their front side panel behaves similar to a UI someplace the user be able to set up as well as pull out information. Formerly that NI USB gadget has correctly interfacing to that LabVIEW front side panel; the piece of equipment contact indicates in green colour blinking. The front side panel has had power over parameters of output signal like the scale of time as well as magnitude, sampling frequency as well as no. of samples of every indication.

Moreover, with the help of acquisition setting the no. of sample signal capturing is also controlled for a particular time. Separate sub VI has power over frequency domain investigation of that output voltage signal. Because of the NI Data Acquisition System (DAS) as well as LabVIEW software's has the capability to capturing as well as analyzing the data set on a precise instant. Signals are capturing endlessly as well as recorded in the computer on behalf of supplementary dispensation. This front panel also shows the variations in the RMS value of the output voltage signal concerning time which helps in understanding the trend analysis of the Vrms parameter. Figure 18 shows that front end side panel of LabVIEW intended to examination frequency domain of the output voltage signals using FFT technique. This unit contains the have power over choosing the signals for FFT analysis purpose. Within this unit, control also provided for tracking of individual FFT plot of the voltage signal. Peak values of the harmonic frequencies are used to evaluate the harmonic ratios concerning fundamental frequencies. The Fast Fourier Transform frequency domain harmonic examination of the front panel is improved within the research work as well as it shows in Figure 19. This has been deliberated on the way toward the observation of various harmonic/fundamental ratios, and THD value of the output voltage signal of multilevel inverter and Figure 20 shows that VI front panel of MLI faulty switch analysis. In that screen, that is shown the possibility of tracking the harmonic scheme for each separate output voltage signals. This software module is developed in such a way to evaluate up to

11th harmonic ratio. Trend analysis of THD value and harmonic ratios is possible in this front panel and the faulty.


Figure 17. LabVIEW output Voltage imprisons in the front panel and analysis of multilevel inverter.


Figure 18. LabVIEW FFT based frequency domain analysis in the front panel.


Figure 19. The front panel of FFT based THD and Harmonic analysis.


Figure 20. The front panel of MLI faulty switch analysis.
The switch must be identified and Figure 21 illustrates the output voltage pattern that relates to MLI under various faulty switch conditions at real-time implementation.


Figure 21. Cont.


Figure 21. Voltage waveforms acquired at different open circuit and short circuit switch fault situations.

### 6.2. Real-Time Fault Diagnosis Results from LabVIEW-ANN Approach

On the way towards the mechanize the development that of fault analysis in MLI, a multilayer feed-forward network, as well as a backpropagation learning algorithm was utilized [15].

Figure 22 shows the ANN schematic diagram. It has a structure containing an input layer, one forbidden layer, and one output layer. The targeted and input vectors are primarily fed with some values for a training network. Exercising the arrangement is completed by altering the weight as well as the bias of the unit depends among the significant fault. Backpropagation training algorithm contains a frontward pass as well as toward the back pass is conceded out in anticipation of the Mean Square Error (MSE) has been evaluated up to the lowest value. The collected data is achieved at what time error between them calculated as well as the preferred amount produced, which is a lesser amount of that set value.


Figure 22. Schematic diagram of an Artificial Neural Network.
Here MSE, that has been meaning of the number of errors for every set of input as well as resulting output, been evaluated with Equation (6):

$$
\begin{equation*}
M S E=\frac{1}{m} \sum_{k}^{m}\left(S_{k}-Y_{k}\right)^{2} \tag{6}
\end{equation*}
$$

Here $S_{k}$, as well as $Y_{k}$ are, correspondingly, the preferred, as well as measured output on behalf of $k$ th input set and $m$, is the whole quantity of their output parameters [15]. Here information of the revised neural network is utilized and is displayed in Table 1.

Table 1. Specifications of FFT—ANN-Lab VIEW Approach.

| No. of Inputs | 12 |
| :---: | :---: |
| No. of Neurons in Hidden Layer | 24 |
| No. of Neurons in Output Layer | 9 |
| Learning Rate $(\eta)$ | 0.1 |
| No. of Iterations | 3800 |
| No. of Training Sets | 200 |
| No. of Test Input Sets | 150 |
| Convergence Criteria | 0.01 |

Within the proposed work, 12 parameters ( 10 harmonic ratios, THD and Vrms) obtained as features from the FFT technique of a faulty conditioned output voltage signals are fed to the input of the neural network. There is a total of 9 produced neurons for classifying that fault as that of no-fault, S1A fault up to S4B fault are shown in Table 2.

Table 2. Training pattern of Neural Network.

| Classification of Fault | Position of Neuron | Output Pattern |
| :---: | :---: | :---: |
| No fault | 1 | [100000000] |
| S1A fault | 2 | [ 010000000 ] |
| S1B fault | 3 | [ 001000000 ] |
| S2A fault | 4 | [ 000100000 ] |
| S2B fault | 5 | [ 000010000 ] |
| S3A fault | 6 | [ 000001000 ] |
| S3B fault | 7 | [000000100] |
| S4A fault | 8 | [ 000000010 ] |
| S4B fault | 9 | [000000001] |

It is shown that the ANN training sequence approaches various switches faults in MLI. In the exercise sequence, each neuron in that output layer of the neural network is assigned to particular faults and then trained for a binary value of 1 or 0 , as shown in Table 2. For example, in the case of the no-fault condition, the first neuron in the output layer has been assigned a value of 1 , and all other
neurons are trained for a value of 0 . Similarly, for different fault cases, the output layer neurons are trained for different binary training patterns. For the offline training of the neural network, 200 training sets were used, and the weight matrix of the trained pattern is given as an input to the LabVIEW GUI module for testing purposes with 150 test inputs.

Figure 23 shows the performance of the network at various iterations. The training of the current system reaches the junction criterion after close to 3800 iterations. It is proved that 3800 iterations were enough to know the successful training of that revised neural network. Consequently, a concert of that back PNN is known by way of 24 forbidden layer neurons maintained that worth of that learning rate is 0.1 , and the number of iterations is 3800 .


Figure 23. Variations occurred in MSE of the ANN during training pattern concerning an increase in the number of iterations.

In general, it is noticed that the neural network accurately predicts the no-fault case at all tested numbers of forbidden layer neurons. Since that network convergence has not been reached within the specified revised neural network parameters in such cases of 15 or 20 forbidden layer neurons, then the accuracy of identification tempo is affected. It has identified their concert of the neural network been enhanced on behalf of 24 forbidden layer neurons while comparing employing further situations. The average recognition tempo on behalf of every faulty case is $100 \%$ in the considered case, as well as the neural network, has capable of discovering that fault in all faulty cases effectively. Table 3 gives a detailed analysis of the identification rate, and Figure 24 illustrates the evaluation of neural network means the square error of various numbers of forbidden layer neurons.

Table 3. Overall Identification rates of FFT-ANN-LabVIEW approach.

| Classification of Fault | Identification Rate (\%) |  | at Different |
| :---: | :---: | :---: | :---: |
|  | $\mathbf{1 5}$ | $\mathbf{2 0}$ | $\mathbf{2 4}$ |
| No fault | 100 | 100 | 100 |
| S1A fault | 91 | 92 | 100 |
| S1B fault | 93 | 95 | 100 |
| S2A fault | 92 | 95 | 100 |
| S2B fault | 91 | 92 | 100 |
| S3A fault | 95 | 95 | 100 |
| S3B fault | 92 | 96 | 100 |
| S4A fault | 93 | 95 | 100 |
| S4B fault | 92 | 94 | 100 |



Figure 24. Evaluation of the mean square error of the neural network at different numbers of hidden layer neurons.

Real-time implementation of LabVIEW is dependent on the trail of the fault analysis of MLI with load voltage characteristics like FFT harmonic analysis showing the possibilities of determining the switch failure in a particular position in an MLI. When comparing with other techniques mentioned in previous publications [13,14], the projected technique considerably decreases the number of inputs to ANN network as well as analyzes the occurrence of faulty conditions in 10 msec , and it can find the faulty condition of an exact switch (OC fault or SC fault) in the MLI. Also, the projected method gives a $100 \%$ detection rate among no-fault as well as fault conditions of a switch. Therefore, on one occasion, the switch fault is analyzed that has helped operate and carry out precautionary safeguarding.

## 7. Conclusions

This paper's proposed H-bridge cascaded five level multilevel inverters associated through a load of induction motor with faulty switch analysis is carried out. First, the significant attributes of load voltage output waveform are examined with simulation as well as experimental analysis on dissimilar open-switch and short-switch faulty conditions. Meanwhile, the existing problems are further examined. Furthermore, essential features like harmonic analysis with FFT technique are specified to be input to that backpropagation trained ANN along with an evaluation of the mean square error at the different number of hidden layer neurons; to make the neural network offline the Matlab software is utilized. The actual instance function of that anticipated fault diagnosis scheme is executed with the LabVIEW software. This projected fault diagnosis scheme has the potential to accurately recognize each separate fault switch of the cascaded multilevel inverter. It can categorize $100 \%$ precisely typical as well as fault situations. Therefore, in this instance, the faulty switch conditions were recognized immediately, and implementing this system will help the operator in performing protective maintaining work.
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#### Abstract

This paper discusses the benefits of using silicon carbide ( SiC ) devices in a three-stage modular power electronic transformer. According to the requirements to be fulfilled by each stage, the second one (the $\mathrm{DC} / \mathrm{DC}$ isolation converter) presents the most estimable improvements to be gained from the use of SiC devices. Therefore, this paper is focused on this second stage, implemented with a SiC -based dual active bridge. Selection of the SiC devices is detailed tackling the efficiency improvement which can be obtained when they are co-packed with SiC antiparallel Schottky diodes in addition to their intrinsic body diode. This efficiency improvement is dependent on the dual active bridge operation point. Hence, a simple device loss model is presented to assess the efficiency improvement and understand the reasons for this dependence. Experimental results from a $5-\mathrm{kW}$ Dual Active Bridge prototype have been obtained to validate the model. The dual active bridge converter is also tested as part of the full PET module operating at rated power.


Keywords: SiC devices; antiparallel diode; dual active bridge; power electronic transformer; high-frequency transformer

## 1. Introduction

A line-frequency transformer (LFT) is a key element in transmission and distribution for traditional centralized generation-based systems. Their main functionality is to interface different voltage levels in the grid [1]. LFTs are a well-established, relatively cheap, and reliable technology. However, they fail to cope with modern grid demands, such as the integration of distributed resources and energy storage systems, as well as power flow control.

The power electronic transformer (PET), also called a solid-state transformer (SST), was introduced in 1970 [2]. It is considered an alternative to LFT, as it connects two AC voltage ports while providing galvanic isolation [1]. PET is a semiconductor-based energy conversion system based on fast-switching devices, which potentially enables a significant reduction in volume and weight [3]. Moreover, thanks to the controllability of the power devices, the PET provides additional functionalities, such as reactive power, harmonics and imbalances compensation, ride-through capabilities, and smart protections.

The power semiconductor technology used in PETs has been traditionally based on Silicon ( Si ). However, the fast advances in wide-band-gap (WBG), specially the Silicon Carbide ( SiC ), power semiconductors has attracted the attention to their use in the medium voltage (MV) modular three-stage PETs [4], mainly due to their high blocking voltage along with their superior switching behavior [5,6].

Several examples of using SiC devices in different PET topologies exist in literature [7-13]. In the majority of applications, $1.2 / 1.7 \mathrm{kV}$ commercial SiC MOSFETs are used for LV side devices, while for HV side, 10 kV non-commercial MOSFETs are used [6,8]. In some works, SiC was used in all the PET stages, such as in the TIPS (transformer-less intelligent power substation), which is an all-SiC three-stage PET topology [12]. In [14], a detailed comparison was carried out between two cases:
(1) using 10 kV and $3.3 \mathrm{kV} \mathrm{SiC} \mathrm{MOSFETs} \mathrm{and}, \mathrm{(2)} \mathrm{using} 10 \mathrm{kV}$ and 3.3 kV Si IGBTs, for different PET topologies. Authors concluded the importance of further research into the combined use of Si IGBT with SiC MOSFETs for three-stage PETs. Moreover, authors hinted at the importance of analyzing the relevance of including a SiC antiparallel diode to justify its additional cost implication.

Accordingly, the contribution of this paper is thought in two aspects:

1. Studying the requirements of the devices in each of the PET stages to assess the benefit of integrating SiC and, consequently, identifying the stages making best use of it.
2. Selection of the SiC devices for the second PET stage, based on a dual active bridge converter (DAB). As will be explained, this stage presents the most benefits from using SiC devices. Special attention will be paid to the device operation intrinsic to the converter topology. The use of SiC MOSFETs co-packaged with an additional SiC antiparallel diode is also investigated. A loss model is developed to estimate the potential efficiency improvement in this case. Both devices (i.e., with only intrinsic body diode and with additional SiC diode) are experimentally compared at rated power to validate the proposed model.

The paper is organized as follows: Section 2 describes the selected PET topology. Section 3 studies the integration of SiC devices in the different stages of the PET and identifies the practical limitations to the enhancements introduced by the use of these devices. Section 4 discusses the DAB converter development where the selection of the devices is detailed and the improvements introduced by using a SiC antiparallel diode is studied. Experimental results are provided in Section 5.

## 2. PET Topology

The selected PET topology is shown in Figure 1, and was previously discussed in [15-20]. It is a three-stage modular PET, with a Cascaded H-Bridge (CHB) converter acting as the front end AC/DC converter providing a HVAC link $\left(\mathrm{V}_{\mathrm{ac}} \mathrm{HV}\right)$. Each CHB cell integrates a DAB converter to provide the isolation between the HV and LV sides. Moreover, the integration of the DAB to the CHB cell provides the capability of bidirectional power transfer at the cell level $[18,19]$. The LV outputs of all DABs are connected in parallel to provide a high-current LVDC link $\left(\mathrm{V}_{\mathrm{dcLV}}\right)$, which is connected to a three-phase four-leg (3P4L) converter providing the LVAC link ( $\mathrm{V}_{\mathrm{ac}} \mathrm{LV}$ ).


Figure 1. Selected Power Electronic Transformer (PET) structure: (a) Three-stage modular PET topology based on a Cascaded H-Bridge (CHB) converter [17]. (b) One PET module composed of a Dual Active Bridge ( DAB ) and the full bridge of the CHB .

As is clear in Figure 1, the structure is fully modular as it is formed by several identically-stacked cells. Thanks to this modular structure, the number of cells of the CHB is chosen in such a way that the cell voltage $\left(\mathrm{V}_{\text {cell }}\right)$ is equal to the required $\mathrm{V}_{\mathrm{dcLV}}$. In this way the design of this DAB is, to some extent, simplified using a unity transformation ratio (i.e., no step-up/down).

This PET topology requires high galvanic isolation between HV and LV sides. The isolation is provided by the DAB high frequency transformer (HFT). Table 1 shows the characteristics of the developed PET.

Table 1. Main Power Electronic Transformer (PET) characteristics.

| Element | Parameter | Value |
| :---: | :---: | :---: |
| PET | Rated power | 105 kW |
|  | Number of cells | $21(7$ per phase $)$ |
|  | HV/LV grid voltage (L-L) | $6 \mathrm{kV} / 400 \mathrm{~V}$ |
| DAB | Rated power | 5 kW |
|  | Switching frequency $\left(\mathrm{f}_{\text {sw }}\right)$ | 30 kHz |
|  | HFT isolation | 24 kV |
|  | Input voltage $\left(\mathrm{V}_{\mathrm{i}}=\mathrm{V}_{\mathrm{cell}}\right)$ | 800 V |
|  | Transformer turns ratio $(\mathrm{n})$ | $1: 1$ |
|  | Leakage inductance $\left(\mathrm{L}_{\mathrm{lk}}\right)$ | $423 \mu \mathrm{H}$ |
| CHB | Rated power | 5 kW |
|  | $\mathrm{C}_{\text {cell }}$ | $600 \mu \mathrm{~F}$ (film) |

## 3. Use of WBG for PET

The superior material properties of WBG semiconductors allow power devices to operate at higher temperatures, voltages and switching frequency in comparison to Si counterparts [4,21]. Among WBG materials, SiC presents the most mature technology for high voltage devices [4]. Both 1.2 kV and 1.7 kV SiC MOSFETs are already available on the market with a wide range of current ratings $[5,22,23]$. The use of SiC MOSFETs not only introduces a relevant improvement to the efficiency of fast switching power converters, but also enables going to higher switching frequencies at high blocking voltage which cannot be achieved using available Si IGBTs. However, at limited switching frequency requirements ( $<10 \mathrm{kHz}$ ), especially for high power (>100 A), Si IGBTs are still the preferred choice due to cost-effectivity and reliability in addition to SiC MOSFET higher $\mathrm{dv} / \mathrm{dt}$, $\mathrm{di} / \mathrm{dt}$, and EMI issues [24].

Accordingly, to analyze the merits of integrating SiC devices in the PET, the device requirements for each of the three stages of the PET are identified below.

### 3.1. Device Requirements per PET Stage

In the addressed PET topology, since no step-up/down is needed, the power devices employed on both transformer sides (i.e., HV and LV sides) have the same voltage rating. These include devices of the CHB full bridge (FB), the two DAB full bridges (FB1, FB2), and the DC/AC converter devices (see Figure 1). While this is true, the specifications in terms of current ratings and commutation requirements differ significantly.

CHB: its power devices do not need to commutate fast due to the multilevel nature of the topology [25,26]. Moreover, $\mathrm{C}_{\text {cell }}$ size is not determined by the cell switching frequency. Therefore, SiC switching devices are not of special merit here, even when going to higher $\mathrm{V}_{\text {cell }}$ (i.e., to reduce the number of stacked modules), still Si IGBT would be the selected option [14]. On the other hand, SiC free-wheeling antiparallel diodes are quite interesting in this case since the CHB full bridge is required to handle positive and negative currents (i.e., not only during the dead time). Therefore, SiC diodes can effectively improve the CHB efficiency due to their reduced conduction forward voltage drop as well as lower reverse recovery time compared to Si diodes [27].
$D A B$ : high switching frequencies can provide significant reduction of the size and weight of the converter magnetics and the input and output capacitors. Additionally, going to higher PET module voltage is not achievable using Si devices, unless the switching frequency is reduced to few kHz . Regarding the antiparallel diode, the advantages of using SiC are still a controversial issue $[14,28]$ and, therefore, will be analyzed in this work.

3P4L DC/AC: commutation requirements are not high (in the range of few kHz [29]), and since it interfaces the LVAC grid, high blocking voltages are not required. Therefore, Si devices are a good candidate for this stage.

Considering the above discussion, for this PET, 1.7 kV Si IGBT devices with SiC freewheeling diodes are used for the CHB FB. As for the DAB, 1.2 kV SiC MOSFETs are used and possible enhancements introduced by a SiC antiparallel diode will be discussed in detail in Section 4 . Finally, 1.7 kV Si IGBTs are used for the 3P4L converter.

In the next section, the possible achievable enhancements gained by employing SiC in the DAB are discussed highlighting the practical limitations intrinsic to this PET topology.

### 3.2. Benefits and Practical Limitations of Using SiC MOSFETs for the DAB Converter

The use of SiC MOSFETs for the DAB converter in this PET structure has two main benefits:

1. It enables increasing the switching frequency of the DAB and, therefore, decreasing the size of the HFT [30,31].
2. The high blocking voltages enable increasing $\mathrm{V}_{\text {cell }}$ and, therefore, for a given $\mathrm{V}_{\mathrm{acHV}}$, the number of stacked PET modules can be reduced (see Figure 1) [7,17]. This is also advantageous for the HFT. Since each module handles more power, this leads to a higher transformer power density. In order to see clearly the effect of this, Figure 2 shows the HFT power density as a function of the cell voltage where the PET total power and $\mathrm{V}_{\mathrm{acHV}}$ are fixed (i.e., the number of PET modules vary). A comparative analysis regarding this relation is previously presented in [17] showing an improvement in the HFT power density as $\mathrm{V}_{\text {cell }}$ increases.


Figure 2. Theoretically calculated High Frequency Transformer (HFT) power density for three designs varying the Power Electronic Transformer (PET) module voltage ( $\mathrm{V}_{\text {cell }}$ ) and the handled power [17].

However, these SiC potential benefits may be compromised by certain practical implementation constraints.

On one hand, increasing $\mathrm{V}_{\text {cell }}$ has several adverse effects. High DC link voltages create practical problems for feeding the control circuitry in each cell. As commercial auxiliary power supplies (APS) do not provide the required isolation [29], each module circuitry has to be supplied from its DC link, where the HV and LV sides have separate APSs [32]. Commercial APSs can be used for voltages under 1 kV , otherwise, custom solutions must be implemented, such as the modular ISOP topology proposed in [29]. Consequently, various aspects must be considered for the selection of $\mathrm{V}_{\text {cell }}$ -

On the other hand, the size reduction of the HFT, in this particular case, is constrained by the high isolation required by the PET. This isolation imposes minimum clearance distances between windings, which compromises the window utilization factor resulting in a physical limit on further size reduction.

## 4. SiC-Based DAB Converter

The DAB (see Figure 3) is selected for the intermediate stage of the PET, as it provides galvanic isolation as well as bidirectional power flow [33,34]. The DAB is based on two active bridges interfaced
through an HFT, which provides the required galvanic isolation. This converter provides bidirectional operation by controlling the phase shift between the AC voltages generated by both bridges $\left(\mathrm{V}_{1}\right.$ and $\mathrm{V}_{2}$ ). Also, this converter can have relatively high efficiency due to the soft-switching operation of all the devices at nominal conditions (zero-voltage switching, ZVS) [35,36].


Figure 3. Dual active bridge (DAB) converter schematic.

### 4.1. SiC Device Selection

Regarding the selection of the SiC devices for the $\mathrm{DAB}, 6.5,10$, and 15 kV SiC MOSFETs have been reported for laboratory prototypes [37-42], but are far from being a viable commercial alternative yet. Current ratings offered in commercially available 1.7 kV SiC MOSFETs are still limited [23], and their commutation characteristic must be improved. The 1.2 kV SiC devices remain as the most mature technology available in the SiC device market. Consequently, these devices have been selected for the DAB. The DC link voltage is, therefore, set to 800 V .

Seven 1.2 kV SiC commercial MOSFETs were selected; two power modules and five discrete N -channel SiC MOSFETs. A comparative analysis of these devices was carried out in a boost converter operating in continuous conduction mode (CCM) (see Figure 4).


Figure 4. Boost converter test bench schematic.
The boost converter was chosen as a preliminary test bench due to its simplicity and rapid prototyping, but foremost, due to its similar operation to a DAB converter as it has two switching devices in a leg with an inductance connected to the middle point. However, the differences in operation between a CCM boost and a DAB are well understood and, therefore, perspective devices resulting from the first selection stage are then tested in a DAB converter prototype.

The test bench used commercial driver boards from CREE and a commercial FPGA-based controller platform (BASYS2). Tests in the boost converter were done at $2 \mathrm{~kW} 400 / 800 \mathrm{~V}$ for switching frequencies of 30,50 , and 100 kHz and a dead time of 500 ns . Table 2 summarizes the results. The efficiency is calculated using the input and output DC voltages and currents of the converter measured using digital multimeters. It is observed that all the devices show a high efficiency barely affected by the increase in switching frequency which was increased by a factor of more than three.

Table 2. SiC MOSFET comparative analysis in a boost converter.

| Manufacturer | Reference | Package | RatedCurrent$@ 100^{\circ} \mathrm{C}$ (A) | $\begin{aligned} & \mathrm{R}_{\mathrm{DS}} \\ & (\mathrm{~m} \Omega) \end{aligned}$ | $\begin{aligned} & \mathrm{C}_{\text {out }} \\ & (p \mathrm{~F}) \end{aligned}$ | Efficiency (\%) |  |  | Price per <br> Bridge ( $($ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | 30 kHz | 50 kHz | 100 kHz |  |
| ST | SCT30N120 | TO-247-3 | 34 | 80 | 130 | 97.77 | 98.16 | 97.81 | 100 |
| ROHM | $\begin{aligned} & \text { SCH2080KE + } \\ & \text { SBD } \end{aligned}$ |  | 28 | 80 | 175 | 97.71 | 98.02 | 97.69 | 132 |
|  | SCT2080KE |  | 28 | 80 | 77 | 97.82 | 98.17 | 97.93 | 80 |
| CREE | C2M0040120D |  | 40 | 40 | 150 | 97.76 | 98.10 | 97.84 | 128 |
|  | C2M0025120D |  | 60 | 25 | 220 | 97.56 | 97.88 | 97.42 | 252 |
|  | $\begin{aligned} & \text { CAS120M12BM2 } \\ & + \text { SBD } \end{aligned}$ | 6-pack 45 mm | 59 | 25 | 400 | 97.49 | 97.54 | 97.50 | 412 |
|  | $\begin{gathered} \text { CCS050M12CM2 } \\ + \text { SBD } \end{gathered}$ | Half-bridge 62 mm | 138 | 13 | 900 | 96.44 | 95.8 | - | 660 |

Since the performance of all seven MOSFETs is comparable, the selection of the adequate option was mainly based on the size and the price. The specifications for the DAB converter are shown in Table 1. Accordingly, the peak current handled by the devices can be calculated from Equation (1) [35], where T is half the switching period, d is the phase shift, $\mathrm{L}_{\mathrm{lk}}$ is the leakage inductance, $\mathrm{v}_{\mathrm{o}}$ is the output voltage, $\mathrm{v}_{\mathrm{i}}$ is the input voltage and n is the HFT turns ratio:

$$
\begin{equation*}
I_{p_{-} l k}=\frac{T}{2 L_{l k}}\left(2 \frac{v_{o}}{n} d+v_{i}-\frac{v_{o}}{n}\right) \tag{1}
\end{equation*}
$$

The current peak is calculated for the maximum phase-shift, this is selected to be 0.35 according to [35]. Based on Equation (1), this current is approximately equal to 11 A . The device current rating is selected to be twice the magnitude of the peak current handled by the devices to keep a safety margin. Therefore, the minimum required current rating is 22 A . This eliminates the two modules, and the CREE 60 A discrete, as the size and price are not justified in this case. The remaining four discrete devices are almost equally favored except for the ROHM SCH2080KE, as it includes a SiC Schottky barrier diode (SBD) co-packaged with the MOSFET.

### 4.2. Antiparallel SBD for a DAB Converter

Observing the efficiency of the boost converter using ROHM SCH2080KE versus for example ROHM SCT2080KE (without an additional SBD), it is consistently higher without SiC SBD. For the boost converter, this is logical as an additional antiparallel diode increases the output capacitance (see Table 2) and since hard-switching occurs, this increases the switching losses. Although, this makes sense and is simple to understand for the boost, for the DAB, it is more complicated as ZVS is implemented. That being the case, it is not valid to make a selection between both devices unless the additional diode behavior is studied for the DAB operation to identify if it improves or worsens its efficiency. This issue is addressed as follows, including: (1) understanding the potential effects introduced by a SiC antiparallel diode in a DAB converter, (2) developing a simple analytical loss model to estimate the possible efficiency improvement introduced by the SiC diode at a certain DAB operating point, and (3) validation of the proposed model using experimental results in a DAB prototype.

The two devices used in the analysis are the ROHM devices (i.e., SCH2080KE and SCT2080KE) as it is the same die but one packed with a SiC antiparallel SBD [22]. Characteristics of both devices are provided in Table 3. The diode forward voltage, $\mathrm{V}_{\mathrm{F} \text {-diode, }}$ is obtained from the datasheet at the value of $\mathrm{I}_{\mathrm{p} \_\mathrm{l}}$ (see Equation (1)) where the employed phase shift is that corresponding to 5 kW .

Table 3. Specifications of the compared devices.

| Characteristics |  | SCH2080KE +SBD | SCT2080KE |
| :---: | :---: | :---: | :---: |
| $\mathrm{R}_{\text {ON-MOSFET }}$ |  | $125 \mathrm{~m} \Omega$ |  |
| $\mathrm{E}_{\text {off }}\left(\mathrm{R}_{\mathrm{g}}=10 \Omega\right)$ |  | $110 \mu \mathrm{~J}$ | $120 \mu \mathrm{~J}$ |
| $\mathrm{E}_{\text {on }}\left(\mathrm{R}_{\mathrm{g}}=10 \Omega\right)$ |  | $330 \mu \mathrm{~J}$ | 275 JJ |
| Anti-parallel diode | Type | SiC SBD | Body diode |
|  | $\mathrm{R}_{\mathrm{D}}$ (Estimated) | $45 \mathrm{~m} \Omega$ | $320 \mathrm{~m} \Omega$ |
|  | $\mathrm{V}_{\text {knee }}$ | 0.85 V | 1.4 V |
|  | $\mathrm{V}_{\mathrm{F}-\text { Diode }}\left(@ I_{p-l k}\right)$ | 1.2 V | 4.5 V |

4.2.1. Advantages and Disadvantages of an Additional SBD

In order to provide a qualitative preliminary understanding of the possible effects of the SiC SBD on the DAB efficiency, the waveforms of the DAB are shown in Figure 5.


Figure 5. Dual Active Bridge (DAB) converter waveforms.
The potential advantages of using SCH2080KE +SBD in comparison to SCT2080KE are analyzed as follows:

- Since $\mathrm{V}_{\mathrm{F} \text {-Diode }}$ of the additional SiC SBD is more than three times lower than that of the body diode (see Table 3), the power losses due to diode conduction during the dead times are lower using SCH2080KE +SBD.
- The diode can enter into conduction while the MOSFET is ON. This can be seen from Figure 5, when the current through the MOSFET is negative (i.e., source to drain), a forward voltage drop,
$\mathrm{V}_{\mathrm{F}-\mathrm{MOSFET}}$, is applied to the diode. If $\mathrm{V}_{\mathrm{F}-\mathrm{MOSFET}}$ is higher than the diode knee voltage $\left(\mathrm{V}_{\mathrm{knee}}\right)$, then the diode conducts. If this case is true, current is shared between the MOSFET and the diode and, therefore, conduction losses are reduced.
- Unlike boost converter operation, soft switching is adopted in DAB devices at turn ON and, therefore, the additional output capacitance introduced by the additional SiC diode, illustrated in Figure 4, does not significantly penalize the switching losses (see Table 2).

However, these advantages can be compromised by several situations resulting in almost no advantages of having a SiC SBD, these cases are summarized as follows:

- From Figure 6, diodes do not operate during the whole period of the dead time. During (A), the output parasitic capacitances of the MOSFETs (see Figure 4) in one leg are exchanging the voltage (i.e., one is discharging while the other is charging) and during (B), diodes conduct due to circulating currents. In some cases, (B) can tend to zero depending on the value of the current charging/discharging the parasitic capacitors and on the dead time.
- If the current through the MOSFETs is not high enough to produce a $\mathrm{V}_{\mathrm{F}-\mathrm{MOSFET}}>\mathrm{V}_{\text {knee }}$, then the diode will never conduct during MOSFET ON time.
- The turn OFF switching losses should be analyzed as the enhancement introduced by the SiC SBD in the conduction losses can, in some cases, be compromised by the increase in turn OFF switching losses (due to the extra capacitance).


Figure 6. Waveforms of the gates and drain to source voltages of two MOSFETs in one leg during the dead time period.

As a conclusion to the previous discussion, it is important to develop a simple model to determine, for a certain DAB operation point, if an extra antiparallel SiC diode co-packed with the SiC MOSFET is worthy or avoiding it is better. This is introduced in the next section.
4.2.2. Model to Assess the Efficiency Improvement Using a SiC Diode

Diode Conduction Intervals
Regarding diode conduction interval during the dead time, in order to estimate the time duration (B) (see Figure 6), the capacitor charging time during (A) is estimated using Equation (2), where $\mathrm{C}_{\mathrm{o}(\mathrm{er})}$ is the MOSFET effective output capacitance given by the data sheet and $\mathrm{V}_{1}=\mathrm{V}_{\mathrm{i}}=\mathrm{V}_{\mathrm{o}}$. Accordingly, $\mathrm{i}_{\mathrm{lk}}$ is considered flat $\left(I_{1}=I_{2}\right.$ in Figure 5$)$ and, therefore, as an approximation, the peak current $\left(I_{p \_l}\right)$ is considered to be equal during all the switching transitions.

$$
\begin{equation*}
t_{(A)}=2 \frac{V_{1} C_{o(e r)}}{I_{p_{-} l k}} \tag{2}
\end{equation*}
$$

Since $t_{(B)}=$ dead time $-t_{(A)}$, therefore diode operates for 570 ns for the case of the SiC SBD and 588 ns for the body diode. This time represents around $95 \%$ of the total dead time ( 600 ns ) and, therefore, the reduction in conduction losses during diode operation is relevant to consider.

Regarding the diode conduction interval during MOSFET ON time, first, the diode characteristics are identified from the MOSFET datasheet (see Table 3). Figure 7 shows the forward voltage drop for both diodes ( $\mathrm{V}_{\mathrm{F} \text {-Diode }}$ ) as a function of the current through the diode. Additionally, the voltage drop on the MOSFET due to its ON resistance $\left(\mathrm{V}_{\mathrm{F}-\mathrm{MOSFET}}\right)$ as a function of the current it is conducting is illustrated.


Figure 7. MOSFET voltage drop and diode characteristic curve for the SiC Schottky Barrier Diode (SBD) and the body diode.

It is possible to see that each diode conducts when the current through the MOSFET is above a certain minimum value. It is clearly lower in the case of the SiC SBD. This can be estimated from Equation (3), where $\mathrm{R}_{\mathrm{ON}-\mathrm{MOSFET}}$ stands for ON-state drain-to-source MOSFET resistance:

$$
\begin{equation*}
I_{\text {min }}=\frac{V_{\text {knee }}}{R_{\text {ON-MOSFET }}} \tag{3}
\end{equation*}
$$

Based on the data in Table 3, $\mathrm{I}_{\min \operatorname{SiC}}$ is 6.8 A while $\mathrm{I}_{\text {min }}$ body is 11.2 A. Since the theoretical calculated $\mathrm{I}_{\mathrm{p} \_l \mathrm{l}}=9 \mathrm{~A}$, therefore it is not possible that the body diode enters into conduction while the MOSFET is ON. On the other hand, the SiC diode would conduct when the current exceeds 6.8 A.

Estimation of the Power Losses
Power losses are estimated for both cases of the DAB using MOSFETs with a SiC antiparallel diode (SCH2080KE) and with only the body diode (SCT2080KE). Theoretical power loss estimation will be compared to the experimental efficiency results presented in the next section.

First, the periods where the diode can conduct (when it is forward biased) are identified as shown in Figure 8. It can be seen that, the diodes of all the ON MOSFETs can conduct during (1) and (4) as the current through all the devices is negative (see Figure 5), while during (3) and (6) only the diodes of the secondary bridge can conduct.

Accordingly, to simplify the power loss estimation the following assumptions are made:

- As $\mathrm{I}_{\mathrm{min} \mathrm{SiC}}$ is around $75 \%$ of $\mathrm{I}_{\mathrm{pk}-\mathrm{l}}$, therefore, it is assumed that the diode operates only during period (3) and (6) when the peak current is passing through the devices (periods (1) and (4) are neglected).
- The power loss estimation is performed only during the periods with different operation for the case of the SiC SBD and the body diode. In other words, only the difference in losses between both cases is considered. These intervals are: (3), (6) and the dead times.


Figure 8. Current through the power transfer inductance of the Dual Active Bridge (DAB) showing periods where the antiparallel diode can enter into conduction mode during MOSFETs conduction.

During intervals (3) and (6), the conduction and switching losses of all the devices are estimated, while during the dead times, only the diodes conduction losses are estimated.
(a) Losses during dead time:

During one switching period $\left(\mathrm{T}_{\mathrm{sw}}\right)$, four intervals of dead time take place. During each interval two diodes conduct. Accordingly, the diodes total conduction losses are estimated using Equation (4), where $\mathrm{V}_{\mathrm{F} \text {-Diode }}$ is the diode forward voltage at $\mathrm{I}_{\mathrm{p} \_\mathrm{l}}$ obtained from the diode characteristic curve given by the datasheet (linearized in Figure 7).

$$
\begin{equation*}
P_{\text {deadtime }}=8 \cdot V_{F-\text { Diode } e} \cdot I_{p_{-l}} \cdot \frac{t_{(B)}}{T_{s w}} \tag{4}
\end{equation*}
$$

(b) Losses during interval (3) and (6) (Figure 8):

Losses during these two intervals are divided into: (1) turn OFF switching losses ( $\mathrm{P}_{\mathrm{sw}}$ ) and (2) MOSFET and diode conduction losses ( $\mathrm{P}_{\text {MOSFET }}$ and $\mathrm{P}_{\text {Diode }}$ ). The switching losses are straightforward, estimated from MOSFET E EFF using Equation (5).

$$
\begin{equation*}
P_{s w}=8 \cdot E_{O F F} \cdot f_{s w} \tag{5}
\end{equation*}
$$

On the other hand, conduction losses are not straight forward. As noticed from Figure 8, in both (3) and (6) intervals, the primary bridge devices are different from the secondary ones. For example, during (3), for the primary, only the MOSFETs conduct (i.e., all the current flows through the MOSFETs, S1 \& S4). In this case, four MOSFETs of the primary bridge conduct during (3) and (6) (two in each interval). Therefore, the total primary conduction losses can be easily estimated using Equation (6).

$$
\begin{equation*}
P_{M O S F E T-p r i m}=4 \cdot I_{p_{-} l k}{ }^{2} \cdot R_{O N-M O S F E T} \cdot \frac{T-d T}{T_{s w}} \tag{6}
\end{equation*}
$$

However, for the secondary, the current is shared between the diode and the MOSFET (S5, D5 and S8, D8). Accordingly, the current conducted by each element has to be estimated. Since the voltage drop on the MOSFET is equal to the diode $\mathrm{V}_{\mathrm{F} \text {-Diode, }}$, then:

$$
\begin{equation*}
I_{M} \cdot R_{\text {ON-MOSFET }}=V_{\text {knee }}+I_{D} \cdot R_{D} \tag{7}
\end{equation*}
$$

where $I_{M}$ and $I_{D}$ are the currents through the MOSFET and the diode respectively and $R_{D}$ is the diode dynamic resistance.

Since the current is shared by both elements, then, $\mathrm{I}_{\mathrm{M}}$ and $\mathrm{I}_{\mathrm{D}}$ can be obtained from Equations (7) and (8):

$$
\begin{equation*}
I_{M}+I_{D}=I_{p_{\_} l k} \tag{8}
\end{equation*}
$$

Finally, the total conduction losses of the secondary bridge during $T_{\text {sw }}$ can be calculated from Equations (9) and (10):

$$
\begin{align*}
P_{\text {MOSFET-sec }} & =4 \cdot I_{M}^{2} \cdot R_{\text {ON-MOSFET }} \cdot \frac{T-d T}{T_{S w}}  \tag{9}\\
P_{\text {Diode-sec }} & =4 \cdot I_{D} \cdot V_{F-\text { Dioded }} I_{D} \cdot \frac{T-d T}{T_{s w}} \tag{10}
\end{align*}
$$

The values of the power loss components estimated in this section are summarized in Table 4 where the enhancement to the DAB efficiency is estimated to be approximately $0.22 \%$ given the rated power is 5 kW .

Table 4. Theoretically-estimated power losses.

| Interval | Losses | SCH2080KE +SBD | SCT2080KE |
| :---: | :---: | :---: | :---: |
| Dead time (600 ns) | Diode conduction ( $\mathrm{P}_{\text {deadtime }}$ ) | 1.6 W | 6.2 W |
| (3) \& (6) | Switching ( $\mathrm{P}_{\text {SW }}$ ) | 26.4 W | 28.8 W |
|  | $\mathrm{P}_{\text {MOSFET-prim }}$ | 17.4 W | 17.4 W |
|  | Conduction $\quad \mathrm{P}_{\text {MOSFET-sec }}$ | 10.4 W | 17.4 W |
|  | $\mathrm{P}_{\text {Diode-sec }}$ | 2.8 W | - |
|  | Total losses | 58.6 W | 69.8 W |

4.2.3. Experimental Validation of the Proposed Loss Model

A DAB test bench was constructed and tests were performed at the nominal operation defined in Table 1 and the results are summarized in Table 5.

Table 5. Experimental results of the Dual Active Bridge (DAB) with and without SiC Schottky Barrier Diode (SBD).

| Characteristics | SCH2080KE +SBD | SCT2080KE |
| :---: | :---: | :---: |
| Antiparallel diode | SiC SBD | Body diode |
| Efficiency $(\eta)$ | $98.1 \%$ | $97.8 \%$ |
| Phase-shift $(\mathrm{d})$ | 0.29 |  |
| Dead time | 600 ns |  |
| $I_{p \_l k}$ | Calculated from Equation (1): 9 A <br> Measured (experimental): 9.8 A |  |

It was observed that the measured efficiency of the DAB converter composed of MOSFETs with an additional SiC antiparallel SBD is higher than that with only the body diode. The enhancement observed from the experimental results is around $0.3 \%$, which validates the calculation introduced previously resulting in $0.22 \%$. These results validate the proposed hypothesis and approach.

## 5. Experimental Results of the PET Module

The developed full-scale PET module is shown in Figure 9. Its structure is that schematically shown in Figure 1b. Table 6 summarize the main components of the PET module.


Figure 9. The developed Power Electronic Transformer (PET) module.
Table 6. Main Power Electronic Transformer (PET) module components.

| Element | Characteristics | Reference |
| :---: | :---: | :---: |
| DAB | ROHM 1.2 kV, 28 A SiC MOSFET | SCH2080KE |
|  | CREE 2-channel drivers | CGD15HB62P1 |
| CHB | Infineon $1.7 \mathrm{kV} \mathrm{Si} \mathrm{IGBT} \mathrm{+} \mathrm{SiC} \mathrm{diode}$ | Not commercial |
|  | Infineon two-channel drivers | 2ED300C17-S |
| Controller | Xilinx FPGA (Spartan 3E) custom board | XC3S250E-4TQG144I |

### 5.1. Developed HFT

One of the key aspects in the design of this HFT is the high galvanic isolation required between its primary and secondary sides, being 24 kV in this PET. This presents significant challenges compared to the ones considered in literature $[43,44]$. Moreover, the DAB power transfer inductance $\left(\mathrm{L}_{\mathrm{lk}}\right)$ is magnetically integrated in the HFT by making use of its series leakage inductance [43]. This reduces size and cost but, on the other hand, imposes additional constrains on the HFT design due to the required accuracy of $\mathrm{L}_{\mathrm{lk}}$.

The HFT design is, therefore, a tradeoff between four variables: transferred power capability, temperature rise (i.e., losses), size and cost. Several design iterations are performed to achieve the required isolation with an acceptable tradeoff between these variables. The HFT design was previously presented in [45]. The main experimental validation tests are provided in this work for completeness.

Figure 10a shows laboratory developed HFT for test purposes and Figure 10b shows the final factory encapsulated HFT. A UU core structure is used typically selected in literature for separate winding $[46,47]$. The core ferrite material is selected to be Ferroxcube ${ }^{\circledR}{ }^{\circledR} 3 C 90$ based on the DAB switching frequency [43]. An epoxy resin providing $15 \mathrm{kV} / \mathrm{mm}$ and exhibiting acceptable thermal conductance of $3 \mathrm{~W} / \mathrm{mK}$ was used for encapsulation.

Figure 11 shows a schematic representation of the HFT design from ANSYS PEmag ${ }^{\circledR}$ software (Canonsburg, PA, USA).


Figure 10. High Frequency Transformer (HFT) prototype. (a) Non-encapsulated laboratory developed using 3D printed bobbins. (b) Encapsulated final HFT.


Figure 11. High Frequency Transformer (HFT) design taken from ANSYS PEmag ${ }^{\circledR}$.
To verify the achieved isolation, a high potential test is done for both porotypes and results are compared. A Hipot tester is used to apply a voltage potential of up to 24 kV between both windings. The leakage current flowing from the winding with the higher potential, through air/resin, is recorded and shown in Figure 12. A significant diversion between both prototypes is clear at higher voltage potentials. Having lower leakage currents means that successive partial discharge due to high dv/dt is avoided which would lead to eventual insulation breakdown [48].


Figure 12. Experimental results. Leakage current measured between High Frequency Transformer (HFT) windings, as a function of the voltage difference between them.

To locate the hottest spot and verify its temperature rise, five NTC sensors were mounted inside the HFT (see Figure 11). The location of this spot differs in encapsulated (NTC 1) and non-encapsulated prototypes (NTC 4). The temperature profile of the encapsulated HFT hottest spot during a four-hour

DAB test at rated operation is shown in Figure 13. The steady state temperature, under natural convection, was recorded to be $60^{\circ} \mathrm{C}$.


Figure 13. Experimental results. Hottest spot temperature profile for the encapsulated High Frequency Transformer (HFT) using 3C90 ferrite core measured using a Negative Temperature Coefficient (NTC) sensor.

A summary of the final HFT design is shown in Table 7.
Table 7. High Frequency Transformer (HFT) design summary.

| Quantity | Value |
| :---: | :---: |
| Isolation | 24 kV |
| Core structure | UU100/57/25 |
| Ferrite material | Ferroxcube ${ }^{\circledR} 3 \mathrm{C} 90$ |
| Encapsulation | Epoxy resin $(15 \mathrm{kV} / \mathrm{mm})$ <br> (ROYAPOX $912 \mathrm{THC} / 2)$ |
| Bobbins | GPO-3 $(20 \mathrm{kV} / \mathrm{mm})$ |
| Number of turns (N) | 35 |
| Temperature rise at NTC 4 | $40^{\circ} \mathrm{C}$ |

### 5.2. Experimental Validation

Figure 14 shows the performed test connection diagram. A DC power supply is connected to the LVDC side to provide $\mathrm{V}_{\mathrm{dcLV}}$ and the power is transferred from FB2 to FB1. The DAB current control regulates the transferred power using single phase shift (SPS) modulation while the CHB full bridge regulates the cell capacitor voltage $\left(\mathrm{V}_{\text {cell }}\right)$.


Figure 14. Schematic of the Power Electronic Transformer (PET) module during the performed experimental test.

Figure 15 shows the experimental results for the PET module nominal operation (described in Table 1). Figure 15a shows the DAB waveforms, where FB2 gates are leading FB1 gates and the phase shift between both controls the magnitude of the transferred power [35].


Figure 15. Experimental results. (a) Dual Active Bridge (DAB) waveforms. Two gate signals of DAB FB1 and FB2 and leakage inductance current ( $\mathrm{i}_{1 \mathrm{~K}}$ ). (b) Cascaded H-Bridge (CHB) full bridge waveforms. CHB full bridge output voltage ( $\mathrm{V}_{\mathrm{CHB}}$ ), CHB full bridge output current ( $\mathrm{i}_{\mathrm{CHB}}$ ), and the cell capacitor voltage ( $\mathrm{V}_{\text {cell }}$ ).

Figure 15 b shows the CHB waveforms, where $\mathrm{V}_{\mathrm{CHB}}$ and $\mathrm{i}_{\mathrm{CHB}}$ are the CHB full-bridge output voltage and current respectively. $\mathrm{V}_{\text {cell }}$ is regulated at 800 V by the CHB voltage control.

## 6. Conclusions

This paper analyzes the use of SiC devices in three-stage modular PETs. It has been shown that SiC MOSFETs can be especially advantageous in the isolation stage, as they combine high blocking voltage and high switching frequencies, leading to higher efficiency, size reduction of the isolation transformer, and higher power density. On the other hand, limited merit is achieved using SiC in the front end $\mathrm{AC} / \mathrm{DC}$ and the LV side DC/AC converters. However, this partially depends on the application of the PET and the selected topology.

The paper details the selection of SiC MOSFETs for the DAB DC/DC isolation stage experimentally comparing different commercial devices. The benefits of a SiC antiparallel SBD is investigated. It is concluded that the SiC diode improves the efficiency of the DAB as it reduces the total conduction losses of the device. However, this improvement strongly depends on two critical design aspects: the employed dead time interval and the time interval during which the current is driven by both the MOSFET and the diode at the same time (due to the voltage drop in the MOSFET on resistance directly biasing the diode). Generally, the efficiency improvement can be more relevant for a flatter inductor current shape and when the DAB is working around its nominal operation point. A loss model was presented to assess the introduced efficiency improvement and was experimentally validated.

Experimental results showing the operation of the full-scale DAB converter at rated conditions as part of the PET module are provided.
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## Nomenclature

| $\mathrm{V}_{\text {achV }}$ | HVAC grid voltage |
| :---: | :---: |
| $\mathrm{V}_{\text {aclv }}$ | LVAC grid voltage |
| $\mathrm{V}_{\mathrm{dcLV}}$ | LVDC link voltage |
| $\mathrm{C}_{\text {dcLV }}$ | LVDC link capacitor |
| $\mathrm{V}_{\text {cell }}$ | Cell capacitor voltage |
| $\mathrm{C}_{\text {cell }}$ | Cell capacitor |
| $\mathrm{f}_{\text {sw }}$ | Switching frequency |
| T | Half the switching period of the DAB |
| d | Phase shift of the DAB represented as a ratio of T |
| $\mathrm{L}_{1 \mathrm{k}}$ | DAB leakage inductance |
| $\mathrm{V}_{\text {knee }}$ | Diode knee voltage |
| $\mathrm{V}_{\mathrm{F} \text {-diode }}$ | Diode forward voltage |
| $\mathrm{I}_{\mathrm{pk}-\mathrm{lk}}$ | Peak current through the leakage inductance |
| $\mathrm{R}_{\text {ON-MOSFET }}$ | MOSFET ON resistance |
| $\mathrm{C}_{\text {o(er) }}$ | MOSFET effective output capacitance |
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#### Abstract

Switching losses of power transistors usually are the most relevant energy losses in high-frequency power converters. Soft-switching techniques allow a reduction of these losses, but even under soft-switching conditions, these losses can be significant, especially at light load and very high switching frequency. In this paper, hysteresis and energy losses are shown during the charge and discharge of the output capacitance ( $\mathrm{C}_{\mathrm{OSS}}$ ) of commercial high voltage Superjunction MOSFETs. Moreover, a simple methodology to include information about these two phenomena in datasheets using a commercial system is suggested to manufacturers. Simulation models including Coss hysteresis and a figure of merit considering these intrinsic energy losses are also proposed. Simulation and experimental measurements using an LLC resonant converter have been performed to validate the proposed mechanism and the usefulness of the proposed simulation models.
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## 1. Introduction

During the last 15 years, the acceptance of resonant converters in the industry application market has been massive, especially regarding adapters, flat panel TVs, electric and hybrid vehicle (EV/HEV), datacenters, and photovoltaic (PV) inverters, among others [1-3] (Figure 1). Besides, new markets and research centers are focusing on moving to higher frequencies to obtain further advantages and gaining power density, taking the present technologies in semiconductors to their physical limit. This is the case of gallium nitride $(\mathrm{GaN})$ and silicon carbide $(\mathrm{SiC})$ technologies, which are thought to be used in the market of resonant converters for low power and high-frequency applications, besides other well-known high-power applications.

A resonant topology operating at a high switching frequency and zero voltage switching (ZVS) provides high power density and is commonly chosen for the previously mentioned applications. The primary side power transistors used in a resonant converter must comply with high-voltage and high-frequency requirements, and need to be properly selected to provide good performance. However, the information given by the manufacturers of these transistors is not usually enough to calculate all the existing energy losses.


Figure 1. Markets in which resonant converters are used, for different ranges of frequencies $(\mathrm{kHz})$ and power (kW). EV/HEV, electric and hybrid vehicle; PV, photovoltaic.

The parasitic output capacitance ( $\mathrm{C}_{\mathrm{OSS}}$ ) of the power transistors has an important role in energy losses, even under ZVS conditions. Traditional switching losses models are not valid for very high switching frequencies. In the work of [4], significant energy dissipation in the process of charging and discharging Coss of Superjunction MOSFET (SJ-MOSFET) while the gate is shorted to the source is observed. In another paper [5], these intrinsic energy losses ( $\mathrm{E}_{\mathrm{i}}$ ) are measured and compared in different power switches, including Silicon SJ-MOSFETs, GaN cascode, SiC cascode, and SiC MOSFETs. These $\mathrm{E}_{\mathrm{i}}$ cannot be eliminated by using ZVS and set an upper limit for the switching frequency of the converters. Similar losses are presented in the work of [6], where energy dissipation during the charging and discharging of the junction capacitance of SiC Schottky diodes is evaluated. In the work of [7], the $\mathrm{E}_{\mathrm{i}}$ are included for the determination of soft-switching losses of $10 \mathrm{kV} \mathrm{SiC} \mathrm{MOSFET} \mathrm{modules}$. Calorimetric measurements are used to evaluate these losses (based on the charge and discharge of the Coss, and especially of the antiparallel junction barrier Schottky diode). In the work of [8], the variation of $\mathrm{E}_{\mathrm{i}}$ with $\mathrm{dV} / \mathrm{dt}$ is evaluated at very high switching frequency ( $1-35 \mathrm{MHz}$ ) in silicon (Si) and wide-bandgap active devices.

In the work of [9], these $\mathrm{E}_{\mathrm{i}}$ are related to a significant hysteresis exhibited by the Coss of some of the most advanced SJ-MOSFETs. In a further paper [10], the physical mechanism responsible for this COSS hysteresis is briefly shown by means of mixed-mode simulations. Finally, mixed-mode simulations are also proposed to analyze $E_{i}$ and the cause of the Coss hysteresis in different SJ-MOSFETs in the work of [11].

The authors of this paper have previously analyzed the COSS hysteresis and its related switching losses (including $\mathrm{E}_{\mathrm{i}}$ ) for different dead-times of three generations of SJ-MOSFETs in an LLC resonant converter in the work of [12]. Moreover, they provide a guideline to select SJ-MOSFETs of different manufacturers to improve the efficiency of this converter in a wide power range in the work of [13].

In this paper, a simple methodology is suggested to manufacturers to include information related to the Coss hysteresis and $\mathrm{E}_{\mathrm{i}}$ of power devices in their datasheets. These data will be useful to select the optimum devices in high-frequency and soft-switching applications. Moreover, a spice model including the $\mathrm{C}_{\mathrm{OSS}}$ hysteresis and a figure of merit (FoM) including $\mathrm{E}_{\mathrm{i}}$ are proposed in Section 2 and 3 , respectively. Both proposals are validated using simulation and experimental results of an LLC resonant converter in Section 4.

## 2. Spice Model Including Coss Hysteresis Effect

In order to design a resonant converter with low cost and high efficiency and power density, special attention is crucial during the selection of the high-voltage $(\sim 600 \mathrm{~V})$ silicon SJ-MOSFET device needed.

However, even if the high-voltage SJ-MOSFETs are selected based on major vendors recommendations for soft-switching applications in resonant converters, they present different values of $\mathrm{E}_{\mathrm{i}}$. $\mathrm{E}_{\mathrm{i}}$ might not seem so significant for hard-switching conditions, but it can make the difference under soft-switching operation, especially for low and medium load demands, where conduction power losses are lower and switching losses are relevant because of the high-frequency operation.
$\mathrm{E}_{\mathrm{i}}$ is intrinsic to the structure of SJ-MOSFETs, as it is briefly reproduced in Figure 2a-c and explained in detail in the work of [12], where a physical relationship between Coss hysteresis and $\mathrm{E}_{\mathrm{i}}$ was demonstrated, elucidating the existence of energy losses during the charge and discharge of $\mathrm{C}_{\text {Oss }}$. Holes and electrons ( $\mathrm{h}+$ and e-, respectively, in Figure 2), flowing in parallel to the capacitance, originate stucked charges between the pillars that need to be removed through highly resistive paths that may vary among devices.


Figure 2. (a) Cross section of a Superjunction (SJ)-MOSFET basic cell. Description of (b) CoSs charge and (c) Coss discharge. Electron (e-) and hole (h+) currents and charge pockets are indicated (red and blue). (d) Illustrative comparison between CosS extracted by small-signal (solid blue line) and large-signal (green dashed and red dotted lines).
$E_{i}$ used to be neglected [14,15], but some simulations models started to consider non-linear CoSS effects, and non-ZVS operation of SJ-MOSFETs [16-18]. However, Coss hysteresis discoveries are not still considered in those simulation models.

The degree of severity of Coss hysteresis varies from device to device depending on technological and geometrical features. Up to now, application notes and datasheets do not provide any information regarding this phenomenon. Besides, manufacturers only give small-signal characterization of the transistors, whereas Coss hysteresis is only detectable during large-signal analysis (Figure 2d). In order to solve this fact, a simple methodology to include in the datasheets enough information to generate simulation models predicting this behavior will be proposed.

In contrast to other reported techniques, a commercial system commonly used by power devices manufactures, an Auriga pulsed I-V system [19], is proposed. This characterization system is able to
capture measurements with very high speed and resolution (up to $0.01 \%$ of max current), and it is temperature independent. Moreover, voltage/current measurements have emerged as the preferred method of capturing different characteristics of active devices. The simple setup and the voltage and current waveforms obtained using one of the SJ-MOSFETs under test are shown in Figure 3.


Figure 3. Auriga pulsed I-V tests: $I_{D}$ and $V_{D S}$ waveforms.
Using these voltage/current measurements, Coss large-signal curves during its charge and discharge can be inferred using

$$
\begin{equation*}
C_{O S S}=\frac{I_{D}}{\frac{d V_{D S}}{d t}} \tag{1}
\end{equation*}
$$

Following the presented procedure, COSS large-signal curves during its charge and discharge of the SJ-MOSFETs under test (Table 1) were estimated (as an example, results of device under test 1 (DUT1) are included in Figure 4).


Figure 4. Coss large-signal curves of device under test 1 (DUT1) (Table 1) during its charge and discharge obtained using (1) and the Auriga pulsed I-V curves.

A detailed simulation model should include this behavior to obtain accurate simulation waveforms of the switching process. The calculated Coss could be described using a polynomial expression, but in this paper, the use of look-up-tables with pairs of values voltage-capacitance is proposed. Two different look-up-tables, one for the charge and one for the discharge, can be easily included in the spice model of the SJ-MOSFETs. This option is preferred (compared with polynomial expressions) from the point of view of saving computational time and the ease to use, follow, and change data if a different power device is chosen for simulation. The simulations results using the proposed model will be shown and compared with the experimental results in Section 4.
Table 1. List of Superjunction (SJ)-MOSFETs explicitly for LLC primary side with main electrical characteristics and figures of merit (FoMs). DUT, device under test.

| DUT | Characteristics from Datasheet |  |  |  |  |  |  |  | FoM from Datasheet |  |  |  | Proposed FoM$\mathbf{R}_{\mathrm{ON}} \cdot \mathrm{E}_{\mathrm{i}}\left(\Omega^{*} \mu \mathrm{~J}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \mathrm{R}_{\mathrm{ON}} \\ & (\mathrm{~m} \Omega) \end{aligned}$ | $B V_{\text {DSS }}$ <br> (V) | $\mathbf{R}_{\mathrm{G}}$ $(\Omega)$ | $\begin{aligned} & \mathrm{Q}_{\mathrm{G}} \\ & (\mathrm{nC}) \end{aligned}$ | $\begin{aligned} & \mathrm{Q}_{\mathrm{GD}} \\ & (\mathrm{nC}) \end{aligned}$ | $\underset{(\mathrm{nC})}{\mathrm{Q}_{\mathrm{GS}}}$ | $\begin{aligned} & \text { EOSS } \\ & (\mu \mathrm{J})^{(\mathbf{1})} \end{aligned}$ | $\underset{(\mathrm{nC})^{(2)}}{\text { Qoos }^{2}}$ | $\begin{gathered} \mathrm{R}_{\mathrm{ON}} \cdot \mathrm{Q}_{\mathrm{G}} \\ \left(\Omega^{*} \mathrm{nC}\right) \end{gathered}$ | $\underset{\left(\Omega^{*} \mathrm{nC}\right)}{\mathrm{R}_{\mathrm{ON}} \cdot \mathrm{Q}_{\mathrm{GD}}}$ | $\begin{gathered} \mathrm{R}_{\mathrm{ON}} \cdot \mathrm{E}_{\mathrm{OSS}} \\ \left(\Omega^{*} \mu \mathrm{~J}\right) \end{gathered}$ | $\begin{gathered} \mathrm{R}_{\mathrm{ON}} \cdot \mathrm{Q}_{\mathrm{OSS}} \\ \left(\mathbf{\Omega}^{*} \mathrm{nC}\right) \end{gathered}$ |  |
| 1 | 155 | 600 | 0.9 | 24 | 8 | 5 | 2.7 | 140 | 3.72 | 1.24 | 0.42 | 21.64 | 0.049 |
| 2 | 168 | 650 | 0.6 | 60 | 25 | 12 | 6.4 | 122 | 10.08 | 4.20 | 1.08 | 20.43 | 0.194 |
| 3 | 171 | 600 | 3.4 | 37 | 13 | 11 | 4.9 | 106 | 6.33 | 2.22 | 0.84 | 18.03 | 0.116 |
| 4 | 165 | 650 | 6 | 30 | 13 | 7.4 | 3.6 | 111 | 4.95 | 2.15 | 0.59 | 18.28 | 0.793 |
| 5 | 175 | 600 | 7 | 29 | 12 | 6 | 4.6 | 102 | 5.08 | 2.10 | 0.81 | 17.85 | 0.116 |
| 6 | 168 | 600 | 7 | 29 | 12 | 6 | 4.1 | 103 | 4.87 | 2.02 | 0.69 | 17.34 | 0.375 |

## 3. Simple Methodology to Include $\mathrm{E}_{\mathrm{i}}$ in the Datasheets

The cumulative energy ( $\mathrm{E}_{\text {CUM }}$ ) of Coss can be calculated with the previously shown voltage and current waveforms obtained using the Auriga pulsed I-V system.

$$
\begin{equation*}
E_{C U M}=\int I_{D} \cdot V_{D S} d t \tag{2}
\end{equation*}
$$

Using (2), the energy stored during the charge and extracted during the discharge of Coss can be easily estimated. In Figure 5, an example of the value of $\mathrm{E}_{\text {CUM }}$ using one of the SJ-MOSFETs under test is shown as an example. As can be seen, the stored energy is higher than the extracted energy, and this difference is the value of $\mathrm{E}_{\mathrm{i}}$. Concretely, $\mathrm{E}_{\mathrm{i}}$ is considered as the energy losses after applying a complete cycle of charge-discharge to the device, and consequently is directly related to Coss hysteresis.


Figure 5. Auriga pulsed I-V tests: $I_{D}$ and $V_{D S}$ waveforms. Procedure to obtain the cumulative energy and the value of $E_{i}$ to propose the new figure of merit (FoM).

The proposed FoM, defined as the conduction resistance ( $\mathrm{R}_{\mathrm{ON}}$ ) multiplied by $\mathrm{E}_{\mathrm{i}}$, considers both $\mathrm{R}_{\mathrm{ON}}$ (important for heavy loads) and $\mathrm{E}_{\mathrm{i}}$ (crucial for low and medium loads), allowing a proper selection of SJ-MOSFETs in soft-switching applications operating at high frequencies. The lower the FoM value of an SJ-MOSFET, the higher its performance. In Section 4, the prediction of the performance of different SJ-MOSFETs using this FoM is validated with experimental efficiency results.

Besides, it is worth mentioning that, as occurring in other common FoMs, the direct and indirect proportionalities of $\mathrm{R}_{\mathrm{ON}}$ and $\mathrm{E}_{\mathrm{i}}$ with the die area result in an area-independent FoM. This is a preferred FoM approach to facilitate the benchmarking between technologies. In addition, common to other FoMs are the limitations for devices with a small die area, where the termination area could be as relevant as the active area of the transistor ( $\mathrm{R}_{\mathrm{ON}}$ does not perfectly scale with the die area).

## 4. Validation of the Proposed Simulation Model and FoM

The power supplies used in the applications mentioned in the introduction of this paper must comply with challenging standards, such as 80PLUS Titanium® [20]. An LLC resonant converter is the topology generally selected to develop this kind of power supply, mainly owing to their high efficiency and power density. More information and new models are needed to properly design these power converters operating at a very high switching frequency.

Silicon SJ-MOSFETs are the preferred devices during the design of the primary side of the LLC resonant converter as they meet the requirements regarding voltage, current, and frequency, and an accurate procedure for their proper selection for each specification is important, especially operating at a high switching frequency. The devices under test (DUT) in this work are detailed in Table 1. SJ-MOSFETs with similar voltage blocking capability, $\mathrm{R}_{\mathrm{ON}}$, and Qoss are selected in order to obtain a fair comparison under the same working conditions. In all the tests, ZVS is assured and,
consequently, differences in the value of $R_{G}$ are not relevant because the switching losses were forced to be independent of $\mathrm{R}_{\mathrm{G}}$. Exhaustive experimental tests are carried out using an LLC resonant converter with the DUTs. Waveforms, breakdown losses, and efficiency results are analyzed and compared.

### 4.1. LLC Resonant Converter Description

The previously described SJ-MOSFETs were tested in a commercial evaluation board of an LLC resonant converter [21] featuring the specifications of Table 2.

Table 2. LLC resonant converter evaluation board specifications.

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| Primary side devices | Si SJ-MOSFETs (DUTs) | Input Voltage, $\mathrm{V}_{\text {IN }}(\mathrm{V})$ | $350-410$ |
| Secondary side devices | OptiMOS BSC010N04LS | Output voltage, $\mathrm{V}_{\mathrm{OUT}}(\mathrm{V})$ | 12 |
| Gate driver IC | 2EDL05N06PF | $\mathrm{C}_{\mathrm{R}}(\mathrm{nF})$ | 66 |
| Maximum power $(\mathrm{W})$ | 600 | $\mathrm{~L}_{\mathrm{R}}(\mathrm{uH})$ | 15.5 |
| Resonant frequency, $\mathrm{f}_{\text {RES }}(\mathrm{kHz})$ | 157 | $\mathrm{~L}_{\mathrm{M}}(\mathrm{uH})$ | 195 |
| Frequency range $(\mathrm{kHz})$ | $90-250$ | Transformer turns-ratio | $16: 1$ |

The fundamental requirements related to a fixed resonant $\operatorname{tank}\left(C_{R}, L_{R}\right.$, and $\left.L_{M}\right)$ and deadtimes $\left(\mathrm{t}_{\mathrm{D}}\right)$ are fulfilled, guaranteeing the ZVS inductive mode for the whole power range and for all the transistors under examination [13]. As the devices selected share very close values of $R_{O N}$ and $Q_{O S S}$, there is no need to redesign different $\mathrm{L}_{\mathrm{M}}$ values for each transistor, reassuring ZVS the whole load range. A simplified scheme of the LLC resonant converter with the main components and the sensing methods is shown in Figure 6.


Figure 6. Simplified circuit scheme of the LLC resonant converter and sensing method.
Mixed-mode (MM) simulations were also carried out to analyze the evolution of certain signals that cannot be experimentally measured (as the current through the channel of the MOSFETs). The developed MM simulations consist of spice circuits, where the half-bridge (HB) structure of the primary side of the LLC resonant converter is replaced by TCAD (Technology Computer Aided Design) structures (finite-element structures) simulating the power transistors ( $\mathrm{DUT}_{\mathrm{HIGH}}$ and $\mathrm{DUT}_{\text {LOW }}$ in Figure 6).

Calibration of TCAD structures was done by means of process simulations in the case of own SJ-MOSFETs technologies, and by means of reverse engineering and reverse calibration technique in the case of other commercial SJ-MOSFETs technologies. Information about the doping profiles is included in the TCAD structures and data regarding voltages, power, magnetics, frequencies, and so on are extracted from the evaluation board datasheet [21].

The accuracy of the MM simulations and its good match with experimental waveforms can be seen in Figure 7. Moreover, the current through the channel of the $\mathrm{DUT}_{\mathrm{LOW}}\left(\mathrm{I}_{\mathrm{CH}}\right)$ obtained using MM simulation (it cannot be experimentally measured) was included to verify the ZVS operation ( $\mathrm{I}_{\mathrm{CH}}$ falls to zero before $\mathrm{V}_{\mathrm{SW}}$ is increased). As $\mathrm{I}_{\mathrm{CH}}$ is zero before $\mathrm{V}_{\mathrm{SW}}$ rises, the area below $\mathrm{P}_{\text {INS }}$ waveform
represents the energy stored in the output capacitance of the SJ-MOSFET during the turn-off ( $\mathrm{E}_{\text {off }}$ ). This energy cannot be considered as losses, because it can be retrieved in the turn-on.


Figure 7. Simulated and measured waveforms for $\mathrm{DUT}_{\text {LOW }}$ during the turn-off. $\mathrm{I}_{\text {SHUNT }}, \mathrm{V}_{\mathrm{GS}}$, and $\mathrm{V}_{\mathrm{SW}}$ are referenced in Figure 6. $\mathrm{P}_{\text {INS }}$ is the instantaneous power (product of $\mathrm{V}_{\mathrm{SW}}$ and $\mathrm{I}_{\text {SHUNT }}$ ) and $\mathrm{I}_{\mathrm{CH}}$ is the simulated current through the channel of the SJ-MOSFET.

### 4.2. Experimental Results, Efficiency, and Power Losses Break-Down

Several experimental measurements and waveforms are analyzed to validate the proper operation of the converter at different loads and with different DUTs. Examples of experimental waveforms measured in the converter are shown in Figure 8.


Figure 8. Experimental $\mathrm{I}_{\text {RES }}$ and $\mathrm{V}_{\text {SW }}$ measured at different loads for DUT1 as an example of how the resonant current varies with the load. As can be seen, different switching frequencies are also used for different loads.

In Figure 8, the current through the resonant tank ( $\mathrm{I}_{\text {RES }}$ in Figure 6) is shown for different power levels, as well as its corresponding $\mathrm{V}_{\text {SW }}$ waveform. As can be seen, the $\mathrm{I}_{\text {RES }}$ value during the transition of both DUTs remains almost the same regardless of the load level, which will be helpful to estimate switching losses (they are calculated by means of the energy dissipated during the turn-on and turn-off) and to understand the behavior of the transistors during these transitions.

An efficiency comparison of the LLC resonant converter using all the DUTs as the primary side transistors is carried out in the whole power range, going from $10 \%$ to $100 \%$ of full load ( 600 W ), always following the same test protocol and operating conditions. In order to minimize error measurements and its influence on the efficiency comparison, a repetitive protocol was performed using an automatic program based on Java. First, the converter is turned-on at $10 \%$ of maximum load, and it remains under this working condition for 15 minutes to achieve a constant working temperature. Then, the efficiency
at $10 \%$ of maximum load is measured (this measurement is the result of averaging 10 consecutives measurements of $\mathrm{V}_{\text {IN }}, \mathrm{V}_{\text {OUT }}, \mathrm{I}_{\mathrm{IN}}$, and $\mathrm{I}_{\mathrm{OUT}}$ ). Finally, the load is increased, and new measurements are done after one minute. This procedure is repeated to $20 \%, 30 \%, 50 \%, 70 \%$, and $100 \%$ of full load. In Figure 9, the differential efficiencies obtained are shown, taken as reference DUT1, as it is the device that shows best performance for the whole range.


Figure 9. Differential efficiencies of the LLC resonant converter with respect to the best SJ-MOSFET (DUT1).

Using experimental waveforms of $\mathrm{V}_{\mathrm{GS}}, \mathrm{V}_{\mathrm{SW}}$, and $\mathrm{I}_{\mathrm{SHUNT}}$, switching ( $\mathrm{P}_{\mathrm{SW}}$ ), driving ( $\mathrm{P}_{\mathrm{DR}}$ ), and conduction ( $\mathrm{P}_{\mathrm{ON}}$ ) power losses contributions from each DUT are calculated for three power loads demands of $60 \mathrm{~W}(10 \%), 300 \mathrm{~W}(50 \%)$, and $600 \mathrm{~W}(100 \%)$, and are shown in Figure 10a-c, respectively.


Figure 10. Measured power losses owing to driving ( $\mathrm{P}_{\mathrm{DR}}$ ), switching ( $\mathrm{P}_{\mathrm{SW}}$ ), and conduction $\left(\mathrm{P}_{\mathrm{ON}}\right)$ at (a) $10 \%$, (b) $50 \%$, and (c) $100 \%$ load for each primary-side SJ-MOSFET.

In Figure 10a, at a low load, whereas low $\mathrm{P}_{\mathrm{ON}}$ losses remain almost equal for all the DUTs, differences in $\mathrm{P}_{\mathrm{DR}}$ losses have a small impact and $\mathrm{P}_{\mathrm{SW}}$ losses are dominant. For heavy loads (Figure 10c), $\mathrm{P}_{\mathrm{ON}}$ is by far the main factor of losses in the SJ-MOSFETs, yet disparity among the $\mathrm{P}_{\mathrm{SW}}$ losses is discernible. At a medium load (Figure 10b), divergence in $\mathrm{P}_{\text {SW }}$ among transistors makes the difference ( $\mathrm{P}_{\mathrm{ON}}$ losses are the highest, but fairly the same value, but differences at $\mathrm{P}_{\mathrm{SW}}$ have a great impact in the losses contribution). Even performing ZVS, $\mathrm{P}_{\mathrm{SW}}$ losses are relevant and differences in the total power losses between DUTs are the result of $\mathrm{P}_{\mathrm{SW}}+\mathrm{P}_{\mathrm{DR}}$ at light loads (Figure 10a) and $\mathrm{P}_{\mathrm{SW}}+\mathrm{P}_{\mathrm{ON}}$ at heavy loads (Figure 10c). These $\mathrm{P}_{\mathrm{SW}}$ losses under ZVS conditions are consistent with the existence of the $E_{i}$ previously reported.

### 4.3. Validation of the Simulation Model Including Coss Hysteresis

The developed spice model of all the SJ-MOSFETs under test includes the definition of the COSS with two look-up-tables with pairs of values voltage-capacitance, one for the charge and one for the
discharge (obtained using the procedure presented in Section 2). On the basis of the circuit proposed in Figure 6 and using the proposed spice models of the SJ-MOSFETs, some simulations of the LLC resonant converter are carried out using LTSpice. In these simulations, emphasis is on the primary side of the converter and the accurate definition of the COSS value. Experimental and simulated VSW waveforms are compared in Figure 11 and good agreement is obtained.


Figure 11. $V_{S W}$ waveform extracted by experimental measurement (green) and simulation with the proposed large-signal spice model (red) during (a) the increase of $\mathrm{V}_{\text {SW }}$ and (b) the decrease of $\mathrm{V}_{\text {SW }}$.

It should be noted that the equivalent capacitance seen from the port defined by $V_{S W}$ is the parallel combination of the output capacitance of $\mathrm{DUT}_{\text {LOW }}$ and $\mathrm{DUT}_{\text {HIGH }}$ (two nonlinear capacitors), defined as

$$
\begin{equation*}
C_{e q}=\frac{C_{\text {OSS }_{\text {DUT }}^{\text {LOW }}}}{}\left(V_{S W}\right) \cdot C_{O S S_{\text {DUT }_{\text {HIGH }}}}\left(V_{I N}-V_{S W}\right) \tag{3}
\end{equation*}
$$

Taking into account that the value of $\mathrm{C}_{\text {OSS }}$ of each SJ-MOSFET is different during its charge and discharge, $\mathrm{C}_{\mathrm{eq}}$ is not symmetric (as presented in previous works not including the $\mathrm{C}_{\text {Oss }}$ hysteresis [15]) and a different value is obtained when $\mathrm{V}_{\mathrm{SW}}$ goes up and down. As can be seen in Figure 12, the equivalent impedance during the increase of $\mathrm{V}_{\mathrm{SW}}\left(\mathrm{C}_{\mathrm{eq} 1}\right)$ has the same value at high voltage than the equivalence impedance during the decrease of $\mathrm{V}_{\mathrm{SW}}\left(\mathrm{C}_{\mathrm{eq} 2}\right)$ at low voltage. Consequently, in Figure 11, similar $\mathrm{V}_{\mathrm{SW}}$ evolution can be seen in the corners marked as A and B during the increase and the decrease of $\mathrm{V}_{\mathrm{SW}}$. The proposed spice model captures the corner asymmetry (see corners A and B have different curvature) when $\mathrm{V}_{\text {SW }}$ goes up and down during $\mathrm{DUT}_{\text {LOW }}$ turn-off and turn-on transitions, thus being consistent with the existence of a COSS hysteresis and matching the experimental measurements.


Figure 12. Derivation of $\mathrm{C}_{\mathrm{eq} 1}$ and $\mathrm{C}_{\mathrm{eq} 2}$, which are asymmetric with respect to the charge and discharge of the COSS of $\mathrm{DUT}_{\text {HIGH }}$ and $\mathrm{DUT}_{\text {LOW }}$. (a) Increase of $\mathrm{V}_{\text {SW }}$ and (b) decrease of $\mathrm{V}_{\mathrm{SW}}$.

### 4.4. Validation of the Proposed FoM including $E_{i}$

In Figure 9, there is not a clear trend regarding the efficiency that DUTs show for different load demands. Some of them might be suitable for low power, but, in contrast, their performance is worse at full load. That is the case of DUT5. FoMs based on the information provided by the datasheet do not always explain these differences in operation. For example, the worse performance at full load of DUT5 can be explained by its high on-resistance, but the performance for a light load of DUT5 is better than the performance of DUT6, while their switching characteristics are almost the same (even a bit better than those of DUT6).

Consequently, new FoMs are needed to know in detail where the power losses come from, as a great percentage of the converter total losses is attributable to the primary-side SJ-MOSFETs [13] for the whole load range. The proposed FoM should allow a proper selection of the SJ-MOSFETs in an LLC resonant converter. In the last column of Table 1, the value of the proposed FoM for all the DUTs is included, while in Figure 13, these values are compared with respect to DUT1.


Figure 13. Comparison of the proposed FoM of the DUTs.
The best performance of the LLC is obtained with DUT1, which also has the lowest value of the proposed FoM. DUT2, DUT3, and DUT5 have low values of the proposed FoM and the performance of the LLC with them is also good, especially at medium and light loads. DUT4 has the highest value of the proposed FoM, and the LLC with this DUT has the lowest performance.

As can be clearly seen, the proposed FoM can predict the better performance of the LLC with DUT5 than with DUT6 (especially at light load), which cannot be explained using the characteristics from datasheets.

## 5. Conclusions

The existence of $\mathrm{E}_{\mathrm{i}}$ in power devices, which produces significant switching energy losses in high switching frequency power converters, even under ZVS, has been shown in this paper. Moreover, $E_{i}$ are related to a COSS hysteresis.

A simple methodology using a commercial system is suggested to manufacturers to provide $E_{i}$ (which is not included in datasheets) and information about the Coss hysteresis. The relevance of the COSS hysteresis information is validated by developing simulation models that accurately match the experimental charge and discharge waveforms of the COSS. These new models will allow the designer to better predict the behavior of the power devices and their corresponding power losses, in order to to be able to design more efficient applications.

Efficiency experimental results on an LLC resonant converter are used to validate the suitability of the proposed FoM including $\mathrm{E}_{\mathrm{i}}$, to properly select the transistors used in soft-switching power converters operating at high frequencies.

The impact of these kinds of losses is important in high switching frequency power converters and should be properly modelled to be able to predict the performance of different commercial power
transistors in case the designer needs to compare several of those for a certain application; consequently, new data and models are needed.
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## Nomenclature

| $\mathrm{V}_{\text {IN }}$ | input voltage of the LLC converter. |
| :---: | :---: |
| V Out: | output voltage of the LLC converter |
| $\mathrm{DUT}_{\text {HIGH }} / \mathrm{DUT}_{\text {LOW }}$ | primary side MOSFETs under test |
| $\mathrm{L}_{\mathrm{R}}$ | discrete series resonant inductance of the resonant tank |
| $\mathrm{L}_{\mathrm{M}}$ | magnetizing inductance of the resonant tank |
| $\mathrm{C}_{\mathrm{R}}$ | discrete resonant capacitor of the resonant tank |
| $\mathrm{V}_{\mathrm{GS}}$ | gate-to-source voltage of the $\mathrm{DUT}_{\text {LOW }}$ |
| VSW | drain-to-source voltage of the $\mathrm{DUT}_{\text {LOW }}$. Switching voltage |
| $\mathrm{I}_{\text {RES }}$ | current through the resonant tank |
| $\mathrm{I}_{\text {SHUNT }}$ | drain-to-source current through $\mathrm{DUT}_{\text {LOW }}$ |
| $\mathrm{I}_{\mathrm{CH}}$ | simulated current through the channel of the $\mathrm{DUT}_{\text {LOW }}$ |
| $\mathrm{P}_{\text {INS }}$ | instantaneous power dissipated in the $\mathrm{DUT}_{\text {LOW }}$. Product of $\mathrm{I}_{\text {SHUNT }}$ and $\mathrm{V}_{\mathrm{SW}}$. |
| Coss | non-linear output capacitance of the MOSFETs |
| G, S, and D | gate, source and drain terminals of the MOSFETs |
| P | p-doped zone |
| N | n-doped zone |
| $\mathrm{E}_{i}$ | intrinsic energy losses after charging and discharging Coss up to a certain drain-to-source voltage ( $\mathrm{V}_{\mathrm{DS}}$ ) in off-state |
| $\mathrm{E}_{\text {CUM }}$ | cumulative energy in the MOSFET when applying a voltage pulse on it during off-state. |
| $\mathrm{P}_{\mathrm{SW}}, \mathrm{P}_{\mathrm{DR}}$, and $\mathrm{P}_{\mathrm{ON}}$ | switching, driving, and conduction power losses of the MOSFETs |
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